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In Praise of Memory Systems: Cache, DRAM, Disk 

Memory Systems: Cache, DRAM, Disk is the first book that takes on the whole hierarchy in a way that is 
consistent, covers the complete memory hierarchy, and treats each aspect in significant detail. This book will 
serve as a definitive reference manual for the expert designer, yet it is so complete that it can be read by a relative 
novice to the computer design space. While memory technologies improve in terms of density and performance, 
and new memory device technologies provide additional properties as design options, the principles and meth
odology presented in this amazingly complete treatise will remain useful for decades. I only wish that a book 
like this had been available when I started out more than three decades ago. It truly is a landmark publication. 
Kudos to the authors. 

-Al Davis, UniversityofUtah 

Memory Systems: Cache, DRAM, Disk fills a huge void in the literature about modern computer architecture. 
The book starts by providing a high level overview and building a solid knowledge basis and then provides the 
details for a deep understanding of essentially all aspects of modern computer memory systems including archi
tectural considerations that are put in perspective with cost, performance and power considerations. In addi
tion, the historical background and politics leading to one or the other implementation are revealed. Overall, 
Jacob, Ng, and Wang have created one of the truly great technology books that turns reading about bits and bytes 
into an exciting journey towards understanding technology. -

-Michael Schuette, Ph.D., VP of Technology Development at OCZ Technology 

This book is a critical resource for anyone wanting to know how DRAM, cache, and hard drives really work. 
It describes the implementation issues, timing constraints, and trade-offs involved in past, present, and future 
designs. The text is exceedingly well-written, beginning with high-level analysis and proceeding to incredible 
detail only for those who need it. It includes many graphs that give the reader both explanation and intuition. 
This will be an invaluable resource for graduate students wanting to study these areas, implementers, designers, 
and professors. 

-Diana Franklin, California Polytechnic University, San Luis Obispo 

Memory Systems: Cache, DRAM, Disk fills an important gap in exploring modern disk technology with accu
racy, lucidity, and authority. The details provided would only be known to a researcher who has also contributed 
in the development phase. I recommend this comprehensive book to engineers, graduate students, and research
ers in the storage area, since details provided in computer architecture textbooks are woefully inadequate. 

-Alexander Thomasian, IEEE Fellow, New Jersey Institute of Technology and Thomasian and Associates 

Memory Systems: Cache, DRAM, Disk offers a valuable state of the art information in memory systems that 
can only be gained through years of working in advanced industry and research. It is about time that we have 
such a good reference in an important field for researchers, educators and engfneers. 

-Nagi Mekhiel, Department of Electrical and Computer Engineering, Ryersop. University, Toronto 

This is the only book covering the important DRAM and disk technologies in detail. Clear, comprehensive, and 
authoritative, I have been waiting for such a book for long time. 

-Yiming Hu, University of Cincinnati 
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Memory is often perceived as the performance bottleneck in computing architectures. Memory Systems: 
Cache, DRAM, Disk, sheds light on the mystical area of memory system design with a no-nonsense approach to 
what matters and how it affects performance. From historical discussions to modern case study examples this 
book is certain to become as ubiquitous and used as the other Morgan Kaufmann classic textbooks in computer 
engineering including Hennessy and Patterson's Computer Architecture: A Quantitative Approach. 

-R. Jacob Baker, Micron Technology, Inc. and Boise State University. 

Memory Systems: Cache, DRAM, Disk is a remarkable book that fills a very large void. The book is remarkable 
in both its scope and depth. It ranges from high performance cache memories to disk systems. It spans cirpuit 
design to system architecture in a clear, cohesive manner. It is the memory architecture that defines modern 
computer systems, after all. Yet, memory systems are often considered as an appendage and are covered in a 
piecemeal fashion. This book recognizes that memory systems are the heart and soul of modern computer 
systems and takes a 'holistic' approach to describing and analyzing memory systems. 

The classic book on memory systems was written by Dick Matick of IBM over thirty years ago. So not only does 
this book fill a void, it is a long-standing void. It carries on the tradition of Dick Matick's book extremely well, 
and it will doubtless be the definitive reference for students and designers of memory systems for many years to 
come. Furthermore, it would be easy to build a top-notch memory systems course around this book. The authors 
clearly and succinctly describe the important issues in an easy- to-read manner. And the figures and graphs are 
really great-one of the best parts of the book. 

When I work at home, I make coffee in a little stove-top espresso maker I got in Spain. It makes good coffee very 
efficiently, but if you put it on the stove and forget it's there, bad things happen-smoke, melted gasket- 'burned 
coffee meltdown.' This only happens when I'm totally engrossed in a paper or article. Today, for the first time, it 
happened twice in a row-while I was reading the final version of this book. 

-Jim Smith, University ofWisconsin-Madison 
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You can tell whether a person plays or not by the way he carries the 
instrument, whether it means something to him or not. 

Then the way they talk and act. If they act too hip, you know they can't 
play [jack]. 

-Miles Davis 

[ .. .} in connection with musical continuity, Cowell remarked at the 
New School before a concert of works by Christian Wolff, Earle Brown, 
Morton Feldman, and myself, that here were four composers who were 
getting rid of glue. That is: Where people had felt the necessity to stick 
sounds together to make a continuity, we four felt the opposite neces
sity to get rid of the glue so that sounds would be themselves. 

Christian Wolff was the first to do this. He wrote some pieces vertically 
on the page but recommended their being played horizontally left to 
right, as is conventional. Later he discovered other geometrical means 
for freeing his music of intentional continuity. Morton Feldman di
vided pitches into three areas, high, middle, and low, and established 
a time unit. Writing on graph paper, he simply inscribed numbers of 
tones to be played at any time within specified periods of time. 

There are people who say, '1f music's that easy to write, I could do it." Of 
course they could, but they don't. I find Feldman's own statement more 
affirmative. We were driving back from some place in New England 
where a concert had been given. He is a large man and falls asleep 
easily. Out of a sound sleep, he awoke to say, ((Now that things are so 
simple, there's so much to do." And then he went back to sleep. 

-John Cage, Silence 
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Preface 

"It's the Memory, Stupid I" 
If you develop an ear for sounds that are musical it is like developing an ego. You begin to refuse sounds that are not musical 
and that way cut yourself off from a good deal of experience. 

In 1996; Richard Sites, one of the fathers of 
computer architecture and lead designers of the DEC 
Alpha, had the following to say about the future of 
computer architecture research: 

Across the industry, today's chips are largely 
able to execute code faster than we can feed 
them with instructions and data. There are 
no longer performance bottlenecks in the 
floating-point multiplier or in having only 
a single integer unit. The real design action 
is in memory subsystems-caches, buses, 
bandwidth, and latency. 

An anecdote: in a recent database benchmark 
study using TPC-C, both 200-MHz Pentium 
Pro and 400MHz 21164 Alpha systems were 
measured at 4.2-4.5 CPU cycles per instruction 
retired. In other words, three out of every four 
CPU cycles retired zero instructions: most were 
spent waiting for memory. Processor speed has 
seriously outstripped memory speed. 

Increasing the width of instruction issue 
and increasing the number of simultaneous 
instruction streams only makes the memory 
bottleneck worse. If a CPU chip today needs to 
move 2 GBytes!s (say, 16 bytes every 8 ns) across 
the pins to keep itself busy, imagine a chip in 
the foreseeable future with twice the clock rate, 
twice the issue width, and two instruction 

-John Cage 

streams. All these factors multiply together to 
require about 16 GBytes!s of pin bandwidth to 
keep this chip busy. It is not clear whether pin 
bandwidth can keep up-32 bytes every 2ns? 

I expect that over the coming decade memory 
subsystems design will be the only important 
design issue for microprocessors. [Sites 1996, 
emphasis Sites'] 

The title of Sites' article is "It's the Memory, Stupid!" 
Sites realized in 1996 what we as a community are only 
now, more than a decade later, beginning to digest 
and internalize fully: uh, guys, it really is the memory 
system ... little else matters right now, so stop wasting 
time and resources on other facets of the design. Most 
of his colleagues designing next-generation Alpha 
architectures at Digital Equipment Corp. ignored his 
advice and instead remained focused on building 
ever faster microprocessors, rather than shifting their 
focus to the building of ever faster systems. It is per
haps worth noting that Digital Equipment Corp. no 
longer exists. 

The increasing gap between processor and memory 
speeds has rendered the organization, architecture, 
and design of memory subsystems an increasingly 
important part of computer-systems design. Today, 
the divide is so severe we are now in one of those 
down-cycles where the processor is so good at 

xxxi 
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xxxii Preface 

number-crunchingithas completely sidelined itself; it 
is too fast for its own good, in a sense. Sites' prediction 
came true: memory subsystems design is now and has 
been for several years the only important design issue 
for microprocessors and systems. Memory-hierarchy 
parameters affect system performance significantly 
more than processor parameters (e.g., they are 
responsible for 2-lOX changes in execution time, as 
opposed to 2-10%), maldng it absolutely essential 
for any designer of computer systems to exhibit an 
in-depth knowledge of the memory system's orga
nization, its operation, its not-so-obvious behavior, 
and its range of performance characteristics. This is 
true now, and it is likely to remain true in the near 
future. 

Thus this book, which is intended to provide 
exactly that type of in-depth coverage over a wide 
range of topics. 

Topics Covered 
In the following chapters we address the logical 

design and operation, the physical design and opera
tion, the performance characteristics (i.e., design 
trade-offs), and, to a limited extent, the energy con
sumption of modern memory hierarchies. 

In the cache section, we present topics and per
spectives that will be new (or at least interesting) to 
even veterans in the field. What this implies is that 
the cache section is not an overview of processor
cache organization and its effect on performance
instead, we build up the concept of cache from 
first principles and discuss topics that are incom
pletely covered in the computer-engineering lit
erature. The section discusses a significant degree 
of historical development in cache-management 
techniques, the physical design of modern SRAM 
structures, the operating system's role in cache 
coherence, and the continuum of cache archi
tectures from those that are fully transparent (to 
application software and/ or the operating system) 
to those that are fully visible. 

DRAM and disk are interesting technologies 
because, unlike caches, they are not typically 
integrated onto the microprocessor die. Thus any 
discussion of these topics necessarily deals with the 

issue of communication: e.g., channels, signalling, 
protocols, and request scheduling. 

DRAM involves one or more chip-to-chip crossings, 
and so signalling and signal integrity are as funda
mental as circuit design to the technology. In the 
DRAM section, we present an intuitive understand
ing of exactly what happens inside the DRAM so that 
the ubiquitous parameters of the interface (e.g., tRc' 

tRco' teAs' etc.) will make sense. We survey the various 
DRAM architectures that have appeared over the years 
and give an in-depth description of the technologies 
in the next generation memory-system architecture. 
We discuss memory-controller issues and investigate 
performance issues of modern systems. 

The disk section builds from the bottom up, 
providing a view of the disk from physical record
ing principles to the configuration and operation of 
disks within system settings. We discuss the opera
tion of the disk's read/write heads; the arrangement 
of recording media within the enclosure; and the 
organization-level view of blocks, sectors, tracks, and 
cylinders, as well as various protocols used to encode 
data. We discuss performance issues and techniques 
used to improve performance, including caching and 
buffering, prefetching, request scheduling, and data 
reorganization. We discuss the various disk inter
faces available today (e.g., ATA, serialATA, SCSI, fibre 
channel, etc.) as well as system configurations such 
as RAID, SAN, and NAS. 

The last section of the book, Cross-Cutting Issues, 
covers topics that apply to all levels of the memory hier
archy, such as the tools of analysis and how to use them 
correctly, subthreshold leakage power in CMOS devices 
and circuits, a look at power breakdowns in future 
SRAMs, codes for error detection and error correction, 
the design and operation of virtual memory systems, 
and the hardware mechanisms that are required in 
microprocessors to support virtual memory. 

Goals and Audience 
The primary goal of this book is to bring the reader 

to a level of understanding at which the physical 
design and/ or detailed software emulation of the 
entire hierarchy is possible, from cache to disk. As we 
argue in the initial chapter, this level of understanding 
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is important now and will become increasingly 
necessary over time. Another goal of the book is to 
discuss techniques of analysis, so that the next gen
eration of design engineers is prepared to tackle the 
nontrivial multidimensional optimization problems 
that result from considering detailed side-effects that 
can manifest themselves at any point in the entire 
hierarchy. 

Accordingly, our target audience are those plan
ning to build and/or optimize memory systems: i.e., 
computer-engineering and computer-science faculty 
and graduate students (and perhaps advanced under
graduates) and developers in the computer design, 
peripheral design, and embedded systems industries. 

As an educational textbook, this is targeted at 
graduate and undergraduate students with a solid 
background in computer organization and archi
tecture. It could serve to support an advanced 
senior-level undergraduate course or a second-year 
graduate course specializing in computer-systems 
design. There is clearly far too much material here for 
any single course; the book provides depth on enough 
topics to support two to three separate courses. For 
example, at the University of Maryland we use the 
DRAM section to teach a graduate class called High
Speed Mem01y Systems, and we supplement both our 
general and advanced architecture classes with mate
rial from the sections on Caches and Cross-Cutting 
Issues. The Disk section could support a class focused 
solely on disks, and it is also possible to create for 
advanced students a survey class that lightly touches 
on all the topics in the book. 

As a reference, this book is targeted toward both 
academics and professionals alike. It provides the 
breadth necessary to understand the wide scope of 
behaviors that appear in modern memory systems, 
and most of the topics are addressed in enough depth 
that a reader should be able to build (or at least model 
in significant detail) caches, DRAMs, disks, their 
controllers, their subsystems ... and understand their 
interactions. 

What this means is that the book should not only 
be useful to developers, but it should also be useful 
to those responsible for long-range planning and 
forecasting for future product developments and 
their issues. 

Preface xxxiii 
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On Memory Systems 
and Their Design 

Memory is essential to the operation of a computer 
system, and nothing is more important to the devel
opment of the modern memory system than the con
cept of the memory hierarchy. While a flat memory 
system built of a single technology is attractive for 
its simplicity, a well-implemented hierarchy allows a 
memory system to approach simultaneously the per
formance of the fastest component, the cost per bit of 
the cheapest component, and the energy consump
tion of the most energy-efficient component. 

For years, the use of a memory hierarchy has 
been very convenient, in that it has simplified the 
process of designing memory systems. The use of a 
hierarchy allowed designers to treat system design 
as a modularized process-to treat the memory 
system as an abstraction and to optimize individual 
subsystems (caches, DRAMs [dynamic RAM], disks) 
in isolation. 

However, we are finding that treating the hierar
chy in this way-as a set of disparate subsystems 
that interact only through well-defined functional 
interfaces and that can be optimized in isola
tion-no longer suffices for the design of modern 
memory systems. One trend becoming apparent is 
that many of the underlying implementation issues 
are becoming significant. These include the phys
ics of device and interconnect scaling, the choice 
of signaling protocols and topologies to ensure 
signal integrity, design parameters such as granu
larity of access and support for concurrency, and 
communication-related issues such as scheduling 
algorithms and queueing. These low-level details 
have begun to affect the higher level design process 

quite dramatically, whereas they were considered 
transparent only a design-generation ago. Cache 
architectures are appearing that play to the limita
tions imposed by interconnect physics in deep sub
micron processes; modern DRAM design is driven 
by circuit-levellimitations that create system-level 
headaches; and modern disk performance is domi
nated by the on-board caching and scheduling poli
cies. This is a non-trivial environment in which to 
attempt optimal design. 

This trend will undoubtedly become more impor
tant as time goes on, and even now it has tremendous 
impact on design results. As hierarchies and their 
components grow more complex, systemic behav
iors-those arising from the complex interaction of 
the memory system's parts-have begun to domi
nate. The real loss of performance is not seen in the 
CPU or caches or DRAM devices or disk assemblies 
themselves, but in the subtle interactions between 
these subsystems and in the manner in which 
these subsystems are connected. Consequently, it is 
becoming increasingly foolhardy to attempt system
level optimization by designing/ optimizing each of 
the parts in isolation (which, unfortunately, is often 
the approach taken in modern computer design). 
No longer can a designer remain oblivious to issues 
"outside the scope" and focus solely on design
ing a subsystem. It has now become the case that a 
memory-systems designer, wishing to build a prop
erly behaved memory hierarchy, must be intimately 
familiar with issues involved at all levels of an imple
mentation, from cache to DRAM to disk. Thus, we 
wrote this book. 

1 
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On Memory Systems

Memoryis essential to the operation of a computer
system, and nothing is more important to the devel-
opmentofthe modern memory system thanthe con-
cept of the memory hierarchy. While a flat memory
system built of a single technology is attractive for
its simplicity, a well-implementedhierarchy allows a
memory system to approach simultaneously theper-
formanceofthe fastest component,the cost perbit of
the cheapest component, and the energy consump-
tion of the most energy-efficient component.

For years, the use of a memory hierarchy has
been very convenient, in that it has simplified the
process of designing memory systems. The use ofa
hierarchy allowed designers to treat system design
as a modularized process—to treat the memory
system as an abstraction andto optimize individual
subsystems (caches, DRAMs [dynamic RAM], disks)
in isolation.

However, we are finding that treating the hierar-
chy in this way—as a set of disparate subsystems
that interact only through well-defined functional
interfaces and that can be optimized in isola-
tion—no longer suffices for the design of modern
memory systems. One trend becoming apparentis
that many of the underlying implementation issues
are becoming significant. These include the phys-
ics of device and interconnect scaling, the choice
of signaling protocols and topologies to ensure
signal integrity, design parameters such as granu-
larity of access and support for concurrency, and
communication-related issues such as scheduling
algorithms and queueing. These low-level details
have begunto affect the higher level design process

and Their Design

quite dramatically, whereas they were considered
transparent only a design-generation ago. Cache
architectures are appearing that play to the limita-
tions imposed by interconnect physics in deep sub-
micron processes; modern DRAM design is driven
by circuit-level limitations that create system-level
headaches; and moderndisk performanceis domi-
nated by the on-board caching and schedulingpoli-
cies. This is a non-trivial environment in which to

attempt optimal design.
This trend will undoubtedly become more impor-

tant as time goes on, and even now it has tremendous
impact on design results. As hierarchies and their
components grow more complex, systemic behav-
iors—those arising from the complex interaction of
the memory system's parts—have begun to domi-
nate. The real loss of performance is not seen in the
CPU or caches or DRAM devices or disk assemblies

themselves, but in the subtle interactions between

these subsystems and in the manner in which
these subsystems are connected. Consequently, it is
becoming increasingly foolhardy to attempt system-
level optimization by designing/optimizing each of
the parts in isolation (which, unfortunately, is often
the approach taken in modern computer design).
No longer can a designer remain oblivious to issues
“outside the scope” and focus solely on design-
ing a subsystem. It has now becomethecase that a
memory-systems designer, wishing to build a prop-
erly behaved memoryhierarchy, must be intimately
familiar with issues involvedatall levels of an imple-
mentation, from cache to DRAM to disk. Thus, we
wrote this book.
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2 Memory Systems: Cache, DRAM, Disk 

Ov.1 Memory Systems 
A memory hierarchy is designed to provide mul

tiple functions that are seemingly mutually exclusive. 
We start at random-access memory (RAM): all micro
processors (and computer systems in general) expect 
a random -access memory out of which they operate. 
This is fundamental to the structure of modern soft
ware, built upon the von Neumann model in which 
code and data are essentially the same and reside in 
the same place (i.e., memory). All requests, whether 
for instructions or for data, go to this random-access 
memory. At any given moment, any particular datum 
in memory may be needed; there is no requirement 
that data reside next to the code that manipulates 
it, and there is no requirement that two instructions 
executed one after the other need to be adjacent in 
memory. Thus, the memory system must be able to 
handle randomly addressed1 requests in a manner 
that favors no particular request. For instance, using 
a tape drive for this primary memory is unacceptable 
for performance reasons, though it might be accept
able in the Turing-machine sense. 

Where does the mutually exclusive part come in? 
As we said, all microprocessors are built to expect a 
random-access memory out of which they can oper
ate. Moreover, this memory must be fast, match
ing the machine's processing speed; otherwise, the 
machine will spend most of its time tapping its foot 
and staring at its watch. In addition, modern soft
ware is written to expect gigabytes of storage for data, 
and the modern consumer expects this storage to be 
cheap. How many memory technologies provide both 
tremendous speed and tremendous storage capacity 
at a low price? Modern processors execute instruc
tions both out of order and speculatively-put sim
ply, they execute instructions that, in some cases, are 
not meant to get executed-and system software is 
typically built to expect that certain changes to mem
ory are permanent. How many memory technologies 
provide non-volatility and an undo operation? 

While it might be elegant to provide all of these 
competing demands with a single technology (say, 

for example, a gigantic battery-backed SRAM [static 
RAM]), and though there is no engineering problem 
that cannot be solved (if ever in doubt about this, sim
ply query a room full of engineers), the reality is that 
building a full memory system out of such a technol
ogywould be prohibitively expensive today. 2 The good 
news is that it is not necessary. Specialization and 
division of labor make possible all of these competing 
goals simultaneously. Modern memory systems often 
have a terabyte of storage on the desktop and provide 
instruction-fetch and data-access bandwidths of 128 
GB/s or more. Nearly all of the storage in the system 
is non-volatile, and speculative execution on the part 
of the microprocessor is supported. All of this can be 
found in a memory system that has an average cost of 
roughly 11100,000,000 pennies per bit of storage. 

The reason all of this is possible is because of a 
phenomenon called locality of reference [Belady 1966, 
Denning 1970]. This is an observed behavior that 
computer applications tend to exhibit and that, when 
exploited properly, allows a small memory to serve in 
place of a larger one. 

Ov.1.1 Locality of Reference Breeds the 
Memory Hierarchy 

We think linearly (in steps), and so we program the 
computer to solve problems by working in steps. The 
practical implications of this are that a computer's 
use of the memory system tends to be non-random 
and highly predictable. Thus is born the concept of 
locality of reference, so named because memory refer
ences tend to be localized in time and space: 

If you use something once, you are likely to 
use it again. 

• If you use something once, you are likely to 
use its neighbor. 

The first of these principles is called temporal local
ity; the second is called spatial locality. We will discuss 
them (and another type of locality) in more detail in 
Part I: Cache of this book, but for now it suffices to 

1Though "random'' addressing is the commonly used term, authors actually mean arbitrarily addressed requests because, 
in most memory systems, a randomly addressed sequence is one of the most efficiently handled events. 
2Even Cray machines, which were famous for using SRAM as their main memory, today are built upon DRfu\1 for their 
main memory. 
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 3 

say that one can exploit the locality principle and 
render a single-level memory system, which we just 
said was expensive, unnecessary. If a computer's use 
of the memory system, given a small time window, is 
both predictable and limited in spatial extent, then 
it stands to reason that a program does not need all 
of its data immediately accessible. A program would 
perform nearly as well if it had, for instance, a two
level store, in which the first level provides immediate 
access to a subset of the program's data, the second 
level holds the remainder of the data but is slower and 
therefore cheaper, and some appropriate heuristic is 
used to manage the movement of data back and forth 
between the levels, thereby ensuring that the most
needed data is usually in the first -level store. 

This generalizes to the memory hierarchy: multiple 
levels of storage, each optimized for its assigned task. 
By choosing these levels wisely a designer can produce 
a system that has the best of all worlds: performance 
approaching that of the fastest component, cost per 
bit approaching that of the cheapest component, and 
energy consumption per access approaching that of 
the least power-hungry component. 

The modern hierarchy is comprised of the following 
components, each performing a particular function or 
filling a functional niche within the system: 

Cache (SRAM): Cache provides access to 
program instructions and data that has 
very low latency (e.g., 1/4 nanosecond per 
access) and very high bandwidth (e.g., a 
16-byte instruction block and a 16-byte 

data block per cycle => 32 bytes per 1/4 
nanosecond, or 128 bytes per nanosecond, 
or 128 GB/s). It is also important to note 
that cache, on a per-access basis, also has 
relatively low energy requirements 
compared to other technologies. 
DRAM: DRAM provides a random-access 
storage that is relatively large, relatively fast, 
and relatively cheap. It is large and cheap 
compared to cache, and it is fast compared 
to disk. Its main strength is that it is just fast 
enough and just cheap enough to act as an 
operating store. 

• Disk: Disk provides permanent storage at 
an ultra-low cost per bit. As mentioned, 
nearly all computer systems expect some 
data to be modifiable yet permanent, so the 
memory system must have, at some level, a 
permanent store. Disk's advantage is its very 
reasonable cost (currently less than 50¢ per 
gigabyte), which is low enough for users to 
buy enough of it to store thousands of songs, 
video clips, photos, and other memory hogs 
that users are wont to accumulate in their 
accounts (authors included). 

Table Ov.1 lists some rough order-of-magnitude 
comparisons for access time and energy consump
tion per access. 

Why is it not feasible to build a flat memory system 
out of these technologies? Cache is far too expensive 
to be used as permanent storage, and its cost to store a 
single album's worth of audio would exceed that of the 

TABLE Ov.1 Cost-performance for various memory technologies 

On-chip Cache 10 100 of picoseconds $1-100 1 nJ 

Off-chip Cache 100 Nanoseconds $1-10 10-100 nJ 

DRAM 1000 (internally 10-100 $0.1 1-100 nJ (per 
fetched) nanoseconds device) 

Disk 1000 Milliseconds $0.001 100-1000 mJ 

acost of semiconductor memory is extremely variable, dependent much more on economic factors and sales volume than on 
manufacturing issues. In particular, on-chip caches (i.e., those integrated with a microprocessor core) can take up half of the 
die area, in which case their "cost" would be half of the selling price of that microprocessor. Depending on the market (e.g., 
embedded versus high end) and sales volume, microprocessor costs cover an enormous range of prices, from pennies per 
square millimeter to several dollars per square millimeter. 
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say that one can exploit the locality principle and
render a single-level memory system, which wejust
said was expensive, unnecessary. If a computer's use
of the memory system, given a small time window, is
both predictable and limited in spatial extent, then
it stands to reason that a program does not need all
of its data immediately accessible. A program would
perform nearly as well if it had, for instance, a two-
level store, in which the first level provides immediate
access to a subset of the program's data, the second
level holds the remainderofthe data butis slower and

therefore cheaper, and some appropriate heuristic is
used to manage the movementof data back and forth
between the levels, thereby ensuring that the most-
neededdata is usually in the first-level store.

This generalizes to the memory hierarchy: multiple
levels of storage, each optimizedfor its assigned task.
By choosingtheselevels wisely a designer can produce
a system that has the bestof all worlds: performance
approaching that of the fastest component, cost per
bit approaching that of the cheapest component, and
energy consumption per access approaching that of
the least power-hungry component.

The modernhierarchy is comprisedofthe following
components, each performing a particular function or
filling a functional niche within the system:

* Cache (SRAM): Cache providesaccess to
program instructions and data that has
very low latency (e.g., 1/4 nanosecondper
access) and very high bandwidth(e.g., a
16-byte instruction block and a 16-byte

 

 
 

 

 

 
 
 

   

 
 
 

data block per cycle => 32 bytes per 1/4
nanosecond,or 128 bytes per nanosecond,
or 128 GB/s). It is also important to note
that cache, on a per-access basis, also has
relatively low energy requirements
compared to other technologies.

¢ DRAM: DRAM provides a random-access
storagethatis relatively large, relatively fast,
andrelatively cheap.It is large and cheap
compatedto cache, andit is fast compared
to disk. Its main strengthis thatit is just fast
enough and just cheap enoughto act as an
operating store.

* Disk: Disk provides permanentstorage at
an ultra-low cost per bit. As mentioned,
nearly all computer systems expect some
data to be modifiable yet permanent, so the
memory system must have, at somelevel, a
permanentstore. Disk’s advantageis its very
reasonable cost (currently less than 50¢ per
gigabyte), which is low enoughfor users to
buy enoughof it to store thousandsof songs,
video clips, photos, and other memoryhogs
that users are wont to accumulate in their

accounts (authors included).

Table Ov.1 lists some rough order-of-magnitude
comparisons for access time and energy consump-
tion per access.

Whyis it not feasible to build a flat memory system
out of these technologies? Cache is far too expensive
to be used as permanentstorage, andits cost to store a
single album's worth of audio would exceedthat of the

  

  
  

 
 

 
  
 

Taste Ov.1 Cost-performance for various memory technologies

ean)cseeCi- : eae eanuess . er nerena
On-chip Cache | 10 100 of picoseconds $1-100 And
Off-chip Cache | 100 | Nanoseconds 10 10-100 nd

DRAM. “1000 (internally 10-100 1-100 nd (per
. fetched) nanoseconds device)

Disk 1000. : ‘Milliseconds - 100-1000.md      
8Cost of semiconductor memory is extremely variable, dependent much more on economicfactors and sales volume than on
manufacturing issues. in particular, on-chip caches(i.e., those integrated with a microprocessor core) can take up half of the
die area, in which casetheir “cost” would be halt of the selling price of that microprocessor. Depending on the market(¢.g.,
embedded versus high end) and sales volume, microprocessor costs cover an enormous rangeofprices, from pennies per
square millimeter to several dollars per square millimeter.
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4 Memory Systems: Cache, DRAM, Disk 

original music CD by several orders of magnitude. Disk 
is far too slow to be used as an operating store, and its 
average seek time for random accesses is measured in 
milliseconds. Of the three, DRAM is the closest to pro
viding a flat memory system. DRAM is sufficiently fast 
enough that, without the support of a cache front -end, 
it can act as an operating store for many embedded 
systems, and with battery back-up it can be made to 
function as a permanent store. However, DRAM alone 
is not cheap enough to serve the needs of human 
users, who often want nearly a terabyte of permanent 
storage, and, even with random access times in the 
tens of nanoseconds, DRAM is not quite fast enough to 
serve as the only memory for modern general-purpose 
microprocessors, which would prefer a new block of 
instructions every fraction of a nanosecond. 

So far, no technology has appeared that provides 
every desired characteristic: low cost, non-volatility, 
high bandwidth, low latency, etc. So instead we build 
a system in which each component is designed to offer 
one or more characteristics, and we manage the opera
tion of the system so that the poorer characteristics of 
the various technologies are "hidden." For example, if 
most of the memory references made by the micro
processor are handled by the cache and/ or DRAM 
subsystems, then the disk will be used only rarely, 
and, therefore, its extremely long latency will contrib
ute very little to the average access time. If most of the 
data resides in the disk subsystem, and very little of it 
is needed at any given moment in time, then the cache 
and DRAM subsystemswillnotneedmuchstorage, and, 

therefore, their 
Speed Cost Size higher costs per 

FIGURE Ov.1: A memory hierachy. 

bit will contrib
ute very little to 
the average cost 
of the system. 
If done right, a 
memory system 
has an average 
cost approaching 
that of bottom-

most layer and an average access time and bandwidth 
approaching that of topmost layer. 

The memory hierarchy is usually pictured as a pyra
mid, as shown in Figure Ov.l. The higher levels in the 

hierarchy have better performance characteristics 
than the lower levels in the hierarchy; the higher levels 
have a higher cost per bit than the lower levels; and the 
system uses fewer bits of storage in the higher levels 
than found in the lower levels. 

Though modern memory systems are comprised of 
SRAM, DRAM, and disk, these are simply technologies 
chosen to serve particular needs of the system, namely 
permanent store, operating store, and a fast store. Any 
technology set would suffice if it (a) provides perma
nent and operating stores and (b) satisfies the given 
computer system's performance, cost, and power 
requirements. 

Permanent Store 

The system's permanent store is where everything 
lives ... meaning it is home to data that can be modi
fied (potentially), but whose modifications must be 
remembered across invocations ofthe system (power
ups and power-downs). In general-purpose systems, 
this data typically includes the operating system's 
files, such as boot program, OS (operating system) 
executable, libraries, utilities, applications, etc., and 
the users' files, such as graphics, word-processing 
documents, spreadsheets, digital photographs, digi
tal audio and video, email, etc. In embedded systems, 
this data typically includes the system's executable 
image and any installation-specific configuration 
information that it requires. Some embedded systems 
also maintain in permanent store the state of any par
tially completed transactions to withstand worst -case 
scenarios such as the system going down before the 
transaction is finished (e.g., financial transactions). 

These all represent data that should not disap
pear when the machine shuts down, such as a user's 
saved email messages, the operating system's code 
and configuration information, and applications and 
their saved documents. Thus, the storage must be non
volatile, which in this context means not susceptible to 
power outages. Storage technologies chosen for perma
nent store include magnetic disk, flash memory, and 
even EEPROM (electrically erasable programmable 
read-onlymemory), of which flash memory is a special 
type. Other forms of programmable ROM (read-only 
memory) such as ROM, PROM (programmable ROM), 
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original music CD by several orders ofmagnitude. Disk
is far too slow to be used as an operating store, andits
average seek time for random accesses is measured in
milliseconds. Of the three, DRAM is the closest to pro-
viding a flat memory system. DRAM is sufficiently fast
enough that, without the supportof a cache front-end,
it can act as an operating store for many embedded
systems, and with battery back-up it can be made to
function as a permanentstore. However, DRAM alone
is not cheap enough to serve the needs of human
users, who often want nearly a terabyte ofpermanent
storage, and, even with random access times in the
tens ofnanaseconds, DRAM is not quite fast enough to
serve as the only memory for modern general-purpose
microprocessors, which would prefer a new block of
instructions every fraction of a nanosecond,

So far, no technology has appeared that provides
every desired characteristic: low cost, non-volatility,
high bandwidth, low latency, etc. So instead we build
a system in which each componentis designedto offer
one or more characteristics, and we managethe opera-
tion of the system so that the poorer characteristics of
the various technologies are “hidden.” For example,if
most of the memory references made by the micro-
processor are handled by the cache and/or DRAM
subsystems, then the disk will be used only rarely,
and, therefore, its extremely long latency will contrib-
ute very little to the average access time. If most of the
data resides in the disk subsystem, andvery little of it
is neededat any given momentin time, then the cache
and DRAM subsystemswillnotneedmuchstorage, and,

therefore, their

higher costs per
bit will contrib-

ute very little to
the average cost
of the system.
If done right, a
memory system

has an average
cost approaching
that of bottom-

most layer and an average access time and bandwidth
approachingthat of topmostlayer.

The memoryhierarchy is usuallypictured as a pyra-
mid, as shown in Figure Ov.1. The higher levels in the

SpeedCost Size

 
FIGURE Ov.1: A memory hierachy.

 

hierarchy have better performance characteristics
than the lowerlevels in the hierarchy; the higherlevels
have a highercostperbit than the lower levels; and the
system uses fewer bits of storage in the higherlevels
than foundin the lowerlevels.

Though modern memory systems are comprised of
SRAM, DRAM,anddisk,these are simply technologies
chosento serve particular needs of the system, namely
permanentstore, operating store, and a fast store. Any
technology set would sufficeif it (a) provides perma-
nent and operating stores and (b) satisfies the given
computer system's performance, cost, and power
requirements.

Permanent Store

The system's permanentstore is where everything
lives ... meaningit is hometo data that can be modi-
fied (potentially), but whose modifications must be
rememberedacross invocations ofthe system (power-
ups and power-downs). In general-purpose systems,
this data typically includes the operating system's
files, such as boot program, OS (operating system)
executable, libraries, utilities, applications, etc., and
the users’ files, such as graphics, word-processing
documents, spreadsheets, digital photographs, digi-
tal audio and video, email, etc. In embedded systems,
this data typically includes the system’s executable
image and any installation-specific configuration
informationthatit requires. Some embedded systems
also maintain in permanentstore the state of anypar-
tially completed transactions to withstand worst-case
scenarios such as the system going down before the
transaction is finished(e.g., financial transactions).

These all represent data that should not disap-
pear when the machine shuts down, such as a user’s
saved email messages, the operating system’s code
and configuration information, and applications and
their saved documents. Thus,the storage must be non-
volatile, which in this context meansnotsusceptible to
poweroutages. Storagetechnologies chosenfor perma-
nent store include magnetic disk, flash memory, and
even EEPROM (electrically erasable programmable
read-onlymemory), ofwhich flash memoryis a special
type. Other forms of programmable ROM (read-only
memory) such as ROM, PROM (programmable ROM),
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 5 

or EPROM (erasable programmable ROM) are suitable 
for non-writable permanent information such as the 
executable image of an embedded system or a gen
eral-purpose system's boot code and BIOS. 3 Numerous 
exotic non-volatile technologies are in development, 
including magnetic RAM (MRAM), FeRAM (ferroelec
tric RAM), and phase-change RAM (PCRAM). 

In most systems, the cost per bit of this technology 
is a very important consideration. In general-purpose 
systems, this is the case because these systems tend 
to have an enormous amount of permanent storage. A 
desktop can easily have more than 500 GB of perma
nent store, and a departmental server can have one 
hundred times that amount. The enormous number 
of bits in these systems translates even modest cost
per-bit increases into significant dollar amounts. 
In embedded systems, the cost per bit is important 
because of the significant number of units shipped. 
Embedded systems are often consumer devices that 
are manufactured and sold in vast quantities, e.g., cell 
phones, digital cameras, MP3 players, programmable 
thermostats, and disk drives. Each embedded system 
might not require more than a handful of megabytes 
of storage, yet a tiny 1¢ increase in the cost per mega
byte of memory can translate to a $100,000 increase 
in cost per million units manufactured. 

Operating (Random-Access) Store 

As mentioned earlier, a typical microprocessor 
expects a new instruction or set of instructions on 
every clock cycle, and it can perform a data-read or 
data-write every clock cycle. Because the addresses 
of these instructions and data need not be sequential 
(or, in fact, related in any detectable way), the mem
ory system must be able to handle random access-it 
must be able to provide instant access to any datum 
in the memory system. 

The machine's operating store is the level of memory 
that provides random access at the microprocessor's 
data granularity. It is the storage level out of which the 
microprocessor could conceivably operate, i.e., it is 
the storage level that can provide random access to its 

storage, one data word at a time. This storage level is 
typically called "main memory." Disks cannot serve as 
main memory or operating store and cannot provide 
random access for two reasons: instant access is pro
vided for only the data underneath the disk's head at 
any given moment, and the granularity of access is not 
what a typical processor requires. Disks are block-ori
ented devices, which means they read and write data 
only in large chunks; the typical granularity is 512 B. Pro
cessors, in contrast, typically operate at the granularity 
of 4 B or 8 B data words. To use a disk, a microprocessor 
must have additional buffering memory out of which it 
can read one instruction at a time and read or write one 
datum at a time. This buffering memorywould become 
the de facto operating store of the systeih. 

Flash memory and EEPROM (as well as the exotic 
non-volatile technologies mentioned earlier) are paten
tially viable as an operating store for systems that have 
small permanent-storage needs, and the non-volatil
ity of these technologies provides them with a distinct 
advantage. However, not all are set up as an ideal oper
ating store; for example, flash memory supports word
sized reads but supports only block-sized writes. If this 
type of issue can be handled in a manner that is trans
parent to the processor (e.g., in this case through addi
tional data buffering), then the memory technology can 
still serve as a reasonable hybrid operating store. 

Though the non-volatile technologies seem posi
tioned perfectlyto serve as operating store in all manner 
of devices and systems, DRAM is the most commonly 
used technology. Note that the only requirement of 
a memory system's operating store is that it provide 
random access with a small access granularity. Non
volatility is not a requirement, so long as it is provided 
by another level in the hierarchy. DRAM is a popular 
choice for operating store for several reasons: DRAM 
is faster than the various non-volatile technologies (in 
some cases much faster); DRAM supports an unlim
ited number of writes, whereas some non-volatile 
technologies start to fail after being erased and rewrit
ten too many times (in some technologies, as few as 
1-10,000 erase/write cycles); and DRAM processes 
are very similar to those used to build logic devices. 

3BIOS =basic input/ output system, the code that provides to software low-level access to much of the hardware. 
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6 Memory Systems: Cache, DRAM, Disk 

DRAM can be fabricated using similar materials and 
(relatively) similar silicon-based process technologies 
as most microprocessors, whereas many of the various 
non-volatile technologies require new materials and 
(relatively) different process technologies. 

Fast (and Relatively Low-Power) Store 
If these storage technologies provide such reason

able operating store, why, then, do modern systems use 
cache? Cache is inserted between the processor and the 
main memory system whenever the access behavior 
of the main memory is not sufficient for the needs or 
goals of the system. Typical figures of merit include per
formance and energy consumption (or power dissipa
tion). If the performance when operating out of main 
memory is insufficient, cache is interposed between the 
processor and main memory to decrease the average 
access time for data. Similarly, if the energy consumed 
when operating out of main memory is too high, cache 
is interposed between the processor and main memory 
to decrease the system's energy consumption. 

The data in Table Ov.l should give some intuition 
about the design choice. If a cache can reduce the 
number of accesses made to the next level down in the 
hierarchy, then it potentially reduces both execution 
time and energy consumption for an application. The 
gain is only potential because these numbers are valid 
only for certain technology parameters. For example, 
many designs use large SRAM caches that consume 
much more energy than several DRAM chips com
bined, but because the caches can reduce execution 
time they are used in systems where performance is 
critical, even at the expense of energy consumption. 

Itisimportantto note at this point that, even though 
the term "cache" is usually interpreted to mean SRAM, 
a cache is merely a concept and as such imposes 
no expectations on its implementation. Caches are 

Metadata Data 
.------------~ 
I I 

---- 1--------1 I 
I I 
"--------------_I 

Input Key Entry in 
Data Array 

best thought of as compact databases, as shown in 
Figure Ov.2. They contain data and, optionally, 
metadata such as the unique ID (address) of each 
data block in the array, whether it has been updated 
recently, etc. Caches can be built from SRAM, DRA..l\1, 
disk, or virtually any storage technology. They can be 
managed completely in hardware and thus can be 
transparent to the running application and even to 
the memory system itself; and at the other extreme 
they can be explicitly managed by the running appli
cation. For instance, Figure Ov.2 shows that there is 
an optional block of metadata, which if implemented 
in hardware would be called the cache's tags. In that 
instance, a key is passed to the tags array, which 
produces either the location of the corresponding 
item in the data array (a cache hit) or an indication 
that the item is not in the data array (a cache miss). 
Alternatively, software can be written to index the 
array explicitly, using direct cache-array addresses, 
in which case the key lookup (as well as its associ
ated tags array) is unnecessary. The configuration 
chosen for the cache is called its organization. Cache 
organizations exist at all spots along the continuum 
between these two extremes. Clearly, the choice of 
organization will significantly impact the cache's per
formance and energy consumption. 

Predictability of access time is another common fig
ure of merit. It is a special aspect of performance that is 
very important when building real-time systems or sys
tems with highly orchestrated data movement. DRAM 
is occasionally in a state where it needs to ignore exter
nal requests so that it can guarantee the integrity of its 
stored data (this is called refresh and will be discussed in 
detail in Part II of the book). Such hiccups in data move
ment can be disastrous for some applications. For this 
reason, many microprocessors, such as digital signal 
processors (DSPs) and processors used in embedded 
control applications (called microcontrollers), often 

Data 
Available 

FIGURE Ov.2: An idealized cache lookup. A cache is logically comprised of two elements: the data array and some management 
information that indicates what is in the data array (labeled "metadata"). Note that the key information may be virtual, i.e., data 
addresses can be embedded in the software using the cache, in which case there is no explicit key lookup, and only the data 
array is needed. 
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DRAM can be fabricated using similar materials and
(relatively) similar silicon-based process technologies
as most microprocessors, whereas manyofthe various
non-volatile technologies require new materials and
(relatively) different process technologies.

Fast (and Relatively Low-Power) Store
If these storage technologies provide such reason-

able operating store, why, then, do modern systems use
cache? Cacheis inserted between the processor and the
main memory system whenever the access behavior
of the main memory is not sufficient for the needs or
goals ofthe system. Typical figures ofmerit include per-
formance and energy consumption (or power dissipa-
tion). If the performance whenoperating out of main
memoryis insufficient, cache is interposedbetween the
processor and main memory to decrease the average
access time for data. Similarly, if the energy consumed
whenoperating out of main memory is too high, cache
is interposed betweenthe processor and main memory
to decrease the system’s energy consumption.

The data in Table Ov.1 should give some intuition
about the design choice. If a cache can reduce the
numberof accesses madeto the next level down in the

hierarchy, then it potentially reduces both execution
time and energy consumption for an application. The
gain is only potential because these numbersare valid
only for certain technology parameters. For example,
many designs use large SRAM caches that consume
much more energy than several DRAM chips com-
bined, but because the caches can reduce execution

time they are used in systems where performanceis
critical, even at the expense of energy consumption.

Itis importantto note at this point that, even though
the term “cache”is usuallyinterpreted to mean SRAM,
a cache is merely a concept and as such imposes
no expectations on its implementation. Caches are
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best thought of as compact databases, as shown in
Figure Ov.2. They contain data and, optionally,
metadata such as the unique ID (address) of each
data block in the array, whether it has been updated
recently, etc. Caches can be built from SRAM, DRAM,
disk, or virtually any storage technology. They can be
managed completely in hardware and thus can be
transparent to the running application and even to
the memorysystem itself; and at the other extreme
they can be explicitly managed by the runningappli-
cation. For instance, Figure Ov.2 showsthat there is
an optional block ofmetadata, which if implemented
in hardware wouldbecalled the cache’s tags. In that
instance, a key is passed to the tags array, which
produces either the location of the corresponding
item in the data array (a cache hit) or an indication
that the item is not in the data array (a cache miss).
Alternatively, software can be written to index the
array explicitly, using direct cache-array addresses,
in which case the key lookup (as well as its associ-
ated tags array) is unnecessary. The configuration
chosenfor the cacheis called its organization. Cache
organizations exist at all spots along the continuum
between these two extremes. Clearly, the choice of
organization will significantly impact the cache’s per-
formance and energy consumption.

Predictability of access time is another commonfig-
ure of merit. It is a special aspect of performancethatis
very important whenbuildingreal-time systems orsys-
tems with highly orchestrated data movement. DRAM
is occasionally in a state where it needsto ignore exter-
nal requests so that it can guarantee the integrity of its
stored data (this is called refresh andwill be discussed in.
detail in PartIl of the book). Such hiccups in data move-
ment can be disastrous for some applications. For this
reason, many microprocessors, such as digital signal
processors (DSPs) and processors used in embedded
control applications (called microcontrollers), often
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FIGURE Ov.2: An idealized cache lookup. A cacheis logically comprised of two elements: the data array and some management
information that indicates whatis in the data array (labeled “metadata”). Note that the key information may bevirtual, i.e., data
addresses can be embeddedin the software using the cache, in which case there is no explicit key lookup, and only the data
array is needed.
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 7 

have special caches that look like small main memo
ries. These are scratch-pad RAMs whose implementa
tion lies toward the end of the spectrum at which the 
running application manages the cache explicitly. DSPs 
typically have two of these scratch-pad SRAMs so that 
they can issue on every cycle a new multiply-accumu
late (MAC) operation, an important DSP instruction 
whose repeated operation on a pair of data arrays pro
duces its dot product. Performing a new MAC opera
tion every cycle requires the memory system to load 
new elements from two different arrays simultaneously 
in the same cycle. This is most easily accomplished 
by having two separate data busses, each with its own 
independent data memory and each holding the ele
ments of a different array. 

Perhaps the most familiar example of a software
managed memory is the processor's register file, an 
array of storage locations that is indexed directly by bits 
within the instruction and whose contents are dictated 
entirely by software. Values are brought into the register 
file explicitly by software instructions, and old values 
are only overwritten if done so explicitly by software. 
Moreover, the register file is significantly smaller than 
most on-chip caches and typically consumes far less 
energy. Accordingly, software's best bet is often to opti
mize its use of the register file [Postiff &Mudge 1999]. 

Ov.1.2 Important Figures of Merit 
The following issues have been touched on during 

the previous discussion, but at this point it would be 
valuable to formallypresentthe various figures of merit 
that are important to a designer of memory systems. 
Depending on the environment in which the memmy 
system will be used (supercomputer, departmental 
server, desktop, laptop, signal-processing system, 
embedded control system, etc.), each metric will carry 
more or less weight. Though most academic studies 
tend to focus on one axis at a time (e.g., performance), 
the design of a memory system is a multi-dimensional 
optimization problem, with all the adherent complex
ities of analysis. For instance, to analyze something in 
this design space or to consider one memory system 

over another, a designer should be familiar with con
cepts such as Pareto optimality (described later in this 
chapter). The various figures of merit, in no particu
lar order other than performance being first due to 
its popularity, are performance, energy consumption 
and power dissipation, predictability of behavior (i.e., 
real time), manufacturing costs, and system reliability. 
This section describes them briefly, collectively. Later 
sections will treat them in more detail. 

Performance 

The term "performance" means many things to 
many people. The performance of a system is typically 
measured in the time it takes to execute a task (i.e., task 
latency), but it can also be measured in the number of 
tasks that can be handled in a unit time period (i.e., 
task bandwidth). Popular figures of merit for perfor
mance include the following:4 

Cycles per Instruction (CPI) 
Total execution cycles 

:== Total user-level instructions committed 

• Memory-system CPI overhead 

:== Real CPI- CPI assuming perfect memory 

• Memory Cycles per Instruction (MCPI) 

_ Total cycles spent in memory system 
- Total user-level instructions committed 

• Cache miss rate :== Total cache misses 
Total cache accesses 

• Cache hit rate :== 1 - Cache miss rate 

• Average access time 

= (hit rate · average to service hit)+ 
(miss rate · average to service miss) 

• Million Instructions per Second (MIPS) 

_ Instructions executed (seconds) 
- 106 ·Average required for execution 

4Note that the MIPS metric is easily abused. For instance, it is inappropriate for comparing different instruction-set 
architectures, and marketing literature often takes the definition of "instructions executed" to mean any particular given 
window of time as opposed to the full execution of an application. In such cases, the metric can mean the highest possible 
issue rate of instructions that the machine can achieve (but not necessarily sustain for any realistic period of time). 
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8 Memory Systems: Cache, DRAM, Disk 

A cautionary note: using a metric of performance 
for the memory system that is independent of a pro
cessing context can be very deceptive. For instance, 
the MCPI metric does not take into accounthowmuch 
of the memory system's activity can be overlapped 
with processor activity, and, as a result, memory sys
tem A which has a worse MCPI than memory system 
B might actually yield a computer system with better 
total performance. As Figure Ov.5 in a later section 
shows, there can be significantly different amounts 
of overlapping activity between the memory system 
and CPU execution. 

How to average a set of performance metrics cor
rectly is still a poorly understood topic, and it is very 
sensitive to the weights chosen (either explicitly or 
implicitly) for the various benchmarks considered 
[John 2004]. Comparing performance is always the 
least ambiguous when it means the amount of time 
saved by using one design over another. When we ask 
the question this machine is how much faster than 
that machine? the implication is that we have been 
using that machine for some time and wish to know 
how much time we would save by using this machine 
instead. The true measure of performance is to com
pare the total execution time of one machine to 
another, with each machine running the benchmark 
programs that represent the user's typical workload 
as often as a user expects to run them. For instance, 
if a user compiles a large software application ten 
times per day and runs a series of regression tests 
once per day, then the total execution time should 
count the compiler's execution ten times more than 
the regression test. 

Energy Consumption and Power Dissipation 

Energy consumption is related to work accom
plished (e.g., how much computing can be done 
with a given battery), whereas power dissipation is 
the rate of consumption. The instantaneous power 
dissipation of CMOS (complementary metal-oxide
semiconductor) devices, such as microprocessors, 
is measured in watts (W) and represents the sum 
of two components: active power, due to switching 
activity, and static power, due primarily to sub thresh
old leakage. To a first approximation, average power 

dissipation is equal to the following (we will present a 
more detailed model later): 

where Ctot is the total capacitance switched, Vdd is 
the power supply, fis the switching frequency, and Ileak 

is the leakage current, which includes such sources 
as subthreshold and gate leakage. With each genera
tion in process technology, active power is decreas
ing on a device level and remaining roughly constant 
on a chip level. Leakage power, which used to be 
insignificant relative to switching power, increases as 
devices become smaller and has recently caught up 
to switching power in magnitude [Grove 2002]. In the 
future, leakage will be the primary concern. 

Energy is related to power through time. The energy 
consumed by a computation that requires Tseconds is 
measured in joules en and is equal to the integral of the 
instantaneous power over timeT. If the power dissipa
tion remains constant over T, the resultant energy con
sumption is simply the product of power and time. 

(EQ Ov.2) 

where N is the number of switching events that occurs 
during the computation. 

In general, if one is interested in extending battery 
life or reducing the electricity costs of an enterprise 
computing center, then energy is the appropriate 
metric to use in an analysis comparing approaches. 
If one is concerned with heat removal from a system 
or the thermal effects that a functional block can cre
ate, then power is the appropriate metric. In informal 
discussions (i.e., in common-parlance prose rather 
than in equations where units of measurement are 
inescapable), the two terms "power" and "energy" are 
frequently used interchangeably, though such use is 
technically incorrect. Beware, because this can lead to 
ambiguity and even misconception, which is usually 
unintentional, but not always so. For instance, micro
processor manufacturers will occasionally claim to 
have a "low-power" microprocessor that beats its pre
decessor by a factor of, say, two. This is easily accom
plished by running the microprocessor at half the 
clock 'rate, which does reduce its power dissipation, 
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8 Memory Systems: Cache, DRAM,Disk 

A cautionary note: using a metric of performance
for the memory system that is independentof a pro-
cessing context can be very deceptive. For instance,
the MCPI metric does nottakeinto accounthowmuch

of the memory system's activity can be overlapped
with processoractivity, and, as a result, memory sys-
tem A which has a worse MCPI than memory system.
B mightactually yield a computer system with better
total performance. As Figure Ov.5 in a later section
shows, there can besignificantly different amounts
of overlapping activity between the memory system
and CPUexecution.

How to average a set of performance metrics cor-
rectly is still a poorly understood topic, andit is very
sensitive to the weights chosen (either explicitly or
implicitly) for the various benchmarks considered
[John 2004]. Comparing performance is always the
least ambiguous when it means the amount of time
saved byusing one design over another. When we ask
the question this machine is how much faster than
that machine? the implication is that we have been
using éhat machine for some time and wish to know
how much time we would save by using this machine
instead. The true measure of performanceis to com-
pare the total execution time of one machine to
another, with each machine running the benchmark
programs that represent the user's typical workload
as often as a user expects to run them.For instance,
if a user compiles a large software application ten
times per day and runsa series of regression tests
once per day, then the total execution time should
count the compiler’s execution ten times more than.
the regressiontest.

Energy Consumption and Power Dissipation
Energy consumption is related to work accom-

plished (e.g., how much computing can be done
with a given battery), whereas powerdissipation is
the rate of consumption. The instantaneous power
dissipation of CMOS (complementary metal-oxide-
semiconductor) devices, such as microprocessors,
is measured in watts (W) and represents the sum
of two components: active power, due to switching
activity, and static power, due primarily to subthresh-
old leakage. To a first approximation, average power

dissipation is equal to the following (we will present a
more detailed model later):

Payg = (Paynamic + Pstatic) = Cro V*dat + HeakVaa (EQ Ov.1)

where C,o; is the total capacitance switched, Vgq is
the powersupply,fis the switching frequency, andfea,
is the leakage current, which includes such sources
as subthreshold and gate leakage. With each genera-
tion in process technology, active power is decreas-
ing on a device level and remaining roughly constant
on a chip level. Leakage power, which used to be
insignificant relative to switching power, increases as
devices become smaller and has recently caught up
to switching power in magnitude [Grove 2002]. In the
future, leakage will be the primary concern.

Energy is related to power through time. The energy
consumedbya computation that requires T’secondsis
measuredinjoules (J) and is equal to the integral of the
instantaneous powerovertimeT. If the powerdissipa-
tion remains constantoverT, the resultant energy con-
sumption is simply the product of power and time.

= (Pavg'D = CiotV"aaN + TeakVaaT (EQ Ov.2)

where Nis the numberofswitching events that occurs
during the computation.

In general, if one is interested in extending battery
life or reducing the electricity costs of an enterprise
computing center, then energy is the appropriate
metric to use in an analysis comparing approaches.
If one is concerned with heat removal from a system
or the thermal effects that a functional block can cre-

ate, then power is the appropriate metric. In informal
discussions (i.e., in common-parlance prose rather
than in equations where units of measurement are
inescapable), the two terms “power” and “energy”are
frequently used interchangeably, though such useis
technically incorrect. Beware, becausethis can lead to
ambiguity and even misconception, which is usually
unintentional, but not alwaysso. For instance, micro-
processor manufacturers will occasionally claim to
have a “low-power” microprocessorthat beats its pre-
decessorby a factorof, say, two. This is easily accom-
plished by running the microprocessor at half the
clock rate, which does reduce its power dissipation,
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 9 

but remember that power is the rate at which energy 
is consumed. However, to a first order, doing so dou
bles the time over which the processor dissipates that 
power. The net result is a processor that consumes the 
same amount of energy as before, though it is branded 
as having lower power, which is technically not a lie. 

Popular figures of merit that incorporate both 
energy/power and performance include the following: 

• Energy-Delay Product 

_ (Energy required ) (Time required ) 
to perform task to perform task 

• Power-Delay Product 

_ (Power required )m ( Time required )" 
- to perform task · to perform task 

• MIPS per watt 

_ Performance of benchmark in MIPS 
- Average power dissipated by benchmark 

The second equation was offered as a generalized 
form of the first (note that the two are equivalent when 
m = 1 and n = 2) so that designers could place more 
weight on the metric (time or energy/power) that 
is most important to their design goals [Gonzalez & 
Horowitz 1996, Brooks et al. 2000a]. 

Predictable (Real-Time) Behavior 
Predictability of behavior is extremely important 

when analyzing real-time systems, because correct
ness of operation is often the primary design goal for 
these systems (consider, for example, medical equip
ment, navigation systems, anti-lock brakes, flight 
control systems, etc., in which failure to perform as 
predicted is not an option). 

Popular figures of merit for expressing predictabil
ity of behavior include the following: 

• Worst-Case Execution Time (WCET), taken 
to mean the longest amount of time a func
tion could take to execute 

• Response time, taken to mean the time 
between a stimulus to the system and the 
system's response (e.g., time to respond to 
an external interrupt) 

• Jitter, the amount of deviation from an 
average timing value 

These metrics are typically given as single num
bers (average or worst case), but we have found that 
the probability density function makes a valuable aid 
in system analysis [Baynes et al. 2001, 2003]. 

Design (and Fabrication and Test) Costs 
Cost is an obvious, but often unstated, design goal. 

Many consumer devices have cost as their primary 
consideration: if the cost to design and manufacture 
an item is not low enough, it is not worth the effort 
to build and sell it. Cost can be represented in many 
different ways (note that energy consumption is a 
measure of cost), but for the purposes of this book, by 
"cost" we mean the cost of producing an item: to wit, 
the cost of its design, the cost of testing the item, and/ 
or the cost of the item's manufacture. Popular figures 
of merit for cost include the following: 

• Dollar cost (best, but often hard to even 
approximate) 

• Design size, e.g., die area (cost of manufactur
ing a VLSI (very large scale integration) design 
is proportional to its area cubed or more) 

• Packaging costs, e.g., pin count 
• Design complexity (can be expressed in 

terms of number oflogic gates, number of 
transistors, lines of code, time to compile 
or synthesize, time to verify or run DRC 
(design-rule check), and many others, 
including a design's impact on clock cycle 
time [Palacharla et al. 1996]) 

Cost is often presented in a relative sense, allowing 
differing technologies or approaches to be placed on 
equal footing for a comparison. 

• Cost per storage bit/byte/KB/MB/ etc. 
(allows cost comparison between different 
storage technologies) 

• Die area per storage bit (allows size
efficiency comparison within same process 
technology) 
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10 Memory Systems: Cache, DRAM, Disk 

In a similar vein, cost is especially informative 
when combined with performance metrics. The 
following are variations on the theme: 

Bandwidth per package pin (total sustain
able bandwidth to/from part, divided by 
total number of pins in package) 

• Execution-time-dollars (total execution time 
multiplied by total cost; note that cost can 
be expressed in other units, e.g., pins, die 
area, etc.) 

An important note: cost should incorporate all 
sources of that cost. Focusing on just one source of 
cost blinds the analysis in two ways: first, the true cost 
of the system is not considered, and second, solutions 
can be unintentionally excluded from the analysis. 
If cost is expressed in pin count, then all pins should 
be considered by the analysis; the analysis should not 
focus solely on data pins, for example. Similarly, if 
cost is expressed in die area, then all sources of die 
area should be considered by the analysis; the analy
sis should not focus solely on the number of banks, 
for example, but should also consider the cost of 
building control logic (decoders, muxes, bus lines, 
etc.) to select among the various banks. 

Reliability 
Like the term "performance," the term "reliabil
ity" means many things to many different people. 
In this book, we mean reliability of the data stored 
within the memory system: how easily is our stored 
data corrupted or lost, and how can it be protected 
from corruption or loss? Data integrity is depen
dent upon physical devices, and physical devices 
can fail. 

Approaches to guarantee the integrity of stored 
data typically operate by storing redundant infor
mation in the memory system so that in the case of 
device failure, some but not all of the data will be lost 
or corrupted. If enough redundant information is 
stored, then the missing data can be reconstructed. 
Popular figures of merit for measuring reliability 

5 A common variation is "Mean Time To Failure (MTTF) ." 

characterize both device fragility and robustness of a 
proposed solution. They include the following: 

• Mean Time Between Failures (MTBF): 5 

given in time (seconds, hours, etc.) or num
ber of uses 

• Bit-error tolerance, e.g., how many bit errors 
in a data word or packet the mechanism can 
correct, and how many it can detect (but not 
necessarily correct) 

• Error-rate tolerance, e.g., how many errors 
per second in a data stream the mechanism 
can correct 

• Application-specific metrics, e.g., how 
much radiation a design can tolerate before 
failure, etc. 

Note that values given for MTBF often seem astro
nomically high. This is because they are not meant 
to apply to individual devices, but to system-wide 
device use, as in a large installation. For instance, if 
the expected service lifetime of a device is several 
years, then that device is expected to fail in several 
years. If an administrator swaps out devices every 
few years (before the service lifetime is up), then the 
administrator should expect to see failure frequen
cies consistent with the MTBF rating. 

Ov.1.3 The Goal of a Memory Hierarchy 
As already mentioned, a well-implemented hierar

chy allows a memory system to approach simultane
ously the performance of the fastest component, the 
cost per bit of the cheapest component, and the energy 
consumption of the most energy-efficient component. 
A modern memory system typically has performance 
close to that of on-chip cache, the fastest component 
in the system. The rate at which microprocessors 
fetch and execute their instructions is measured in 
nanoseconds or fractions of a nanosecond. A modern 
low-end desktop machine has several hundred giga
bytes of storage and sells for under $500, roughly half 
of which goes to the on-chip caches, off-chip caches, 
DRAM, and disk. This represents an average cost of 
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 11 

several dollars per gigabyte-very close to that of disk, 
the cheapest component. Modern desktop systems 
have an energy cost that is typically in the low tens of 
nanojoules per instruction executed-close to that of 
on-chip SRAM cache, the least energy-costly compo
nent in the system (on a per-access basis). 

The goal for a memory-system designer is to create 
a system that behaves, on average and from the point 
of view of the processor, like a big cache that has the 
price tag of a disk. A successful memory hierarchy is 
much more than the sum of its parts; moreover, suc
cessful memory-system design is non-trivial. 

How the system is built, how it is used (and what 
parts of it are used more heavily than others), and on 
whichissues an engineer shouldfocusmost ofhis effort 
at design time-all these are highly dependent on the 
target application of the memory system. Two com
mon categories of target applications are (a) general
purpose systems, which are characterized by their 
need for universal applicability for just about any 
type of computation, and (b) embedded systems, 
which are characterized by their tight design restric
tions along multiple axes (e.g., cost, correctness of 
design, energy consumption, reliability) and the fact 
that each executes only a single, dedicated software 
application its entire lifespan, which opens up pos
sibilities for optimization that are less appropriate for 
general-purpose systems. 

General-Purpose Computer Systems 

General-purpose systems arewhatpeople normally 
think of as "computers." These are the machines on 
your desktop, the machines in the refrigerated server 
room at work, and the laptop on the kitchen table. 
They are designed to handle any and all tasks thrown 
at them, and the software they run on a day-to-day 
basis is radically different from machine to machine. 

General-purpose systems are typically overbuilt. 
By definition they are expected by the consumer to 
run all possible software applications with accept
able speed, and therefore, they are built to handle 
the average case very well and the worst case at least 
tolerably well. Were they optimized for any particu
lar task, they could easily become less than optimal 
for all dissimilar tasks. Therefore, general-purpose 

systems are optimized for everything, which is another 
way of saying that they are actually optimized for 
nothing in particular. However, they make up for this 
in raw performance, pure number-crunching. The 
average notebook computer is capable of perform
ing orders of magnitude more operations per sec
ond than that required by a word processor or email 
client, tasks to which the average notebook is fre
quently relegated, but because the general-purpose 
system may be expected to handle virtually anything 
at any time, it must have significant spare number
crunching ability, just in case. 

It stands to reason that the memory system of this 
computer must also be designed in a Swiss-army
knife fashion. Figure Ov.3 shows the organization of 
a typical personal computer, with the components 
of the memory system highlighted in grey boxes. The 
cache levels are found both on-chip (i.e., integrated 
on the same die as the microprocessor core) and 
off-chip (i.e., on a separate die). The DRAM system 
is comprised of a memory controller and a number 
of DRAM chips organized into DIMMs (dual in-line 
memory modules, printed circuit boards that contain 
a handful of DRAMs each). The memory controller 
can be located on-chip or off-chip, but the DRAMs 
are always separate from the CPU to allow memory 
upgrades. The disks in the system are considered 
peripheral devices, and so their access is made 
through one or more levels of controllers, each rep
resenting a potential chip-to-chip crossing (e.g., here 
a disk request passes through the system controller 
to the PCI (peripheral component interconnect) bus 
controller, to the SCSI (small computer system inter
face) controller, and finally to the disk itself). 

The software that runs on a general-purpose sys
tem typically executes in the context of a robust 
operating system, one that provides virtual memory. 
Virtual memory is a mechanism whereby the operat
ing system can provide to all running user-level soft
ware (i.e., email clients, web browsers, spreadsheets, 
word-processing packages, graphics and video edit
ing software, etc.) the illusion that the user-level soft
ware is in direct control of the computer, when in fact 
its use of the computer's resources is managed by the 
operating system. This is a very effective way for an 
operating system to provide simultaneous access by 
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FIGURE Ov.3: Typical PC organization. The memory subsystem is one part of a relatively complex whole. This figure illustrates a 
two-way multiprocessor, with each processor having its own dedicated off-chip cache. The parts most relevant to this text are 
shaded in grey: the CPU and its cache system, the system and memory controllers, the DIMMs and their component DRAMs, and 
the hard drivels. 

large numbers of software packages to small num
bers of limited-use resources (e.g., physical memory, 
the hard disk, the network, etc.). 

The virtual memory system is the primary cons tit
uent of the memory system, in that it is the primary 
determinant of the manner Is in which the memory 
system's components are used by software run
ning on the computer. Permanent data is stored on 
the disk, and the operating store, DRAM, is used as 
a cache for this permanent data. This DRAM-based 
cache is explicitly managed by the operating system. 
The operating system decides what data from the 
disk should be kept, what should be discarded, what 
should be sent back to the disk, and, for data retained, 

where it should be placed in the DRAM system. The 
primary and secondary caches are usually transpar
ent to software, which means that they are managed 
by hardware, not software (note, however, the use of 
the word "usually" -later sections will delve into this 
in more detail). In general, the primary and second
ary caches hold demand-fetched data, i.e., running 
software demands data, the hardware fetches it from 
memory, and the caches retain as much of it as pos
sible. The DRAM system contains data that the oper
ating system deems worthy of keeping around, and 
because fetching data from the disk and writing it 
back to the disk are such time-consuming processes, 
the operating system can exploit that lag time (during 
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FIGURE Ov.3: Typical PC organization. The memory subsystem is onepart of a relatively complex whole. This figureillustrates a
two-way multiprocessor, with each processor having its own dedicated off-chip cache. The parts most relevant to this text are
shaded in grey: the CPU andits cache system, the system and memory controllers, the DIMMs and their component DRAMs,and
the hard drive/s.

large numbers of software packages to small num-
bers of limited-use resources(e.g., physical memory,
the hard disk, the network,etc.).

Thevirtual memory system is the primary constit-
uent of the memory system,in that it is the primary
determinant of the manner/s in which the memory
system’s components ate used by software run-
ning on the computer. Permanent data is stored on
the disk, and the operating store, DRAM, is used as
a cache for this permanent data, This DRAM-based
cacheis explicitly managed by the operating system.
The operating system decides what data from the
disk should be kept, what should be discarded, what
should be sent backto thedisk, and, for data retained,

where it should be placed in the DRAM system. The
primary and secondary caches are usually transpar-
ent to software, which meansthat they are managed
by hardware, not software (note, however, the use of
the word “usually’—later sections will delve into this
in more detail), In general, the primary and second-
ary caches hold demand-fetched data, i.e. running
software demands data, the hardware fetchesit from

memory, and the caches retain as muchofit as pos-
sible. The DRAM system contains data that the oper-
ating system deems worthy of keeping around, and
because fetching data from the disk and writing it
back to the disk are such time-consuming processes,
the operating system can exploit that lag time (during
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FIGURE Ov.4: DSP-style memory system. Example based on Texas Instruments' TMS320C3x DSP family. 

which it would otherwise be stalled, doing nothing) 
to use sophisticated heuristics to decide what data to 
retain. 

Embedded Computer Systems 

Embedded systems differ from general-purpose 
systems in two main aspects. First and foremost, 
the two are designed to suit very different purposes. 
While general-purpose systems run a myriad of 
unrelated software packages, each having poten
tially very different performance requirements and 
dynamic behavior compared to the rest, embed
ded systems perform a single function their entire 
lifetime and thus execute the same code day in and 
day out until the system is discarded or a software 
upgrade is performed. Second, while performance is 
the primary (in many instances, the only) figure of 
merit by which a general-purpose system is judged, 
optimal embedded-system designs usually represent 
trade-offs between several goals, including manufac
turing cost (e.g., die area), energy consumption, and 
performance. 

As a result, we see two very different design strat
egies in the two camps. As mentioned, general
purpose systems are typically overbuilt; they are 
optimized for nothing in particular and must make 
up for this in raw performance. On the other hand, 
embedded systems are expected to handle only one 
task that is known at design time. Thus, it is not only 
possible, but highly beneficial to optimize an embed
ded design for its one suited task. If general-purpose 
systems are overbuilt, the goal for an embedded sys
tem is to be appropriately built. In addition, because 
effort spent at design time is amortized over the life 
of a product, and because many embedded systems 
have long lifetimes (tens of years), manyembedded 
design houses will expend significant resources up 
front to optimize a design, using techniques not gen
erally used in general-purpose systems (for instance, 
compiler optimizations that require many days or 
weeks to perform). 

The memory system of a typical embedded system 
is less complex than that of a general-purpose sys
tem.6 Figure Ov.4 illustrates an average digital signal
processing system with dual tagless SRAMs on-chip, 

6Note that "less complex" does not necessarily imply "small," e.g., consider a typical iPod (or similar MP3 player), whose 
primary function is to store gigabytes' worth of a user's music and/ or image files. 
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which it would otherwise be stalled, doing nothing)
to use sophisticated heuristics to decide what data to
retain.

Embedded Computer Systems
Embedded systems differ from general-purpose

systems in two main aspects. First and foremost,
the two are designedto suit very different purposes.
While general-purpose systems run a myriad of
unrelated software packages, each having poten-
tially very different performance requirements and
dynamic behavior compared to the rest, embed-
ded systems perform a single function their entire
lifetime and thus execute the same code day in and
day out until the system is discarded or a software
upgrade is performed. Second, while performanceis
the primary (in manyinstances, the only) figure of
merit by which a general-purpose system is judged,
optimal embedded-system designs usually represent
trade-offs between several goals, including manufac-
turing cost (e.g., die area), energy consumption, and
performance.
 

As a result, we see two very different design strat-
egics in the two camps. As mentioned, general-
purpose systems are typically overbuilt; they are
optimized for nothing in particular and must make
up for this in raw performance. On the other hand,
embedded systems are expected to handle only one
task that is known at design time. Thus,it is not only
possible, but highly beneficial to optimize an embed-
ded design for its one suited task. If general-purpose
systems are overbuilt, the goal for an embedded sys-
tem is to be appropriately built. In addition, because
effort spent at design time is amortized overthe life
of a product, and because many embedded systems
havelonglifetimes (tens of years), many embedded
design houses will expend significant resources up
front to optimize a design, using techniques not gen-
erally used in general-purpose systems (for instance,
compiler optimizations that require many days or
weeks to perform).

The memory system ofa typical embedded system
is less complex than that of a general-purpose sys-
tem.® Figure Ov.4 illustrates an averagedigital signal-
processing system with dual tagless SRAMs on-chip,

6Note that “less complex” does not necessarily imply “small,” e.g., consider a typical iPod (or similar MP3 player), whose
primary function is to store gigabytes’ worth of a user’s music and/or imagefiles.
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14 Memory Systems: Cache, DRAM, Disk 

an off-chip programmable ROM (e.g., PROM, EPROM, 
flash ROM, etc.) that holds the executable image, and 
an off-chip DRAM that is used for computation and 
holding variable data. External memory and device 
controllers can be used, but many embedded micro
processors already have such controllers integrated 
onto the CPU die. This cuts down on the system's die 
count and thus cost. Note that it would be possible 
for the entire hierarchy to lie on the CPU die, yielding 
a single-chip solution called a system-on-chip. This 
is relatively common for systems that have limited 
memory requirements. Many DSPs and microcon
trollers have programmable ROM embedded within 
them. Larger systems that require megabytes of stor
age (e.g., in Cisco routers, the instruction code alone 
is more than a 12 MB) will have increasing numbers 
of memory chips in the system. 

On the right side of Figure Ov.4 is the software's 
view of the memory system. The primary distinction 
is that, unlike general-purpose systems, is that the 
SRAM caches are visible as separately addressable 
memories, whereas they are transparent to software 
in general-purpose systems. 

Memory, whether SRAM or DRAM, usually rep
resents one of the more costly components in an 
embedded system, especially if the memory is 
located on-CPU because once the CPU is fabricated, 
the memory size cannot be increased. In nearly all 
system-on-chip designs and many microcontrollers 
as well, memory accounts for the lion's share of avail
able die area. Moreover, memory is one of the pri
mary consumers of energy in a system, both on-CPU 
and off-CPU. As an example, it has been shown that, 
in many digital signal-processing applications, the 
memory system consumes more of both energy and 
die area than the processor datapath. Clearly, this is 
a resource on which significant time and energy is 
spent performing optimization. 

Ov.i Four Anecdotes on Modular Design 
It is our observation that computer-system design 

in general, and memory-hierarchy design in par
ticular, has reached a point at which it is no lon
ger sufficient to design and optimize subsystems 

in isolation. Because memory systems and their 
subsystems are so complex, it is now the rule, and not 
the exception, that the subsystems we thought to be 
independent actually interact in unanticipated ways. 
Consequently, our traditional design methodologies 
no longer work because their underlying assump
tions no longer hold. Modular design, one of the 
most widely adopted design methodologies, is an oft
praised engineering design principle in which clean 
functional interfaces separate subsystems (i.e., mod
ules) so that subsystem design and optimization can 
be performed independently and in parallel by dif
ferent designers. Applying the principles of modular 
design to produce a complex product can reduce the 
time and thus the cost for system-level design, inte
gration, and test; optimization at the modular level 
guarantees optimization at the system level, provided 
that the system -level architecture and resulting mod
ule-to-module interfaces are optimal. 

That last part is the sticking point: the principle 
of modular design assumes no interaction between 
module-level implementations and the choice of 
system -level architecture, but that is exactly the kind 
of interaction that we have observed in the design 
of modern, high-performance memory systems. 
Consequently, though modular design has been 
a staple of memory-systems design for decades, 
allowing cache designers to focus solely on caches, 
DRAM designers to focus solely on DRAMs, and disk 
designers to focus solely on disks, we find that, going 
forward, modular design is no longer an appropriate 
methodology. 

Earlier we noted that, in the design of memory 
systems, many of the underlying implementation 
issues have begun to affect the higher level design 
process quite significantly: cache design is driven 
by interconnect physics; DRAM design is driven by 
circuit-level limitations that have dramatic sys
tem-level effects; and modern disk performance is 
dominated by the on-board caching and scheduling 
policies. As hierarchies and their components grow 
more complex, we find that the bulk of performance 
is lost not in the CPUs or caches or DRAM devices or 
disk assemblies themselves, but in the subtle interac
tions between these subsystems and in the manner in 
which these subsystems are connected. The bulk oflost 
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 15 

performance is due to poor configuration of system
level parameters such as bus widths, granularity of 
access, scheduling policies, queue organizations, and 
so forth. 

This is extremely important, so it bears repeat
ing: the bulk of lost performance is not due to the 
number of CPU pipeline stages or functional units or 
choice of brarich prediction algorithm or even CPU 
clock speed; the bulk of lost performance is due to 
poor configuration of system-level parameters such 
as bus widths, granularity of access, scheduling poli
cies, queue organizations, etc. Today's computer
system performance is dominated by the manner in 
which data is moved between subsystems, i.e., the 
scheduling of transactions, and so it is not surprising 
that seemingly insignificant details can cause such a 
headache, as scheduling is known to be highly sensi
tive to such details. 

Consequently, one can no longer attempt system
level optimization by designing/ optimizing each of 
the parts in isolation (which, unfortunately, is often 
the approach taken in modern computer design). In 
subsystem design, nothing can be considered "out
side the scope" and thus ignored. Memory-system 
design must become the purview of architects, and 
a subsystem designer must consider the system-level 
ramifications of even the slightest low-level design 
decision or modification. In addition, a designer must 
understand the low-level implications of system
level design choices. A simpler form of this maxim is 
as follows: 

A designer must consider the system-level 
ramifications of circuit- and device-level 
decisions as well as the circuit- and device
level ramifications of system-level decisions. 

To illustrate what we mean and to motivate our 
point, we present several anecdotes. Though they 
focus on the DRAM system, their message is global, 
and we will show over the course of the book that the 
relationships they uncover are certainly not restricted 
to the DRAM system alone. We will return to these 
anecdotes and discuss them in much more detail 
in Chapter 27, The Case for Holistic Design, which 
follows the technical section of the book. 

Ov.2.1 Anecdote 1: Systemic: Behaviors Exist 
In 1999-2001, we performed a study of DRAM 

systems in which we explicitly studied only system
level effects-those that had nothing to do with the 
CPU architecture, DRAM architecture, or even DRAM 
interface protocol. In this study, we held constant the 
CPU and DRAM architectures and considered only a 
handful of parameters that would affect how well the 
two communicate with each other. Figure Ov.5 shows 
some of the results [Cuppu & Jacob 1999, 2001, Jacob 
2003]. The varied parameters in Figure Ov.5 are all 
seemingly innocuous parameters, certainly not the 
type that would account for up to 20% differences in 
system performance (execution time) if one param
eter was increased or decreased by a small amount, 
which is indeed the case. Moreover, considering the 
top two graphs, all of the choices represent intui
tively "good" configurations. None of the displayed 
values represent strawmen, machine configurations 
that one would avoid putting on one's own desktop. 
Nonetheless, the performance variability is signifi
cant. When the analysis considers a wider range of 
bus speeds and burst lengths, the problematic behav
ior increases. As shown in the bottom graph, the ratio 
of best to worst execution times can be a factor of 
three, and the local optima are both more frequent 
and more exaggerated. Systems with relatively low 
bandwidth (e.g., 100, 200, 400 MB/s) and relatively 
slow bus speeds (e.g., 100, 200 MHz), if configured 
well, can match or exceed the performance of sys
tem configurations with much faster hardware that is 
poorly configured. 

Intuitively, one would expect the design space to 
be relatively smooth: as system bandwidth increases, 
so should system performance. Yet the design space 
is far from smooth. Performance variations of 20% or 
more can be found in design points that are imme
diately adjacent to one another. The variations from 
best -performing to worst -performing design exceed a 
factor of three across the full space studied, and local 
minima and maxima abound. Moreover, the behav
iors are related. Increasing one parameter by a fac
tor of two toward higher expected performance (e.g., 
increasing the channel width) can move the system off 
a local optimum, but local optimality can be restored 
by changing other related parameters to follow suit, 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 



16 Memory Systems: Cache, DRAM, Disk 

0::: 
~ 
c 
0 
:g 
2 
17) 
E: 
(j; 
Q_ 

(f) 1 
Q) 

~ u 

0:: 
8 
c 
0 

n 
2 
tl 
E 
Q; 
a. 

"' Q) 

(3 
>, 
0 

0.8 1.6 3.2 6.4 

1.5 

0.5 

0 
0.1 0.2 0.4 

32-Byte Burst 
64-Byte Burst 
128-Byte Burst 

12.8 25.6 0.8 

PERL 
(4 banks per channel) 

0.8 1.6 

BZIP 
(2 banks/channel) 

1.6 3.2 

3.2 6.4 

DRAM Latency 

System Overhead + DRAM 

CPU+ DRAM 

CPU Execution 

6.4 12.8 25.6 

12.8 25.6 

8i63264tffi 

'""'""' 

System Bandwidth (GB/s = Channels* Width * Speed) 

FIGURE Ov.5: Execution time as a function of bandwidth, channel organization, and granularity of access. Top two graphs from 
Cuppu & Jacob [2001] (© 2001 IEEE); bottom graph from Jacob [2003] (© 2003 IEEE). 

such as increasing the burst length and cache block 
size to match the new channel width. This complex 
interaction between parameters previously thought 
to be independent arises because of the complexity 

of the system under study, and so we have named 
these "systemic" behaviors? This study represents 
the moment we realized that systemic behaviors exist 
and that they are significant. Note that the behavior 

7Th ere is a distinction between this type of behavior and what in complex system theory is called "emergent system" 
behaviors or properties. Emergent system behaviors are those of individuals within a complex system, behaviors that 
an individual may perform in a group setting that the individual would never perform alone. In our environment, the 
behaviors are observations we have made of the design space, which is derived from the system as a whole. 
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such as increasing the burst length and cache block
size to match the new channel width. This complex
interaction between parameters previously thought
to be independent arises because of the complexity
 

of the system under study, and so we have named
these “systemic” behaviors.’
the momentwerealized that systemic behaviorsexist
and that they are significant. Note that the behavior

This study represents

’Thereis a distinction betweenthis type of behavior and whatin complex system theory is called “emergent system”
behaviors or properties. Emergent system behaviors are those of individuals within a complex system, behaviors that
an individual may perform in a group setting that the individual would never perform alone.In our environment, the
behaviors are observations we have madeof the design space, whichis derived from the system as a whole.
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 17 

is not restricted to the DRAM system. We have seen 
it in the disk system as well, where the variations in 
performance from one configuration to the next are 
even more pronounced. 

Recall that this behavior comes from the varying 
of parameters that are seemingly unimportant in the 
grand scheme of things-at least they would certainly 
seem to be far less important than, say, the cache 
architecture or the number of functional units in the 
processor core. The bottom line, as we have observed, 
is that systemic behaviors-unanticipated interac
tions between seemingly innocuous parameters 
and mechanisms-cause significant losses in per
formance, requiring in-depth, detailed design-space 
exploration to achieve anything close to an optimal 
design given a set of technologies and limitations. 

Ov.2.2 Anecdote II: The DLL in DDR SDRAM 
Beginning with their first generation, DDR (double 

datarate) SD RAM devices have included a circuit -level 
mechanism that has generated significant contro
versy within JEDEC (Joint Electron Device Engineer
ing Council), the industry consortium that created 
the DDR SDRAM standard. The mechanism is a delay
locked loop (DLL), whose purpose is to more precisely 

align the output of the DDR part with the clock on the 
system bus. The controversy stems from the cost of the 
technology versus its benefits. 

The system's global clock signal, as it enters the 
chip, is delayed by the DLL so that the chip's inter
nal clock signal, after amplification and distribution 
across the chip, is exactly in-phase with the origi
nal system clock signal. This more precisely aligns 
the DRAM part's output with the system clock. The 
trade-off is extra latency in the datapath as well as 
a higher power and heat dissipation because the 
DLL, a dynamic control mechanism, is continuously 
running. By aligning each DRAM part in a DIMM 
to the system clock, each DRAM part is effectively 
de-skewed with respect to the other parts, and the 
DLLs cancel out timing differences due to process 
variations and thermal gradients. 

Figure Ov.6 illustrates a small handful of alterna
tive solutions considered by JEDEC, who ultimately 
chose Figure Ov.6(b) for the standard. The interest
ing thing is that the data strobe is not used to cap
ture data at the memory controller, bringing into 
question its purpose if the DLL is being used to help 
with data transfer to the memory controller. There is 
significant disagreement over the value of the cho
sen design; an anonymous JEDEC member, when 

(a) Unassisted 
(c) DLL on module 

·-----@-----· 
(e) Read clock 

'-----lru r-----' '----1 ru r-------' 
(b) DLL on DRAM (d) DLL on MC (f) Static delay w/ recalibration 

FIGURE Ov.6: Several alternatives to the per-DRAM DLL. The figure illustrates a half dozen different timing conventions (a dotted 
line indicates a signal is unused for capturing data): (a) the scheme in single data rate SDRAM; (b) the scheme chosen for DDR 
SDRAM; (c) moving the DLL onto the module, with a per-DRAM static delay element (Vernier); (d) moving the DLL onto the memory 
controller, with a per-DRAM static delay; (e) using a separate read clock per DRAM or per DIMM; and (f) using only a static delay 
element and recalibrating periodically to address dynamic changes. 
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is not restricted to the DRAM system. We have seen
it in the disk system as well, where the variations in
performance from one configuration to the next are
even more pronounced.

Recall that this behavior comes from the varying
of parameters that are seemingly unimportantin the
grand schemeofthings—atleast they wouldcertainly
seem to be far less important than, say, the cache
architecture or the numberof functional units in the

processorcore. The bottom line, as we have observed,
is that systemic behaviors—unanticipated interac-
tions between seemingly innocuous parameters
and mechanisms—cause significant losses in per-
formance, requiring in-depth, detailed design-space
exploration to achieve anything close to an optimal
design given a set of technologies and limitations.

Ov.2.2 Anecdote Ii: The DLL in DDR SDRAM

Beginning with their first generation, DDR (double
datarate) SDRAM devices haveincludedacircuit-level

mechanism that has generated significant contro-
versy within JEDEC (Joint Electron Device Engineer-
ing Council), the industry consortium that created
the DDR SDRAM standard. The mechanismis a delay-
locked loop (DLL), whose purposeis to more precisely

 strobe

 
 

align the output of the DDRpartwith the clock on the
system bus. The controversy stems fromthe cost ofthe
technology versusits benefits.

The system's global clock signal, as it enters the
chip, is delayed by the DLL so that the chip’s inter-
nal clock signal, after amplification and distribution
across the chip, is exactly in-phase with the origi-
nal system clock signal. This more precisely aligns
the DRAM part’s output with the system clock. The
trade-off is extra latency in the datapath as well as
a higher power and heat dissipation because the
DLL, a dynamic control mechanism,is continuously
running. By aligning each DRAM part in a DIMM
to the system clock, each DRAM part is effectively
de-skewed with respect to the other parts, and the
DLLs cancel out timing differences duc to process
variations and thermal gradients.

Figure Ov.6 illustrates a small handful of alterna-
tive solutions considered by JEDEC, who ultimately
chose Figure Ov.6(b) for the standard. The interest-
ing thing is that the data strobe is not used to cap-
ture data at the memory coniroller, bringing into
question its purpose if the DLL is being used to help
with data transfer to the memorycontroller. Thereis
significant disagreement over the value of the cho-
sen design; an anonymous JEDEC member, when
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FIGURE Ov.6: Several alternatives to the per-DRAM DLL.Thefigureillustrates a half dozen different timing conventions(a dotted
line indicates a signal is unused for capturing data): (a) the schemein single data rate SDRAM;(b) the scheme chosen for DDR
SDRAM;(c) moving the DLL onto the module, with a per-DRAMstatic delay element (Vernier); (d) moving the DLL onto the memory
controller, with a per-DRAMstatic delay; (e) using a separate read clock per DRAM or per DIMM; and(f) using only a static delay
element and recalibrating periodically to address dynamic changes.
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18 Memory Systems: Cache, DRAM, Disk 

asked "what is the DLL doing on the DDR chip?" 
answered with a grin, "burning power." In applica
tions that require low latency and low power dissipa
tion, designers turn off the DLL entirely and use only 
the data strobe for data capture, ignoring the system 
clock (as in Figure Ov.6(a)) [Kellogg 2002, Lee 2002, 
Rhoden 2002]. 

The argument for the DLL is that it de-skews 
the DRAM devices on a DIMM and provides a path 
for system design that can use a global clocking 
scheme, one of the simplest system designs known. 
The argument against the DLL is that it would be 
unnecessary if a designer learned to use the data 
strobe-this would require a more sophisticated 
system design, but it would achieve better perfor
mance at a lower cost. At the very least, it is clear 
that a DLL is a circuit -oriented solution to the prob
lem of system-level skew, which could explain the 
controversy. 

Ov.2.3 Anecdote Ill: A Catch-22 in the Search 
for Bandwidth 

With every DRAM generation, timing parameters 
are added. Several have been added to the DDR spec
ification to address the issues of power dissipation 
and synchronization. 

• tFAW (Four-bank Activation Window) and 
tRRD (Row-to-Row activation Delay) put a 
ceiling on the maximum current draw of a 
single DRAM part. These are protocol-level 
limitations whose values are chosen to pre
vent a memory controller from exceeding 
circuit-related thresholds. 

• tnQS is our own name for the DDR system
bus turnaround time; one can think of it as 
the DIMM-to-DIMM switching time that 
has implications only at the system level 
(i.e., it has no meaning or effect if consid
ering read requests in a system with but a 
single DIMM). By obeying tDQS• one can 
ensure that a second DIMM will not drive 

the data bus at the same time as a first when 
switching from one DIMM to another for 
data output. 

These are per-device timing parameters that were 
chosen to improve the behavior (current draw, timing 
uncertainty) of individual devices. However, they do 
so at the expense of a significant loss in system -level 
performance. When reading large amounts of data 
from the DRAM system, an application will have to 
read, and thus will have to activate, numerous DRAM 
rows. At this point, the tFAW and tRRD timing param
eters ldck in and limit the available read bandwidth. 
The tRRD parameter specifies the minimum time 
between two successive row activation commands 
to the same DRAM device (which implies the same 
DIMM, because all the DRAMs on a DIMM are slaved 
together8). The tFAW parameter represents a slid
ing window of time during which no more than four 
row activation commands to the same device may 
appear. 

The parameters are specified in nanoseconds and 
not bus cycles, so they become increasingly problem
atic at higher bus frequencies. Their net effect is to 
limit the bandwidth available from a DIMM by limit
inghowquicklyonecangetthedataoutoftheDRAM's 
storage array, irrespective of how fast the DRAM's II 0 
circuitry can ship the data back to the memory con
troller. At around 1 GBps, sustainable bandwidth hits 
a ceiling and remains flat no matter how fast the bus 
runs because the memory controller is limited in how 
quicldy it can activate a new row and start reading 
data from it. 

The obvious solution is to interleave data from 
different DIMMs on the bus. If one DIMM is limited 
in how quickly it can read data from its arrays, then 
one should populate the bus with many DIMMs and 
move through them in a round-robin fashion. This 
should bring the system bandwidth up to maximum. 
However, the function of tnQs is to prevent exactly 
that: tnQs is the bus turnaround time, inserted to 
account for skew on the bus and to prevent different 
bus masters from driving the bus at the same time. 

8This is a nlinor oversimplification. We would like to avoid having to explain details of DRAM -system organization, such as 
the concept of rank, at this point. 
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 19 

To avoid such collisions, a second DIMM must wait 
at least tuQs after a first DIMM has finished before 
driving the bus. So we have a catch: 

• One set of parameters limits device-level 
bandwidth and expects a designer to go to 
the system level to reclaim performance. 
The other parameter limits system-level 
bandwidth and expects a designer to go to 
the device level to reclaim performance. 

The good news is that the problem is solvable 
(see Chapter 15, Section 15.4.3, DRAM Command 
Scheduling Algorithms), but this is nonetheless a 
very good example oflow-level design decisions that 
create headaches at the system level. 

Ov.2.lt Anecdote IV: Proposals to Exploit 
Variability in Cell Leakage 

The last anecdote is an example of a system-level 
design decision that ignores circuit- and device-level 
implications. Ever since DRAM was invented, it has 
been observed that different DRAM cells exhibit dif
ferent data-retention time characteristics, typically 
ranging between hundreds of milliseconds to tens 
of seconds. DRAM manufacturers typically set the 
refresh requirement conservatively and require that 
every row in a DRAM device be refreshed at least once 
every 64 or 32 ms to avoid losing data. Though refresh 
might not seem to be a significant concern, in mobile 
devices researchers have observed that refresh can 
account for one-third of the power in otherwise 
idle systems, prompting action to address the issue. 
Several recent papers propose moving the refresh 
function into the memory controller and refreshing 
each row only when needed. During an initialization 
phase, the controller would characterize each row 
in the memory system, measuring DRAM data
retention time on a row-by-row basis, discarding 
leaky rows entirely, limiting its DRAM use to only 
those rows deemed non-leaky, and refreshing once 
every tens of seconds instead of once every tens of 
milliseconds. 

The problem is that these proposals ignore 
another, less well-known phenomenon of DRAM cell 

variability, namely that a cell with a long retention 
time can suddenly (in the time frame of seconds) 
exhibit a short retention time [Yaney et al. 1987, 
Restle et al. 1992, Ueno et al. 1998, Kim 2004]. Such 
an effect would render these power-efficient pro
posals functionally erroneous. The phenomenon is 
called variable retention time (VRT), and though its 
occurrence is infrequent, it is non-zero. The occur
rence rate is low enough that a system using one of 
these reduced-refresh proposals could protect itself 
against VRT by using error correcting codes (ECC, 
described in detail in Chapter 30, Memory Errors and 
Error Correction), but none of the proposals so far 
discuss VRT or ECC. 

Ov.2.5 Perspective 
To summarize so far: 

Anecdote 1: Systemic behaviors exist and are sig
nificant (they can be responsible for factors of two to 
three in execution time). 

Anecdote II: The DLL in DDR SDRAM is a circuit
level solution chosen to address system-level skew. 

Anecdote III: tuQS represents a circuit -level solu
tion chosen to address system-level skew in DDR 
SDRAM; tFAW and tRRD are circuit-level limitations 
that significantly limit system -level performance. 

Anecdote IV: Several research groups have rec
ently proposed system-level solutions to the DRAM
refresh problem, but fail to account for circuit-level 
details that might compromise the correctness of the 
resulting system. 

Anecdotes II and III show that a common practice 
in industry is to focus at the level of devices and cir
cuits, in some cases ignoring their system-level rami
fications. Anecdote N shows that a common practice 
in research is to design systems that have device- and 
circuit -level ramifications while abstracting away the 
details of the devices and circuits involved. Anecdote I 
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20 Memory Systems: Cache, DRAM, Disk 

illustrates that both approaches are doomed to failure 
in future memory-systems design. 

It is clear that in the future we will have to move 
away from modular design; one can no longer 
safely abstract away details that were previously 
considered "out of scope." To produce a credible 
analysis, a designer must consider many different 
subsystems of a design and many different levels 
of abstraction-one must consider the forest when 
designing trees and consider the trees when design
ing the forest. 

Ov.l Cross-Cutting Issues 
Though their implementation details might apply 

at a local level, most design decisions must be con
sidered in terms of their system-level effects and 
side-effects before they become part of the system/ 
hierarchy. For instance, power is a cross-cutting, 
system-level phenomenon, even though most power 
optimizations are specific to certain technologies and 
are applied locally; reliability is a system-level issue, 
even though each level of the hierarchy implements 
its own techniques for improving it; and, as we have 
shown, performance optimizations such as widening 
a bus or increasing support for concurrency rarely 
result in system performance that is globally optimal. 
Moreover, design decisions that locally optimize along 
one axis (e.g., power) can have even larger effects on 
the system level when all axes are considered. Not 
only can the global power dissipation be thrown off 
optimality by blindly maldng a local decision, it is 
even easier to throw the system off a global optimum 
when more than one axis is considered (e.g., power/ 
performance). 

Designing the best system given a set of con
straints requires an approach that considers multiple 
axes simultaneously and measures the system-level 
effects of all design choices. Such a holistic approach 
requires an understanding of many issues, includ
ing cost and performance models, power, reliabil
ity, and software structure. The following sections 
provide overviews of these cross-cutting issues, and 
Part IV of the book will treat these topics in more 
detail. 

Ov.3.1 Cost/Performance Analysis 
To perform a cost/performance analysis correctly, 

the designer must define the problem correctly, use 
the appropriate tools for analysis, and apply those 
tools in the manner for which they were designed. 
This section provides a brief, intuitive look at the 
problem. Herein, we will use cost as an example of 
problem definition, Pareto optimality as an example 
of an appropriate tool, and sampled averages as an 
example to illustrate correct tool usage. We will dis
cuss these issues in more detail with more examples 
in Chapter 28, Analysis of Cost and Performance. 

Problem Definition: Cost 

A designer must think in an all-inclusive manner 
when accounting for cost. For example, consider a 
cost-performance analysis of a DRAM system wherein 
performance is measured in sustainable bandwidth 
and cost is measured in pin count. 

To represent the cost correctly, the analysis 
should consider all pins, including those for con
trol, power, ground, address, and data. Otherwise, 
the resulting analysis can incorrectly portray the 
design space, and workable solutions can get left 
out of the analysis. For example, a designer can 
reduce latency in some cases by increasing the 
number of address and command pins, but if the 
cost analysis only considers data pins, then these 
optimizations would be cost-free. Consider DRAM 
addressing, which is done half of an address at a 
time. A 32-bit physical address is sent to the DRAM 
system 16 bits at a time in two different commands; 
one could potentially decrease DRAM latency by 
using an SRAM-like wide address bus and sending 
the entire 32 bits at once. This represents a real cost 
in design and manufacturing that would be higher, 
but an analysis that accounts only for data pins 
would not consider it as such. 

Power and ground pins must also be counted 
in a cost analysis for similar reasons. High -speed 
chip-to-chip interfaces typically require more 
power and ground pins than slower interfaces. The 
extra power and ground signals help to isolate the 
II 0 drivers from each other and the signal lines 
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 21 

from each other, both improving signal integrity 
by reducing crosstalk, ground bounce, and related 
effects. 1/0 systems with higher switching speeds 
would have an unfair advantage over those with 
lower switching speeds (and thus fewer power/ 
ground pins) in a cost-performance analysis if 
power and ground pins were to be excluded from 
the analysis. The inclusion of these pins would pro
vide for an effective and easily quantified trade-off 
between cost and bandwidth. 

Failure to include address, control, power, and 
ground pins in an analysis, meaning failure to be all
inclusive at the conceptual stages of design, would 
tend to blind a designer to possibilities. For example, 
an architecturally related family of solutions that at 
first glance gives up total system bandwidth so as to 
be more cost-effective might be thrown out at the 
conceptual stages for its intuitively lower perfor
mance. However, considering all sources of cost in the 
analysis would allow a designer to look more closely 
at this family and possibly to recover lost bandwidth 
through the addition of pins. 

Comparing SDRAM and Rambus system archi
tectures provides an excellent example of consid-

1- -~~-- ~ 

I II I 
I I I 

ering cost as the total number of pins leading to a 
continuum of designs. The Rambus memory sys
tem is a narrow-channel architecture, compared 
to SDRAM's wide-channel architecture, pictured 
in Figure Ov. 7 Ram bus uses fewer address and 
command pins than SDRAM and thus incurs an 
additional latency at the command level. Rambus 
also uses fewer data pins and occurs an additional 
latency when transmitting data as well. The trade-off 
is the ability to run the bus at a much higher bus fre
quency, or pin-bandwidth in bits per second per pin, 
than SDRAM. The longer channel of the DRDRAM 
(direct Rambus DRAM) memory system contributes 
directly to longer read-command latencies and lon
ger bus turnaround times. However, the longer chan
nel also allows for more devices to be connected to 
the memory system and reduces the likelihood that 
consecutive commands access the same device. The 
width and depth of the memory channels impact 
the bandwidth, latency, pin count, and various cost 
components of the respective memory systems. The 
effect that these organizational differences have on 
the DRAM access protocol is shown in Figure Ov.8 
which illustrates a row activation and column read 
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FIGURE Ov.7: Difference in topology between SDRAM and Rambus memory systems. 
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from each other, both improving signal integrity
by reducing crosstalk, ground bounce, and related
effects. I/O systems with higher switching speeds
would have an unfair advantage over those with
lower switching speeds (and thus fewer power/
ground pins) in a cost-performance analysis if
power and ground pins were to be excluded from
the analysis, The inclusion of these pins would pro-
vide for an effective and easily quantified trade-off
between cost and bandwidth.

Failure to include address, control, power, and
groundpins in an analysis, meaning failure to beall-
inclusive at the conceptual stages of design, would
tend to blind a designer to possibilities. For example,
an architecturally related family of solutions that at
first glance gives up total system bandwidth so as to
be more cost-effective might be thrown out at the
conceptual stages for its intuitively lower perfor-
mance. However, considering all sources of cost in the
analysis would allow a designer to look more closely
at this family and possibly to recover lost bandwidth
through the addition of pins.

Comparing SDRAM and Rambus system archi-
tectures provides an excellent example of consid-

   
 

ering cost as the total numberof pins leading to a
continuum of designs. The Rambus memory sys-
tem is a narrow-channel architecture, compared
to SDRAM’s wide-channel architecture, pictured
in Figure Ov.7 Rambus uses fewer address and
command pins than SDRAM and thus incurs an
additional latency at the commandlevel. Rambus
also uses fewer data pins and occurs an additional
latency when transmitting data as well. The trade-off
is the ability to run the bus at a muchhigherbusfre-
quency, or pin-bandwidth in bits per secondperpin,
than SDRAM.The longer channel of the DRDRAM
(direct Rambus DRAM) memorysystem contributes
directly to longer read-commandlatencies and lon-
ger bus turnaroundtimes. However, the longer chan-
nel also allows for more devices to be connected to

the memory system and reducesthe likelihood that
consecutive commandsaccess the samedevice. The

width and depth of the memory channels impact
the bandwidth, latency, pin count, and various cost
components of the respective memory systems. The
effect that these organizational differences have on
the DRAM access protocol is shown in Figure Ov.8
which illustrates a row activation and column read

 

  

          

     
    
 

i=i

SDRAM and | LJDDR SDRAM 3 | \\
Memory System i | DRDRAM Memory System Topology
Topology ; 1 ; r 4 —4WL at

- x ig | I 1 16 | | | |
s3 522 i i PR °
26 yoo gs | | |

wie) Bet
1 i

| |! ; ‘ aiMMo-—7 RIMM ad| [

iia 0 te CT ! Long and Narrow ChannelDIMM 1

 
 

 | rr

Short and Wide Channel  

FIGURE Ov.7: Difference in topology between SDRAM and Rambus memory systems.

Netlist Ex 2034

Samsungv Netlist
IPR2022-00996



22 Memory Systems: Cache, DRAM, Disk 

0 2345678 9 
Bus Clock 

Command Bus 

Data Bus 

Col Command 

Data Bus 

I~ 
row activation CASL = 2 
latency 

----~ 

overall load request latency (activation) 

(a) SDRAM and DDR SDRAM 

CD Activation command asserted to DRAM chip 
® Column Address Strobe asserted 
@ lowest latency CASL 2 

(b) Direct Rambus DRAM 

row activation tRCD 
command (RAS to CAS 

delay) 

tcAC 
(CAS access 

delay) CD Activation command asserted to DRAM chip 
®Column Access command sent to DRAM chip 
@ Data packet returned by DRAM chips 

FIGURE Ov.S: Memory access latency in SDRAM and DDR SDRAM memory systems {top) and DRDRAM {bottom). 

command for both DDR SDRAM and Direct Rambus 
DRAM. 

Contemporary SDRAM and DDR SDRAM memory 
chips operating at a frequency of 200 MHz can activate a 
row in 3 clock cycles. Once the row is activated, memory 
controllers in SDRAM or DDR SDRAM memory systems 
can retrieve data using a simple column address strobe 
command with a latency of 2 or 3 clock cycles. In Figure 
Ov.8(a), Step 1 shows the assertion of a row activation 
command, and Step 2 shows the assertion of the column 
address strobe signal. Step 3 shows the relative timing 
of a high-performance DDR SDRAM memory module 
with a CASL (CAS latency) of 2 cycles. For a fair compar
ison against the DRDRAM memory system, we include 
the bus cycle that the memory controller uses to assert 
the load command to the memory chips. With this addi
tional cycle included, a DDR SDRAM memory system 
has a read latency of 6 clock cycles (to critical data). In a 
SDRAM or DDR SDRAM memory system that operates 
at 200 MHz, 6 clock cycles translate to 30 ns oflatencyfor 
a memory load command with row activation latency 

inclusive. These latency values are the same for high
performance SDRAM and DDR SDRAM memory 
systems. 

The DRDRAM memory system behaves very 
differentlyfromSDRAMandDDRSDRAMmemorysys
tems. Figure Ov.8(b) shows a row activation command in 
Step 1, followed by a column access command in Step 2. 
The requested data is then returned by the memory 
chip to the memory controller in Step 3. The row acti
vation command in Step 1 is transmitted by the mem
ory controller to the memory chip in a packet format 
that spans 4 clock cycles. The minimum delay between 
the row activation and column access is 7 clock cycles, 
and, after an additional (also minimum) CAS (column 
address strobe) latency of 8 clock cycles, the DRDRAM 
chip begins to transmit the data to the memory control
ler. One caveat to the computation of the access latency 
in the DRDRAM memory system is that CAS delay in the 
DRDRAM memory system is a function of the number 
of devices on a single DRDRAM memory channel. On a 
DRDRAM memory system with a full load of 32 devices 
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FIGURE Ov.8; Memory access latency in SDRAM and DDR SDRAM memory systems(top) and DRDRAM (bottom).

commandfor both DDR SDRAMand Direct Rambus
DRAM.

Contemporary SDRAM and DDR SDRAM memory
chips operating at a frequencyof200 MHzcan activate a
row in3 clock cycles. Once the row is activated, memory
controllers in SDRAM or DDR SDRAM memorysystems
can retrieve data using a simple colummaddressstrobe
command with a latency of 2 or 3 clock cycles. In Figure
Ov.8(a), Step 1 showsthe assertion of a row activation
command, and Step 2 showsthe assertion ofthe column
address strobe signal. Step 3 showstherelative timing
of a high-performance DDR SDRAM memory module
with a CASL (CASlatency) of 2 cycles. For a fair compar-
ison against the DRDRAM memory system,weinclude
the bus cycle that the memory controller usesto assert
the load commandto the memory chips.With this addi-
tional cycle included, a DDR SDRAM memory system
has a read latencyof6 clock cycles(to critical data). Ina
SDRAM or DDR SDRAM memory systern that operates
at 200 MHz,6 clock cycles translate to 30 ns oflatencyfor
a memory load command with row activation latency

inclusive. These latency values are the samefor high-
performance SDRAM and DDR SDRAM memory
systems.

The DRDRAM memory system behaves very
differentlyfrom SDRAM andDDR SDRAM memotysys-
tems. Figure Ov.8(b) shows arowactivation commandin
Step 1, followed by a column access commandinStep 2.
The requested data is then returned by the memory
chip to the memory controller in Step 3. The row acti-
vation commandin Step 1 is transmitted by the mem-
ory controller to the memory chip in a packet format
that spans4 clock cycles, The minimum delay between
the row activation and columnaccessis 7 clock cycles,
and, after an additional (also minimum) CAS (column

address strobe) latency of 8 clock cycles, the DRDRAM
chip beginsto transmit the data to the memory control-
ler. One caveat to the computation of the access latency
inthe DRDRAM memory system is that CAS delayin the
DRDRAM memory system is a function of the number
of devices on a single DRDRAM memory channel. On a
DRDRAM memory system with a fullload of32 devices
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TABLE Ov.2 Peak bandwidth statistics of SDRAM, DDR SDRAM, and DRDRAM memory systems 
' 

~ ' 
" &ontrol ~ eirnmiu1a ~Haress 

~ ~ -·'\ "' ,,~ 

@perating IJ!ata , I!Jata l\aaress , 
Fireguenoy: ffiliannel ffiliannel ffiliannel ffiliannel ffiliannel Oliannel 
(Data) Bin Oount Ban(fwiotfi Rio 6ount Ban(fwiatfi Bin Count Ban(fwiCitn 

SDRAM controller 133 64 1064 MB/s 28 465 MB/s 30 500 MB/s 

DDR SDRAM controller 2 * 200 64 3200 MB/s 42 1050 MB/s 30 750 MB/s 

DRDRAM controller 2 * 600 16 2400 MB/s 9 1350 MB/s 8 1200 MB/s 

x16 SDRAM chip 133 16 256 MB/s 9 150 MB/s 15 250 MB/s 

x16 DDR SDRAM cfiip 2 *200 16 800 MB/s 11 275 MB/s 15 375 MB/s 

TABLE Ov.3 Cross-comparison of SDRAM, DDR SDRAM, and DRDRAM memory systems 
" 

Bits Qer 
@perating sustainea Bin per Bits peu Bin 

DRAM Flreguenoy: Rin Oount Reak Ban(!- BWon @y:cle per Gycle 
TecHnology: (!:lata Bus) Qe!' Gfiannel wiatfi StrearnAad (Beak) (Sustained) 

SO RAM 133 152 1064 MB/s 540 MB/s 0.4211 0.2139 

DDR SDRAM 2 * 200 171 3200 MB/s 1496 MB/s 0.3743 0.1750 

DR DRAm 2. * 600 117 2400 MB/s 1499 MB/s 0.1368 0.0854 

on the data bus, the CAS-latency delay may be as large 
as 12 clock cycles. Finally, it takes 4 clock cycles for the 
DRDRAM memory system to transport the data packet. 
Note that we add half the transmission time of the data 
packet in the computation of the latency of a memory 
request in a DRDRAM memory system due to the fact 
that the DRDRAM memory system does not support 
critical word forwarding, and the critically requested 
data may exist in the latter parts of the data packet; 
on average, it will be somewhere in the middle. This 
yields a total latency of 21 cycles, which, in a DRDRAM 
memmy system operating at 600 MHz, translates to a 
latency of 35 ns. 

The Rambus memory system trades off a longer 
latency for fewer pins and higher pin bandwidth (in 
this example, three times higher bandwidth). How do 
the systems compare in performance? 

Peak bandwidth of any interface depends solely 
on the channel width and the operating frequency 
of the channel. In Table Ov.2, we summarize the sta
tistics of the interconnects and compute the peak 
bandwidths of the memory systems at the interface 

of the memory controller and at the interface of the 
memory chips as well. 

Table Ov.3 compares a 133-MHz SDRAM, a 200-
MHz DDR SDRAM system, and a 600-MHz DRDRAM 
system. The 133-MHz SDRAM system, as represented 
by a PC-133 compliant SDRAM memory system on 
an AMD Athlon-based computer system, has a the
oretical peak bandwidth of 1064 MB/s. The maxi
mum sustained bandwidth for the single channel of 
SDRAM, as measured by the use of the add kernel 
in the STREAM benchmark, reaches 540 MB/s. The 
maximum sustained bandwidth for DDR SDRAM 
and DRDRAM was also measured on STREAM, yield
ing 1496 and 1499 MB/s, respectively. The pin cost of 
each system is factored in, yielding bandwidth per 
pin on both a per-cycle basis and a per-nanosecond 
basis. 

Appropriate Tools: Pareto Optimality 

It is convenient to represent the "goodness" of a 
design solution, a particular system configuration, 
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24 Memory Systems: Cache, DRAM, Disk 

as a single number so that one can readily compare 
the number with the goodness ratings of other can
didate design solutions and thereby quicldy find the 
"best" system configuration. However, in the design 
of memory systems, we are inherently dealing with 
a multi-dimensional design space (e.g., one that 
encompasses performance, energy consumption, 
cost, etc.), and so using a single number to represent 
a solution's worth is not really appropriate, unless 
we can assign exact weights to the various figures 
of merit (which is dangerous and will be discussed 
in more detail later) or we care about one aspect to 
the exclusion of all others (e.g., performance at any 
cost). 

• • • • 
• • • • Cost • • 

• • • 
• • • • • 

Execution time 

(a) a set of data points 

Cost 

Execution time 

(c) the addition of four new points to set 

Assuming that we do not have exact weights for the 
figures of merit and that we do care about more than 
one aspect of the system, a very powerful tool to aid 
in system analysis is the concept of Pareto optimality 
or Pareto efficiency, named after the Italian economist 
Vilfredo Pareto, who invented it in the early 1900s. 

Pareto optimality asserts that one candidate solution 
to a problem is better than another candidate solution 
only if the first dominates the second, i.e., if the first is 
better than or equal to the second in all figures of merit. 
If one solution has a better value in one dimension but 
a worse value in another, then the two candidates are 
Pareto equivalent. The best solution is actually a set 

Cost 

Execution time 

(b) the Pareto-optimal wavefront 

Cost 

D 

Execution time 

(d) the new Pareto-optimal wavefront 

FIGURE Ov.9: Pareto optimality. Members of the Pareto-optimal set are shown in solid black; non-optimal points are grey. 
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as a single numberso that one can readily compare
the number with the goodness ratings of other can-
didate design solutions and thereby quickly find the
“best” system configuration. However, in the design
of memory systems, we are inherently dealing with
a multi-dimensional design space (e.g., one that
encompasses performance, energy consumption,
cost, etc.), and so using a single numberto represent
a solution’s worth is not really appropriate, unless
we can assign exact weights to the various figures
of merit (which is dangerous and will be discussed
in more detail later) or we care about one aspect to
the exclusion of all others (e.g., performance at any
cost).
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Assumingthat we do not have exact weights for the
figures of merit and that we do care about more than
one aspect of the system, a very powerful tool to aid
in system analysis is the concept of Pareto optimality
or Pareto efficiency, namedafter the Italian economist
Vilfredo Pareto, who inventedit in the early 1900s.

Pareto optimalityasserts that one candidate solution
to a problem is better than another candidate solution
only if the first dominates the second,i.e., if the firstis
better thanor equal to the secondin ail figures ofmerit.
If one solution has a better value in one dimension but

a worse value in another, then the two candidates are

Pareto equivalent. The best solution is actually a set
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FIGURE Ov.9: Pareto optimality. Members of the Pareto-optimal set are shownin solid black; non-optimal points are grey.
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 25 

of candidate solutions: the set of Pareto-equivalent 
solutions that is not dominated by any solution. 

Figure Ov.9(a) shows a set of candidate solutions 
in a two-dimensional space that represent a cost/ 
performance metric. The x-axis represents system 
performance in execution time (smaller numbers 
are better), and they-axis represents system cost in 
dollars (smaller numbers are better). Figure Ov.9(b) 
shows the Pareto-optimal set in solid black and 
connected by a line; non-optimal data points are 
shown in grey. The Pareto-optimal set forms a wave
front that approaches both axes simultaneously. 
Figures Ov.9(c) and (d) show the effect of adding four 
new candidate solutions to the space: one lies inside 
the wavefront, one lies on the wavefront, and two lie 
outside the wavefront. The first two new additions, 
A and B, are both dominated by at least one member 
of the Pareto-optimal set, and so neither is considered 
Pareto optimal. Even though B lies on the wavefront, 
it is not considered Pareto optimal. The point to the 
left of B has better performance than B at equal cost. 
Thus, it dominates B. 

Point C is not dominated by any member of the 
Pareto-optimal set, nor does it dominate any mem
ber of the Pareto-optimal set. Thus, candidate
solution Cis added to the optimal set, and its addition 
changes the shape of the wavefront slightly. The last 
of the additional points, D, is dominated by no mem
bers of the optimal set, but it does dominate several 
members of the optimal set, so D's inclusion in the 
optimal set excludes those dominated members from 
the set. As a result, candidate-solution D changes 

60 miles, 60 mph, 30 mpg 

FIGURE Ov.10: Course taken by the automobile in the example. 

the shape of the wave front more significantly than 
candidate-solution C. 

Tool Use: Taking Sampled Averages Correctly 

In many fields, including the field of computer 
engineering, it is quite popular to find a sampled 
average, i.e., the average of a sampled set of numbers, 
rather than the average of the entire set. This is useful 
when the entire set is unavailable, difficult to obtain, 
or expensive to obtain. For example, one might want 
to use this technique to keep a running performance 
average for a real microprocessor, or one might want 
to sample several windows of execution in a terabyte
size trace file. Provided that the sampled subset is 
representative of the set as a whole, and provided that 
the technique used to collect the samples is correct, 
this mechanism provides a low-cost alternative that 
can be very accurate. 

The discussion will use as an example a mecha
nism that samples the miles-per-gallon performance 
of an automobile under way. The trip we will study is 
an out and back trip with a brief pit stop, as shown 
in Figure Ov.lO. The automobile will follow a simple 
course that is easily analyzed: 

1. The auto will travel over even ground for 
60 miles at 60 mph, and it will achieve 30 
mpg during this window of time. 

2. The auto will travel uphill for 20 miles at 60 
mph, and it will achieve 10 mpg during this 
window of time. 

1 0 minutes idling 
0 mph, 0 mpg 
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of candidate solutions: the set of Pareto-equivalent
solutionsthat is not dominated by any solution.

Figure Ov.9(a) showsa set of candidate solutions
in a two-dimensional space that represent a cost/
performance metric. The x-axis represents system
performance in execution time (smaller numbers
are better), and the y-axis represents system cost in
dollars (smaller numbers are better). Figure Ov.9(b)
shows the Pareto-optimal set in solid black and
connected by a line; non-optimal data points are
shown in grey. The Pareto-optimal set forms a wave-
front that approaches both axes simultaneously.
Figures Ov.9(c) and (d) showtheeffect of adding four
new candidate solutions to the space:onelies inside
the wavefront, one lies on the wavefront, and twolie
outside the wavefront. The first two new additions,

A andB, are both dominated byat least one member
ofthe Pareto-optimal set, and so neither is considered
Pareto optimal. Even thoughB lies on the wavefront,
it is not considered Pareto optimal. The point to the
left of B has better performance than B at equal cost.
Thus, it dominates B.

Point C is not dominated by any memberof the
Pareto-optimal set, nor does it dominate any mem-
ber of the Pareto-optimal set. Thus, candidate-
solution C is addedto the optimalset, and its addition
changes the shape of the wavefrontslightly. The last
of the additional points, D, is dominated by no mem-
bers of the optimal set, but it does dominate several
membersof the optimal set, so D’s inclusion in the
optimal set excludes those dominated members from
the set. As a result, candidate-solution D changes

the shape of the wave front moresignificantly than
candidate-solution C.

Tool Use: Taking Sampled Averages Correctly
In many fields, including the field of computer

engineering, it is quite popular to find a sampled
average, i.e., the average of a sampledset of numbers,
rather than the averageof the entireset. This is useful
whentheentire set is unavailable, difficult to obtain,

or expensive to obtain. For example, one might want
to use this technique to keep a running performance
average for a real microprocessor, or one might want
to sample several windowsof execution in a terabyte-
size trace filc. Provided that the sampled subsetis
representative ofthe set as a whole, and provided that
the technique usedto collect the samples is correct,
this mechanism provides a low-cost alternative that
can be very accurate.

The discussion will use as an example a mecha-
nism that samples the miles-per-gallon performance
of an automobile under way. The trip we will study is
an out and back trip with a bricf pit stop, as shown
in Figure Ov.10. The automobile will follow a simple
course thatis easily analyzed:

1. The auto will travel over even groundfor
60 miles at 60 mph,anditwill achieve 30
mpg during this window of time.

2. The auto will travel uphill for 20 miles at 60
mph,anditwill achieve 10 mpg duringthis
windowoftime.

10 minutesidling
0 mph, 0 mpg
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60 miles, 60 mph, 30 mpg
 

FIGURE Ov.10:; Course taken by the automobile in the example.
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10 samples 
Points at which samples are taken: r------1 
111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111 

30 mpg 10 mpg lompgl 300 mpg I 30 mpg I 1~~t~in 
60 minutes 20 min 1 0 min 20 min 60 minutes 

FIGURE Ov.11: Sampling miles-per-gallon {mpg) over time. The figure shows the trip in time, with each segment of time labeled 
with the average miles-per-gallon for the car during that segment of the trip. Thus, whenever the sampling algorithm samples 
miles-per-gallon during a window of time, it will add that value to the running average. 

3. The auto will travel downhill for 20 miles at 
60 mph, and it will achieve 300 mpg during 
this window of time. 

4. The auto will travel back home over even 
ground for 60 miles at 60 mph, and it will 
achieve 30 mpg during this window of time. 

5. In addition, before returning home, the driver 
will sit at the top of the hill for 
10 minutes, enjoying the view; with the auto 
idling, consuming gasoline at the rate of 1 gal
lon every 5 hours. This is equivalent to 1 I 300 
gallon per minute or 1/30 of a gallon during 
the 10-minute respite. Note that the auto will 
achieve 0 mpg during this window of time. 

Our car's algorithm samples evenly in time, so for 
our analysis we need to break down the segments of 
the trip by the amount of time that they take: 

• Outbound: 60 minutes 
• Uphill: 20 minutes 
• Idling: 10 minutes 
• Downhill: 20 minutes 
• Return: 60 minutes 

This is displayed graphically in Figure Ov.ll, in 
which the time for each segment is shown to scale. 
Assume, for the sake of simplicity, that the sampling 
algorithm samples the car's miles-per-gallon every 
minute and adds that sampled value to the running 
average (it could just as easily sample every second 
or millisecond). Then the algorithm will sample the 
value 30 mpg 60 times during the first segment of the 
trip, the value 10 mpg 20 times during the second 
segment of the trip, the value 0 mpg 10 times during 

the third segment of the trip, and so on. Over the trip, 
the car is operating for a total of 170 minutes. Thus, 
we can derive the sampling algorithm's results as fol
lows: 

1~030 + llolO + 1\ooo + 12lo300 + 16lo30 = 57.5mpg 
(EQ Ov.3) 

The sampling algorithm tells us that the auto 
achieved 57.5 mpg during our trip. However, a quick 
reality check will demonstrate that this cannot be 
correct; somewhere in our analysis we have made 
an invalid assumption. What is the correct answer, 
the correct approach? In Part IV of the book we will 
revisit this example and provide a complete picture. 
In the meantime, the reader is encouraged to figure 
the answer out for him- or herself. 

Ov.3.2 Power and Energy 
Power has become a "first-class" design goal in 

recent years within the computer architecture and 
design community. Previously, low-power circuit, 
chip, and system design was considered the purview 
of specialized communities, but this is no longer the 
case, as even high-performance chip manufacturers 
can be blindsided by power dissipation problems. 

Power Dissipation in Computer Systems 

Power dissipation in CMOS circuits arises from two 
different mechanisms: static power, which is primar
ily leakage power and is caused by the transistor not 
completely turning off, and dynamic power, which 
is largely the result of switching capacitive loads 
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 27 

between two different voltage states. Dynamic power 
is dependent on frequency of circuit activity, since no 
power is dissipated if the node values do not change, 
while static power is independent of the frequency 
of activity and exists whenever the chip is powered 
on. When CMOS circuits were first used, one of their 
main advantages was the negligible leakage current 
flowing with the gate at DC or steady state. Practically 
all of the power consumed by CMOS gates was due 
to dynamic power consumed during the transition 
of the gate. But as transistors become increasingly 
smaller, the CMOS leakage current starts to become 
significant and is projected to be larger than the 
dynamic power, as shown in Figure Ov.12. 

In charging a load capacitor C up AV volts and 
discharging it to its original voltage, a gate pulls 
an amount of current equal to C · AV from the Vdd 
supply to charge up the capacitor and then sinks 
this charge to ground discharging the node. At the 
end of a charge/discharge cycle, the gate/capacitor 
combination has moved C · A V of charge from Vctd 
to ground, which uses an amount of energy equal to 
C · AV· Vctd that is independent of the cycle time. The 
average dynamic power of this node, the average rate 
of its energy consumption, is given by the following 
equation [Chandrakasan & Brodersen 1995]: 

(EQ Ov.4) 
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Dividing by the charge/ discharge period (i.e., mul
tiplying by the clock frequency f) produces the rate of 
energy consumption over that period. Multiplying by 
the expected activity ratio a, the probability that the 
node will switch (in which case it dissipates dynamic 
power; otherwise, it does not), yields an average power 
dissipation over a larger window of time for which the 
activity ratio holds (e.g., this can yield average power 
for an entire hour of computation, not just a nano
second). The dynamic power for the whole chip is the 
sum of this equation over all nodes in the circuit. 

It is clear from EQ Ov.4 what can be done to reduce 
the dynamic power dissipation of a system. We can 
either reduce the capacitance being switched, the volt
age swing, the power supply voltage, the activity ratio, 
or the operating frequency. Most of these options are 
available to a designer at the architecture level. 

Note that, for a specific chip, the voltage swing 
A Vis usually proportional to Vdd• so EQ Ov.4 is often 
simplified to the following: 

(EQ Ov.5) 

Moreover, the activity ratio a is often approximated 
as 1/2, giving the following form: 

(EQ Ov.6) 

300 

250 

Dynamic Power ! 200 
"tin 

150 
5 
~ 

"' 
100 ~ 

;;', 

"' 0.. 

Phy. 50 

1990 1995 2000 2005 2010 2015 2020 

Year 

FIGURE Ov.12: Projections for dynamic and leakage, along with gate length. (Figure taken from Kim et al. [2004a]). 
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between twodifferent voltage states. Dynamic power
is dependentonfrequencyofcircuit activity, since no
poweris dissipated if the node values do not change,
while static power is independent of the frequency
of activity and exists whenever the chip is powered
on. When CMOScircuits were first used, one of their

main advantages was the negligible leakage current
flowing with the gate at DCorsteadystate. Practically
all of the power consumed by CMOSgates was due
to dynamic power consumed during the transition
of the gate. But as transistors become increasingly
smaller, the CMOS leakage current starts to become
significant and is projected to be larger than the
dynamic power, as shown in Figure Ov.12.

In charging a load capacitor C up AV volts and
discharging it to its original voltage, a gate pulls
an amountof current equal to C- AV from the Vgq
supply to charge up the capacitor and then sinks
this charge to ground discharging the node. At the
end of a charge/discharge cycle, the gate/capacitor
combination has moved C- AV of charge from Vaq
to ground, which uses an amountof energy equal to
C. AV. Vgq that is independentofthe cycle time. The
average dynamic powerofthis node,the average rate
of its energy consumption, is given by the following
equation [Chandrakasan & Brodersen 1995]:

Paynamic =C- AV: Vaa “oO f (EQ Ov.4)

100

Dividing by the charge/discharge period (i.e., mul-
tiplying by the clock frequencyf) producesthe rate of
energy consumptionoverthat period. Multiplying by
the expected activity ratio o, the probability that the
node will switch (in which case it dissipates dynamic
power; otherwise,it does not), yields an average powcr
dissipation over a larger windowoftime for which the
activity ratio holds(e.g., this can yield average power
for an entire hour of computation, not just a nano-
second), The dynamic powerfor the whole chip is the
sum of this equation over all nodesin the circuit.

It is clear from EQ Ov.4 what can be done to reduce

the dynamic powerdissipation of a system. We can
either reduce the capacitance being switched,thevolt-
age swing, the powersupplyvoltage, the activity ratio,
or the operating frequency. Most of these options are
available to a designerat the architecturelevel.

Note that, for a specific chip, the voltage swing
AVis usually proportional to Vag, so EQ Ov.4 is often
simplified to the following:

 Paynamic = C+ V7ga+ of (EQ Ov.5)

Moreover,the activity ratio vis often approximated
as 1/2, giving the following form:

Paynamic = 4° Cc: Vad ‘f (EQ Ov.6)
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28 Memory Systems: Cache, DRAM, Disk 

Static leakage power is due to our inability to 
completely turn off the transistor, which leaks cur
rent in the subthreshold operating region [Taur & 

Ning 1998]. The gate couples to the active channel 
mainly through the gate oxide capacitance, but there 
are other capacitances in a transistor that couple the 
gate to a "fixed charge" (charge which cannot move) 
present in the bulle and not associated with current 
flow [Peckerar et al. 1979, 1982]. If these extra capaci
tances are large (note that they increase with each 
process generation as physical dimensions shrink), 
then changing the gate bias merely alters the densi
ties of the fixed charge and will not turn the channel 
off. In this situation, the transistor becomes a leaky 
faucet; it does not turn off no matter how hard you 
turn it. 

Leakage power is proportional to Vctd· It is a linear, 
not a quadratic, relationship. For a particular process 
technology, the per-device leakage power is given as 
follows [Butts & So hi 2000]: 

P static = !leakage · V
2 
dd (EQ Ov.7) 

Leakage energy is the product of leakage power 
times the duration of operation. 

It is clear from EQ Ov. 7 what can be done to reduce 
the leakage power dissipation of a system: reduce 
leakage current and/ or reduce the power supply volt
age. Both options are available to a designer at the 
architecture level. 

Heat in VLSI circuits is becoming a significant and 
related problem. The rate at which physical dimen
sions such as gate length and gate oxide thickness 
have been reduced is faster than for other parameters, 
especially voltage, resulting in higher power densities 
on the chip surface. To lower lealcage power and main
tain device operation, voltage levels are set according 
to the silicon bandgap and intrinsic built-in potentials, 
in spite of the conventional scaling algorithm. Thus, 
power densities are increasing exponentially for next
generation chips. For instance, the power density of 
Intel's Pentium chip line has already surpassed that 
of a hot plate with the introduction of the Pentium 
Pro [Gelsinger 2001]. The problem of power and heat 
dissipation now extends to the DRAM system, which 

traditionally has represented low power densities and 
low costs. Today, higher end DRAMs are dynamically 
throttled when, due to repeated high-speed access to 
the same devices, their operating temperatures sur
pass design thresholds. The next-generation memory 
system embraced by the DRAM community, the Fully 
Buffered DIMM architecture, specifies a per-module 
controller that, in many implementations, requires 
a heatsink. This is a cost previously unthinkable in 
DRAM-system design. 

Disks have many components that dissipate 
power, including the spindle motor driving the plat
ters, the actuator that positions the disk heads, the 
bus interface circuitry, and the microcontroller Is and 
memory chips. The spindle motor dissipates the bulle 
of the power, with the entire disk assembly typically 
dissipating power in the tens of watts. 

Schemes for Reducing Power and Energy 

There are numerous mechanisms in the litera
ture that attack the power dissipation and/ or energy 
consumption problem. Here, we will briefly describe 
three: dynamic voltage scaling, the powering down 
of unused blocks, and circuit-level approaches for 
reducing leakage power. 

Dynamic Voltage Scaling Recall that total energy 
is the sum of switching energy and leakage energy, 
which, to a first approximation, is equal to the 
following: 

Etot = [(Ctot' V2 
dd' a' fl 

+ CNtot '!leakage' Vctct)l · T (EQ Ov.8) 

T is the time required for the computation, and 
Ntot is the total number of devices leaking current. 
Variations in processor utilization affect the amount 
of switching activity (the activity ratio a). However, 
a light worldoad produces an idle processor that 
wastes clock cycles and energy because the clock 
signal continues propagating and the operating 
voltage remains the same. Gating the clock during 
idle cycles reduces the switched capacitance Ctot 

during idle cycles. Reducing the frequency f during 
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 29 

periods of low workload eliminates most idle cycles 
altogether. 

None of the approaches, however, affects Ctot V2 dd 
for the actual computation or substantially reduces 
the energy lost to leakage current. Instead, reducing 
the supply voltage Vdd in conjunction with the fre
quency f achieves savings in switching energy and 
reduces leakage energy. For high-speed digital CMOS, 
a reduction in supply voltage increases the circuit 
delay as shown by the following equation [Baker et al. 
1998, Baker 2005]: 

(EQ Ov.9} 

where 

• T dis the delay or the reciprocal of the 
frequency! 

• vdd is the supply voitage 
• CL is the total node caj:mcitance 
• p. is the carrier mobility 
• C0x is the oxide capacitance 
• Vtis the threshold voltage 
• W/L is the width-to-length ratio of the 

transistors in the circuit 

This can be simplified to the following form, which 
gives the maximum operating frequency as a func
tion of supply and threshold voltages: 

(EQ Ov.10) 

As mentioned earlier, the threshold voltage is 
closely tied to the problem of leakage power, so it 
cannot be arbitrarily lowered. Thus, the right-hand 
side of the relation ends up being a constant pro
portion of the operating voltage for a given process 
technology. Microprocessors typically operate at 
the maximum speed at which their operating volt
age level will allow, so there is not much headroom 
to arbitrarily lower Vdd by itself. However, Vdd can be 
lowered if the clock frequency is also lowered in the 
same proportion. This mechanism is called dynamic 
voltage scaling (DVS) [Pering & Broderson 1998] and 

is appearing in nearly every modern microprocessor. 
The technique sets the microprocessor's frequency to 
the most appropriate level for performing each task 
at hand, thus avoiding hurry-up-and-wait scenarios 
that consume more energy than is required for the 
computation (see Figure Ov.13). As Weiser points out, 

Task ready at time 0; 

r 
no other task is ready. 
Task requires timeT to 
complete, assuming 

2 
top clock frequency F. 

Power = V F .·· . . . I 

Task's output 
is not needed 
until time 2T 

l __ Energy E . , 
~----------T~im_e_.~ 

(a) 

Reducing the clock frequency F by half 
lowers the processor's power dissipation 

Power= y2~ and still allows task to complete bY, deadline. 

2 The energy consumption remains the same. 

(
y)2F Power= 2 2 

I ~ Energy E 

Time (b) 

Reducing the voltage level V by half reduces 
the power dissipation further, without any 
corresponding increase in executi~n time. 

Energy E/4 

(c) 
T
. ... 
rme 

FIGURE Ov.13: Dynamic voltage scaling. Not every task 
needs the CPU's full computational power. In many cases, for 
example, the processing of video and audio streams, the only 
performance requirement is that the task meet a deadline, 
see (a). Such cases create opportunities to run the CPU at 
a lower performance level and achieve the same perceived 
performance while consuming less energy. As (b) shows, 
reducing the clock frequency of a processor reduces power 
dissipation but simply spreads a computation out over time, 
thereby consuming the same total energy as before. As (c) 
shows,reducing the voltage level as well as the clock fre
quency achieves the desired goal of reduced energy con
sumption and appropriate performance level. Figure and 
caption from Varma et al. [2003]. 
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periods of low workload climinatcs most idle cycles
altogether.

Noneof the approaches, however, affects Cio:aa
for the actual computation or substantially reduces
the energy lost to leakage current. Instead, reducing
the supply voltage Vyg in conjunction with the fre-
quencyf achieves savings in switching energy and
reduces leakage energy. Hor high-speed digital CMOS,
a reduction in supply voltage increases the circuit
delay as shown by the following equation [Bakeretal.
1998, Baker 2005]:

CrVaa
= AGWID)VagVP (EQ Ov.9)Tg

where

¢ T,is the delay or the reciprocal of the
frequencyf

* Vuqis the supply voltage
* (Cy is the total node capacitance
¢ wis the carrier mobility
* Co, is the oxide capacitance
¢ YV,is the threshold voltage
¢ W/Lis the width-to-length ratio of the

transistors in the circuit

This can be simplified to the following form, which
gives the maximum opcrating frequency as a func-
tion of supply and threshold voltages:

Praax~ Waa ve (EQ Ov.10)

As mentioned earlier, the threshold voltage is
closely tied to the problem of leakage power, so it
cannot be arbitrarily lowered. Thus, the right-hand
side of the relation ends up being a constant pro-
portion of the operating voltage for a given process
technology. Microprocessors typically operate at
the maximum speed at which their operating volt-
age level will allow, so there is not much headroom
to arbitrarily lower Vag by itself. However, Vag can be
lowered if the clock frequencyis also lowered in the
same proportion. This mechanismis called dynamic
voltage scaling (DVS) [Pering & Broderson 1998] and

is appearing in nearly every modern microprocessor.
The technique sets the microprocessor’s frequencyto
the most appropriate level for performing each task
at hand, thus avoiding hurry-up-and-wait scenarios
that consume more energy than is required for the
computation (see Figure Ov.13). As Weiser points out,

Task ready at time 0;
Ano othertask is ready.

Task requires time T to
complete, assuming
top clock frequency F.

Power oc V°F psy

Task’s outputis not needed
until time 2T

Energy E  
A (a)

Reducing the clock frequency F by half
lowers the processor's powerdissipation
andstill allows task to complete by deadline.

Time

Powere< vee
2|The energy consumption remains the same.

EnergyE|
(b) Time >

  
Reducing the voltage level V by half reduces
the powerdissipation further, without any
corresponding increase in execution time.

Energy E/4 ;

 
 

(c) Time
 

FIGURE Ov.13: Dynamic voltage scaling. Not every task
needs the CPU’s full computational power. In many cases,for
example,the processing of video and audio streams,the only
performance requirementis that the task meet a deadline,
see (a). Such cases create opportunities to run the CPU at
a lower performancelevel and achieve the same perceived
performance while consuming less energy. As (b) shows,
reducing the clock frequency of a processor reduces power
dissipation but simply spreads a computation out over time,
thereby consuming the same total energy as before. As (c)
shows,reducing the voltage level as well as the clock fre-
quency achieves the desired goal of reduced energy con-
sumption and appropriate performance level. Figure and
caption from Varmaet al. [2003].
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30 Memory Systems: Cache, DRAM, Disk 

idle time represents wasted energy, even if the CPU 
is stopped [Weiser et al. 1994]. 

Note that it is not sufficient to merely have a chip 
that supports voltage scaling. There must be a heu
ristic, either implemented in hardware or software, 
that decides when to scale the voltage and by how 
much to scale it. This decision is essentially a pre
diction of the near-future computational needs of 
the system and is generally made on the basis of 
the recent computing requirements of all tasks and 
threads running at the time. The development of 
good heuristics is a tricky problem (pointed out by 
Weiser et al. [1994]). Heuristics that closely track 
performance requirements save little energy, while 
those that save the most energy tend to do so at the 
expense of performance, resulting in poor response 
time, for example. 

Most research quantifies the effect that DVS has 
on reducing dynamic power dissipation because 
dynamic power follows vdd in a quadratic relation
ship: reducing Vdd can significantly reduce dynamic 
power. However, lowering Vdd also reduces leak
age power, which is becoming just as significant as 
dynamic power. Though the reduction is only linear, 
it is nonetheless a reduction. 

Note also that even though DVS is commonly 
applied to microprocessors, it is perfectly well suited 
to the memory system as well. As a processor's speed 
is decreased through application of DVS, it requires 
less speed out of its associated SRAM caches, whose 
power supply can be scaled to keep pace. This will 
reduce both the dynamic and the static power dissi
pation of the memory circuits. 

Powering-Down Unused Blocks A popular 
mechanism for reducing power is simply to turn 
off functional blocks that are not needed. This is 
done at both the circuit level and the chip or I/O
device level. 

At the circuit level, the technique is called clock 
gating. The clock signal to a functional block (e.g., 
an adder, multiplier, or predictor) passes through 
a gate, and whenever a control circuit determines 
that the functional block will be unused for several 
cycles, the gate halts the clock signal and sends 

a non-oscillating voltage level to the functional 
block instead. The latches in the functional block 
retain their information; do not change their out
puts; and, because the data is held constant to the 
combinational logic in the circuit, do not switch. 
Therefore, it does not draw current or consume 
energy. 

Note that, in the na'ive implementation, the cir
cuits in this instance are still powered up, so they 
still dissipate static power; clock gating is a tech
nique that only reduces dynamic power. Other 
gating techniques can reduce leakage as well. For 
example, in caches, unused blocks can be pow
ered down using Gated- Vdd [Powell et al. 2000] 
or Gated-ground [Powell et al. 2000] techniques. 
Gated- Vdd puts the power supply of the SRAM in 
a series with a transistor as shown in Figure Ov.14. 
With the stacking effect introduced by this tran
sistor, the leakage current is reduced drastically. 
This technique benefits from having both low
leakage current and a simpler fabrication process 
requirement since only a single threshold voltage 
is conceptually required (although, as shown in 
Figure Ov.14, the gating transistor can also have a 
high threshold to decrease the leakage even further 
at the expense of process complexity). 

At the device level, for instance in DRAM chips 
or disk assemblies, the mechanism puts the device 
into a low-activity, low-voltage, and/or low-fre
quency mode such as sleep or doze or, in the case 
of disks, spin-down. For example, microprocessors 
can dissipate anywhere from a fraction of a watt to 
over 100 W of power; when not in use, they can be 
put into a low-power sleep or doze mode that con
sumes milli-watts. The processor typically expects 
an interrupt to cause it to resume normal operation, 
for instance, a clock interrupt, the interrupt output 
of a watchdog timer, or an external device interrupt. 
DRAM chips typically consume on the order of 1 W 
each; they have a low-power mode that will reduce 
this by more than an order of magnitude. Disks typi
cally dissipate power in the tens of watts, the bulk 
of which is in the spindle motor. When the disk is 
placed in the "spin-down" mode (i.e., it is not rotat
ing, but it is still responding to the disk controller), 
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 31 

-cj ~ High-Vt PMOS 

FIGURE Ov.14: Gated- Vdd technique using a high-14 transistor to gate Vdd· 

high-Vt 
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FIGURE Ov.15: Different multi-14 configurations for the 6T memory cell showing which leakage currents are reduced tor each 
configuration. 

the disk assembly consumes a total of a handful of 
watts [Gurumurthi et al. 2003]. 

Leakage Power in SRAMs Low-power SRAM 
techniques provide good examples of approaches 
for lowering leakage power. SRAM designs targeted 
for low power have begun to account for the increas
ingly larger amount of power consumed by leakage 
currents. 

One conceptually simple solution is the use of 
multi-threshold CMOS circuits. This involves using 
process-level techniques to increase the threshold 
voltage of transistors to reduce the leakage cur
rent. Increasing this threshold serves to reduce 
the gate overdrive and reduces the gate's drive 
strength, resulting in increased delay. Because 
of this, the technique is mostly used on the non
critical paths of the logic, and fast, low- Vt transistors 

are used for the critical paths. In this way the delay 
penalty involved in using higher vt transistors can 
be hidden in the non-critical paths, while reducing 
the leakage currents drastically. For example, multi
Vt transistors are selectively used for memory cells 
since they represent a majority of the circuit, reap
ing the most benefit in leakage power consumption 
with a minor penalty in the access time. Different 
multi- Vt configurations are shown in Figure Ov.15, 
along with the leakage current path that each con
figuration is designed to minimize. 

Another technique that reduces leakage power in 
SRAMs is the Drowsy technique [Kim et al. 2004a]. 
This is similar to gated- Vctct and gated-ground 
techniques in that it uses a transistor to condition
ally enable the power supply to a given part of the 
SRAM. The difference is that this technique puts 
infrequently accessed parts of the SRAM into a 
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FIGURE Ov.15: Different multi-4 configurations for the 6T memorycell showing which leakage currents are reduced for each
configuration.

the disk assembly consumesa total of a handful of
watts [Gurumurthiet al. 2003].

Leakage Power in SRAMs Low-power SRAM
techniques provide good examples of approaches
for lowering leakage power. SRAM designs targeted
for low power have begun to accountforthe increas-
ingly larger amount of power consumed by leakage
currents. ,

One conceptually simple solution is the use of
multi-threshold CMOScircuits. This involves using
process-level techniques to increase the threshold
voltage of transistors to reduce the leakage cur-
rent. Increasing this threshold serves to reduce
the gate overdrive and reduces the gate’s drive
strength, resulting in increased delay. Because
of this, the technique is mostly used on the non-
critical pathsofthe logic, andfast, low-V, transistors

are used forthecritical paths. In this way the delay
penalty involved in using higher 4 transistors can
be hidden in the non-critical paths, while reducing
the leakage currents drastically. For example, multi-
V;, transistors are selectively used for memorycells
since they represent a majority of the circuit, reap-
ing the most benefit in leakage power consumption
with a minor penalty in the access time. Different
multi-V, configurations are shown in Figure Ov.15,
along with the leakage current path that each con-
figuration is designed to minimize.

Another techniquethat reduces leakage powerin
SRAMsis the Drowsy technique[Kim etal. 2004a].
This is similar to gated-Vgq and gated-ground
techniquesin that it uses a transistor to condition-
ally enable the power supply to a given part of the
SRAM. Thedifference is that this technique puts
infrequently accessed parts of the SRAM into a
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32 Memory Systems: Cache, DRAM, Disk 

FIGURE Ov.16: A drowsy SHAM cell containing the transistors 
that gate the desired power supply. 

state-preserving, low-power mode. A second power 
supply with a lower voltage than the regular sup
ply provides power to memory cells in the "drowsy" 
mode. Leakage power is effectively reduced because 
of its dependence on the value of the power sup
ply. An SRAM cell of a drowsy cache is shown in 
Figure Ov.l6. 

Ov.3.3 Reliability 
Like performance, reliability means many things 

to many people. For example, embedded systems 
are computer systems, typically small, that run dedi
cated software and are embedded within the context 
of a larger system. They are increasingly appearing ih 
the place of traditional electromechanical systems, 
whose function they are replacing because one can 
now find chip-level computer systems which can be 
programmed to perform virtually any function at a 
price of pennies per system. The reliability problem 
stems from the fact that the embedded system is a 
state machine (piece of software) executing within 
the context of a relatively complex state machine 
(real-time operating system) executing within the 
context of an extremely complex. state machine 
(microprocessor and its memory system). We are 
replacingsimpleelectromechanicalsystemswith ultra
complex systems whose correct function cannot be 
guaranteed. This presents an enormous problem 
for the future, in which systems will only get more 

complex and will be used increasingly in safety
critical situations, where incorrect functioning can 
cause great harm. 

This is a very deep problem, and one that is not 
likely to be solved soon. A smaller problem that we 
can solve right now-one that engineers currently 
do-is to increase the reliability of data within the 
memory system. If a datum is stored in the memory 
system, whether in a cache, in a DRAM, or on disk, it 
is reasonable to expect that the next time a processor 
reads that datum, the processor will get the value that 
was written. 

How could the datum's value change? Solid-state 
memory devices (e.g., SRA..\1s and DRAMs) are sus
ceptible to both hard failures and soft errors in the 
same manner that other semiconductor-based elec
tronic devices are susceptible to both hard failures 
and soft failures. Hard failures can be caused by elec
tromigration, corrosion, thermal cycling, or electro
static shock. In contrast to hard failures, soft errors 
are failures where the physical device remains func
tional, but random and transient electronic noises 
corrupt the value of the stored information in the 
memory system. Transient noise and upset comes 
from a multitude of sources, including circuit noise 
(e.g., crosstalk, ground bounce, etc.), ambient radia
tion (e.g., even from sources within the computer 
chassis), clock jitter, or substrate interactions with 
high-energy particles. Which of these is the most 
common is obviously very dependent on the operat
ing environment. 

Figure Ov.l7 illustrates the last of these examples. It 
pictures the interactions between high-energy alpha 
particles and neutrons with the silicon lattice. The fig
ure shows that when high-energy alpha particles pass 
through silicon, the alpha particle leaves an ionized 
trail, and the length of that ionized trail depends on 
the energy of the alpha particle. The figure also illus
trates that when high-energy neutrons pass through 
silicon, some neutrons pass through without affect
ing operations of the semiconductor device, but some 
neutrons collide with nuclei in the silicon lattice. The 
atomic collision can result in the creation of multiple 
ionized trails as the secondary particles generated 
in the collision scatter in the silicon lattice. In the 
presence of an electric field, the ionized trails of 
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FIGURE Ov.16: A drowsy SRAM cell containing the transistors
that gate the desired power supply.

state-preserving, low-power mode. A second power
supply with a lower voltage than the regular sup-
ply provides power to memory cells in the “drowsy”
mode. Leakage poweris eftectively reduced because
of its dependence on the value of the power sup-
ply. An SRAM cell of a drowsy cache is shown in
Figure Ov.16.

Ov.3.3 Reliability

Like performance, reliability means many things
to many people. For example, ernbedded systems
are computer systems, typically small, that run dedi-
cated software and are embedded within the context

of a larger system. They are increasingly appearing in
the place of traditional electromechanical systems,
whose function they are replacing because one can
now find chip-level computer systems which can be
programmed to perform virtually any function at a
price of pennies per system. The reliability problem
stems from the fact that the embedded system is a
state machine (piece of software) executing within
the context of a relatively complex state machine
(real-time operating system) executing within the
context of an extremely complex. state machine
(microprocessor and its memory system). We are
replacingsimpleelectromechanicalsystemswithultra-
complex systems whose correct function cannot be
guaranteed. This presents an enormous problem
for the future, in which systems will only get more

complex and will be used increasingly in safety-
critical situations, where incorrect functioning can
cause great harm.

This is a very deep problem, and one that is not
likely to be solved soon. A smaller problem that we
can solve right now—one that engineers currently
do—is to increase the reliability of data within the
memory system.If a datum is stored in the memory
system, whetherin a cache, in a DRAM,or on disk,it
is reasonable to expect that the next time a processor
reads that datum,the processorwill get the value that
waswritten.

How could the datum’s value change? Solid-state
memory devices (e.g., SRAMs and DRAMs) are sus-
ceptible to both hard failures and soft errors in the
same manner that other semiconductor-basedelec-

tronic devices are susceptible to both hard failures
andsoft failures. Hard failures can be caused byelec-
tromigration, corrosion, thermal cycling, or electro-
static shock. In contrast to hard failures, soft errors

are failures where the physical device remains func-
tional, but random and transient electronic noises
corrupt the value of the stored information in the
memory system. Transient noise and upset comes
from a multitude of sources, includingcircuit noise
(e.g., crosstalk, ground bounce, etc.), ambient radia-
tion (e.g., even from sources within the computer
chassis), clock jitter, or substrate interactions with
high-energy particles. Which of these is the most
commonis obviously very dependent on the operat-
ing environment,

Figure Ov.17 illustrates the last ofthese examples.It
pictures the interactions between high-energy alpha
particles and neutronswith thesiliconlattice. Thefig-
ure showsthatwhen high-energy alphaparticles pass
throughsilicon, the alpha particle leaves an ionized
trail, and the length of that ionized trail depends on
the energy of the alphaparticle. Thefigure also illus-
trates that when high-energy neutrons pass through
silicon, some neutrons pass through withoutaffect-
ing operations ofthe semiconductordevice, but some
neutronscollide with nuclei in thesilicon lattice. The

atomic collision canresult in the creation of multiple
ionized trails as the secondary particles generated
in the collision scatter in the silicon lattice. In the

presence of an electric field, the ionized trails of
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FIGURE Ov.17: Generation of electron-hole pairs in silicon by alpha particles and high-energy neutrons. 

TABLE Ov.4 Cross-comparison of failure rates for SRAM, DRAM, and disk 

' : ~ ~~ : ~~ ~ "' ~ ~ ~ " Bailu~e Rale3 FregtenQy of Multi-bit 
"' ~ ~ ~SBlKM &: IDB~M: Errors 

lE~c~~~!P~~ '"' 2 : "" ~ at o.ns gm) (Relative to Single-bit Errors) Expected Service Life 

SR~M 

DRAM 

Disk 

100 per million device-hours 

1 per million device-hours 

1 per million device-hours 

10-20% 

Several years 

Several years 

Several years 

aNote that failure rate, i.e., a variation of mean-time-between-failures, says nothing about the expected performance of a 
single device. However, taken with the expected service life of a device, it can give a designer or administrator an idea of 
expected performance. If the service life of a device is 5 years, then the part will last about 5 years. A very large installation 
of those devices (e.g., in the case of disks or DRAMs, hundreds or more) will collectively see the expected failure rate: i.e., 
several hundred disks will collectively see several million device hours of operation before a single disk fails. 

electron-hole pairs behave as temporary surges in 
current or as charges that can change the data values 
in storage cells. In addition, charge from the ionized 
trails of electron-hole pairs can impact the volt
age level of bit lines as the value of the stored data 
is resolved by the sense amplifiers. The result is that 
the soft error rate (SER) of a memory-storage device 
depends on a combination of factors including the 
type, number, and energy distribution of the incident 
particles as well as the process technology design 
of the storage cells, design of the bit lines and sense 

amplifiers, voltage level of the device, as well as the 
design of the logic circuits that control the movement 
of data in the DRAM device. 

Table Ov.4 compares the failure rates for SRAM, 
DRAM, and disk. SRAM device error rates have his
torically tracked DRAM devices and did so up until 
the 180-nm process generation. The combination 
of reduced supply voltage and reduced critical cell 
charge means that SRAM SERs have climbed dra
matically for the 180-nm and 130-nm process gen
erations. In a recent publication, Monolithic System 
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of those devices(e.g., in the case of disks or DRAMs, hundreds or more)will collectively see the expected failure rate: i.e.,
several hundred disks will collectively see several million device hours of operation before a single diskfails.

electron-hole pairs behave as temporary surges in
current or as charges that can change the data values
in storage cells. In addition, charge from the ionized
trails of electron-hole pairs can impact the volt-
age level of bit lines as the value of the stored data
is resolved by the sense amplifiers. The result is that
the soft error rate (SER) of a memory-storage device
depends on a combination of factors including the
type, number, and energy distribution of the incident
particles as well as the process technology design
of the storage cells, design of the bit lines and sense

amplifiers, voltage level of the device, as well as the
design ofthe logic circuits that control the movement
of data in the DRAM device.

Table Ov.4 compares the failure rates for SRAM,
DRAM,anddisk. SRAM device error rates have his-

torically tracked DRAM devices and did so up until
the 180-nm process generation. The combination
of reduced supply voltage and reducedcritical cell
charge means that SRAM SERs have climbed dra-
matically for the 180-nm and 130-nm process gen-
erations. In a recent publication, Monolithic System
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Technology, Inc. (MoSys) claimed that for the 250-nm 
process generation, SRAM SERs were reported to be 
in the range of 100 failures per million device-hours 
per megabit, while SERs were reported to be in the 
range of 100,000 failures per megabit for the 130-nm 
process generation. The generalized trend is expected 
to continue to increase as the demand for low power 
dissipation forces a continued reduction in supply 
voltage and reduced critical charge per cell. 

Solid-state memory devices (SRAMs and DRAMs) 
are typically protected by error detection codes 
and/ or ECC. These are mechanisms wherein data 
redundancy is used to detect and/ or recover from 
single- and even multi-bit errors. For instance, par
ity is a simple scheme that adds a bit to a protected 
word, indicating the number of even or odd bits in 
the word. If the read value of the word does not match 
the parity value, then the processor knows that the 
read value does not equal the value that was initially 
written, and an error has occurred. Error correction 
is achieved by encoding a word such that a bit error 
moves the resulting word some distance away from 
the original word (in the Hamming-distance sense) 
into an invalid encoding. The encoding space is cho
sen such that the new, invalid word is closest in the 
space to the original, valid word. Thus, the original 
word can always be derived from an invalid code
word, assuming a maximum number of bit errors. 

Due to SRAM's extreme sensitivity to soft errors, 
modern processors now ship with parity and single
bit error correction for the SRAM caches. Typically, 
the tag arrays are protected by parity, whereas the 
data arrays are protected by single-bit error cor
rection. More sophisticated multi-bit ECC algo
rithms are typically not deployed for on-chip SRAM 
caches in modern processors since the addition 
of sophisticated computation circuitry can add to 
the die size and cause significant delay relative to 
the timing demands of the on-chip caches. More
over, caches store frequently accessed data, and in 
case an uncorrectable error is detected, a proces
sor simply has to re-fetch the data from memory. 
In this sense, it can be considered unnecessary to 
detect and correct multi-bit errors, but sufficient to 
simply detect multi-bit errors. However, in the 

physical design of modern SRAMs, often designers 
will intentionally place capacitors above the SRAM 
cell to improve SER. 

Disk reliability is a more-researched area than data 
reliability in disks, because data stored in magnetic 
disks tends to be more resistant to transient errors 
than data stored in solid-state memories. In other 
words, whereas reliability in solid-state memories is 
largely concerned with correcting soft errors, reliabil
ity in hard disks is concerned with the fact that disks 
occasionally die, taking most or all of their data with 
them. Given that the disk drive performs the function 
of permanent store, its reliability is paramount, and, 
as Table Ov.4 shows, disks tend to last several years. 
This data is corroborated by a recent study from 
researchers at Go ogle [Pinheiro et al. 2007]. The study 
tracks the behavior and environmental parameters of 
a fleet of over 100,000 disks for five years. 

Reliability in the disk system is improved in much 
the same manner as ECC: data stored in the disk sys
tem is done so in a redundant fashion. RAID (redun
dant array of inexpensive disks) is a technique wherein 
encoded data is striped across multiple disks, so that 
even in the case of a disk's total failure the data will 
always be available. 

Ov.3.4 Virtual Memory 
Virtual memory is the mechanism by which the 

operating system provides executing software access 
to the memory system. In this regard, it is the primary 
consumer of the memory system: its procedures, data 
structures, and protocols dictate how the compo
nents of the memory system are used by all software 
that runs on the computer. It therefore behooves 
the reader to know what the virtual memory system 
does and how it does it. This section provides a brief 
overview of the mechanics of virtual memory. More 
detailed treatments of the topic can also be found 
on-line in articles by the author [Jacob & Mudge 
1998a-c]. 

In general, programs today are written to run on 
no particular hardware configuration. They have 
no knowledge of the underlying memory system. 
Processes execute in imaginary address spaces that 
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 35 

are mapped onto the memory system (including 
the DRAM system and disk system) by the operat
ing system. Processes generate instruction fetches 
and loads and stores using imaginary or "virtual" 
names for their instructions and data. The ulti
mate home for the process's address space is non
volatile permanent store, usually a disk drive; this 
is where the process's instructions and data come 
from and where all of its permanent changes go 
to. Every hardware memory structure between 
the CPU and the permanent store is a cache for 
the instructions and data in the process's address 
space. This includes main memory-main memory 
is really nothing more than a cache for a process's 
virtual address space. A cache operates on the prin-

(a) PROCESS VIEW 

~Stack 

CPU:. 
" 

STORES 

LOADS 
and 

INSTRUCTION 
FETCHES 

Heap 

Code/BSS 

Process Address Space 

(c) REALITY 

I 

I 
i lcPU:. ~ 

' " I 

HARDWARE-MEDIATED 

ciple that a small, fast storage device can hold the 
most important data found on a larger, slower stor
age device, effectively making the slower device 
look fast. The large storage area in this case is the 
process address space, which can range from kilo
bytes to gigabytes or more in size. Everything in the 
address space initially comes from the program file 
stored on disk or is created on demand and defined 
to be zero. This is illustrated in Figure Ov.l8. 

Address Translation 

Translating addresses from virtual space to physi
cal space is depicted in Figure Ov.l9. Addresses are 
mapped at the granularity of pages. Virtual memory is 

(b) IDEAL PHYSICAL MODEL 

CPU:." ...._ 

Cache 
Hierarchy 

'~I 
J 

Permanent Store 

Dynamically 
/ Allocated Data 

~ Space 

OS-MEDIATED 

I Stack 

I I 

Code/BSS 

Process Address Space 

FIGURE Ov.18: Caching the process address space. In the first view, a process is shown referencing locations in its address 
space. Note that all loads, stores, and fetches use virtual names for objects. The second view illustrates that a process references 
locations in its address space indirectly through a hierarchy of caches. The third view shows that the address space is not a linear 
object stored on some device, but is instead scattered across hard drives and dynamically allocated when necessary. 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 

Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 35 

are mapped onto the memory system (including
the DRAM system and disk system) by the operat-
ing system. Processes generate instruction fetches
and loads and stores using imaginary or “virtual”
names for their instructions and data. The ulti-

mate home for the process’s address space is non-
volatile permanentstore, usually a disk drive; this
is where the process's instructions and data come
from and whereall of its permanent changes go
to. Every hardware memory structure between
the CPU and the permanent store is a cache for
the instructions and data in the process’s address
space. This includes main memory—main memory
is really nothing more than a cache for a process’s
virtual address space. A cache operateson the prin-
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ciple that a small, fast storage device can hold the
most important data found on a larger, slowerstor-
age device, effectively making the slower device
look fast. The large storage area in this case is the
process address space, which can range from kilo-
bytes to gigabytes or more in size. Everything in the
address space initially comes from the program file
stored on disk or is created on demand and defined

to be zero. Thisis illustrated in Figure Ov.18.

Address Translation

Translating addresses from virtual space to physi-
cal space is depicted in Figure Ov.19. Addresses are
mappedat the granularity of pages. Virtual memory is
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FIGURE Ov.18: Caching the process address space. In the first view, a process is shown referencing locations in its address
space. Note thatall loads, stores, and fetches usevirtual namesfor objects. The second viewillustrates that a process references
locations in its address space indirectly through a hierarchyof caches. The third view shows that the address spaceis nota linear
object stored on some device, but is instead scattered across hard drives and dynamically allocated when necessary.
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FIGURE Ov.19: Mapping virtual pages into physical page frames. 

essentially a mapping of virtual page numbers (VPNs) 
to page frame numbers (PFNs). The mapping is a func
tion, and any virtual page can have only one location. 
However, the inverse map is not necessarily a function. 
It is possible and sometimes advantageous to have sev
eral virtual pages mapped to the same page frame (to 
share memory between processes or threads or to allow 
different views of data with different protections, for 
example). This is depicted in Figure Ov.l9 by mapping 
two virtual pages (Ox00002 and OxFFFFC) to PFN 12. 

If DRAM is a cache, what is its organization? For 
example, an idealized fully associative cache (one in 
which any datum can reside at any location within 
the cache's data array) is pictured in Figure Ov.20. 
A data tag is fed into the cache. The first stage com
pares the input tag to the tag of every piece of data 
in the cache. The matching tag points to the data's 

location in the cache. However, DRAM is not physi
cally built like a cache. For example, it has no inher
ent concept of a tags array: one merely tells memory 
what data location one wishes to read or write, and 
the datum at that location is read out or overwritten. 
There is no attempt to match the address against a 
tag to verify the contents of the data location. How
ever, if main memory is to be an effective cache for 
the virtual address space, the tags mechanism must 
be implemented somewhere. There is clearly a myr
iad of possibilities, from special DRAM designs that 
include a hardware tag feature to software algorithms 
that make several memory references to look up one 
datum. Traditional virtual memory has the tags array 
implemented in software, and this software structure 
often holds more entries than there are entries in the 
data array (i.e., pages in main memory). The software 
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FIGURE Ov.19: Mapping virtual pages into physical page frames.

essentially a mapping of virtual page numbers (VPNs)
to pageframe numbers (PENs). The mappingis a func-
tion, and any virtual page can have only one location.
However, the inverse mapis not necessarily a function.
It is possible and sometimes advantageousto havesev-
eral virtual pages mapped to the same page frame (to
share memory between processesor threads or to allow
different views of data with different protections, for
example). This is depicted in Figure Ov.19 by mapping
twovirtual pages (0x00002 and OxFFFFC) to PEN 12.

If DRAM is a cache, whatis its organization? For
example, an idealized fully associative cache (one in
which any datum can reside at any location within
the cache's data array) is pictured in Figure Ov.20.
A data tag is fed into the cache. Thefirst stage com-
pares the input tag to the tag of every piece of data
in the cache. The matching tag points to the data’s

location in the cache. However, DRAM is not physi-
cally built like a cache. For example, it has no inher-
ent concept of a tags array: one merely tells memory
what data location one wishes to read or write, and
the datum at that location is read out or overwritten.

There is no attempt to match the address against a
tag to verify the contents of the data location. How-
ever, if main memory is to be an effective cache for
the virtual address space, the tags mechanism must
be implemented somewhere. There is clearly a myr-
iad of possibilities, from special DRAM designs that
include a hardwaretag feature to software algorithms
that make several memory references to look up one
datum.Traditional virtual memory hasthe tags array
implementedin software, and this software structure -
often holds moreentries than there are entries in the

data array (i.e., pages in main memory). The software
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Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 37 

structure is called a page table; it is a database of 
mapping information. 

The page table performs the function of the tags 
array depicted in Figure Ov.20. For any given memory 
reference, it indicates where in main memory ( corre
sponding to "data array" in the figure) that page can 
be found. There are many different possible organi
zations for page tables, most of which require only a 
few memory references to find the appropriate tag 
entry. However, requiring more than one memory 
reference for a page table lookup can be very costly, 
and so access to the page table is sped up by cach
ing its entries in a special cache called the transla-

Tags Array 

Input Key 

Tags Array 

tag KJH: slot 2 

tag POl: slot 5 

ta9-zxc:srcl!Tj 
tag QWE: slot 4 ..... 
tag ---: invalid ' Input Key: ZXC 

tag WER: slot 3 i Entry in 
tag ASD: slot 7 Data Array 
tag ---: invalid 

Entry in 
Data Array 

..... 

tion loolcaside buffer (TLB) [Lee 1960], a hardware 
structure that typically has far fewer entries than 
there are pages in main memory. The TLB is a hard
ware cache which is usually implemented as a con
tent addressable memory (CAM), also called a fully 
associative cache. 

The TLB takes as input a VPN, possibly extended 
by an address-space identifier, and returns the cor
responding PFN and protection information. This is 
illustrated 1n Figure Ov.21. The address-space identi
fier, if used, extends the virtual address to distinguish it 
from similar virtual addresses produced by other pro
cesses. For a load or store to complete successfully, the 
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Data 
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FIGURE Ov.20: An idealized cache lookup. A cache is comprised of two parts: the tag's array and the data array. In the example 
organization, the tags act as a database. They accept as input a key (an address) and output either the location of the item in the 
data array or an indication that the item is not in the data array. 
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FIGURE Ov.21: Virtual-to-physical address translation using a TLB. 
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structure is called a page table; it is a database of
mapping information.

The page table performs the function of the tags
arraydepicted in Figure Ov.20. For any given memory
reference, it indicates where in main memory(corre-
spondingto “data array”in the figure) that page can
be found. There are many different possible organi-
zations for page tables, most of which require only a
few memory references to find the appropriate tag
entry. However, requiring more than one memory
reference for a page table lookup can be verycostly,
and so access to the page table is sped up by cach-
ing its entries in a special cache called the transla-
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tion lookaside buffer (TLB) [Lee 1960], a hardware
structure that typically has far fewer entries than
there are pages in main memory. The TLBis a hard-
ware cache whichis usually implemented as a con-
tent addressable memory (CAM), also called a fully
associative cache.

The TLB takes as input a VPN, possibly extended
by an address-space identifier, and returns the cor-
responding PFN and protection information. This is
illustrated in Figure Ov.21. The address-spaceidenti-
fier, ifused, extendsthe virtual addressto distinguishit
from similar virtual addresses produced by other pro-
cesses. For a load or store to complete successfully, the
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FIGURE Ov.20: An idealized cache lookup. A cache is comprised of two parts: the tag’s array and the data array. In the example
organization, the tags act as a datahase. They acceptas input a key (an address) and outputeitherthe location of the item in the
data array or an indication that the item is not in the data array.
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FIGURE Ov.21: Virtual-to-physical address translation using a TLB.
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TLB must contain the mapping information for that 
virtual location. If it does not, a TLB miss occurs, and 
the system9 must search the page table for the appro
priate entry and place it into the TLB. If the system fails 
to find the mapping information in the page table, or 
if it finds the mapping but it indicates that the desired 
page is on disk, a page fault occurs. A page fault inter
rupts the OS, which must then retrieve the page from 
disk and place it into memory, create a new page if the 
page does not yet exist (as when a process allocates a 
new stack frame in virgin territory), or send the pro
cess an error signal if the access is to illegal space. 

Shared Memory 
Shared memory is a feature supported by vir

tual memory that causes many problems and gives 
rise to cache-management issues. It is a mecha
nism whereby two address spaces that are normally 

Process A 

Process B 

protected from each other are allowed to intersect at 
points, still retaining protection over the non-inter
secting regions. Several processes sharing portions 
of their address spaces are pictured in Figure Ov.22. 
The shared memory mechanism only opens up a 
pre-defined portion of a process's address space; the 
rest of the address space is still protected, and even 
the shared portion is only unprotected for those pro
cesses sharing the memory. For instance, in Figure 
Ov.22, the region of .Ns address space that is shared 
wi~h process B is unprotected from whatever actions 
B might want to take, but it is safe from the actions 
of any other processes. It is therefore useful as a sim
ple, secure means for inter-process communication. 
Shared memory also reduces requirements for physi
cal memory, as when the text regions of processes are 
shared whenever multiple instances of a single pro
gram are run or when multiple instances of a com
mon library are used in different programs. 

Process D 

FIGURE Ov.22: Shared memory. Shared memory allows processes to overlap portions of their address space while retaining 
protection for the nonintersecting regions. This is a simple and effective method for inter-process commuhication. Pictured are 
four process address spaces that have overlapped. The darker regions are shared by more than one process, while the lightest 
regions are still protected from other processes. 

9In the discussions, we will use the generic term "system" when the acting agent is implementation -dependent and can 
refer to either a hardware state machine or the operating system. For example, in some implementations, the page table 
search immediately following a TLB miss is performed by the operating system (MIPS, Alpha); in other implementations, it 
is performed by the hardware (PowerPC, x86). 
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TLB must contain the mapping information for that
virtual location.If it does not, a TLB miss occurs, and

the system? must search the page table for the appro-
priate entry and placeit into the TLB.Ifthe system fails
to find the mapping informationin the pagetable, or
if it finds the mapping butit indicates that the desired
pageis on disk, a pagefault occurs. A page fault inter-
rupts the OS, which must then retrieve the page from
disk andplace it into memory, create a new page if the
page does not yet exist (as when a processallocates a
new stack frame in virgin territory), or send the pro-
cess an error signal if the accessis to illegal space.

Shared Memory
Shared memory is a feature supported by vir-

tual memory that causes many problems and gives
rise to cache-management issues. It is a mecha-
nism whereby two address spaces that are normally

Process CProcess A

 
Process B

 

protected from each otherare allowedto intersect at
points, still retaining protection over the non-inter-
secting regions. Several processes sharing portions
of their address spaces are pictured in Figure Ov.22.
The shared memory mechanism only opens up a
pre-defined portion of a process’s address space; the
rest of the address spaceisstill protected, and even
the shared portion is only unprotected for those pro-
cesses sharing the memory. For instance, in Figure
Ov.22, the region of A’s address space that is shared
with process B is unprotected from whatever actions
B might wantto take, but it is safe from the actions
of any other processes.It is therefore useful as a sim-
ple, secure meansfor inter-process communication.
Shared memory also reduces requirementsfor physi-
cal memory, as whenthetext regions of processes are
shared whenever multiple instances of a single pro-
gram are run or when multiple instances of a com-
monlibrary are used in different programs.

Fe

" Process D

 

FIGURE Ov.22; Shared memory. Shared memoryallows processes to overlap portions of their address space while retaining
protection for the rionintersecting regions. This is a simple and effective methodfor inter-process communication. Pictured are
four process address spaces that have overlapped. The darker regions are shared by more than one process, while the lightest
regions are still protected from other processes.

°Inthe discussions, we will use the generic term “system” whentheacting agent is implementation-dependent and can
refer to either a hardware state machineor the operating system. For example, in some implementations, the page table
search immediately following a TLB missis performedby the operating system (MIPS, Alpha); in other implementations,it
is performed by the hardware (PowerPC,x86).
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The mechanism works by ensuring that shared 
pages map to the same physical page. This can be 
done by simply placing the same PFN in the page 
tables of two processes sharing a page. An example is 
shown in Figure Ov.23. Here, two very small address 
spaces are shown overlapping at several places, and 
one address space overlaps with itself; two of its vir
tual pages map to the same physical page. This is 
not just a contrived example. Many operating sys
tems allow this, and it is useful, for example, in the 
implementation of user -level threads. 

Process A's Address Space 

j 

A's Page Table: 

Physical Memory 

Some Commercial Examples 

A few examples of what has been done in industry 
can help to illustrate some of the issues involved. 

MIPS Page Table Design MIPS [Heinrich 1995, 
Kane & Heinrich 1992] eliminated the page table
walking hardware found in traditional memory man
agement units and, in doing so, demonstrated that 
software can table-walk with reasonable efficiency. It 
also presented a simple hierarchical page table design, 
shown in Figure Ov.24. On a TLB miss, the VPN of the 

j $ 

B's Page Table: 

r ..! 
_ __l 

FIGURE Ov.23: An example of shared memory. Two process address spaces-one comprised of six virtual pages and the other 
of seven virtual pages-are shown sharing several pages. Their page tables maintain information on where virtual pages are 
located in physical memory. The darkened pages are mapped to several locations; note that the darkest page is mapped at two 
locations in the same address space. 
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FIGURE Ov.24: The MIPS 32-bit hierarchical page table. MIPS hardware provides support for a 2-MB linear virtual page t~tble that 
maps the 2-GB user address space by constructing a virtual address from a faulting virtual address that indexes the mapping PTE 
(page-t~tble entry) in the user page table. This 2-MB page table can easily be mapped by a 2-KB user root page table. 
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The mechanism works by ensuring that shared
pages map to the same. physical page. This can be
done by simply placing the same PFN in the page
tables of two processes sharing a page. An exampleis
shown in Figure Ov.23. Here, two very small address
spaces are shown overlapping at several places, and
one address space overlaps withitself; twoofits vir-
tual pages map to the same physical page. This is
not just a contrived example. Many operating sys-
tems allow this, and it is useful, for example, in the
implementation of user-level threads.
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Kane & Heinrich 1992] eliminated the page table-
walking hardware found in traditional memory man-
agement units and, in doing so, demonstrated that
software can table-walk with reasonableefficiency. It
also presented a simple hierarchical page table design,
shown in Figure Ov.24, On a TLB miss, the VPN ofthe
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FIGURE Ov.23: An example of shared memory. Two process address spaces—one comprised ofsix virtual pages and the other
of seven virtual pages—are shown sharing several pages. Their page tables maintain information on where virtual pages are
located in physical memory. The darkened pages are mappedto severallocations; note that the darkest page is mapped at two
locations in the same address space.
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FIGURE Ov.24: The MIPS 32-bit hierarchical page table. MIPS hardware provides support for a 2-MB linearvirtual page table that
maps the 2-GB user address space by constructing a virtual address from a faulting virtual address that indexes the mapping PTE
(page-table entry) in the user page table. This 2-MB page table can easily be mapped by a 2-KB userroot page table.
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address that missed the TLB is used as an index into 
the user page table, which is accessed using a virtual 
address. The architecture provides hardware support 
for this activity, storing the virtual address of the base 
of the user-level page table in a hardware register 
and forming the concatenation of the base address 
with the VPN. This is illustrated in Figure Ov.25. On 
a TLB miss, the hardware creates a virtual address 
for the mapping PTE in the user page table, which 
must be aligned on a 2-MB virtual boundary for the 
hardware's lookup address to work. The base pointer, 
called PTEBase, is stored in a hardware register and is 
usually changed on context switch. 

PowerPC Segmented Translation The IBM 801 
introduced a segmented design that persisted through 
the POWER and PowerPC architectures [Chang 
& Mergen 1988, IBM & Motorola 1993, May et al. 1994, 
Weiss & Smith 1994]. It is illustrated in Figure Ov.26. 
Applications generate 32-bit "effective" addresses that 
are mapped onto a larger "virtual" address space at the 
granularity of segments, 256-MB virtual regions. Sixteen 
segments comprise an application's address space. The 
top four bits of the effective address select a segment 
identifier from a set of 16 registers. This segment ID 
is concatenated with the bottom 28 bits of the effec
tive address to form an extended virtual address. This 
extended address is used in the TLB and page table. 
The operating system performs data movement and 
relocation at the granularity of pages, not segments. 

The architecture does not use explicit address
space identifiers; the segment registers ensure 
address space protection. If two processes duplicate 
an identifier in their segment registers, they share 
that virtual segment by definition. Similarly, protec
tion is guaranteed if identifiers are not duplicated. If 
memory is shared through global addresses, the TLB 
and cache need not be flushed on context switch10 

because the system behaves like a single address 
space operating system. For more details, see Chapter 
31, Section 31.1.7, Perspective: Segmented Addressing 
Solves the Synonym Problem. 

Faulting Virtual Address ! Virtual Page Number 'Page Offset 

Virtual address for PTE 

TLB Context: ' PTEBase Virtual Page Number ,0 

LOAD~ 
Page Table Entry / 

Page Frame Number Status Bits 

Inserted into TLB, along with Virtual Page Number 

FIGURE Ov.25: The use of the MIPS TLB context register. The 
VPN of the faulting virtual address is placed into the context 
register, creating the virtual address of the mapping PTE. This 
PTE goes directly into the TLB. 

32-bit Effective Address 

Segno , Segment Offset Page Offset 

Segment Registers 
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Virtual 
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Segment ID 

Virtual Page Number 

TLB and 
Page Table 

-'-
TAG COMPARE 

Segment Offset Page Offset 

Cache 

' DATA 

FIGURE Ov.26: PowerPC segmented address translation. Pro
cesses generate 32-bit effective addresses that are mapped 
onto a 52-bit address space via 16 segment registers, using the 
top 4 bits of the effective address as an index. It is this extended 
virtual address that is mapped by the TLB and page table. The 
segments provide address space protection and can be used for 
shared m11mory. 

1°F!ushing is avoided until the system runs out of identifiers and ml!St reuse them. For example, the address-space identi
fiers on the MIPS R3000 andAlpha21064 are six bits wide, with a maximum of64 active processes [Digitall994, Kane & 
Heinrich 1992]. If more processes are desired, identifiers must be constantly reassigned, requiring TLB and virtual-cache 
flushes. 
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Ov.4 An Example Holistic Analysis 
Disk 1/0 accounts for a substantial fraction of an 
application's execution time and power dissipation. 
A new DRAM technology called Fully Buffered DIMM 
(FB-DIMM) has been in development in the industry 
[Vogt2004a, b, Haas & Vogt2005], and, though it provides 
storage scalability significantly beyond the current 
DDRx architecture, FB-DIMM has met with some resis
tance due to its high power dissipation. Our modeling 
results show that the energy consumed in a moderate
size FB-DIMM system is indeed quite large, and it can 
easily approach the energy consumed by a disk. 

This analysis looks at a trade-off between storage in 
the DRAM system and in the disk system, focusing on 
the disk-side write buffer; if configured and managed 
correctly, the write buffer enables a system to approach 
the performance of a large DRAM installation at half 
the energy. Disk-side caches and write buffers have 
been proposed and studied, but their effect upon total 
system behavior has not been studied. We present 
the impact on total system execution time, CPI, and 
memory-system power, including the effects of the 
operating system. Using a full-system, execution
based simulator that combines Bochs, Wattch, CACTI, 
DRAMsim, and DiskSim and boots the RedHat Linux 
6.0 kernel, we have investigated the memory-system 
behavior of the SPEC CPU2000 applications. We study 
the disk-side cache in both single-disk and RAID-5 
organizations. Cache parameters include size, orga
nization, whether the cache supports write caching 
or not, and whether it prefetches read blocks or not. 
Our results are given in terms ofLl/12 cache accesses, 
power dissipation, and energy consumption; DRAM
system accesses, power dissipation, and energy con
sumption; disk-system accesses, power dissipation, 
and energy consumption; and execution time of the 
application plus operating system, in seconds. The 
results are not from sampling, but rather from a simu
lator that calculates these values on a cycle-by-cycle 
basis over the entire execution of the application. 

Ov.lt.1 Fully-Buffered DIMM vs. the Disk Cache 
It is common knowledge that disk 1/0 is expen

sive in both power dissipated and time spent wait
ing on it. What is less well known is the system-wide 

breakdown of disk power versus cache power versus 
DRAM power, especially in light of the newest DRAM 
architecture adopted by industry, the FB-DIMM. This 
new DRAM standard replaces the conventional mem
ory bus with a narrow, high-speed interface between 
the memory controller and the DIMMs. It has been 
shown to provide performance similar to that of 
DDRxsystems, and thus, it represents a relatively low
overheadmechanism (in terms of execution time) for 
scaling DRAM -system capacity. FB-DIMM's latency 
degradation is not severe. It provides a noticeable 
bandwidth improvement, and it is relatively insensi
tive to scheduling policies [ Ganesh et al. 2007]. 

FB-DIMM was designed to solve the problem of 
storage scalability in the DRAM system, and it pro
vides scalability well beyond the current JEDEC-style 
DDRx architecture, which supports at most two to 
four DIMMs in a fully populated dual-channel sys
tem (DDR2 supports up to two DIMMs per channel; 
proposals for DDR3 include limiting a channel to a 
single DIMM). The daisy-chained architecture of 
FB-DIMM supports up to eight DIMMs per channel, 
and its narrow bus requires roughly one-third the 
pins of a DDRx SDRAM system. Thus, an FB-DIMM 
system supports an order of magnitude more DIMMs 
than DDRx. This scalability comes at a cost, however. 
The DIMM itself dissipates almost an order of mag
nitude more power than a traditional DDRx DIMM. 
Couple this with an order-of-magnitude increase in 
DIMMs per system, and one faces a serious problem. 

To give an idea of the problem, Figure Ov.27 shows 
the simulation results of an entire execution of the 
gzip benchmark from SPEC CPU2000 on a complete
system simulator. The memory system is only mod
erate in size: one channel and four DIMMs, totalling 
a half-gigabyte. The graphs demonstrate numerous 
important issues, but in this book we are concerned 
with two items in particular: 

• Program initialization is lengthy and repre
sents a significant portion of an application's 
run time. As the CPI graph shows, the first 
two-thirds of execution time are spent deal
ing with the disk, and the corresponding CPI 
(both average and instantaneous) ranges 
from the lOOs to the 1000s. After this initial
ization phase, the application settles into a 
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FIGURE Ov.27: Full execution of Gzip. The figure shows the entire run of gzip. System configuration is a 2-GHz Pentium proces
sor with 512MB of DDR2-533 FB-DIMM main memory and a 12k-RPM disk drive with built-in disk cache. The figure shows the 
interaction between all components of the memory system, including the L 1 instruction and data caches, the unified L2 cache, the 
DRAM system, and the disk drive. All graphs use the same x-axis, which represents execution time in seconds. The x-axis does not 
start at zero; the measurements exclude system boot time, invocation of the shell, etc. Each data point represents aggregated (not 
sampled) activity within a 1 O-ms epoch. The CPI graph shows two system CPI values: one is the average CPI for each 1 O-ms epoch, 
and the other is the cumulative average CPl. A duration with no CPI data point indicates that no instructions were executed due to 
1/0 latency. During such a window the CPI is essentially infinite, and thus, it is possible for the cumulative average to range higher 
than the displayed instantaneous CPl. Note that the CPI, the DRAM accesses, and the disk accesses are plotted on log scales. 
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FIGURE Ov.27: Full execution of Gzip. The figure shows the entire run of gzip. System configuration is a 2-GHz Pentium proces-
sor with 512 MB of DDR2-533 FB-DIMM main memory and a 12k-RPM disk drive with built-in disk cache. The figure shows the
interaction between all components of the memory system,including the L1 instruction and data caches,the unified L2 cache, the
DRAMsystem,andthe diskdrive. All graphs use the same x-axis, which represents execution time in seconds. The x-axis does not
start at zero; the measurements exclude system boottime, invocation of the shell, etc. Each data point represents aggregated (not
sampled) activity within a 10-ms epoch. The CPI graph shows two system CPI values:one is the average CPI for each 10-ms epoch,
and theotheris the cumulative average GPi. A duration with no CPI data point indicates that no instructions were executed due to
1/0 latency. During such a window the CPIis essentially infinite, and thus,it is possible for the cumulative average to range higher
than the displayed instantaneous CP]. Note that the CPI, the DRAM accesses,and the disk accesses areplotted on log scales.

Netlist Ex 2034

Samsungv Netlist
IPR2022-00996



Chapter Overview ON MEMORY SYSTEMS AND THEIR DESIGN 43 

more compute-intensive phase in which the 
CPI asymptotes down to the theoretical sus
tainable performance, the single-digit values 
that architecture research typically reports. 
By the end of execution, the total energy 
consumed in the FB-DIMM DRAM system 
(a half a kilojoule) almost equals that of 
the energy consumed by the disk, and 
it is twice that of the Ll data cache, Ll 
instruction cache, and unified L2 cache 
combined. 

Currently, there is substantial work happening 
in both industry and academia to address the lat
ter issue, with much of the work focusing on access 
scheduling, architecture improvements, and data 
migration. To complement this work, we look at 
a wide range of organizational approaches, i.e., 
attacking the problem from a parameter point of 
view rather than a system-redesign, component
redesign, or new-proposed-mechanism point of 
view, and find significant synergy between the disk 
cache and the memory system. Choices in the disk
side cache affect both system-level performance and 
system-level (in particular, DRAM-subsystem-level) 
energy consumption. Though disk-side caches have 
been proposed and studied, their effect upon the total 
system behavior, namely execution time or CPI or 
total memory-system power including the effects of 
the operating system, is as yet unreported. For exam
ple, Zhu and Hu [2002] evaluate disk built-in cache 
using both real and synthetic workloads and report 
the results in terms of average response time. Smith 
[1985a and b] evaluates a disk cache mechanism 
with real traces collected in real IBM mainframes 
on a disk cache simulator and reports the results in 
terms of miss rate. Huh and Chang [2003] evaluate 
their RAID controller cache organization with a syn
thetic trace. Varma and Jacobson [1998] and Solworth 
and Orji [1990] evaluate destaging algorithms and 
write caches, respectively, with synthetic workloads. 
This study represents the first time that the effects of 
the disk-side cache can be viewed at a system level 
(considering both application and operating-system 
effects) and compared directly to all the other com
ponents of the memory system. 

We use a full-system, execution-based simulator 
combining Bochs [Bochs 2006], Wattch [Brooks et al. 
2000], CACTI [Wilton & Jouppi 1994], DRAMsim [Wang 
et al. 2005, September], and DiskSim [Ganger et al. 
2006]. It boots the RedHat Linux 6.0 kernel and there
fore can capture all application behavior, and all operat
ing-system behavior, including I/0 activity, disk-block 
buffering, system-call overhead, and virtual memory 
overhead such as translation, table walking, and page 
swapping. We investigate the disk -side cache in both 
single-disk and RAID-5 organizations. Cache parame
ters include size, organization, whether the cache sup
ports write caching or not, and whether it prefetches 
read blocks or not. Additional parameters include disk 
rotational speed and DRAM -system capacity. 

We find a complex trade-off between the disk 
cache, the DRAM system, and disk parameters like 
rotational speed. The disk cache, particularly its 
write-buffering feature, represents a very powerful 
tool enabling significant savings in both energy and 
execution time. This is important because, though the 
cache's support for write buffering is often enabled in 
desktop operating systems (e.g., Windows and some 
but not all flavors of Unix/Linux [N g 2006]), it is typi
cally disabled in enterprise computing applications 
[Ng 2006], and these are the applications most likely 
to use FB-DIMMs [Haas & Vogt 2005]. We find sub
stantial improvement between existing implemen
tations and an ideal write buffer (i.e., this is a limit 
study). In particular, the disk cache's write-buffering 
ability can offset the total energy consumption of 
the memory system (including caches, DRAMs, and 
disks) by nearly a factor of two, while sacrificing a 
small amount of performance. 

Ov.4.2 Fully Buffered DIMM: Basics 
The relation between a traditional organiza

tion and a FB-DIMM organization is shown in Fig
ure Ov.28, which motivates the design in terms of a 
graphics-card organization. The first two drawings 
show a multi-drop DRAM bus next to a DRAM bus 
organization typical of graphics cards, which use 
point-to-point soldered connections between the 
DRAM and memory controller to achieve higher 
speeds. This arrangement is used in FB-DIMM. 
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Traditional (JEDEC) Organization Graphics-Card Organization Fully Buffered DIMM 
Organization 

Package Pins 

~ 
Controller DRAM 

DDRx SDRAM device 

FIGURE Ov.28: FB-DIMM and its motivation. The first two pictures compare the memory organizations of a JEDEC SDRAM system 
and a graphics card. Above each design is its side-profile, indicating potential impedance mismatches (sources of reflections). The 
organization on the far right shows how the FB-DIMM takes the graphics-card organization as its de facto DIMM. In the FB-DIMM 
organization, there are no multi-drop busses; DIMM-to-DIMM connections are point to point. The memory controller is connected 
to the nearest AMB via two unidirectional links. The AMB is, in turn, connected to its southern neighbor via the same two links. 

A slave memory controller has been added onto each 
DIMM, and all connections in the system are point 
to point. A narrow, high-speed channel connects the 
master memory controller to the DIMM-level mem
ory controllers (called Advanced Memory Buffers or 
AMBs). Since each DIMM-to-DIMM connection is 
a point-to-point connection, a channel becomes a 
de facto multi-hop store and forward network. The 
FB-DIMM architecture limits the channel length to 
eight DIMMs, and the narrower inter-module bus 
requires roughly one-third as many pins as a tradi
tional organization. As a result, an FB-DIMM orga
nization can handle roughly 24 times the storage 
capacity of a single-DIMM DDR3-based system, 
without sacrificing any bandwidth and even leaving 
headroom for increased intra-module bandwidth. 

The AMB acts like a pass-through switch, directly 
forwarding the requests it receives from the controller 

to successive DIMMs and forwarding frames from 
southerly DIMMs to northerly DIMMs or the mem
ory controller. All frames are processed to determine 
whether the data and commands are for the local 
DIMM. The FB-DIMM system uses a serial packet
based protocol to communicate between the memory 
controller and the DIMMs. Frames may contain data 
and/or commands. Commands include DRAM com
mands such as row activate (RAS), column read (CAS), 
refresh (REF) and so on, as well as channel commands 
such as write to configuration registers, synchroniza
tion commands, etc. Frame scheduling is performed 
exclusively by the memory controller. The AMB only 
converts the serial protocol to DDRx-based commands 
without implementing any scheduling functionality. 

The AMB is connected to the memory control
ler and/ or adjacent DIMMs via unidirectional links: 
the southbound channel which transmits both data 
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FIGURE Ov.28: FB-DIMM andits motivation. Thefirst two pictures compare the memory organizations of a JEDEC SDRAM system
and a graphics card. Above eachdesignisits side-profile, indicating potential impedance mismatches (sources ofreflections). The
organization on the far right shows how the FB-DIMM takes the graphics-card organization asits de facto DIMM.In the FB-DIMM
organization, there are no multi-drop busses; DIMM-to-DIMM connections are point to point. The memorycontroller is connected
to the nearest AMBvia two unidirectionallinks. The AMBis, in turn, connected to its southern neighbor via the same twolinks.

Aslave memory controller has been added onto each
DIMM,andall connections in the system are point
to point. A narrow, high-speed channel connects the
master memory controller to the DIMM-level mem-
ory controllers (called Advanced Memory Buffers or
AMBs). Since each DIMM-to-DIMM connection is

a point-to-point connection, a channel becomes a
de facto multi-hop store and forward network. The
FB-DIMMarchitecture limits the channel length to
eight DIMMs, and the narrower inter-module bus
requires roughly one-third as many pins as a tradi-
tional organization. As a result, an FB-DIMM orga-
nization can handle roughly 24 times the storage
capacity of a single-DIMM DDR3-based system,
withoutsacrificing any bandwidth and even leaving
headroom for increased intra-module bandwidth.

The AMBacts like a pass-through switch, directly
forwarding the requests it receives from the controller

to successive DIMMs and forwarding frames from
southerly DIMMsto northerly DIMMsor the mem-
ory controller. All frames are processed to determine
whether the data and commandsare for the local

DIMM. The FB-DIMM system uses a serial packet-
based protocol to communicate between the memory
controller and the DIMMs. Frames may contain data
and/or commands. Commands include DRAM com-

mands such asrow activate (RAS), column read (CAS),
teftesh (REF) and so on,as well as channel commands

such as write to configuration registers, synchroniza-
tion commands, etc. Frame scheduling is performed
exclusively by the memory controller. The AMB only
converts the serial protocol to DDRx-based commands
without implementing any scheduling functionality.

The AMB is connected to the memory control-
ler and/or adjacent DIMMsvia unidirectional links:
the southbound channel which transmits both data
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and commands and the northbound channel which 
transmits data and status information. The south
bound and northbound datapaths are 10 bits and 
14 bits wide, respectively. The FB-DIMM channel 
clock operates at six times the speed of the DIMM 
clock; i.e., the link speed is 4 Gbps for a 667-Mbps 
DDRx system. Frames on the north- and southbound 
channel require 12 transfers (6 FB-DIMM channel 
clock cycles) for transmission. This 6:1 ratio ensures 
that the FB-DIMM frame rate matches the DRAM 
command clock rate. 

Southbound frames comprise both data and 
commands and are 120 bits long; northbound 
frames are data only and are 168 bits long. In addi
tion to the data and command information, the 
frames also carry header information and a frame 
CRC (cyclic redundancy check) checksum .that is 
used to check for transmission errors. A horth
bound read-data frame transports 18 bytes of data 
in 6 FB-DIMM clocks or 1 DIMM clock. A DDRx sys
tem can burst back the same amount of data to the 
memory controller in two successive beats lasting 
an entire DRAM clock cycle. Thus, the read band-
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width of an FB-DIMM system is the same as that of 
a single channel of a DDRx system. Due to thenar
rower southbound channel, the write bandwidth 
in FB-DIMM systems is one-half that available in a 
DDRx system. However, this makes the total band
width available in an FB-DIMM system 1.5 times 
that of a DDRx system. 

Figure Ov.29 shows the processing of a read trans
action in an FB-DIMM system. Initially, a command 
frame is used to transmit a command that will per
form row activation. The AMB translates the request 
and relays it to the DIMM. The memory controller 
schedules the CAS command in a following frame. 
The AMB relays the CAS command to the DRAM 
devices which burst the data back to the AMB. The 
AMB bundles two consecutive bursts of data into 
a single northbound frame and transmits it to the 
memory controller. In this example, we assume a 
burst length of four corresponding to two FB-DIMM 
data frames. Note that although the figures do not 
identify parameters like t_CAS, t_RCD, and t_CWD, 
the memory controller must ensure that these con
straints are met. 

' ,--- ' 

' 

---

' 
' 

---

FIGURE Ov.29: Read transaction in an FB-DIMM system. The figure shows how a read transaction is performed in an FB-DIMM 
system. The FB-DIMM serial busses are clocked at six times the DIMM busses. Each FB-DIMM frame on the southbound bus takes 
six FB-DIMM clock periods to transmit. On the northbound bus a frame comprises two DDRx data bursts. 
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and commandsand the northbound channel which
transmits data and status information. The south-

bound and northbound datapaths are 10 bits and
14 bits wide, respectively. The FB-DIMM channel
clock operates at six times the speed of the DIMM
clock; ie., the link speed is 4 Gbps for a 667-Mbps
DDRx system. Frames on the north- and southbound
channel require 12 transfers (6 FB-DIMM channel
clock cycles) for transmission. This 6:1 ratio ensures
that the FB-DIMM frame rate matches the DRAM
commandclock rate.

Southbound frames comprise both data and
commands and are 120 bits long; northbound
frames are data only and are 168 bits long. In addi-
tion to the data and command information, the

frames also carry header information and a frame
CRC (cyclic redundancy check) checksum .that is
used to check for transmission errors. A north-

boundread-data frame transports 18 bytes of data
in 6 FB-DIMM clocks or 1 DIMM clock. A DDRx sys-
tem can burst back the same amountof data to the

memory controller in two successive beats lasting
an entire DRAM clock cycle. Thus, the read band-

 

FB-DIMM
clock

Southbound

 

width of an FB-DIMMsystem is the sameas that of
a single channel of a DDRx system. Due to the nar-
rower southbound channel, the write bandwidth

in FB-DIMMsystemsis one-half that available in a
DDRx system, However, this makes the total band-
width available in an FB-DIMM system 1.5 times
that of a DDRx system.

Figure Ov.29 showsthe processingof a read trans-
action in an FB-DIMMsystem.Initially, a command
frame is used to transmit a commandthatwill per-
form row activation. The AMBtranslates the request
and relays it to the DIMM. The memorycontroller
schedules the CAS command in a following frame.
The AMB relays the CAS command to the DRAM
devices which burst the data back to the AMB. The

AMB bundles two consecutive bursts of data into

a single northbound frame and transmits it to the
memory controller. In this example, we assume a
burst length of four corresponding to two FB-DIMM
data frames. Note that although the figures do not
identify parameters like t_CAS, t_RCD, and t_CWD,
the memory controller must ensure that these con-
straints are met.
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FIGURE Ov.29: Read transaction in an FB-DIMM system. The figure shows how a read transaction is performed in an FB-DIMM
system. The FB-DIMMserial busses are clocked atsix times the DIMM busses, Each FB-DIMM frameon the southbound bus takes
six FB-DIMM clock pericds to transmit. On the northbound bus a frame comprises two DDRxdata bursts. ,
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The primary dissipater of power in an FB-DIMM 
channel is the AMB, and its power depends on its 
position within the channel. The AMB nearest to 
the memory controller must handle its own traffic 
and repeat all packets to and from all downstream 
AMBs, and this dissipates the most power. The AMB 
in DDR2-533 FB-DIMM dissipates 6 W, and it is cur
rently 10 W for 800 Mbps DDR2 [Staktek 2006]. Even 
if one averages out the activity on the AMB in a long 
channel, the eight AMBs in a single 800-Mbps chan
nel can easily dissipate 50 W. Note that this number 
is for the AMBs only; it does not include power dis
sipated by the DRAM devices. 

Ov.4.3 Disk Caches: Basics 
Today's disk drives all come with a built-in cache 

as part of the drive controller electronics, ranging in 
size from 512 KB for the micro-drive to 16MB for the 
largest server drives. Figure Ov.30 shows the cache 
and its place within a system. The earliest drives 
had no cache memory, as they had little control 
electronics. As the control of data transfer migrated 

from the host-side control logic to the drive's own 
controller, a small amount of memory was needed 
to act as a speed-matching buffer, because the disk's 
media data rate is different from that of the inter
face. Buffering is also needed because when the 
head is at a position ready to do data transfer, the 
host or the interface may be busy and not ready to 
receive read data. DRAM is usually used as this buf
fermemory. 

In a system, the host typically has some memory 
dedicated for caching disk data, and if a drive is 
attached to the host via some external controller, that 
controller also typically has a cache. Both the system 
cache and the external cache are much larger than 
the disk drive's internal cache. Hence, for most work
loads, the drive's cache is not likely to see too many 
reuse cache hits. However, the disk-side cache is very 
effective in opportunistically prefetching data, as 
only the controller inside the drive knows the state 
the drive is in and when and how it can prefetch 
without adding any cost in time. Finally, the drive 
needs cache memory if it is to support write cach
ing/buffering. 

AppllcMioos I ~:, ·1 • • • GJ 
Operating system Kernel 

Disk cache 

Hardware 

FIGURE Ov.30: Buffer caches and disk caches. Disk blocks are cached in several places, including (a) the operating system's 
buffer cache in main memory and (b), on the disk, in another DRAM buffer, called a disk cache. 
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The primary dissipater of power in an FB-DIMM
channel is the AMB, and its power depends on its
position within the channel. The AMB nearest to
the memory controller must handle its own traffic
and repeat all packets to and from all downstream
AMBs,andthis dissipates the most power. The AMB
in DDR2-533 FB-DIMMdissipates 6 W, andit is cur-
rently 10 W for 800 Mbps DDR2 [Staktek 2006]. Even
if one averages outthe activity on the AMB in a long
channel, the eight AMBsin a single 800-Mbps chan-
nel can easily dissipate 50 W. Note that this number
is for the AMBs only; it does not include powerdis-
sipated by the DRAM devices.

Ov.4.3 Disk Caches: Basics
Today’s disk drives all comewith a built-in cache

as partof the drive controller electronics, ranging in
size from 512 KB for the micro-drive to 16 MBfor the

largest server drives. Figure Ov.30 shows the cache
and its place within a system. The earliest drives
had no cache memory, as they hadlittle control
electronics. As the control of data transfer migrated

Applications

Operating system

Hardware

from the host-side control logic to the drive's own
controller, a small amount of memory was needed
to act as a speed-matching buffer, becausethe disk’s
media data rate is different from that of the inter-

face. Buffering is also needed because when the
headis at a position ready to do data transfer, the
host or the interface may be busy and notready to
receive read data. DRAMis usually used as this buf-
fer memory.

In a system, the host typically has some memory
dedicated for caching disk data, and if a drive is
attached to the host via someexternal controller, that

controller also typically has a cache. Both the system
cache and the external cache are much larger than
the disk drive's internal cache. Hence, for most work-

loads, the drive's cacheis notlikely to see too many
reuse cachehits. However, the disk-side cacheis very
effective in opportunistically prefetching data, as
only the controller inside the drive knowsthestate
the drive is in and when and howit can prefetch
without adding any cost in time. Finally, the drive
needs cache memoryif it is to support write cach-
ing/buffering.

 
 

Buffer cache

Disk cache

FIGURE Ov.30: Buffer caches and disk caches. Disk blocks are cached in several places, including (a) the operating system’s
buffer cache in main memory and (b), on the disk, in another DRAM buffer, called a disk cache.
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With write caching, the drive controller services a 
write request by transferring the write data from the 
host to th(l drive's cache memory and then reports 
back to the host that the write is "done," even 
though the data has not yet been written to the disk 
media (data, not yet written out to disk is referred to 
as dirty). Thus, the service time for a cached write is 
about the same as that for a read cache hit, involving 
only some drive controller overhead and electronic 
data transfer time but no mechanical time. Clearly, 
write caching does not need to depend on having 
the right content in the cache memory for it to work, 
unlike read caching. Write caching will always work, 
i.e., a write command will always be a cache hit, as 
long as there is available space in the cache mem
ory. When the cache becomes full, some or all of the 
dirty data are written out to the disk media to free 
up space. This process is commonly referred to as 
des tag e. 

Ideally, destage should be done while the drive 
is idle so that it does not affect the servicing of read 
requests. However, this may not be always possible. 
The drive may be operating in a high-usage system 
with little idle time ever, or the writes often arrive in 
bursts which quickly fill up the limited memory space 
of the cache. When destage must take place while the 
drive is busy, such activity adds to the load of drive 
at that time, and a user will notice a longer response 
time for his requests. Instead of providing the full 
benefit of cache hits, writ~ caching in this case merely 
delays the disk writes. 

Zhu and Hu [2002] have suggested that large 
disk built-in caches will not significantly benefit 
the overall system performance because all mod
ern operating systems already use large file system 
caches to cache reads and writes. As suggested by 
Przybylski [1990], the reference stream missing a 
first-level cache and being handled by a second
level cache tends to exhibit relatively low locality. In 
a real system, the reference stream to the disk sys
tem has missed the operating system's buffer cache, 
and the locality in the stream tends to be low. Thus, 
our simulation captures all of this activity. In our 
experiments, we investigate the disk cache, includ
ing tP.e full effects of the operating system's file-sys
tem caching. 

Ov.4.4 Experimental Results 
Figure Ov.27 showed the execution of the GZIP 

benchmark with a moderate-sized FB-DIMM DRAM 
system: half a gigabyte of storage. At 512MB, there is no 
page swapping for this application. When the storage 
size is cut in half to 256MB, page swapping begins but 
does not affect the execution time significatly. When 
the storage size is cut to one-quarter of its original size 
(128 MB), the page swapping is significant enough 
to slow the application down by an order of magni
tude. This represents the hard type of decision that a 
memory-systems designer would have to face: if one 
can reduce power dissipation by cutting the amount 
of storage and feel negligible impact on performance, 
theri one has too inuch storage to begin with. 

Figure Ov.31 shows the behavior of the system 
when storage is cut to 128 MB. Note that all aspects 
of system behavior have degraded; execution time 
is longer, and the system consumes more energy. 
Though the DRAM system's energy has decreased 
from 440 J to just under 410 J, the execution time has 
increased from 67 to 170 seconds, the total cache 
energy has increased from 275 to 450 J, the disk energy 
has increased from 540 to 1635 J, and the total energy 
has doubled from 1260 to 2515 J. This is the result of 
swapping activity-not enough to bring the system to 
its knees, but enough to be relatively painful. 

We noticed that there exists in the disk subsystem 
the same sort of activity observed in a microproces
sor's load/ store queue: reads are often stalled waiting 
for writes to finish, despite the fact that the disk has 
a 4-MB read/write cache on board. The disk's cache 
is typically organized to prioritize prefetch activity 
over write activity because this tends to give the best 
performance results and because the write buffering 
is often disabled by the operating system. The solu
tion to the write-stall problem in microprocessors 
has been to use write buffers; we therefore modified 
DiskSim to implement an ideal write buffer on the 
disk side that would not interfere with the disk cache. 
Figure Ov.32 indicates that the size of the cache seems 
to make little difference to the behavior of the system. 
The important thing is that a cache is present. Thus, 
we should not expect read performance to suddenly 
increase as a result of moving writes into a separate 
write buffer. 
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FIGURE Ov.31: Full execution of GZIP, 128 MB DRAM. The figure shows the entire run of GZIP. System configuration is a 2 GHz 
Pentium processor with 128 MB of FB-DIMM main memory and a 12 K-RPM disk drive with built-in disk cache. The figure shows 
the interaction between all components of the memory system, including the L 1 instruction cache, the L 1 data cache, the unified 
L2 cache, the DRAM system, and the disk drive. All graphs use the same x-axis, which represents the execution time in seconds. 
The x-axis does not start at zero; the measurements exclude system boot time, invocation of the shell, etc. Each data point repre
sents aggregated (not sampled) activity within a 1 O-ms epoch. The CPI graph shows 2 system CPI values: one is the average CPI 
for each 1 O-ms epoch, the other is the cumulative average CPl. A duration with no CPI data point indicates that no instructions 
were executed due to 1/0 latency. The application is run in single-user mode, as is common for SPEC measurements; therefore, 
disk delay shows up as stall time. Note that the CPI, the DRAM accesses, and the Disk accesses are plotted on log scales. 
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FIGURE Ov.31: Full execution of GZIP, 128 MB DRAM.The figure shows the entire run of GZIP. System configuration is a 2 GHz
Pentium processor with 128 MB of FB-DIMM main memory and a 12 K-RPM disk drive with built-in disk cache. The figure shows
the interaction between all components of the memory system, including the L1 instruction cache, the L1 data cache, the unified
L2 cache, the DRAM system, and the disk drive. All graphs use the same x-axis, which represents the execution time in seconds.
The x-axis doesnot start at zero; the measurements exclude system boottime, invocation of the shell, etc. Each data point repre-
sents aggregated (not sampled) activity within a 10-ms epoch. The CPI graph shows 2 system CPI values: one is the average CPI
for each 10-ms epoch,the otheris the cumulative average CPI. A duration with no CPI data point indicates that no instructions
were executed due to 1/0 latency. The application is run in single-user mode, as is common for SPEC measurements; therefore,
disk delay showsup as stall time. Note that the CPI, the DRAM accesses, and the Disk accessesare plotted on fog scales.
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1100.--------------------------------------------------------, 

FIGURE Ov.32: The effects of disk cache size by varying the number of segments. The figure shows the effects of a different 
number of segments with the same segment size in the disk cache. The system configuration is 128 MB of DDR SO RAM with a 
12k-RPM disk. There are five bars for each benchmark, which are (1) no cache, (2) 1 segment of 512 sectors each, (3) 2 segments 
of 512 sectors each, (4) 16 segment of 512 sectors each, and (5) 24 segment of 512 sectors each. Note that the CPI values are for 
the disk-intensive portion of application execution, not the CPU-intensive portion of application execution (which could otherwise 
blur distinctions). 

Figure Ov.33 shows the behavior of the system with 
128 MB and an ideal write buffer. As mentioned, the 
performance increase and energy decrease is due to 
the writes being buffered, allowing read requests to 
progress. Execution time is 75 seconds (compared 
to 67 seconds for a 512MB system); and total energy 
is 1100 J (compared to 1260 J for a 512-MB system). 
For comparison, to show the effect of faster read and 
write throughput, Figure Ov.34 shows the behavior of 
the system with 128MB and an 8-disk RAID-5 system. 
Execution time is 115 seconds, and energy consump
tion is 8.5 KJ, This achieves part of the performance 
effect as write buffering by improving write time, 
thereby freeing up read bandwidth sooner. However, 
the benefit comes at a significant cost in energy. 

Table Ov.5 gives breakdowns for gzip in tabu
lar form, and the graphs beneath the table give the 
breakdowns for gzip, bzip2, and ammp in graphical 
form and for a wider range of parameters (different 
disk RPMs). The applications all demonstrate the 
same trends: to cut down the energy of a 512-MB 
system by reducing the memory to 128 MB which 

causes both the performance and the energy to get 
worse. Performance degrades by a factor of 5-10; 
energy increases by 1.5X to lOX. Ideal write buffer
ing can give the best of both worlds (performance of 
a large memory system and energy consumption of 
a small memory system), and its benefit is indepen
dent of the disk's RPM. Using a RAID system does 
not gain significant performance improvement, but 
it consumes energy proportionally to the number 
of disks. Note, however, that this is a uniprocessor 
model running in single-user mode, so RAID is not 
expected to shine. 

Figure Ov.35 shows the effects of disk caching 
and prefetching on both single-disk and RAID sys
tems. In RAID systems, disk caching has only mar
ginal effects to both the CPI and the disk average 
response time. However, disk caching with prefetch
ing has significant benefits. In a slow disk system (i.e., 
5400 RPM), RAID has more tangible benefits over a 
non-RAID system. Nevertheless, the combination of 
using RAID, disk cache, and fast disks can improve 
the overall performance up to a factor of 10. For the 
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FIGURE 0v.32: The effects of disk cache size by varying the number of segments. The figure showsthe effects of a different
numberof segments with the same segmentsize in the disk cache. The system configuration is 128 MB of DDR SDRAM with a
12k-RPM disk. There are five bars for each benchmark, which are (1) no cache,(2) 1 segmentof 512 sectors each, (3) 2 segments
of 512 sectors each, (4) 16 segment of 512 sectors each, and (5) 24 segment of 512 sectors each. Note that the CPI valuesare for
the disk-intensive portion of application execution, not the CPU-intensive portion of application execution (which could otherwise
blur distinctions).

Figure Ov.33 showsthe behavior of the system with
128 MBand an ideal write buffer. As mentioned, the

performance increase and energy decrease is due to
the writes being buffered, allowing read requests to
progress. Execution time is 75 seconds (compared
to 67 seconds for a 512 MBsystem); and total energy
is 1100 J (compared to 1260 J for a 512-MB system).
For comparison, to show the effect of faster read and
write throughput, Figure Ov.34 showsthe behavior of
the system with 128 MB and an 8-disk RAID-5 system.
Execution time is 115 seconds, and energy consump-
tion is 8.5 KJ. This achieves part of the performance
effect as write buffering by improving write time,
thereby frecing up read bandwidth sooner. However,
the benefit comesat a significant cost in energy.

Table Ov.5 gives breakdowns for gzip in tabu-
lar form, and the graphs beneath the table give the
breakdownsfor gzip, bzip2, and ammp in graphical
form and for a wider range of parameters (different
disk RPMs). The applications all demonstrate the
sametrends: to cut down the energy of a 512-MB
system by reducing the memory to 128 MB which

causes both the performance and the energy to get
worse. Performance degrades by a factor of 5-10;
energy increases by 1.5X to 10x. Ideal write buffer-
ing can give the best of both worlds (performanceof
a large memory system and energy consumption of
a small memory system), and its benefit is indepen-
dent of the disk’s RPM. Using a RAID system does
not gain significant performance improvement, but
it consumes energy proportionally to the number
of disks. Note, however, that this is a uniprocessor
model running in single-user mode, so RAID is not
expected to shine.

Figure Ov.35 shows the effects of disk caching
and prefetching on both single-disk and RAID sys-
tems. In RAID systems, disk caching has only mar-
ginal effects to both the CPI and the disk average
response time. However, disk caching with prefetch-
ing hassignificant benefits. In a slow disk system (Le.,
5400 RPM), RAID has more tangible benefits over a
non-RAID system. Nevertheless, the combination of
using RAID, disk cache, and fast disks can improve
the overall performance up to a factor of 10. For the
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FIGURE Ov.33: Full execution of GZIP, 128 MB DRAM and ideal write buffer. The figure shows the entire run of GZIP. System 
configuration is a 2 GHz Pentium processor with 128MB of FB-DIMM main memory and a 12 K-RPM disk drive with built-in disk 
cache. The figure shows the interaction between all components of the memory system, including the L 1 instruction cache, the 
L 1 data cache, the unified L2 cache, the DRAM system, and the disk drive. All graphs use the same x-axis, which represents 
the execution time in seconds. The x-axis does not start at zero; the measurements exclude system boot time, invocation of 
the shell, etc. Each data point represents aggregated (not sampled) activity within a 1 O-ms epoch. The CPI graph shows two 
system CPI values: one is the average CPI for each 1 O-ms epoch, the other is the cumulative average CPl. A duration with no 
CPI data point indicates that no instructions were executed due to 1/0 latency. The application is run in single-user mode, as is 
common for SPEC measurements; therefore, disk delay shows up as stall time. Note that the CPI, the DRAM accesses, and the 
Disk accesses are plotted on log scales. 
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FIGURE Ov.33: Full execution of GZIP, 128 MB DRAM andideal write buffer. The figure shows the entire run of GZIP. System
configuration is a 2 GHz Pentium processor with 128 MB of FB-DIMM main memory and a 12 K-RPM disk drive with built-in disk
cache. Thefigure showsthe interaction betweenall components of the memory system, including the L1 instruction cache, the
L1 data cache, the unified L2 cache, the DRAM system, and the disk drive. All graphs use the same x-axis, which represents
the execution time in seconds. The x-axis does notstart at zero; the measurements exclude system boot time, invocation of
ihe shell, etc. Each data point represents aggregated (not sampled) activity within a 10-ms epoch. The CPI graph shows two
system CPI values: one is the average CPI for each 10-ms epoch,the other is the cumulative average CPi. A duration with no
CPI data point indicates that no instructions were executed dueto |/0 latency. The application is run in single-user mode,asis
common for SPEC measurements;therefore, disk delay showsupasstall time. Note that the CPI, the DRAM accesses, and the
Disk accesses are plotted on jog scales.
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FIGURE Ov.34: Full execution of GZIP, 128MB DRAM and RAID-5 disk system. The figure shows the entire run of GZIP. System 
configuration is a 2 GHz Pentium processor with 128 MB of FB-DIMM main memory and a RAID-5 system of eight 12-K-RPM disk 
drives with built-in disk cache. The figure shows the interaction between all components of the memory system, including the L 1 
instruction cache, the L 1 data cache, the unified L2 cache, the DRAM system, and the disk drive. All graphs use the same x-axis, 
which represents the execution time in seconds. The x-axis does not start at zero; the measurements exclude system boot time, 
invocation of the shell, etc. Each data point represents aggregated (not sampled) activity within a 1 O-ms epoch. The CPI graph 
shows two system CPI values: one is the average CPI for each 1 o-ms epoch, the other is the cumulative average CPl. A duration 
with no CPI data point indicates that no instructions were executed due to 1/0 latency. The application is run in single-user mode, 
as is common for SPEC measurements; therefore, disk delay shows up as stall time. Note that the CPI, the DRAM accesses, and 
the Disk accesses are plotted on log scales. 
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FIGURE 0.34; Full execution of GZIP, 128 MB DRAM and RAID-5 disk system. The figure shows the entire run of GZIP. System
configuration is a 2 GHz Pentium processor with 128 MB of FB-DIMM main memory and a RAID-5 system of eight 12-K-RPM disk
drives with built-in disk cache. The figure showsthe interaction betweenall components of the memory system,including the L1
instruction cache, the L1 data cache, the unified L2 cache, the DRAM system, and the disk drive. All graphs use the same x-axis,
which represents the execution time in seconds. The x-axis does notstart at zero; the measurements exclude system boottime,
invocation of the shell, etc. Each data point represents aggregated (not sampled) activity within a 10-ms epoch. The CPI graph
shows two system CPI values: oneis the average CPI for each 10-ms epoch, the otheris the cumulative average CPI. A duration
with no CPI data point indicates that no instructions were executed dueto 1/0 latency. The application is run in single-user mode,
as is common for SPEC measurements; therefore, disk delay shows up asstall time, Note that the CPI, the DRAM accesses, and
the Disk accesses are plotted on log scales.
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TABLE Ov.5 Execution time and energy breakdowns for GZIP and BZIP2 

GZIP 

512 MB-12 K 66.8 129.4 122.1 25.4 440.8 544.1 1261.8 

128 MB-12 K 169.3 176.5 216.4 67.7 419.6 1635.4 2515.6 

128 MB-12 K-WB 75.8 133.4 130.2 28.7 179.9 622.5 1094.7 

128 MB-12 K-RAID 113.9 151 165.5 44.8 277.8 7830 8469.1 

System Breakdown Energy and Execution Time System Breakdown Energy and Execution Time System Breakdown Energy and Exewtlon Time 
AMMP 32MB p~r r:tnk {I nnkor-1 ranks); disk RPM: Sk, Ilk. 20k; I disk orB RAID disk< - . BZIPl 118MB porr.mk(l rankor4 r.mks);diskRPM:Sk. 12k. 2Gk: I disk orB RAID disks 

,---'---_...c~~~~--;===~-,300 
~~ 128MB per rank (I r.mk or 4 r.~nks); disk RPM: 5k, Ilk. 20k; I disk or 8 RAID dls~00 

~1500 

" 
~4000 • 

average response time, even though the write 
response time in a RAID system is much higher than 
the write response time in a single-disk system, this 
trend does not translate directly into the overall per
formance. The write response time in a RAID system 
is higher due to parity calculations, especially the 
benchmarks with small writes. Despite the improve
ment in performance, care must be taken in applying 
RAID because RAID increases the energy proportion
ally to the number ofthe disks. 

Perhaps the most interesting result in Figure Ov.35 is 
that the CPI values (top graph) track the disk's average 
read response time (bottom graph) and not the disk's 
average response time (which includes both reads and 
writes, also bottom graph). This observation holds true 
for both read -dominated applications and applications 
with significant write activity (as are gzip and bzip2). 
The reason this is interesting is that the disk commu
nity tends to report performance numbers in terms of 
average response time and not average read response 

~6000 • 

time, presumably believing the former to be a better 
indicator of system-level performance than the latter. 
Our results suggest that the disk community would 
be better served by continuing to model the effects of 
write traffic (as it affects read latency) by reporting per
formance as the average read response time. 

Ov.lt.5 Conclusions 
We find that the disk cache can be an effective tool 

for improving performance at the system level. There 
is a significant interplay between the DRAM system 
and the disk's ability to buffer writes and prefetch 
reads. An ideal write buffer homed within the disk has 
the potential to move write traffic out of the way and 
begin working on read requests far sooner, with the 
result that a system can be made to perform nearly 
as well as one with four times the amount of main 
memory, but with roughly half the energy consump
tion of the configuration with more main memory. 
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average response time, even though the write
response time in a RAID system is much higher than
the write response time in a single-disk system, this
trend doesnottranslate directly into the overall per-
formance. The write response time in a RAID system
is higher due to parity calculations, especially the
benchmarks with small wriles. Despite the improve-
mentin performance, care must be taken in applying
RAID because RAID increases the energyproportion-
ally to the numberofthe disks.

Perhaps the mostinteresting result in Figure Ov.35is
that the CPI values (top graph) track the disk’s average
read response time (bottom graph) and not the disk’s
average response time (which includes both reads and
writes, also bottom graph). This observation holds true
for both read-dominated applications and applications
with significant write activity (as are gzip and bzip2).
The reason this is interesting is that the disk commu-
nity tends to report performance numbers in termsof
average response time and not average read response
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time, presumably believing the former to be a better
indicator of system-level performance than thelatter.
Our results suggest that the disk community would
be better served by continuing to model theeffects of
write traffic (as it affects read latency) by reporting per-
formanceas the average read responsetime.

Ov.4.5 Conclusions

Wefind that the disk cache can beaneffective tool

for improving performanceat the system level. There
is a significant interplay between the DRAM system
and the disk’s ability to buffer writes and prefetch
reads. An ideal write bufferhomed within the disk has

the potential to move write traffic out of the way and
begin working on read requests far sooner, with the
result that a system can be made to perform nearly
as well as one with four times the amount of main

memory, but with roughly half the energy consump-
tion of the configuration with more main memory.
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FIGURE Ov.35: The effects of disk prefetching. The experiment tries to identify the effects of prefetching and caching in the disk 
cache. The configuration is 112 MB of DDR SDRAM running bzip2. The three bars in each group represent a single-disk system, 
4-disk RAID-5 system, and 8-disk RAID-5 system. The figure above shows the CPI of each configuration, and the figure below 
shows the average response time of the disk requests. Note that the CPI axis is in linear scale, but the disk average response time 
axis is in log scale. The height of the each bar in the average response time graph is the absolute value. 
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FIGURE Ov.35: Theeffects of disk prefetching. The experimenttriesto identify the effects of prefetching and cachingin the disk
cache. The configuration is 112 MB of DDR SDRAM running bzip2. The three bars in each group represent a single-disk system,
4-disk RAID-5 system, and 8-disk RAID-5 system.The figure above shows the CPI of each configuration, and the figure below
showsthe average responsetime of the disk requests. Note that the CPI axisis in linear scale, but the disk average response time
axis is in log scale. The height of the each bar in the average response time graph is the absolute value.
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54 Memory Systems: Cache, DRAM, Disk 

This is extremely important, because FB-DIMM 
systems are likely to have significant power-dissipa
tion problems, and because of this they will run at 
the cutting edge of the storage-performance trade
off. Administrators will configure these systems to 
use the least amount of storage available to achieve 
the desired performance, and thus a simple reduc
tion in FB-DIMM storage will result in an unaccept
able hit to performance. We have shown that an ideal 
write buffer in the disk system will solve this problem, 
transparently to the operating system. 

Ov.S What to Expect 
What are the more important architecture-level 

issues in store for these technologies? On what prob
lems should a designer concentrate? 

For caches and SRAMs in particular, power dis
sipation and reliability are primary issues. A rule of 
thumb is that SRAMs typically account for at least 
one-third of the power dissipated by microproces
sors, and the reliability for SRA..l\1 is the worst of the 
three technologies. 

For DRAMs, power dissipation is becoming an 
issue with the high II 0 speeds expected of future sys
tems. The FB-DIMM, the only proposed architecture 
seriously being considered for adoption that would 
solve the capacity-scaling problem facing DRAM 
systems, dissipates roughly two orders of magnitude 
more power than a traditional organization (due to 
an order of magnitude higher per DIMM power dis
sipation and the ability to put an order of magnitude 
more DIMMs into a system). 

For disks, miniaturization and development of 
heuristics for control are the primary consider-

ations, but a related issue is the reduction of power 
dissipation in the drive's electronics and mechanisms. 
Another point is that some time this year, the indus
try will be seeing the first generation of hybrid disk 
drives: those with flash memory to do write caching. 
Initially, hybrid drives will be available only for mobile 
applications. One reason for a hybrid drive is to be 
able to have a disk drive in spin-down mode longer 
(no need to spin up to do.a write). This will save more 
power and make the battery of a laptop last longer. 

For memory systems as a whole, a primary issue 
is optimization in the face of subsytems that have 
unanticipated interactions in their design param
eters. 

From this book, a reader should expect to learn 
the details of operation and tools of analysis that 
are necessary for understanding the intricacies and 
optimizing the behav).or of modern memory systems. 
The designer should expect of the future a memory
system design space that will become increasingly 
difficult to analyze simply and in which alternative 
figures of merit (e.g., energy consumption, cost, reli
ability) will become increasingly important. Future 
designers of memory systems will have to perform 
design-space explorations that consider the effects of 
design parameters in all subsystems of the memory 
hierarchy, and they will have to consider multiple 
dimensions of design criteria (e.g., performance, 
energy consumption, cost, reliability, and real-time 
behavior). 

In short, a holistic approach to design that con
siders the whole hierarchy is warranted, but this 
is very hard to do. Among other things, it requires 
in-depth understanding at all the levels ofthe hierar
chy. It is our goal that this book will enable just such 
an approach. 
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PART II 

DRAM 

The first question I ask myself when something doesn't seem to be beautiful is why do 
I think it's not beautiful. And very shortly you discover that there is no reason. 

-John Cage 
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Overview of DRAMs 

DRAM is the "computer memory" that you order 
through the mail or purchase at the store. It is what 
you put more of into your computer as an upgrade 
to improve the computer's performance. It appears in 
most computers in the form shown in Figure 7.1-the 
ubiquitous memory module, a small computer board 
(a printed circuit board, or PCB) that has a handful of 
chips attached to it. The eight black rectangles on the 
pictured module are the DRAM chips: plastic pack
ages, each of which encloses a DRAM die (a very thin, 
fragile piece of silicon). 

Figure 7.2 illustrates DRAM's place in a typical 
PC. An individual DRAM device typically connects 
indirectly to a CPU (i.e., a microprocessor) through a 
memory controller. In PC systems, the memory con
troller is part of the north-bridge chipset that handles 
potentially multiple microprocessors, the graphics 
co-processor, communication to the south-bridge 
chipset (which, in turn, handles all of the system's 
I/0 functions), as well as the interface to the DRAM 
system. Though still often referred to as "chipsets" 

these days, the north- and south-bridge chipsets are 
no longer sets of chips; they are usually implemented 
as single chips, and in some systems the functions of 
both are merged into a single die. 

Because DRAM is usually an external device by 
definition, its use, design, and analysis must consider 
effects of implementation that are often ignored in 
the use, design, and analysis of on-chip memories 
such as SRAM caches and scratch-pads. Issues that a 
designer must consider include the following: 

• Pins (e.g., their capacitance and inductance) 
• Signaling 
• Signal integrity 
• Packaging 
• Clocking and synchronization 
• Timing conventions 

Failure to consider these issues when designing 
a DRAM system is guaranteed to result in a sub
optimal, and quite probably non-functional, design. 

FIGURE 7.1: A memory module. A memory module, or DIMM (dual in-line memory module), is a circuit board with a handful of 
DRAM chips and associated circuitry attached to it. 
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DRAMis the “computer memory” that you order
through the mail or purchaseat the store, It is what
you put more of into your computer as an upgrade
to improve the computer's performance.It appears in
most computersin the form shown in Figure 7.1—the
ubiquitous memory module, a small computer board
(a printed circuit board, or PCB) that has a handfulof
chips attachedto it. The eight black rectangles on the
pictured module are the DRAM chips: plastic pack-
ages, each ofwhich encloses a DRAM die(avery thin,
fragile piece of silicon).

Figure 7.2 illustrates DRAM’s place in a typical
PC. An individual DRAM device typically connects
indirectly to a CPU (i.e., a microprocessor) through a
memory controller. In PC systems, the memory con-
troller is part of the north-bridge chipset that handles
potentially multiple microprocessors, the graphics
co-processor, communication to the south-bridge
chipset (which, in turn, handles all of the system's
I/O functions), as well as the interface to the DRAM

system. Though still often referred to as “chipsets”

these days, the north- and south-bridge chipsets are
no longersets of chips; they are usually implemented
as single chips, and in some systemsthe functions of
both are mergedintoasingle die.

Because DRAM is usually an external device by
definition,its use, design, and analysis must consider
effects of implementation that are often ignored in
the use, design, and analysis of on-chip memories
such as SRAM cachesandseratch-pads. Issues that a
designer must consider includethe following:

« Pins(e.g., their capacitance and inductance)
* Signaling
¢ Signal integrity
* Packaging
* Clocking and synchronization
¢ ‘Timing conventions

Failure to consider these issues when designing
a DRAM system is guaranteed to result in a sub-
optimal, and quite probably non-functional, design.

 
 

FIGURE 7.1: A memory module. A memory module, or DIMM (dualin-line memory module), is a circuit board with a handful of
DRAM chips and associated circuitry attachedtoit.
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FIGURE 7.2: A typical PC organization. The DRAM subsystem is one part of a relatively complex whole. This figure illustrates a 
two-way multi-processor, with each processor having its own dedicated secondary cache. The parts most relevant to this report 
are shaded in darker grey: the CPU, the memory controller, and the individual DRAMs. 

Thus, much of this section of the book deals with low
level implementation issues that were not covered in 
the previous section on caches. 

7.1 DRAM Basics: Internals, Operation 
A random-access memory (RAM) that uses 

a single transistor-capacitor pair for each bit is 
called a dynamic random-access memory or DRAM. 
Figure 7.3 shows, in the bottom right corner, the 
circuit for the storage cell in a DRAM. This circuit is 
dynamic because the capacitors storing electrons 
are not perfect devices, and their eventual leakage 
requires that, to retain information stored there, each 

capacitor in the DRAM must be periodically refreshed 
(i.e., read and rewritten). 

Each DRAM die contains one or more memory 
arrays, rectangular grids of storage cells with each cell 
holding one bit of data. Because the arrays are rectan
gular grids, it is useful to thinkofthemin terms associ
ated with typical grid-like structures. A good example 
is a Manhattan-like street layout with avenues run
ning north-south and streets running east-west. 
When one wants to specify a rendezvous location in 
such a city, one simply designates the intersection of 
a street and an avenue, and the location is specified 
without ambiguity. Memory arrays are organized just 
like this, except where Manhattan is organized into 
streets and avenues, memory arrays are organized 
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FIGURE 7,2: A typical PC organization. The DRAM subsystem is one part of a relatively complex whole. This figure illustrates a
two-way multi-processor, with each processor having its own dedicated secondary cache. The parts most relevant to this report
are shaded in darker grey: the CPU, the memorycontroller, and the individual DRAMs.

Thus, muchofthis section ofthe book deals with low-

level implementation issues that were not covered in
the previous section on caches.

7.1 DRAMBasics: Internals, Operation
A random-access memory (RAM) that uses

a single transistor-capacitor pair for each bit is
called a dynamic random-access memory or DRAM.
Figure 7.3 shows, in the bottom right corner, the
circuit for the storage cell in a DRAM.Thiscircuit is
dynamic because the capacitors storing electrons
are not perfect devices, and their eventual leakage
requiresthat, to retain information stored there, each

capacitor in the DRAM mustbe periodically refreshed
(ie., read and rewritten).

Each DRAM die contains one or more memory
arrays, rectangular grids of storage cells with each cell
holding onebit of data. Because the arrays are rectan-
gulargrids, itis useful to think ofthem in termsassoci-
ated with typical grid-like structures. A good example
is a Manhattan-like street layout with avenues run-
ning north-south and streets running east-west.
Whenone wants to specify a rendezvous location in
such a city, one simply designates the intersection of
a street and an avenue, andthe location is specified
without ambiguity. Memory arrays are organized just
like this, except where Manhattan is organized into
streets and avenues, memory arrays are organized
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Word Line 

Storage Cell 
and its Access 

a transistor 

a capacitor 

FIGURE 7.3: Basic organization of DRAM internals. The DRAM memory array is a grid of storage cells, where one bit of data is 
stored at each intersection of a row and a column. 

into rows and columns. A DRAM chip's memory array 
with the rows and columns indicated is pictured in 
Figure 7.3. By identifying the intersection of a row 
and a column (by specifying a row address and a col
umn address to the DRAM), a memory controller can 
access an individual storage cell inside a DRAM chip 
so as to read or write the data held there. 

One way to characterize DRAMs is by the number 
of memory arrays inside them. Memory arrays within 
a memory chip can work in several different ways. 
They can act in unison, they can act completely inde
pendently, or they can act in a manner that is some
where in between the other two. If the memory arrays 
are designed to act in unison, they operate as a unit, 
and the memory chip typically transmits or receives 
a number of bits equal to the number of arrays each 
time the memory controller accesses the DRAM. For 
example, in a simple organization, a x4 DRAM (pro
nounced "by four") indicates that the DRAM has at 
least four memory arrays and that a column width is 
4 bits (each column read or write transmits 4 bits of 
data). In a x4 DRAM part, four arrays each read 1 data 

bit in unison, and the part sends out 4 bits of data 
each time the memory controller makes a column 
read request. Likewise, a x8 DRAM indicates that the 
DRAM has at least eight memory arrays and that a 
column width is 8 bits. Figure 7.4 illustrates the inter
nal organization ofx2, x4, andx8 DRAMs. In the past 
two decades, widet output DRAMs have appeared, 
and xl6 and x32 parts are now common, used pri
marily in high-performance applications. 

Note that each of the DRAM illustrations in Figure 7.4 
represents multiple arrays but a single bank. Each set 
of memory arrays that operates independently of other 
sets is referred to as a bank, not an array. Each bank 
is independent in that, with only a few restrictions, it 
can be activated, pre charged, read out, etc. at the same 
time that other banks (on the same DRAM device or on 
other DRAM devices) are being activated, precharged, 
etc. The use of multiple independent banks of mem
ory has been a common practice in computer design 
since DRAMs were invented. In particular, interleaving 
multiple memory banks has been a popular method 
used to achieve high-bandwidth memory busses using 
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FIGURE 7.3: Basic organization of DRAM internals. The DRAM memoryarray is a grid of storage cells, where onebit of data is
stored at each intersection of a row and a column.

into rows and columns. ADRAM chip’s memoryarray
with the rows and columnsindicated is pictured in
Figure 7.3. By identifying the intersection of a row
and a column(by specifying a row address andacol-
umn address to the DRAM), a memorycontroller can
access an individual storage cell inside a DRAM chip
so as to read or write the data held there.

One way to characterize DRAMsis by the number
of memory arrays inside them. Memory arrays within
a memory chip can work in several different ways.
They can act in unison, they can act completely inde-
pendently, or they can act in a mannerthatis some-
where in betweentheothertwo.If the memory arrays
are designed to actin unison, they operate as a unit,
and the memorychip typically transmits or receives
a numberofbits equal to the numberof arrays each
time the memorycontroller accesses the DRAM.For
exainple, in a simple organization, a x4 DRAM (pro-
nounced “by four”) indicates that the DRAM hasat
least four memoryarrays and that a column width is
4 bits (each columnread or write transmits 4 bits of
data). In ax4 DRAM part, four arrays each read 1 data

bit in unison, and the part sends out 4 bits of data
each time the memory controller makes a column
read request. Likewise, a x8 DRAM indicates that the
DRAM hasat least eight memory arrays and that a
column width is 8 bits. Figure 7.4 illustrates the inter-
nal organization of x2, x4, and x8 DRAMs,In the past
two decades, wider output DRAMshave appeared,
and x16 and x32 parts are now common,usedpri-
marily in high-performanceapplications.

Note that each ofthe DRAM illustrations in Figure 7.4
represents multiple arrays but a single bank. Each set
of memory arrays that operates independently of other
sets is referred to as 4 bank, not an array. Each bank
is independentin that, with only a few restrictions, it
can beactivated, precharged,read out, etc. at the same
time that other banks (on the same DRAM device or on

other DRAM devices) are being activated, precharged,
etc. The use of multiple independent banks of mem-
ory has been a common practice in computer design
since DRAMswere invented.In particular, interleaving
multiple memory banks has been a popular method
used to achieve high-bandwidth memory busses using
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FIGURE 7.4: Logical organization of wide data-out DRAMs. If the DRAM outputs more than one bit at a time, the internal organiza
tion is that of multiple arrays, each of which provides one bit toward the aggregate data output. 

low-bandwidth devices. In an interleaved memory sys
tem, the data bus uses a frequency that is faster than 
any one DRAM bank can support; the control circuitry 
toggles back and forth between multiple banks to 
achieve this data rate. For example, if a DRAM bank can 
produce a new chunk of data every 10 ns, one can tog
gle back and forth between two banks to produce anew 
chunk every 5 ns, or round-robin between four banks 
to produce a new chunk every 2.5 ns, thereby effec
tively doubling or quadrupling the data rate achievable 
by any one bank. This technique goes back at least to 
the mid-1960s, where it was used in two of the highest 
performance (and, as it turns out, best documented) 
computers of the day: the IBM System/360 Model 91 
[Anderson et al. 1967] and Seymour Cray's Control Data 
6600 [Thornton 1970]. 

Because a system can have multiple DIMMs, each 
of which can be thought of as an independent bank, 
and the DRAM devices on each DIMM can imple
ment internally multiple independent banks, the 
word "rank" was introduced to distinguish DIMM
level independent operation versus internal-bank
level independent operation. Figure 7.5 illustrates 
the various levels of organization in a modern DRAM 
system. A system is composed of potentially many 
independent DIMMs. Each DIMM may contain one 

or more independent ranks. Each rank is a set of 
DRAM devices that operate in unison, and internally 
each of these DRAM devices implements one or more 
independent banks. Finally, each bank is composed 
of slaved memory arrays, where the number of arrays 
is equal to the data width of the DRAM part (i.e., a x4 
part has four slaved arrays per bank). Having concur
rency at the rank and bank levels provides bandwidth 
through the ability to pipeline requests. Having mul
tiple DRAMs acting in unison at the rank level and 
multiple arrays acting in unison at the bank level pro
vides bandwidth in the form of parallel access. 

The busses in a JEDEC-style organization are clas
sified by their function and organization into data, 
address, control, and chip-select busses. An example 
arrangement is shown in Figure 7.6, which depicts a 
memory controller connected to two memory mod
ules. The data bus that transmits data to and from 
the DRAMs is relatively wide. It is often 64 bits wide, 
and it can be much wider in high-performance sys
tems. A dedicated address bus carries row and col
umn addresses to the DRAMs, and its width grows 
with the physical storage on a DRAM device (typical 
widths today are about 15 bits). A control bus is com
posed of the row and column strobes/ output enable, 
clock, clock enable, and other related signals. These 

1A "strobe" is a signal that indicates to the recipient that another signal, e.g., data or command, is present and valid. 
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FIGURE 7.4: Logical organization of wide data-out DRAMs.If the DRAM outputs more than onebit at a time, the internal organiza-
tion is that of multiple arrays, each of which provides one bit toward the aggregate data output.

low-bandwidth devices. In an interleaved memory sys-
tem, the data bus uses a frequencythat is faster than
any one DRAM bank can support; the controlcircuitry
toggles back and forth between multiple banks to
achieve this data rate. For example, ifa DRAM bank can
produce a new chunk of data every 10 ns, one can tog-
gle back and forth between two banks to produce anew
chunkevery 5 ns, or round-robin between four banks
to produce a new chunk every 2.5 ns, thereby effec-
tively doubling or quadrupling the data rate achievable
by any one bank. This technique goes back at least to
the mid-1960s, where it was used in two ofthe highest
performance (and,as it turns out, best documented)
computers of the day: the IBM System/360 Model 91
[Andersonet al. 1967] and Seymour Cray’s Control Data
6600 [Thornton 1970].

Because a system can have multiple DIMMs, each
of which can be thought of as an independent bank,
and the DRAM devices on each DIMM can imple-
ment internally multiple independent banks, the
word “rank” was introduced to distinguish DIMM-
level independent operation versus internal-bank-
level independent operation. Figure 7.5 illustrates
the variouslevels of organization in a modern DRAM
system. A system is composed of potentially many
independent DIMMs. Each DIMMmay contain one

or more independent ranks, Each rank is a set of
DRAM devices that operate in unison, and internally
each of these DRAM devices implements one or more
independent banks. Finally, each bank is composed
of slaved memoryarrays, where the numberofarrays
is equal to the data width of the DRAM part(i.e., a x4
part has four slaved arrays per bank). Having concur-
rency at the rank and bank levels provides bandwidth
throughtheability to pipeline requests. Having mul-
tiple DRAMsacting in unison at the rank level and
multiple arrays acting in unisonat the banklevel pro-
vides bandwidth in the form of parallel access.

The busses in a JEDEC-style organizationare clas-
sified by their function and organization into data,
address, control, and chip-select busses. An example
arrangement is shown in Figure 7.6, which depicts a
memory controller connected to two memory mod-
ules. The data bus that transmits data to and from

the DRAMsis relatively wide.It is often 64 bits wide,
and it can be much widerin high-performance sys-
tems. A dedicated address bus carries row and col-

umn addresses to the DRAMs, andits width grows
with the physical storage on a DRAM device (typical
widths today are about15 bits). A control bus is com-
posed of the row and columnstrobes,! output enable,
clock, clock enable, and other related signals, ‘These

Ja “strobe”is a signal thatindicates to the recipient that anothersignal, e.g., data or command,is present andvalid.

Netlist Ex 2034

Samsungv Netlist
IPR2022-00996



SIDE VIEW 

Controller 

TOP VIEW 

Chapter 7 OVERVIEW OF DRAMS 319 

One DRAM with eight internal BANKS, 
each of which connects to the shared 
1/0 bus. 

Memory 

Array 

One bank, 
four arrays 

One DIMM can have one RANK 
or two RANKS of DRAM on it, 
depending on its configuration. 

One DRAM bank is comprised of 
potentially many DRAM ARRAYS, 
depending on the part's configuration. 
This example shows 4 arrays, 
indicating a x4 part. 

FIGURE 7.5: DIMMs, ranks, banks, and arrays. A system has potentially many DIMMs, each of which may contain one or more 
ranks. Each rank is a set of ganged DRAM devices, each of which has potentially many banks. Each bank has potentially many 
constituent arrays, depending on the part's data width. 

Memory 
Controller 1-:::-\ 

C::f 
I > 

Chip Select2 

FIGURE 7.6: JEDEC-style memory bus organization. The figure shows a system of a memory controller and two memory modules 
with a 16-bit data bus and an 8-bit address and command bus. 

signals are similar to the address-bus signals in that 
they all connect from the memory controller to every 
DRAM in the system. Finally, there is a chip-select 
network that connects from the memory controller 
to every DRAM in a rank (a separately addressable 
set of DRAMs). For example, a memory module can 
contain two ranks of DRAM devices; for every DIMM 
in the system, there can be two separate chip-select 

networks, and thus, the size of the chip-select "bus" 
scales with the maximum amount of physical mem
ory in the system. 

This last bus, the chip-select bus, is essential 
in a JEDEC-style memory system, as it enables the 
intended recipient of a memory request. A value 
is asserted on the chip-select bus at the time of a 
request (e.g., read or write). The chip-select bus 
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One DRAMbankis comprised of
potentially many DRAM ARRAYS,
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One DIMM can have one RANK
or two RANKSof DRAM onit,
depending onits configuration.
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FIGURE 7.5: DIMMs,ranks, banks, and arrays. A system has potentially many DIMMs, each of which may contain one or more
ranks, Each rankis a set of ganged DRAM devices, each of whichhaspotentially many banks. Each bank has potentially many
constituent arrays, depending onthe part’s data width.
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FIGURE 7.6: JEDEC-style memary busorganization. The figure shows a system of a memory controller and two memory modules
with a 16-bit data bus and an 8-bit address and commandbus.

signals are similar to the address-bussignals in that networks, and thus, the size of the chip-select “bus”
theyall connect from the memorycontroller to every
DRAM in the system. Finally, there is a chip-select
network that connects from the memory controller
to every DRAM in a rank(a separately addressable
set of DRAMs). For example, a memory module can
contain two ranks of DRAM devices; for every DIMM
in the system, there can be two separate chip-select

scales with the maximum amountof physical mem-
ory in the system.

This last bus, the chip-select bus, is essential
in a JEDEC-style memory system, as it enables the
intended recipient of a memory request. A value
is asserted on the chip-select bus at the time of a
request (e.g., read or write). The chip-select bus
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A: Transaction request may be delayed in Queue 
B: Transaction request sent to Memory Controller 
C: Transaction converted to Command Sequences 

D: Command/s Sent to DRAM 
E1: Requires only a CAS or 
E2: Requires RAS + CAS or 
E3: Requires PRE + RAS + CAS 

F: Transaction sent back to CPU 

(may be queued) 

DRAM Latency = A + B + C + D + E + F 

FIGURE 7.7: System organization and the steps of a DRAM 
read. Reading data from a DRAM is not as simple as an SRAM, 
and at several of the stages the request can be stalled. 

contains a separate wire for every rank of DRAM in 
the system. The chip-select signal passes over a wire 
unique to each small set of DRAMs and enables or 
disables the DRAMs in that rank so that they, respec
tively, either handle the request currently on the bus 
or ignore the request currently on the bus. Thus, only 
the DRAMs to which the request is directed handle 
the request. Even though all DRAMs in the system 
are connected to the same address and control bus
ses and could, in theory, all respond to the same 
request at the same time, the chip-select bus pre
vents this from happening. 

Figure 7.7 focuses attention on the micropro
cessor, memory controller, and DRAM device and 
illustrates the steps involved in a DRAM request. 
As mentioned previously, a DRAM device con
nects indirectly to a microprocessor through a 
memory controller; the microprocessor connects 
to the memory controller through some form of 
network (bus, point-to-point, crossbar, etc.); and 
the memory controller connects to the DRAM 
through another network (bus, point-to-point, etc.). 
The memory controller acts as a liaison between 
the microprocessor and DRAM so that the micro
processor does not need to know the details of the 

DRAM's operation. The microprocessor presents 
requests to the memory controller that the memory 
controller satisfies. The microprocessor connects 
to potentially many memory controllers at once; 
alternatively, many microprocessors could be con
nected to the same memory controller. The simplest 
case (a uniprocessor system) is illustrated in the fig
ure. The memory controller connects to potentially 
many DRAM devices at once. In particular, DIMMs 
are the most common physical form in which con
sumers purchase DRAM, and these are small PCBs 
with a handful of DRAM devices on each. A memory 
controller usually connects to at least one DIMM 
and, therefore, multiple DRAM devices at once. 

Figure 7.7 also illustrates the steps of a typical 
DRAM read operation. After ordering and queueing 
requests, the microprocessor sends a given request 
to the memory controller. Once the request arrives at 
the memory controller, it is queued until the DRAM is 
ready and all previous and/ or higher priority requests 
have been handled. The memory controller's inter
face to the DRAM is relatively complex (compared 
to that of an SRAM, for instance); the row-address 
strobe (RAS) and column-address strobe (CAS) com
ponents are shown in detail in Figure 7 .8. Recall from 
Figure 7.3 that the capacitor lies at the intersection 
of a wordline and a bitline; it is connected to the bit
line through a transistor controlled by the wordline. 
A transistor is, among other things, a switch, and 
when the voltage on a wordline goes high, all of the 
transistors attached to that wordline become closed 
switches (turned on), connecting their respective 
capacitors to the associated bitlines. The capaci
tors at each intersection of wordline and bitline are 
extremely small and hold a number of electrons that 
are miniuscule relative to the physical characteristics 
of those bitlines. Therefore, special circuits called 
sense amplifiers are used to detect the values stored 
on the capacitors when those capacitors become 
connected to their associated bitlines. The sense 
amplifiers first precharge the bitlines to a voltage level 
that is halfway between logic level 0 and logic levell. 
When the capacitors are later connected to the bit
lines through the transistors, the capacitors change 
the voltage levels on those bitlines very slightly. The 
sense amplifiers detect the minute changes and pull 
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A: Transaction request may be delayed in Queue
B: Transaction request sent to Memory Controller
C: Transaction converted to Command Sequences

{may be queued)
D: Command/s Sent to DRAM

Ej: Requires only a CAS or
E,: Requires RAS + CAS or
Eg: Requires PRE + RAS + CAS
F: Transaction sent back to CPU

DRAM Latency =A+B+C+D+E+F 

FIGURE 7.7: System organization and the steps of a DRAM
read. Reading data from a DRAMis not as simple as an SRAM,
and at several of the stages the request can be stalled.

contains a separate wire for every rank of DRAM in
the system. The chip-select signal passes over a wire
unique to each small set of DRAMsand enables or
disables the DRAMsin that rank so thatthey, respec-
tively, either handle the request currently on the bus
or ignore the request currently on the bus. Thus, only
the DRAMsto which the request is directed handle
the request. Even though all DRAMsin the system
are connected to the same address and control bus-

ses andcould, in theory, all respond to the same
request at the same time, the chip-select bus pre-
vents this from happening.

Figure 7.7 focuses attention on the micropro-
cessor, memory controller, and DRAM device and
illustrates the steps involved in a DRAM request.
As mentioned previously, a DRAM device con-
nects indirectly to a microprocessor through a
memory controller; the microprocessor connects
to the memory controller through some form of
network (bus, point-to-point, crossbar, etc.); and
the memory controller connects to the DRAM
through another network (bus, point-to-point, etc.).
The memory controller acts as a liaison between
the microprocessor and DRAM so that the micro-
processor does not need to know the details of the

DRAM’s operation. The microprocessor presents
requests to the memory controller that the memory
controller satisfies. The microprocessor connects
to potentially many memory controllers at once;
alternatively, many microprocessors could be con-
nected to the same memory controller. The simplest
case (a uniprocessor system)is illustrated in the fig-
ure. The memory controller connects to potentially
many DRAM devices at once. In particular, DIMMs
are the most common physical form in which con-
sumers purchase DRAM,andthese are small PCBs
with a handful of DRAM devices on each. A memory
controller usually connects to at least one DIMM
and, therefore, multiple DRAM devicesat once.

Figure 7.7 also illustrates the steps of a typical
DRAM read operation. After ordering and queueing
requests, the microprocessor sends a given request
to the memorycontroller. Once the request arrives at
the memory controller, it is queued until the DRAM is
ready andall previous and/or higherpriority requests
have been handled, The memory controller's inter-
face to the DRAM is relatively complex (compared
to that of an SRAM,for instance); the row-address
strobe (RAS) and column-address strobe (CAS) com-

ponents are shown in detail in Figure 7.8. Recall from
Figure 7.3 that the capacitor lies at the intersection
of a wordline anda bitline;it is connected to thebit-

line through a transistor controlled by the wordline.
A iransistor is, among other things, a switch, and
when the voltage on a wordline goes high,all of the
transistors attached to that wordline become closed

switches (turned on), connecting their respective
capacitors to the associated bitlines. The capaci-
tors at each intersection of wordline andbitline are

extremely small and hold a numberofelectrons that
are miniuscule relative to the physical characteristics
of those bitlines. Therefore, special circuits called
sense amplifiers are used to detect the values stored
on the capacitors when those capacitors become
connected to their associated bitlines. The sense

amplifiers first precharge the bitlines to a voltage level
that is halfway betweenlogic level 0 and logic level1.
Whenthe capacitors are later connected to the bit-
lines through the transistors, the capacitors change
the voltage levels on thosebitlines very slightly. The
sense amplifiers detect the minute changes and pull
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FIGURE 7.8: The multi-phase DRAM-access protocol. The row access drives a DRAM page onto the bitlines to be sensed by the 
sense amps. The column address drives a subset of the DRAM page onto the bus (e.g., 4 bits). 

the bitline voltages all the way to logic level 0 or 1. 
Bringing the voltage on the bitlines to fully high or 
fully low, as opposed to the precharged state between 
high and low, actually recharges the capacitors as 
long as the transistors remain on. 

Returning to the steps in handling the read request. 
The memory controller must decompose the pro
vided data address into components that identify the 
appropriate rank within the memory system, the bank 
within that rank, and the row and column inside the 
identified bank. The components identifying the row 
and column are called the row address and the col
umn address. The bank identifier is typically one or 
more address bits. The rank number ends up causing 
a chip-select signal to be sent out over a single one of 
the separate chip-select lines. 

Once the rank, bank, and row are identified, the 
bitlines in the appropriate bank must be precharged 
(set to a logic level halfway between 0 and 1). Once 
the appropriate bank has been precharged, the sec
ond step is to activate the appropriate row inside the 
identified rank and bank by setting the chip-select 
signal to activate the set of DRAMs comprising the 

desired bank, sending the row address and bank 
identifier over the address bus, and signaling the 
DRAM's RAS pin (row-address strobe-the bar indi
cates that the signal is active when it is low). This tells 
the DRAM to send an entire row of data (thousands 
of bits) into the DRAM's sense amplifiers (circuits 
that detect and amplify the tiny logic signals repre
sented by the electric charges in the row's storage 
cells). This typically takes a few tens of nanoseconds, 
and the step may have already been done (the row 
or page could already be open or activated, meaning 
that the sense amps might already have valid data in 
them). 

Once the sense amps have recovered the values, 
and the bitlines are pulled to the appropriate logic 
levels, the memory controller performs the last step, 
which is to read the column (column being the name 
given to the data subset of the row that is desired), 
by setting the chip-select signal to activate the set of 
DRAMs comprising the desired bank,2 sending the 
column address and bank identifier over the address 
bus, and signaling the DRAM's CAS pin (column
address strobe-like RAS, the bar indicates that it is 

2This step is necessary for SDRAMs; it is not performed for older, asynchronous DRAMs (it is subsumed by the earlier 
chip-select accompanying the RAS). 
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FIGURE 7.8: The multi-phase DRAM-accessprotocol. The row access drives a DRAM pageontothe bitlines to be sensed by the
sense amps. The column address drives a subset of the DRAM page onto the bus(e.g., 4 bits).

the bitline voltages all the way to logic Icvel 0 or 1.
Bringing the voltage on the bitlines to fully high or
fully low, as opposedto the prechargedstate between
high and low, actually recharges the capacitors as
long as the transistors remain on.

Returningto the steps inhandling the read request.
The memory controller must decompose the pro-
vided data address into componentsthat identify the
appropriate rankwithin the memory system, the bank
within that rank, and the row and columninside the

identified bank. The components identifying the row
and column are called the row address andthe col-

umn address. The bank identifier is typically one or
more addressbits. The rank numberendsup causing
a chip-select signal to be sent out over a single one of
the separate chip-select lines.

Once the rank, bank, and row are identified, the

bitlines in the appropriate bank mustbe precharged
(set to a logic level halfway between 0 and 1). Once
the appropriate bank has been precharged, the sec-
ondstep is to activate the appropriate row inside the
identified rank and bank by setting the chip-select
signal to activate the set of DRAMs comprising the
 

desired bank, sending the row address and bank
identifier over the address bus, and signaling the
DRAM’s RAS pin (row-address strobe—the bar indi-
cates that the signalis active whenit is low). Thistells
the DRAM to send an entire row of data (thousands

of bits) into the DRAM’s sense amplifiers (circuits
that detect and amplify the tiny logic signals repre-
sented by the electric charges in the row’s storage
cells). This typically takes a few tens of nanoseconds,
and the step may have already been done (the row
or page could already be openor activated, meaning
that the sense amps might already have valid data in
them).

Once the sense amps have recovered the values,
and the bitlines are pulled to the appropriate logic
levels, the memory controller performsthelaststep,
whichis to read the column (column being the name
given to the data subset of the row that is desired),
by setting the chip-select signal to activate the set of
DRAMscomprising the desired bank,” sending the
column address and bankidentifier over the address

bus, and signaling the DRAM’s CAS pin (column-
address strobe—tike RAS, the bar indicatesthatit is

*This step is necessary for SDRAMs;it is not performedforolder, asynchronous DRAMs(it is subsumedbythe earlier
chip-select accompanying the RAS).
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active when low). This causes only a few select bits3 

in the sense amplifiers to be connected to the output 
drivers, where they will be driven onto the data bus. 
Reading the column data takes on the order of tens of 
nanoseconds. When the memory controller receives 
the data, it forwards the data to the microprocessor. 

The process of transmitting the address in two 
different steps (i.e., separately transmitted row and 
column addresses) is unlike that of SRAMs. Initially, 
DRAMs had minimal 1/0 pin counts because the 
manufacturing cost was dominated by the number 
of 1/0 pins in the package. This desire to limit 1/0 
pins has had a long-term effect on DRAM architec
ture; the address pins for most DRAMs are still multi
plexed, meaning that two different portions of a data 
address are sent over the same pins at different times, 
as opposed to using more address pins and sending 
the entire address at once. 

Most computer systems have a special signal that 
acts much like a heartbeat and is called the clock. 
A clock transmits a continuous signal with regular 
intervals of "high'' and "low" values. It is usually illus
trated as a square wave or semi-square wave with each 
period identical to the next, as shown in Figure 7.9. The 
upward portion of the square wave is called the positive 
or rising edge of the clock, and the downward portion 
of the square wave is called the negative or falling edge 
of the clock. The primary clock in a computer system is 
called the system clock or global clock, and it typically 
resides on the motherboard (the PCB that contains the 
microprocessor and memory bus). The system clock 
drives the microprocessor and memory controller and 
many of the associated peripheral devices directly. If 
the clock drives the DRAMs directly, the DRAMs are 
called synchronous DRAMs. If the clock does not drive 
the DRAMs directly, the DRAMs are called asynchro
nous DRAMs. In a synchronous DRAM, steps internal 
to the DRAM happen in time with one or more edges 
of this clock. In an asynchronous DRA.\1, operative 
steps internal to the DRAM happen when the mem
ory controller commands the DRAM to act, and those 
commands typically happen in time with one or more 
edges of the system clock. 

7 .i Evolution of the DRAM Architecture 
In the 1980s and 1990s, the conventional DRAM 

interface started to become a performance bottle
neck in high-performance as well as desktop systems. 
The improvement in the speed and performance of 
microprocessors was significantly outpacing the 
improvement in speed and performance of DR&\1 
chips. As a consequence, the DRA.\1 interface began 
to evolve, and a number of revolutionary proposals 
[Przybylski 1996] were made as well. In most cases, 
what was considered evolutionary or revolutionary 
was the proposed interface (the mechanism by which 
the microprocessor accesses the DRAM). The DRAM 
core (i.e., what is pictured in Figure 7.3) remains 
essentially unchanged. 

Figure 7.10 shows the evolution of the basic DRAM 
architecture from clocked to the conventional asyn
chronous to fast page mode (FPM) to extended data
out (EDO) to burst-mode EDO (BEDO) to synchronous 
(SDRAM). The figure shows each as a stylized DRAM 
in terms of the memory array, the sense amplifiers, 
and the column multiplexer (as well as additional 
components if appropriate). 

As far as the first evolutionary path is concerned 
(asynchronous through SDRAM), the changes have 
largely been structural in nature, have been rela
tively minor in terms of cost and physical imple
mentation, and have targeted increased throughput. 
Since SDRAM, there has been a profusion of designs 
proffered by the DRAM industry, and we lump these 
new DRAMs into two categories: those target
ing reduced latency and those targeting increased 
throughput. 

7.!.1 Structural Modifications Targeting 
Throughput 

Compared to the conventional DRAM, FPM simply 
allows the row to remain open across multiple CAS 
commands, requiring very little additional circuitry. 
To this, EDO changes the output drivers to become 
output latches so that they hold the data valid on the 

3one bit in a "xl" DRAM, two bits in a "x2" DRAM, four bits in a "x4" DRAM, etc. 
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FIGURE 7.9: Example clock signals. Clocks are typically shown as square waves (bottom) or sort of square waves (top). They 
repeat ad infinitum, and the repeating shape is called a clock cycle. The two clocks pictured above have the same frequency-the 
number of cycles in a given time period. 
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FIGURE 7.10: Evolution of the DRAM architecture. To the original DRAM design, composed of an array, a block of sense amps, 
and a column multiplexor, the fast page mode {FPM) design adds the ability to hold the contents of the sense amps valid over 
multiple column accesses. To the FPM design, extended data-out (EDO) design adds an output latch after the column multi
plexor, To the EDO design, the burst EDO (BEDO) design adds a counter that optionally drives the column-select address latch, 
To the BEDO design, the synchronous DRAM (SDRAM) design adds a clock signal that drives both row-select and column-select 
circuitry (not just the column-select address latch). 
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bus for a longer period of time. To this, BEDO adds 
an internal counter that drives the address latch so 
that the memory controller does not need to supply 
a new address to the DRAM on every CAS command 
if the desired address is simply one off from the pre
vious CAS command. Thus, in BEDO, the DRAM's 
column-select circuitry is driven from an internally 
generated signal, not an externally generated signal; 
the source of the control signal is close to the cir
cuitry that it controls in space and therefore time, 
and this makes the timing of the circuit's activation 
more precise. Finally, SDRAM takes this perspective 
one step further and drives all internal circuitry (row 
select, column select, data read-out) by a clock, as 
opposed to the RAS and CAS strobes. The following 
paragraphs describe this evolution in more detail. 

Clocked DRAM 
The earliest DRAMs (1960s to mid-1970s, before 

de facto standardization) were often clocked [Rho
den 2002, Sussman 2002, Padgett and Newman 1974]; 
DRAM commands were driven by a periodic clock sig
nal. Figure 7.10 shows a stylized DRAM in terms of the 
memory array, the sense amplifiers, and the column 
multiplexer. 

The Conventional Asynchronous DRAM 
In the mid-1970s, DRAMs moved to the asynchro

nous design with which most people are familiar. 
These DRAMs, like the clocked versions before them, 
require that every single access go through all of 
the steps described previously: for every access, the 
bitlines need to be precharged, the row needs to be 
activated, and the column is read out after row acti
vation. Even if the microprocessor wants to request 
the same data row that it previously requested, the 
entire process (row activation followed by column 
read/write) must be repeated. Once the column 
is read, the row is deactivated or closed, and the 
bitlines are precharged. For the next request, the 
entire process is repeated, even if the same datum 
is requested twice in succession. By convention and 

circuit design, both RAS and CAS must rise in uni
son. For example, one cannot hold RAS low while 
toggling CAS. Figure 7.11 illustrates the timing for 
the conventional asynchronous DRAM. 

Fast Page Mode DRAM (FPM DRAM) 
FPM DRA.i\1 implements page mode, an improve

ment on conventional DRAM in which the row address 
is held constant and data from multiple columns is 
read from the sense amplifiers. This simply lifts the 
restriction described in the previous paragraph: the 
memory controller may hold HAS low while toggling 
CAS, thereby creating a de facto cache out of the data 
held active in the sense amplifiers. The data held 
in the sense amps form an "open page" that can be 
accessed relatively quickly. This speeds up successive 
accesses to the same row of the DRAM core, as is very 
common in computer systems (the term is locality 
of reference and indicates that oftentimes memory 
requests that are nearby in time are also nearby in the 
memory-address space and would therefore likely 
lie within the same DRAM row). Figure 7.12 gives the 
timing for FPM reads. 

Extended Data-Out DRAM (EDO DRAM) 
EDO DRAM, sometimes referred to as hyper-page 

mode DRA.l\1, adds a few transistors to the output 
drivers of an FPM DRAM to create a latch between 
the sense amps and the output pins of the DRAM. 
This latch holds the output pin state and permits the 
CAS to rapidly deassert, allowing the memory array to 
begin precharging sooner. In addition, the latch in the 
output path also implies that the data on the outputs 
of the DRAM circuit remain valid longer into the next 
clock phase, relative to previous DRAM architectures 
(thus the name "extended data-out"). By permitting 
the memory array to begin precharging sooner, the 
addition of a latch allows EDO DRAM to operate 
faster than FPM DRAM. EDO enables the micropro
cessor to access memory at least 10 to 15% faster than 
with FPM [Kingston 2000, Cuppu et al. 1999, 2001]. 
Figure 7.13 gives the timing for an EDO read. 
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FIGURE 7.11: Read timing for the asynchronous DRAM. 
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FIGURE 7.12: FPM read timing. The FPM allows the DRAM controller to hold a row constant and receive multiple columns in rapid 
succession. 

Data Transfer 

FIGURE 7.13: EDO read timing. The output latch in EDO DRAM allows more overlap between column access and data transfer 
than in FPM. 
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FIGURE 7.13: EDO read timing. The output latch in EDO DRAM allows more overlap between column access and data transfer
than in FPM.
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Burst-Mode EDO DRAM (BEDO DRAM) 
Although BEDO DRAM never reached the volume 

of production that EDO and SDRAM did, it was posi
tioned to be the next-generation DRAM after EDO 
[Micron 1995]. BEDO builds on EDO DRAM by add
ing the concept of "bursting" contiguous blocks of 
data from an activated row each time a new column 
address is sent to the DRAM chip. An internal coun
ter was added that first accepts the incoming address 
and then increments that value on every successive 
toggling of CAS, driving the incremented value into 
the column-address latch. With each toggle of the 
CAS, the DRAM chip sends the next sequential col
umn of data onto the bus. In previous DRAMs, the 
column-address latch was driven by an externally 
generated address signal. By eliminating the need 
to send successive column addresses over the bus to 
drive a burst of data in response to each microproces
sor request, BEDO eliminates a significant amount of 
timing uncertainty between successive addresses, 
thereby increasing the rate at which data can be rea:d 
from the DRAM. In practice, the minimum cycle time 
for driving the output bus was reduced by roughly 
30% compared to EDO DRAM [Prince 2000], thereby 
increasing bandwidth proportionally. Figure 7.14 
gives the timing for a BEDO read. 

IBM's High-Speed Toggle Mode DRAM 
IBM's High-Speed Toggle Mode ("toggle mode") is a 

high-speed DRAM interface designed and fabricated in 
the late 1980s and presented at the International Solid
State Circuits Conference in February 1990 [Kalter et al. 
1990a]. In September 1990, IBM presented toggle mode 
to JEDEC as an option for the next-generation DRAM 
architecture (minutes of JC-42.3 meeting 55). Toggle 
mode transmits data to and from a DRAM on both edges 
of a high-speed data strobe rather than transferring 
data on a single edge of the strobe. The strobe was very 
high speed for its day; Kalter reports a 10-ns data cycle 
time-an effective 100 MHz data rate-in 1990 [Kalter 

et al. 1990b]. The term "toggle" is probably derived from 
its implementation: to obtain twice the normal data 
rate,4 one would toggle a signal pin which would cause 
the DRAM to toggle back and forth between two differ
ent (interleaved) output buffers, each of which would 
be pumping data out at half the speed of the strobe 
[Kalter et al. 1990b]. As proposed to JEDEC, it offered 
burst lengths of 4 or 8 bits of data per memory access. 

Synchronous DRAM (SDRAM) 
Conventional, PPM, and EDO DRAM are con

trolled asynchronously by the memory controller. 
Therefore, in theory, the memory latency and data 
toggle rate can be some fractional number of micro
processor clock cycles.5 More importantly, what 
makes the DRAM asynchronous is that the memory 
controller's RAS and CAS signals directly control 
latches internal to the DRAM, and those signals can 
arrive at the DRAM's pins at any time. An alternative 
is to make the DRAM interface synchronous such 
that requests can only arrive at regular intervals. 
This allows the latches internal to the DRAM to be 
controlled by an internal clock signal. The primary 
benefit is similar to that seen in BEDO: by associat
ing all data and control transfer with a clock signal, 
the timing of events is made more predictable. Such 
a scheme, by definition, has less skew. Reduction in 
skew means that the system can potentially achieve 
faster turnaround on requests, thereby yielding 
higher throughput. A timing diagram for synchro
nous DRAM is shown in Figure 7.15. Like BEDO 
DRAMs, SDRAMs support the concept of a burst 
mode; SDRAM devices have a programmable regis
ter that holds a burst length. The DRAM uses this to 
determine how many columns to output over suc
cessive cycles; SDRAM may therefore return many 
bytes over several cycles per request. One advan
tage of this is the elimination of the timing signals 
(i.e., toggling CAS) for each successive burst, which 

4The term "normal" implies the data cycling at half the data -strobe rate. 
5rn practice, this is not the case, as the memory controller and DRAM subsystem are driven by the system clock, which 
typically has a period that is an integral multiple of the microprocessor's clock. 
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reduces the command bandwidth used. The under
lying architecture of the SDRAM core is the same as 
in a conventional DRAM. 

The evolutionary changes made to the DRAM 
interface up to and including BEDO have been rela
tively inexpensive, especially when considering the 
pay-off: FPM was essentially free compared to the 
conventional design, EDO simply added a latch, 
and BEDO added a counter and mux. Each of these 
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evolutionary changes added only a small amount of 
logic, yet each improved upon its predecessor by as 
much as 30% in terms of system performance [Cuppu 
etal.l999, 2001]. ThoughSDRAMrepresentedamore 
significant cost in implementation and offered no 
performance improvement over BEDO at the same 
clock speeds, 6 the presence of a source-synchronous 
data strobe in its interface (in this case, the global 
clock signal) would allow SDRAM to scale to much 

Transfer Overlap 

Data Transfer 

FIGURE 7.14: BEDO read timing. By driving the column-address latch from an internal counter rather than an external signal, the 
minimum cycle time for driving the output bus was reduced by roughly 30% over EDO. 

FIGURE 7.15: SDR SDRAM read operation clock diagram (CAS-2). 
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6By some estimates, BEDO actually had higher performance than SDRAM [Williams 2001]. 
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evolutionary changes addedonly a small amount of
logic, yet each improved upon its predecessor by as
muchas 30% in terms of systemperformance [Cuppu
etal. 1999, 2001]. Though SDRAM represented a more
significant cost in implementation and offered no
performance improvement over BEDO at the same
clock speeds,® the presence of a source-synchronous
data strobe in its interface (in this case, the global
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FIGURE 7.15: SDR SDRAM readoperation clock diagram (CAS-2).
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higher switching speeds more easily than the earlier 
asynchronous DRAM interfaces such as FPM and 
ED0.7 Note that this benefit applies to any inter
face with a source-synchronous data strobe signal, 
whether the interface is synchronous or asynchro
nous, and therefore, an asynchronous burst-mode 
DRAM with source-synchronous data strobe could 
have scaled to higher switching speeds just as 
easily-witness the February 1990 presentation of 
a working 100-MHz asynchronous burst-mode part 
from IBM, which used a dedicated pin to transfer the 
source-synchronous data strobe [Kalter 1990a, b]. 

7.2.2 Interface Modifications Targeting 
Throughput 

Since the appearance of SDRA1'vl in the mid-1990s, 
there has been a large profusion of novel DRAM archi
tectures proposed in an apparent attempt by DRAM 
manufacturers to make DRAM less of a commodity 
[Dipert 2000]. One reason for the profusion of com pet
ing designs is that we have apparently run out of the 
same sort of "free" ideas that drove the earlier DRAM 
evolution. Since BEDO, there has been no architecture 
proposed that provides a 30% performance advantage 
at near-zero cost; all proposals have been relatively 
expensive. As Dipert suggests, there is no clear heads
above-the-restwinneryet because many schemes seem 
to lie along a linear relationship between additional 
cost of implementation and realized performance gain. 
Overtime, the marketwillmostlikely decide the winner; 

Bus Clock 

9-bit Shared Bus [0:8] 

req. ty~ck size 
address 

(row+ column) 

those DRAM proposals that provide sub-linear perfor
mance gains relative to their implementation cost will 
be relegated to zero or near-zero market share. 

Rambus DRAM (RDRAM, Concurrent RDRAM, 
and Direct RDRAM) 

Rambus DRAM (RDRAM) is very different from 
traditional main memory. It uses a bus that is signifi
cantly narrower than the traditional bus, and, at least 
in its initial incarnation, it does not use dedicated 
address, control, data, and chip-select portions of the 
bus. Instead, the bus is fully multiplexed: the address, 
control, data, and chip-select information all travel 
over the same set of electrical wires but at differ
ent times. The bus is 1 byte wide, runs at 250 Mhz, 
and transfers data on both clock edges to achieve a 
theoretical peak bandwidth of 500 MB!s. Transac
tions occur on the bus using a split request/response 
protocol. The packet transactions resemble network 
request/response pairs: first an address/control 
packet is driven, which contains the entire address 
(row address and column address), and then the data 
is driven. Different transactions can require differ
ent numbers of cycles, depending on the transaction 
type, location of the data within the device, number 
of devices on the channel, etc. Figure 7.16 shows a 
typical read transaction with an arbitrary latency. 

Because of the bus's design-being a single bus 
and not composed of separate segments dedicated 
to separate functions-only one transaction can use 

data packet 

FIGURE 7.16: Rambus read clock diagram for block size 16. The original Rambus design (from the 1990 patent application) had 
but a single bus multiplexed between data and address/control. The request packet is six "cycles," where a cycle is one beat of 
a cycle, not one full period of a cycle. 

7Making an interface synchronous is a well-known technique to simplify the interface and to ease scaling to higher switching 
speeds [Stone 1982]. 
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higher switching speeds moreeasily than the earlier
asynchronous DRAM interfaces such as FPM and
EDO.’ Note that this benefit applies to any inter-
face with a source-synchronous data strobe signal,
whether the interface is synchronous or asynchro-
nous, and therefore, an asynchronous burst-mode
DRAM with source-synchronous data strobe could
have scaled to higher switching speeds just as
easily—witness the February 1990 presentation of
a working 100-MHz asynchronous burst-modepart
from IBM,which useda dedicated pin to transfer the
source-synchronous data strobe [Kalter 1990a, bj.

7.2.2 Interface Modifications Targeting
Throughput

Since the appearance of SDRAM in the mid-1990s,
there has been a large profusion of novel DRAM archi-
tectures proposed in an apparent attempt by DRAM
manufacturers to make DRAM less of a commodity
[Dipert 2000]. One reason for the profusion of compet-
ing designs is that we have apparently run out of the
same sort of “free” ideas that drove the earlier DRAM

evolution. Since BEDO,there has been no architecture

proposed that provides a 30% performance advantage
at near-zero cost; all proposals have been relatively
expensive. As Dipert suggests, there is no clear heads-
above-the-restwinneryetbecause manyschemes seem
to lie along a linear relationship between additional
cost ofimplementation and realized performancegain.
Overtime, the marketwillmostlikelydecide thewinner;

those DRAM proposals that provide sub-linear perfor-
mancegainsrelative to their implementation cost will
be relegated to zero or near-zero marketshare.

Rambus DRAM (RDRAM, Concurrent RDRAM,
and Direct RDRAM)

Rambus DRAM (RDRAM)is very different from
traditional main memory. It usesa busthatis signifi-
cantly narrower than thetraditional bus, and,at least
in its initial incarnation, it does not use dedicated

address, control, data, and chip-select portions ofthe
bus. Instead, the busis fully multiplexed: the address,
control, data, and chip-select information all travel
over the same set of electrical wires but at differ-

ent times. The bus is 1 byte wide, runs at 250 Mhz,
and transfers data on both clock edges to achieve a
theoretical peak bandwidth of 500 MB/s. Transac-
tions occur on the bususingasplit request/response
protocol. The packet transactions resemble network
request/response pairs: first an address/control
packet is driven, which contains the entire address
(row address and column address), and then the data

is driven. Different transactions can require differ-
ent numbersof cycles, depending on the transaction
type, location of the data within the device, number
of devices on the channel, etc. Figure 7.16 shows a
typical read transaction with an arbitrary latency.

Because of the bus’s design—being a single bus
and not composed of separate segments dedicated
to separate functions—only one transaction can use
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FIGURE 7.16: Rambus read clock diagram for block size 16. The original Rambus design (from the 1990 patent application) had
but a single bus multiplexed between data and address/control. The request packetis six “cycles,” where a cycle is one beat of
a cycle, not one full period of a cycle.
 

“Making an interface synchronousis awell-known techniqueto simplify the interface andto ease scaling to higher switching
speeds[Stone 1982].
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the bus during any given cycle. This limits the bus's 
potential concurrency (its ability to do multiple things 
simultaneously). Due to this limitation, the original 
RDRAM design was not considered well suited to the 
PC main memory market [Przybylski 1996], and the 
interface was redesigned in the mid-1990s to support 
more concurrency. 

Specifically, with the introduction of "Concurrent 
RDRAM," the bus was divided into separate address, 
command, and data segments reminiscent of a 
JEDEC-style DRAM organization. The data segment of 
the bus remained 1 byte wide, and to this was added a 
1-bit address segment and a 1-bit control segment. By 
having three separate, dedicated segments of the bus, 
one could perform potentially three separate, simul
taneous actions on the bus. This divided and dedicated 
arrangement simplified transaction scheduling and 
increased performance over RDRAM accordingly. Note 
that at this point, Rambus also moved to a four clock 
cycle period, referred to as an octcycle. Figure 7.17 
gives a timing diagram for a read transaction. 

One of the few limitations to the "Concurrent" 
design was that the data bus sometimes carried a 
brief packet of address information, because the 
1-bit address bit was too narrow. This limitation has 
been removed in Ram bus' latest DRAMs. The divided 
arrangement introduced in Concurrent RDRAM has 
been carried over into the most recent incarnation of 

4cycles -
' Address , 

(1 bit) ' 

' ' 
Data- DQ I Bank/ I 

(8 or 9 bits) Row 
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RDRAM, called "Direct RDRAM," which increases the 
width of the data segment to 2 bytes, the width of the 
address segment to 5 bits, and the width of the control 
segment to 3 bits. These segments remain separate 
and dedicated-similar to a JEDEC-style organiza
tion-and the control and address segments are 
wide enough that the data segment of the bus never 
needs to carry anything but data, thereby increas
ing data throughput on the channel. Bus operating 
speeds have also changed over the years, and the lat
est designs are more than double the original speeds 
(500 MHz bus frequency). Each half-row buffer in 
Direct RDRAM is shared between adjacent banks, 
which implies that adjacent banks cannot be active 
simultaneously. This organization has the result of 
increasing the row buffer miss rate as compared to 
having one open row per bank, but it reduces the cost 
by reducing the die area occupied by the row buffers, 
compared to 16 full row buffers. Figure 7.18 gives a 
timing diagram for a read operation. 

Double Data Rate DRAM (DDR SDRAM) 
Double data rate (DDR) SDRAM is the modern 

equivalent of IBM's High-Speed Toggle Mode. DDR 
doubles the data bandwidth available from single 
data rate SDRAM by transferring data at both edges 
of the clock (i.e., both the rising edge and the falling 

Transfer Overlap 

Column Read 

FIGURE 7.17: Concurrent RDRAM read operation. Concurrent RDRAMs transfer on both edges of a fast clock and use a 1-byte 
data bus multiplexed between data and addresses. 
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the bus during any given cycle. This limits the bus’s
potential concurrency (its ability to do multiple things
simultaneously). Due to this limitation, the original
RDRAM design wasnot considered well suited to the
PC main memory market [Przybylski 1996], and the
interface was redesigned in the mid-1990s to support
more concurrency.

Specifically, with the introduction of “Concurrent
RDRAM,”the bus was divided into separate address,
command, and data segments reminiscent of a
JEDEC-style DRAM organization. The data segmentof
the bus remained1 byte wide, and to this was added a
1-bit address segmentanda 1-bit control segment. By
having three separate, dedicated segmentsof the bus,
one could perform potentially three separate, simul-
taneousactionson the bus. This divided and dedicated

arrangement simplified transaction scheduling and
increased performance over RDRAM accordingly. Note
that at this point, Rambus also movedto a four clock
cycle period, referred to as an octcycle. Figure 7.17
gives a timing diagram for a read transaction.

One of the few limitations to the “Concurrent”

design was that the data bus sometimes carried a
brief packet of address information, because the
1-bit address bit was too narrow. This limitation has
been removed in Rambus’ latest DRAMs. The divided

arrangement introduced in Concurrent RDRAM has
been carried over into the most recent incarnation of
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RDRAM,called “Direct RDRAM,” which increases the

width of the data segmentto 2 bytes, the width of the
address segmentto 5 bits, and thewidth ofthe control
segment to 3 bits. These segments remain separate
and dedicated—similar to a JEDEC-style organiza-
tion—and the control and address segments are
wide enough that the data segmentof the bus never
needs to carry anything but data, thereby increas-
ing data throughput on the channel. Bus operating
speeds have also changed overthe years, andthe lat-
est designs are more than double the original speeds
(500 MHz bus frequency). Each half-row buffer in
Direct RDRAM is shared between adjacent banks,
which implies that adjacent banks cannot beactive
simultaneously. This organization has the result of
increasing the row buffer miss rate as compared to
having one open row perbank, but it reduces the cost
by reducing the die area occupied by the row buffers,
compared to 16 full row buffers. Figure 7.18 gives a
timing diagram for a read operation.

Double Data Rate DRAM (DDR SDRAM)
Double data rate (DDR) SDRAM is the modern

equivalent of IBM’s High-Speed Toggle Mode. DDR
doubles the data bandwidth available from single
data rate SDRAM bytransferring data at both edges
of the clock (i.e,, both the rising edge and the falling
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FIGURE 7.17: Concurrent RDRAM read operation. Concurrent RDRAMstransfer on both edges of a fast clock and use a 1-byte
data bus multiplexed between data and addresses.
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FIGURE 7.18: Direct Rambus read clock diagram. Direct RDRAMs transfer on both edges of a fast clock and use a 2-byte data 
bus dedicated to handling data only. 

edge), much like the toggle mode's dual-edged clock
ing scheme. DDR SDRAM is very similar to single 
data rate SDRAM in all other characteristics. They 
use the same signaling technology, the same inter
face specification, and the same pin-outs on the 
DIMM carriers. However, DDR SDRAM's internal 
transfers from and to the SDRAM array, respec
tively, read and write twice the number of bits as 
SDRAM. Figure 7.19 gives a timing diagram for a 
CAS-2 read operation. 

7.!.3 Structural Modifications Targeting 
Latency 

The following DRAM offshoots represent attempts 
to lower the latency of the DRAM part, either by 
increasing the circuit's speed or by improving the 
average latency through caching. 

Virtual Channel Memory (VCDRAM) 
Virtual channel adds a substantial SRAM cache to 

the DRAM that is used to buffer large blocks of data 
(called segments) that might be needed in the future. 
The SRAM segment cache is managed explicitly by 
the memory controller. The design adds a new step in 
the DRAM-access protocol: a row activate operation 
moves a page of data into the sense amps; "prefetch'' 
and "restore" operations (data read and data write, 
respectively) move data between the sense amps 
and the SRAM segment cache one segment at a time; 
and column read or write operations move a column 
of data between the segment cache and the output 

buffers. The extra step adds latency to read and write 
operations, unless all of the data required by the 
application fits in the SRAM segment cache. 

Enhanced SDRAM (ESDRAM) 
Like EDO DRAM, ESDRAM adds an SRAM latch 

to the DRAM core, but whereas EDO adds the latch 
after the column mux, ESDRAM adds it before the 
column mux. Therefore, the latch is as wide as a 
DRAM page. Though expensive, the scheme allows 
for better overlap of activity. For instance, it allows 
row precharge to begin immediately without hav
ing to close out the row (it is still active in the SRAM 
latch). In addition, the scheme allows a write-around 
mechanism whereby an incoming write can proceed 
without the need to close out the currently active 
row. Such a feature is useful for write-back caches, 
where the data being written at any given time is 
not likely to be in the same row as data that is cur
rently being read from the DRAM. Therefore, han
dling such a write delays future reads to the same 
row. In ESDRAM, future reads to the same row are 
not delayed. 

MoSys 1T-SRAM 
MoSys, i.e., Monolithic System Technology, has 

created a "!-transistor SRAM" (which is not really 
possible, but it makes for a catchy name). Their 
design wraps an SRAM interface around an extremely 
fast DRAM core to create an SRAM -compatible part 
that approaches the storage and power consumption 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 

330 Memory Systems: Cache, DRAM,Disk 

Fourcycles—_

i
‘
'
1
1
'
'
'
t

1 1 l
ROW ' ' '
(3 bits) ' ' '' ' \

\ ' 1

COL
{5 bits)

DATA
(16 bits)

1 ‘ 1
1 ‘ 1
' 1 '
' 1 '

1

; ;

;

;

‘
'
t
1
‘
' 
 

FIGURE 7.18: Direct Rambus read clock diagram. Direct RDRAMstransfer on both edges of a fast clock and use a 2-byie data
bus dedicated to handling data only.

edge), muchlike the toggle mode's dual-edged clock-
ing scheme. DDR SDRAM is very similar to single
data rate SDRAM in all other characteristics. They
use the samesignaling technology, the sameinter-
face specification, and the same pin-outs on the
DIMM carriers. However, DDR SDRAM’s internal

transfers from and to the SDRAM array, respec-
tively, read and write twice the numberof bits as
SDRAM. Figure 7.19 gives a timing diagram for a
CAS-2 read operation.

7.2.3 Structural Modifications Targeting
Latency

The following DRAM offshoots represent attempts
to lower the latency of the DRAM part, either by
increasing the circuit's speed or by improving the
average latency through caching.

Virtual Channel Memory (WCDRAM)
Virtual channel adds a substantial SRAM cache to

the DRAMthatis used to buffer large blocks of data
(called segments) that might be neededin thefuture.
‘The SRAM segment cache is managed explicitly by
the memorycontroller. The design adds anewstep in
the DRAM-accessprotocol: a row activate operation
movesa pageof data into the sense amps; “prefetch”
and “restore” operations (data read and data write,
respectively) move data between the sense amps
and the SRAM segment cache one segmentat a time;
and column reador write operations move a column
of data between the segment cache and the output

buffers. The extra step adds latency to read and write
operations, unless all of the data required by the
application fits in the SRAM segmentcache.

Enhanced SDRAM (ESDRAM)
Like EDO DRAM, ESDRAM adds an SRAM latch

to the DRAM core, but whereas EDO addsthelatch

after the column mux, ESDRAM addsit before the
column mux. Therefore, the latch is as wide as a

DRAM page. Though expensive, the scheme allows
for better overlap of activity. For instance, it allows
row precharge to begin immediately without hav-
ing to close out the row(it is still active in the SRAM
latch). In addition, the schemeallows awrite-around

mechanism whereby an incomingwrite can proceed
without the need to close out the currently active
row. Such a feature is useful for write-back caches,

where the data being written at any given timeis
notlikely to be in the same row asdata that is cur-
rently being read from the DRAM.Therefore, han-
dling such a write delays future reads to the same
row. In ESDRAM,future reads to the same row are

not delayed.

MoSys 1T-SRAM
MoSys, i.e, Monolithic System Technology, has

created a “l-transistor SRAM” (which is not really
possible, but it makes for a catchy name). Their
design wraps an SRAM interface around an extremely
fast DRAM core to create an SRAM-compatible part
that approachesthe storage and power consumption
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Transfer Overlap 

Data Transfer 

FIGURE 7.19: DDR SDRAM read timing (CAS-2). DDR SDRAMs use both a clock and a source-synchronous data strobe (DQS) to 
achieve high data rates. DQS is used by the DRAM to sample incoming write data; it is typically ignored by the memory controller 
on DRAM reads. 

characteristics of a DRAM, while simultaneously 
approaching the access-time characteristics of an 
SRAM. The fast DRAM core is made up of a very 
large number of independent banks; decreasing 
the size of a bank makes its access time faster, but 
increasing the number of banks complicates the 
control circuitry (and therefore cost) and decreases 
the part's effective density. No other DRAM manu
facturer has gone to the same extremes as MoSys to 
create a fast core, and thus, the MoSys DRAM is the 
lowest latency DRAM in existence. However, its den
sity is low enough that OEMs have not yet used it in 
desktop systems in any significant volume. Its niche 
is high-speed embedded systems and game systems 
(e.g., Nintendo GameCube). 

Reduced Latency DRAM (RLDRAM) 
Reduced latency DRAM (RLDRAM) is a fast DRAM 

core that has no DIMM specification: it must be used 
in a direct-to-memory-controller environment (e.g., 
inhabiting a dedicated space on the motherboard). 
Its manufacturers suggest its use as an extremely 
large off-chip cache, probably at a lower spot in the 
memory hierarchy than any SRAM cache. Interfacing 
directly to the chip, as opposed to through a DIMM, 

decreases the potential for clock skew, thus the part's 
high-speed interface. 

Fast Cycle DRAM (FCRAM) 
Fujitsu's fast cycle RAM (FCRAM) achieves a low

latency data access by segmenting the data array into 
subarrays, only one of which is driven during a row 
activate. This is similar to decreasing the size of an 
array, thus its effect on access time. The subset of the 
data array is specified by adding more bits to the row 
address, and therefore the mechanism is essentially 
putting part of the column address into the row acti
vation (e.g., moving part of the column-select func
tion into row activation). As opposed to RLDRAM, 
the part does have a DIMM specification, and it has 
the highest DIMM bandwidth available, in the DRAM 
parts surveyed. 

7 .2.4 Rough Comparison of Recent DRAMs 
Latter-day advanced DRAM designs have 

abounded, largely because of the opportunity to 
appeal to markets asking for high performance 
[Dipert 2000] and because engineers have evidently 
run out of design ideas that echo those of the early
on evolution; that is, design ideas that are relatively 
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FIGURE 7.19: DDR SDRAM read timing (CAS-2). DDR SDRAMsuse both a clock and a source-synchronousdata strobe (DQS) to
achieve high data rates. DQS is used by the DRAM to sample incoming write data;it is typically ignored by the memory controller
on DRAM reads.

characteristics of a DRAM, while simultaneously
approaching the access-time characteristics of an
SRAM. The fast DRAM core is made up of a very
large number of independent banks; decreasing
the size of a bank makes its access time faster, but
increasing the number of banks complicates the
control circuitry (and therefore cost) and decreases
the part's effective density. No other DRAM manu-
facturer has gone to the same extremes as MoSys to
create a fast core, and thus, the MoSys DRAM is the
lowest latency DRAM in existence. However, its den-
sity is low enough that OEMshavenotyet usedit in
desktop systems in any significant volume.Its niche
is high-speed embedded systems and game systems
(e.g., Nintendo GameCube).

Reduced Latency DRAM (RLDRAM)
Reduced latency DRAM (RLDRAM)is a fast DRAM

core that has no DIMMspecification: it must be used
in a direct-to-memory-controller environment(e.g.,
inhabiting a dedicated space on the motherboard).
Its manufacturers suggest its use as an extremely
large off-chip cache, probably at a lower spot in the
memory hierarchy than any SRAM cache.Interfacing
directly to the chip, as opposed to through a DIMM,

decreases the potential for clock skew, thus the part’s
high-speed interface.

Fast Cycle DRAM (FCRAM)
Fujitsu’s fast cycle RAM (FCRAM) achieves a low-

latency data access by segmentingthe data array into
subatrays, only one of which is driven during a row
activate. This is similar to decreasing the size of an
array, thusits effect on access time. The subset of the
data array is specified by adding morebits to the row
address, and therefore the mechanism is essentially
putting part of the column address into the row acti-
vation (e.g., moving part of the column-select func-
tion into row activation). As opposed to RLDRAM,
the part does have a DIMMspecification, and it has
the highest DIMM bandwidthavailable, in the DRAM
parts surveyed.

7.2.4 Rough Comparison of Recent DRAMs

Latter-day advanced DRAM designs have
abounded, largely because of the opportunity to
appeal to markets asking for high performance
[Dipert 2000] and because engineers have evidently
run out of design ideas that echo those of the early-
on evolution; that is, design ideas that are relatively
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inexpensive to implement and yet yield tremendous 
performance advantages. The DRAM industry tends 
to favor building the simplest design that achieves 
the desired benefits [Lee 2002, DuPreez 2002, Rhoden 
2002]. Currently, the dominant DRAM in the high
performance design arena is DDR. 

7.3 Modern-Day DRAM Standards 
DRAM is a commodity; in theory, any DR&\1 chip 

or DIMM is equivalent to any other that has similar 
specifications (width, capacity, speed grade, inter
face, etc.). The standard-setting body that governs 
this compatibility is JEDEC, an organization for
merly known as the Joint Electron Device Engineer
ing Council. Following a recent marketing decision 
reminiscent of Kentucky Fried Chicken's move to 
be known as simply "KFC," the organization is now 
known as the "JEDEC" Solid-State Technology Asso
ciation. Working within the Electronic Industries 
Alliance (EIA), JEDEC covers the standardization 
of discrete semiconductor devices and integrated 
circuits. The work is done through 48 committees 
and their constituent subcommittees; anyone can 
become a member of any committee, and so any 
individual or corporate representative can help to 
influence future standards. In particular, DRAM 
device standardization is done by the 42.3 subcom
mittee (JC-42.3). 

7.3.1 Salient Features of JEDEC's SDRAM 
Technology 

JEDEC SDRAMs use the traditional DRAM -system 
organization, described earlier and illustrated in 
Figure 7.6. There are four different busses, with 
each classified by its function-a "memory bus" 
in this organization is actually composed of sepa
rate (1) data, (2) address, (3) control, and (4) chip
select busses. Each of these busses is dedicated to 
handle only its designated function, except in a few 
instances, for example, when control information 
is sent over an otherwise unused address bus wire. 
(1) The data bus is relatively wide: in modern PC 

systems, it is 64 bits wide, and it can be much wider 
in high-performance systems. (2) The width of the 
address bus grows with the number of bits stored in 
an individual DRAM device; typical address busses 
today are about 15 bits wide. (3) A control bus is com
posed of the row and column strobes, output enable, 
clock, clock enable, and other similar signals that 
connect from the memory controller to every DRAM 
in the system. (4) Finally, there is a chip-select net
work that uses one unique wire per DRAM rank in the 
system and thus scales with the maximum amount of 
physical memory in the system. Chip select is used 
to enable ranks of DRAMs and thereby allow them to 
read commands off the bus and read/write data off/ 
onto the bus. 

The primary difference between SDRAMs and 
earlier asynchronous DRAMs is the presence in the 
system of a clock signal against which all actions 
(command and data transmissions) are timed. 
Whereas asynchronous DRAMs use the RAS and 
CAS signals as strobes-that is, the strobes directly 
cause the DRAM to sample addresses and/ or data off 
the bus-SDRAMs instead use the clock as a strobe, 
and the RAS and CAS signals are simply commands 
that are themselves sampled off the bus in time with 
the clock strobe. The reason for timing transmis
sions with a regular (i.e., periodic) free-running clock 
instead of the less regular RAS and CAS strobes was 
to achieve higher dates more easily; when a regular 
strobe is used to time transmissions, timing uncer
tainties can be reduced, and therefore data rates can 
be increased. 

Note that any regular timing signal could be 
used to achieve higher data rates in this way; a free
running clock is not necessary [Lee 2002, Rhoden 
2002, Karabotsos 2002, Baker 2002, Macri 2002]. In 
DDR SDRAMs, the clock is all but ignored in the data 
transfer portion of write requests: the DRAM samples 
the incoming data with respect not to the clock, but 
instead to a separate, regular signal known as DQS 
[Lee 2002, Rhoden 2002, Macri 2002, Karabotsos 
2002, Baker 2002]. The implication is that a free-run
ning clock could be dispensed with entirely, and the 
result would be something very close to IBM's tog
gle mode. 
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Single Data Rate SDRAM 
Single data rate SDRAM use a single-edged clock 

to synchronize all information; that is, all transmis
sions on the various busses (control, address, data) 
begin in time with one edge of the system clock (as 
so happens, the rising edge). Because the transmis
sions on the various busses are ideally valid from one 
clock edge to the next, those signals are very likely to 
be valid during the other edge of the clock (the fall
ing edge). Consequently, that edge of the clock can be 
used to sample those signals. 

SDRAMs have several features that were not pres
ent iri earlier DRAM architectures: a burst length 
that is programmable and a CAS latency that is 
programmable. 

Programmable Burst Length Like BEDO DRAMs, 
SDRAMs use the concept of bursting data to improve 
bandwidth. Instead of using successive toggling of the 
CAS signal to burst out data, however, SDRAM chips 
only require CAS to be signaled once and, in response, 
transmit or receive in time with the toggling of the 
clock the number of bits indicated by a value held 
in a programmable mode register. Once an SDRAM 
receives a row address and a column address, it will 
burst the number of columns that correspond to the 
burst length value stored in the register. If the mode 
register is programmed for a burst length of four, for 
example, then the DRAM will automatically burst four 
columns of contiguous data onto the bus. This elimi
nates the need to toggle the CAS to derive a burst of 
data in response to a microprocessor request. Con
sequently, the potential parallelism in the memory 
system increases (i.e., it improves) due to the reduced 
use of the command bus-the memory controller can 
issue other requests to other banks during those cycles 
that it otherwise would have been toggling CAS. 

Programmable CAS Latency The mode register 
also stores the CAS latency of an SDRAM chip. Latency 
is a measure of delay. CAS latency, as the name implies, 
refers to the number of clock cycles it takes for the 
SDRAM to return the data once it receives a CAS com
mand. The ability to set the CAS latency to a desired 
value allows parts of different generations fabricated 
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in different process technologies (which would all 
otherwise have different performance characteristics) 
to behave identically. Thus, mixed-performance parts 
can easily be used in the same system and can even be 
integrated onto the same memory module. 

Double Data Rate SDRAM 
DDR SDRAMs have several features that were not 

present in single data rate SDRAM architectures: 
dual-edged clocking and an on-chip delay-locked 
loop (DLL). 

Dual-Edged Clocking DDR SDRAMs, like regu
lar SDRAMs, use a single-edged clock to synchro
nize control and address transmissions, but for data 
transmissions DDR DRAMs use a dual-edged clock; 
that is, some data bits are transmitted on the data 
bus in time with the rising edge of the system clock, 
and other bits are transmitted on the data bus in time 
with the falling edge of the system clock. 

Figure 7.20 illustrates the difference, showing tim
ing for two different clock arrangements. The top 
design is a more traditional arrangement wherein 
data is transferred only on the rising edge of the 
clock; the bottom design uses a data rate that is twice 
the speed of the top design, and data is transferred 
on both the rising and falling edges of the clock. IBM 
had built DRAMs using this feature in the late 1980s 
and presented their results in the International 
Solid-State Circuits Convention in February of 1990 
[Kalter 1990a]. Reportedly, Digital Equipment Corp. 
had been experimenting with similar schemes in 
the late 1980s and early 1990s [Lee 2002, minutes of 
JC-42.3 meeting 58]. 

In a system that uses a single-edged clock to trans
fer data, there are two clock edges for every data "eye;" 
the data eye is framed on both ends by a clock edge, 
and a third clock edge is found somewhere in the 
middle of the data transmission (cf. Figure 7.20(a)). 
Thus, the clock signal can be used directly to per
form two actions: to drive data onto the bus and to 
read data off the bus. Note that in a single-edged 
clocking scheme, data is transmitted once per clock 
cycle. 
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(b) Dual-Edged Clocking 

FIGURE 7.20: Running the bus clock at the data rate. The top diagram (a) illustrates a single-edged clocking scheme wherein the 
clock is twice the frequency of the data transmission. The bottom diagram (b) illustrates a dual-edged clocking scheme in which 
the data transmission rate is equal to the clock frequency. 

By contrast, in a dual-edged clocking scheme, 
data is transmitted twice per clock cycle. This 
halves the number of clock edges available to drive 
data onto the bus and/ or read data off the bus 
(cf. Figure 7.20(b)). The bottom diagram shows a 
clock running at the same rate as the data transmis
sion. Note that there is only one clock edge for every 
data eye. The clock edges in a dual-edged scheme 
are either "edge-aligned" with the data or "center
aligned" with the data. This means that the clock can 
either drive the data onto the bus or read the data off 
the bus, but it cannot do both, as it can in a single
edged scheme. In the figure, the clock is edge-aligned 
with the data. 

The dual-edged clocking scheme by definition 
has fewer clock edges per data transmission that can 
be used to synchronize or perform functions. This 
means that some other mechanism must be intro
duced to get accurate timing for both driving data 
and sampling data, i.e., to compensate for the fact 
that there are fewer clock edges, a dual-edged signal
ing scheme needs an additional mechanism beyond 
the clock. For example, DDR SDRAM specifies along 
with the system clock a center-aligned data strobe 
that is provided by the memory controller on DRAM 
writes that the DRAM uses directly to sample inc om
ing data. On DRAM reads, the data strobe is edge
aligned with the data and system clock; the memory 
controller is responsible for providing its own mecha-

nism for generating a center-aligned edge. The strobe 
is called DQS. 

On-Chip Delay-Locked Loop In DDR SDRAM, 
the on-chip DLL synchronizes the DRAM's outgoing 
data and DQS (data strobe) signals with the mem
ory controller's global clock [JEDEC Standard 21-C, 
Section 3.11.6.6]. The DLL synchronizes those signals 
involved in DRAM reads, not those involved in DRAM 
writes; in the latter case, the DQS signal accompany
ing data sent from the memory controller on DRAM 
writes is synchronized with that data by the mem
ory controller and is used by the DRAM directly to 
sample the data [Lee 2002, Rhoden 2002, Karabotsos 
2002, Baker 2002, Macri 2002]. The DLL circuit in a 
DDR DRAM thus ensures that data is transmitted 
by the DRAM in synchronization with the memory 
controller's clock signal so that the data arrives at 
the memory controller at expected times. The mem
ory controller typically has two internal clocks: one 
in synch with the global clock, and another that is 
delayed goo and used to sample data incoming from 
the DRAM. Because the DQS is in-phase with the data 
for read operations (unlike write operations), DQS 
cannot be used by the memory controller to sample 
the data directly. Instead, it is only used to ensure that 
the DRAM's outgoing DQS signal (and therefore data 
signals as well) is correctly aligned with the mem
ory controller's clocks. The memory controller's goo 
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FIGURE 7.20: Running the bus clock at the data rate. The top diagram (a)illustrates a single-edged clocking scheme wherein the
clock is twice the frequency of the data transmission. The bottom diagram (b)illustrates a dual-edged clocking scheme in which
the data transmission rate is equal to the clock frequency.

By contrast, in a dual-edged clocking scheme,
data is transmitted twice per clock cycle. This
halves the numberof clock edges available to drive
data onto the bus and/or read data off the bus

(ch. Figure 7.20(b)). The bottom diagram shows a
clock running at the samerate as the data transmis-
sion. Note that there is only one clock edge for every
data eye. The clock edges in a dual-edged scheme
are either “edge-aligned” with the data or “center-
aligned” with the data. This meansthat the clock can
either drive the data onto the busor read the data off

the bus, but it cannot do both, as it can in a single-
edged scheme.In the figure, the clock is edge-aligned
with the data.

The dual-edged clocking scheme by definition
has fewer clock edges per data transmission that can
be used to synchronize or perform functions. This
means that some other mechanism must be intro-

duced to get accurate timing for both driving data
and sampling data, i.e., to compensate for the fact
that there are fewer clock edges, a dual-edged signal-
ing scheme needs an additional mechanism beyond
the clock. For example, DDR SDRAM specifies along
with the system clock a center-aligned data strobe
that is provided by the memory controller on DRAM
writes that the DRAM usesdirectly to sample incom-
ing data. On DRAM reads, the data strobe is edge-
aligned with the data and system clock; the memory
controller is responsible for providing its own mecha-

nism for generating a center-aligned edge. The strobe
is called DOS.

On-Chip Delay-Locked Loop In DDR SDRAM,
the on-chip DLL synchronizes the DRAM’s outgoing
data and DQS (data strobe) signals with the mem-
ory controller's global clock [JEDEC Standard 21-C,
Section 3.11.6.6]. The DLL synchronizesthose signals
involved in DRAM reads, not those involved in DRAM

writes; in the latter case, the DQS signal accompany-
ing data sent from the memory controller on DRAM
writes is synchronized with that data by the mem-
ory controller and is used by the DRAM directly to
sample the data [Lee 2002, Rhoden 2002, Karabotsos
2002, Baker 2002, Macri 2002]. The DLL circuit in a
DDR DRAM thus ensures that data is transmitted

by the DRAM in synchronization with the memory
controller's clock signal so that the data arrives at
the memory controller at expected times. The mem-
ory controller typically has two internal clocks: one
in synch with the global clock, and anotherthatis
delayed 90° and used to sample data incoming from
the DRAM.Because the DQSis in-phase with the data
for read operations (unlike write operations), DQS
cannot be used by the memory controller to sample
the data directly. Instead, it is only used to ensure that
the DRAM’s outgoing DQSsignal (and therefore data
signals as well) is correctly aligned with the mem-
ory controller's clocks. The memory controller's 90°
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delayed clock is used to sample the incoming data, 
which is possible because the DRAM's DLL guaran
tees minimal skew between the global clock and out
going read data. The following paragraphs provide a 
bit of background to explain the presence of this cir
cuit in DDR SDRAMs. 

Because DRAMs are usually external to the 
microprocessor, DRAM designers must be aware of 
the issues involved in propagating signals between 
chips. In chip-to-chip communications, the main 
limiting factor in building high-speed interfaces is 
the variability in the amount of time it takes a sig
nal to propagate to its destination (usually referred 
to as the uncertainty of the signal's timing). The 
total uncertainty in a system is often the sum of 
the uncertainty in its constituent parts, e.g., each 
driver, each delay line, each logic block in a criti
cal path adds uncertainty to the total. This additive 
effect makes it very difficult to build high-speed 
interfaces for even small systems, because even 
very small fixed uncertainties that seem insignifi
cant at low clock speeds become significant as the 
clock speed increases. 

There exist numerous methods to decrease 
the uncertainty in a system, including sending a 
strobe signal along with the data (e.g., the DQS sig
nal in DDR SDRAM or the clock signal in a source
synchronous interface), adding a phase-locked loop 
(PLL) or DLL to the system, or matching the path 
lengths of signal traces so that the signals all arrive 
at the destination at (about) the same time. Many of 
the methods are complementary; that is, their effect 
upon reducing uncertainty is cumulative. Building 
systems that communicate at high frequencies is all 
about engineering methods to reduce uncertainty in 
the system. 

The function of a PLL or DLL, in general, is to 
synchronize two periodic signals so that a certain 
fixed amount of phase-shift or apparent delay exists 
between them. The two are similar, and the terms 
are often used interchangeably. A DLL uses variable 
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delay circuitry to delay an existing periodic signal 
so that it is in synch with another signal; a PLL uses 
an oscillator to create a new periodic signal that is 
in synch with another signal. When a PLL/DLL is 
added to a communication interface, the result is a 
"closed-loop" system, which can, for example, mea
sure and cancel the bulle of the uncertainty in both 
the transmitter and the receiver circuits and align the 
incoming data strobe with the incoming data (see, for 
example, Dally and Poulton [1998]). 

Figure 7.21 shows how the DLL is used in DDR 
SDRAM, and it shows the effect that the DLL has 
upon the timing of the part. The net effect is to delay 
the output of the part (note that the output burst 
of the bottom configuration is shifted to the right, 
compared to the output burst of the top configura
tion). This delay is chosen to be sufficient to bring 
into alignment the output of the part with the system 
clock. 

7.3.2 Other Technologies, Rambus in Particular 
This section discusses Rambus' technology as 

described in their 1990 patent application number 
07/510,898 (the '898 application) and describes how 
some of the technologies mentioned would be used 
in a Rambus-style memory organization as compared 
to a JEDEC-style memory organization. 

Rambus' '898 Patent Application 

The most novel aspect of the Rambus memory 
organization, the aspect most likely to attract the 
reader's attention and the aspect to which Rambus 
draws the most attention in the document, is the 
physical bus organization and operation. The bus' 
organization and protocol are more reminiscent of 
a computer network than a traditional memory bus. 
When the word revolutionary is used to describe the 
Rambus architecture, this is the aspect to which it 
applies.8 

8There is also significant discussion (and illustration) in the patent application describing Rambus' unorthodox/revolu
tionary proposed packaging technology, in which a DRAM's pins are all on one edge of the chip and in which the chips are 
inserted directly into a backplane-type arrangement individually, as opposed to being integrated onto a memory module. 
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This represents a delay D of the clock signal 
from clock input pad to data output drivers 

CKEXT 

CKINT 

CMD 

DQ EXT 
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Additional delay 
through DQ drivers 

Ideally, these two edges 
would be aligned 

DelayDLL + D The DLL delays the internal clock (CK1NT) so that 
the total delay equals one full clock cycle, and thus 
CKINT is now In sync with CKEXT ••• thus, DQEXT Is 
also (roughly) In sync with CKEXT 

Additional delay 
through DQ drivers 

These two edges 
are now more closely aligned 

FIGURE 7.21: The use of the DLL in DDR SDRAMs. The top figure illustrates the behavior of an DDR SDRAM without a DLL. Due 
to the inherent delays through the clock receiver, multi-stage amplifiers, on-chip wires, output pads and bonding wires, output 
drivers, and other effects, the data output (as it appears from the perspective of the bus) occurs slightly delayed with respect 
to the system clock. The bottom figure illustrates the effect of adding the DLL. The DLL delays the incoming clock signal so that 
the output of the part is more closely aligned with the system clock. Note that this introduces extra latency into the behavior of 
the part. 

Figure 7.22 illustrates the "new bus" that Rambus 
describes in the 898 application. It juxtaposes Rambus' 
bus with a more traditional DRAM bus and thereby 
illustrates that these bus architectures are substantially 

different. As descriqed earlier, the traditional memory 
bus is organized into four dedicated busses: (1) the data 
bus, (2) the address bus, (3) the command bus, and (4) 
the chip-select bus. In contrast, all of the information 
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FIGURE 7.21: The use of the DLL in DDR SDRAMs.The topfigureillustrates the behavior of an DDR SDRAM without a DLL. Due
to the inherent delays through the clock receiver, multi-stage amplifiers, on-chip wires, output pads and bonding wires, output
drivers, and othereffects, the data output (as it appears from the perspective of the bus) occurs slightly delayed with respect
to the system clock. The bottom figureillustrates the effect of adding the DLL. The DLL delays the incoming clack signal so that
the outputof the part is more closely aligned with the system clock. Note that this introduces extra latency into the behavior of
the part.

Figure 7,22 illustrates the “new bus” that Rambus
describes in the 898 application.It juxtaposes Rambus’
bus with a more traditional DRAM bus and thereby
illustrates that these bus architectures are substantially

different. As described earlier, the traditional memory
busis organized into four dedicated busses: (1) the data
bus, (2) the address bus, (3) the commandbus, and (4)

the chip-select bus. In contrast, all of the information
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(a) Traditional Memory-Bus Organization: A "Wide-Bus" Architecture 

Bus 
Master 

(b) Rambus Memory-Bus Organization: A "Narrow-Bus" Architecture 

FIGURE 7.22: Memory bus organizations. The figure compares the organizations of a traditional memory bus and a Ram bus-style 
organization. (a) shows a system of a memory controller and two memory modules, with a 16-bit data bus and an 8-bit address 
and command bus. (b) shows the Rambus organization with a bus master and seven DRAM slave devices. 

for the operation of the DRAM is carried over a single 
bus in Rambus' architecture. Moreover, there is no sep
arate chip-select network. In the specification, Ram bus 
describes a narrow bus architecture over which com
mand, address, and data information travels using a 
proprietary packetized protocol. There are no dedi
cated busses in the Rambus architecture described in 
the '898 application. In the Rambus bus organization, 
all addresses, commands, data, and chip-select infor
mation are sent on the same bus lines. This is why the 
organization is often called "multiplexed." At different 
points in time, the same physical lines carry dissimilar 
classes of information. 

Another novel aspect of the Rambus organization 
is its width. In Rambus' architecture, all of the infor-

mation for the operation of the DRAM is carried over 
a very narrow bus. Whereas the bus in a traditional 
system can use more than 90 bus lines, 9 the Rambus 
organization uses "substantially fewer bus lines than 
the number of bits in a single address." Given that a 
single physical address in the early 1990s was 20-30 
bits wide, this indicates a very narrow bus, indeed. In 
the Rambus specification, the example system uses 
a total of nine (9) lines to carry all necessary infor
mation, including addresses, commands, chip-select 
information, and data. Because the bus is narrower 
than a single data address, it takes many bus cycles 
to transmit a single command from a bus master (i.e., 
memory controller) to a DRAM device. The informa
tion is transmitted over an uninterrupted sequence of 

9In a PC system, the data bus is 64 bits; the address bus can be 16 bits; and there can be 10 or more control lines, as the 
number of chip-select lines scales with the number of memory modules in the system. 
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FIGURE 7.22: Memory bus organizations. The figure comparesthe organizationsof a traditional memory bus and a Rambus-style
organization. (a) shows a system of a memory controller and two memory modules, with a 16-bit data bus and an 8-bit address
and commandbus.(b) shows the Rambus organization with a bus master and seven DRAMslave devices.

for the operation of the DRAM is carried over a single
bus in Rambus’ architecture. Moreover,there is no sep-
arate chip-select network. In the specification, Rambus
describes a narrow busarchitecture over which com-

mand, address, and data information travels using a
proprietary packetized protocol. There are no dedi-
cated busses in the Rambusarchitecture described in

the ’898 application. In the Rambusbusorganization,
all addresses, commands, data, and chip-select infor-
mation are sent on the samebuslines. This is why the
organization is often called “multiplexed.” At different
points in time, the same physical lines carry dissimilar
classes of information.

Another novel aspect of the Rambus organization
is its width. In Rambus’ architecture,all of the infor-

 

mation for the operation of the DRAM is carried over
a very narrow bus. Whereasthe busin a traditional
system can use more than 90 bus lines,? the Rambus
organization uses “substantially fewer bus lines than
the numberofbits in a single address.” Given that a
single physical address in the early 1990s was 20-30
bits wide, this indicates a very narrow bus, indeed. In
the Rambusspecification, the example system uses
a total of nine (9) lines to carry all necessary infor-
mation, including addresses, commands, chip-select
information, and data. Because the bus is narrower

than a single data address, it takes many bus cycles
to transmit a single commandfrom a bus master(ie.,
memory controller) to a DRAM device. The informa-
tion is transmitted over an uninterrupted sequence of

°t aPC system,the data busis 64 bits; the address bus can be 16 bits; and there can be 10 or more controllines,as the
numberof chip-select lines scales with the number ofmemory modulesin the system.
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bus cycles and must obey a specified format in terms 
of both time and wire assignments. This is why the 
Rambus protocol is called "packetized," and it stands 
in contrast to a JEDEC-style organization in which 
the command and address busses are wide enough 
to transmit all address and command information in 
a single bus cycle.10 

As mentioned, the bus' protocol is also unusual 
and resembles a computer network more than a 
traditional memory bus. In an Internet-style com
puter network, for example, every packet contains 
the address of the recipient; a packet placed on the 
network is seen by every machine on the subnet, 
and every machine must look at the packet, decode 
the packet, and decide if the packet is destined for 
the machine itself or for some other machine. This 
requires every machine to have such decoding 
logic on board. In the Rambus memory organiza
tion, there is no chip-select network, and so there 
must be some other means to identify the recipient 
of a request packet. As in the computer network, a 
Rambus request packet contains (either explicitly or 
implicitly) the identity of the intended recipient, and 
every DRAM in the system has a unique identifica
tion number (each DRAM knows its own identity). 
As in the computer network, every DRAM must ini
tially assume that a packet placed on the bus may be 

BUS 
MASTER 

destined for it; every DRAM must receive and decode 
every packet placed on the bus so that each DRAM 
can decide whether the packet is for the DRAM 
itself or for some other device on the bus. Not only 
does each DRAM require this level of intelligence 
to decode packets and decide if a particular packet 
is intended for it, but ultimately the implication is 
that each DRAM is in some sense an autonomous 
device-the DRAM is not controlled; rather, requests 
are made of it. 

This last point illustrates another sense in which 
Rambus is a revolutionary architecture. Traditional 
DRAMs were simply marionettes. The Rambus archi
tecture casts the DRAM as a semi-intelligent device 
capable of making decisions (e.g., determining 
whether a requested address is within range), which 
represented an unorthodox way of thinking in the 
early 1990s. 

Low-Skew Clock Using Variable Delay Circuits 
The clocking scheme of the Ram bus system is designed 
to synchronize the internal clocks of the DRAM devices 
with a non-existent, ideal clock source, achieving low 
skew. Figure 7.23 illustrates the scheme. The memory 
controller sends out a global clock signal that is either 
turned around or reflected back, and each DRAM as 
well as the memory controller has two clock inputs, 

FIGURE 7.23: Rambus clock synchronization. The clock design in Rambus' 1990 patent application routes two clock signals into 
each DRAM device, and the path lengths of the clock signals are matched so that the delay average of the two signals represents 
the time as seen by the midpoint or clock turnaround point. 

10 A "bus cycle" is the period during which a bus transaction takes place, which may correspond to one clock cycle, more 
than one clock cycle, or less than one clock cycle. 
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bus cycles and must obey a specified format in terms
of both time and wire assignments. This is why the
Rambusprotocolis called “packetized,” and it stands
in contrast to a JEDEC-style organization in which
the command and address busses are wide enough
to transmit all address and command information in

asingle bus cycle.!
As mentioned, the bus’ protocol is also unusual

and resembles a computer network more than a
traditional memory bus. In an Internet-style com-
puter network, for example, every packet contains
the address of the recipient; a packet placed on the
network is seen by every machine on the subnet,
and every machine mustlook at the packet, decode
the packet, and decide if the packet is destined for
the machineitself or for some other machine. This

requires every machine to have such decoding
logic on board. In the Rambus memory organiza-
tion, there is no chip-select network, and so there
must be some other meansto identify the recipient
of a request packet. As in the computer network, a
Rambusrequest packet contains (either explicitly or
implicitly) the identity of the intendedrecipient, and
every DRAM in the system has a unique identifica-
tion number (each DRAM knowsits own identity).
As in the computer network, every DRAM mustini-
tially assumethat a packet placed on the bus may be
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destinedfor it; every DRAM must receive and decode
every packet placed on the bus so that each DRAM
can decide whether the packet is for the DRAM
itself or for some other device on the bus. Not only
does each DRAM require this level of intelligence
to decode packets and decide if a particular packet
is intendedfor it, but ultimately the implication is
that each DRAM is in some sense an autonomous

device—the DRAM is not controlled; rather, requests
are madeofit.

This last point illustrates another sense in which
Rambus is a revolutionary architecture, Traditional
DRAMswere simply marionettes. The Rambusarchi-
tecture casts the DRAM asa semi-intelligent device
capable of making decisions (e.g., determining
whether a requested address is within range), which
represented an unorthodox way of thinking in the
early 1990s.

Low-Skew Clock Using Variable Delay Circuits
The clocking schemeofthe Rambussystemis designed
to synchronize the internal clocks ofthe DRAM devices
with a non-existent, ideal clock source, achieving low
skew. Figure 7.23 illustrates the scheme. The memory
controller sends out a global clock signal thatis either
turned around or reflected back, and each DRAM as

well as the memory controller has two clock inputs,

“EARLY” CLOCK SIGNAL

“LATE” CLOCK SIGNAL

 

FIGURE 7.23: Rambus clock synchronization. The clock design in Rambus’ 1990 patent application routes two clock signals into
each DRAM device, and the path lengths of the clock signals are matched so that the delay average of the two signals represents
the time as seen by the midpoint or clock turnaroundpoint.

 

10 4 “bus cycle” is the period during which a bus transaction takes place, which may correspondto one clock cycle, more
than oneclock cycle, or less than one clock cycle.
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CLK1 and CLK2, with the first being the "early" clock 
signal and the second being the "late" clock signal. 

Because the signal paths between each DRAM 
have non-zero length, the global clock signal arrives 
at a slightly different time to each DRAM. Figure 7.23 
shows this with small clock figures at each point rep
resenting the absolute time (as would be measured 
by the memory controller) that the clock pulse arrives 
at each point. This is one component contributing to 
clock skew, and clock skew traditionally causes prob
lems for high-speed interfaces. However, if the clock 
path is symmetric, i.e., if each side of the clock's trace 
is path-length matched so that the distance to the 
turnaround point is equal from both CLK1 and CLK2 
inputs, then the combination of the two clocks (CLK1 
and CLK2) can be used to synthesize, at each device, 
a local clock edge that is in synch with an imaginary 
clock at the turnaround point. In Figure 7.23, the 
memory controller sends a clock edge at 12:00 noon. 
That edge arrives at the first DRAM at 12:03, the next 
DRAM at 12:06, the next at 12:09, and so on. It arrives 
at the turnaround point at 12:15 and begins to work 
its way back to the DRAM devices' CLK2 inputs, finally 
arriving at the memory controller at 12:30. If at each 
point the device is able to find the average of the two 
clock arrival times (e.g., at the DRAM closest to the 
memory controller, find the average between 12:03 
and 12:27), then each device is able to synthesize a 
clock that is synchronized with an ideal clock at the 
turnaround point; each device, including the mem
ory controller, can synthesize a clock edge at 12:15, 
and so all devices can be "in synch'' with an ideal 
clock generating an edge at 12:15. Note that even 
though Figure 7.23 shows the DRAMs evenly spaced 
with respect to one another, this is not necessary. All 
that is required is for the path length from CLK1 to the 
turnaround point to be equal to the path length from 
CLK2 to the turnaround point for each device. 

Rambus' specification includes on-chip variable 
delay circuits (very similar to traditional DLLs) to 
perform this clock signal averaging. In other words, 
Rambus' on-chip "DLL" takes an early version and 
a late version of the same clock signal and finds the 
midpoint of the two signals. Provided that the wires 
making up the U -shaped clock on the motherboard 
(or wherever the wires are placed) are symmetric, this 
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allows every DRAM in the system to have a clock signal 
that is synchronized with those of all other DRAMs. 

Variable Request Latency Rambus' 1990 pat
ent application defines a mechanism that allows the 
memory controller to specify how long the DRAM 
should wait before handling a request. There are 
two parts to the description found in the specifica
tion. First, on each DRAM there is a set of registers, 
called access-time registers, that hold delay values. 
The DRAM uses these delay values to wait the indi
cated number of cycles before placing the requested 
data onto (or reading the associated data from) the 
system bus. The second part of the description is that 
the DRAM request packet specifies which of these 
registers to use for a delay value in responding to that 
particular request. 

The patent application does not delve into the uses 
of this feature at all; the mechanism is presented sim
ply, without justification or application. Our (educated) 
guess is that the mechanism is absolutely essential to 
the successful operation of the design-having a vari
able request latency is not an afterthought or flight of 
whimsy. Without variable request latencies, the sup
port of variable burst lengths, and indeed the support of 
any burst length other than one equal to the length of a 
request packet or one smaller than the request latency, 
cannot function even tolerably well. This is illustrated 
in Figure 7.24. The figure shows what happens when 
a multiplexed, split transaction bus has back-to-back 
requests: if the request shapes are symmetric (e.g., the 
request and response packets are the same length, and 
the latency is slightly longer) or if the latency is long 
relative to the request and response packet lengths, 
then it is possible to pipeline requests and achieve 
good throughput, though neither scenario is optimal 
in bus efficiency. If the request packet and transaction 
latency are both short relative to the data transfer (a 
more optimal arrangement for a given request), later 
requests must be delayed until earlier requests finish, 
negating the value of having a split transaction bus 
in the first place (cf. Figure 7.24(a)). This is the most 
likely arrangement. Long data bursts are desirable, 
particularly if the target application is video process
ing or something similar. The potential problem is that 
these long data bursts necessarily generate asymmetric 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 



340 Memory Systems: Cache, DRAM, Disk 

TIME---------------------------------------------------------------------------------
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fiGURE 7.24: The importance of variable request latencies in the Ram bus organization. Scheduling odd-sized request-response 
pairs on a multiplexed bus can be difficult to the point of yielding unacceptable performance. 

request-response shapes because the request packet 
should be as short as possible, dictated by the informa
tion in a request. If the DRAM supports variable request 
latencies, then the memory controller can pipeline 
requests, even those that have asymmetric shapes, and 
thus achieve good throughput despite the shape of the 
request. 

Variable Block Size Rambus' 1990 patent appli
cation defines a mechanism that allows the mem
ory controller to specify how much data should be 
transferred for a read or write request. The request 
packet that the memory controller sends to the 

DRAM device specifies the data length in the request 
packet's BloclcSize field. Possible data length values 
range from 0 bytes to 1024 bytes (1 KB). The amount 
of data that the DRAM sends out on the bus, there
fore, is programmed at every transaction. 

Like variable request latency, the variable block 
size feature is necessitated by the design of the bus. 
To dynamically change the transaction length from 
request to request would likely have seemed novel to 
an engineer in the early 1990s. The unique features of 
Rambus' bus--its narrow width, multiplexed nature, 
and packet request protocol-place unique schedul
ing demands on the bus. Variable block size is used to 
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FIGURE 7.24: The importanceof variable requestlatencies in the
pairs on a multiplexed bus can bedifficult to the point of yielding

request-response shapes because the request packet
should be as shortas possible, dictated by the informa-
tion in a request. Ifthe DRAM supportsvariable request
latencies, then the memory controller can pipeline
requests, even those thathave asymmetric shapes, and
thus achieve good throughput despite the shape of the
request.

Variable Block Size Rambus’ 1990 patent appli-
cation defines a mechanism that allows the mem-

ory controller to specify how much data should be
transferred for a read or write request. The request
packet that the memory controller sends to the

Rambus organization. Scheduling odd-sized requesi-response
unacceptable performance.

DRAM devicespecifies the data length in the request
packet’s BlockSize field. Possible data length values
range from 0 bytes to 1024 bytes (1 KB). The amount
of data that the DRAM sends out on the bus, there-

fore, is programmedat every transaction.
Like variable request latency, the variable block

size feature is necessitated by the design of the bus.
To dynamically change the transaction length from
request to request would likely have seemed novel to
an engineerin the early 1990s. The uniquefeatures of
Rambus’ bus—its narrow width, multiplexed nature,
and packet request protocol—place unique schedul-
ing demandson the bus.Variable blocksize is used to
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cope with the unique scheduling demands; it enables 
the use of Rambus' memory in many different engi
neering settings, and it helps to ensure that Rambus' 
bus is fully utilized. 

Running the Clock at the Data Rate The design 
specifies a clock rate that can be half what one would 
normally expect in a simple, non-interleaved memory 
system. Figure 7.25 illustrates this, showing timing for 
two different clock arrangements. The top design is a 
more traditional arrangement; the bottom design uses 
a clock that is half the speed of the top design. Rambus' 
1990 application describes the clock design and its 
benefits as follows: 

Clock distribution problems can be further 
reduced by using a bus clock and device clock 
rate equal to the bus cycle data rate divided by 
two, that is, the bus clock period is twice the 
bus cycle period. Thus a 500 MHz bus prefera
bly uses a 250 MHz clock rate. This reduction in 
frequency provides two benefits. First it makes 
all signals on the bus have the same worst case 
data rates-data on a 500 MHz bus can only 
change every 2 ns. Second, clocking at half the 
bus cycle data rate makes the labeling of the 
odd and even bus cycles trivial, for example, by 
defining even cycles to be those when the inter
nal device clock is 0 and odd cycles when the 
internal device clock is 1. 

As the inventors claim, the primary reason for doing 
so is to reduce the number of clock transitions per 
second to be equal to the maximum number of data 
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transitions per second. This becomes important as 
clock speeds increase, which is presumably why IBM's 
toggle mode uses the same technique. The second 
reason given is to simplify the decision of which edge 
to use to activate which receiver or driver (the label
ling of "even/odd" cycles). Figure 10 in the specifica
tion illustrates the interleaved physical arrangement 
required to implement the clock-halving scheme: the 
two edges of the clock activate different input receivers 
at different times and cause different output data to be 
multiplexed to the output drivers at different times. 

Note that halving the clock complicates receiving 
data at the DRAM end, because no clock edge exists 
during the eye of the data (this is noted in the fig
ure), and therefore, the DRAM does not know when 
to sample the incoming data-that is, assuming no 
additional help. This additional help would most 
likely be in the form of a PLL or DLL circuit to accu
rately delay the clock edge so that it would be 90° out 
of phase with the data and thus could be used to sam
ple the data. Such a circuit would add complexity to 
the DRAM and would consequently add cost in terms 
of manufacturing, testing, and power dissipation. 

7.3.3 Comparison of Technologies in Rambus 
and JEDEC DRAM 

The following paragraphs compare briefly, for 
each of four technologies, how the technology is used 
in a JEDEC-style DRAM system and how it is used in 
a Rambus-style memory system as described in the 
'898 application. 

FIGURE 7.25: Running the bus clock at the data rate. Slowing down the clock so that it runs at the same speed as the data makes 
the clock easier to handle, but it reduces the number of clock edges available to do work. Clock edges exist to drive the output 
circuitry, but no clock edge exists during the eye of the data to sample the data. 
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Clock distribution problems can be further
reduced by using a bus clock and device clock
rate equalto the bus cycle data rate divided by
two, that is, the bus clock period is twice the
bus cycle period. Thus a 500 MHz bus prefera-
bly uses 4250 MHzclockrate. This reduction in
frequency provides two benefits. First it makes
all signals on the bus have the same worst case
data rates—data on a 500 MHz bus can only
change every 2 ns. Second, clocking at half the
bus cycle data rate makes the labeling of the
odd and even bus cycles trivial, for example, by
defining evencyclesto be those when the inter-
nal device clock is 0 and odd cycles when the
internaldevice clockis 1. 

As the inventorsclaim, the primary reasonfor doing
so is to reduce the numberof clock transitions per
second to be equal to the maximum numberof data

Chapter 7 OVERVIEW OF DRAMS 344

transitions per second. This becomes important as
clock speedsincrease, which is presumably why IBM’s
toggle mode uses the same technique. The second
reason givenis to simplify the decision of which edge
to use to activate which receiver or driver (the label-

ling of “even/odd” cycles). Figure 10 in the specifica-
tion illustrates the interleaved physical arrangement
required to implementthe clock-halving scheme: the
two edgesofthe clock activate different input receivers
at different times and cause different output data to be
multiplexed to the outputdrivers at different times.

Note that halving the clock complicates receiving
data at the DRAM end, because no clock edge exists
during the eye of the data (this is noted in the fig-
ure), and therefore, the DRAM does not know when

to sample the incoming data—thatis, assuming no
additional help. This additional help would most
likely be in the form of a PLL or DLLcircuit to accu-
rately delay the clock edge so thatit would be 90° out
ofphase with the data and thus could be used to sam-
ple the data. Such a circuit would add complexity to
the DRAM and would consequently add cost in terms
of manufacturing, testing, and powerdissipation.

7.3.3 Comparison of Technologies in Rambus
and JEDEC DRAM

The following paragraphs compare briefly, for
eachoffour technologies, howthe technology is used
in aJEDEC-style DRAM system and howit is used in
a Rambus-style memory system as described in the
’898 application.
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FIGURE 7.25: Running the bus clock at the data rate. Slowing downtheclocksothat it runs at the same speed as the data makes
the clock easier to handle, but it reduces the number.of clock edges available to do work. Clock edgesexist to drive the output
circuitry, but no clock edgeexists during the eye of the data to sample the data.
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Programmable CAS Latency 
JEDEC's programmable CAS latency is used to allow 

each system vendor to optimize the performance of its 
systems. It is programmed at system initialization, and, 
according to industry designers, it is never set again 
while the machine is running [Lee 2002, Balcer 2002, 
Kellogg 2002, Macri 2002, Ryan 2002, Rhoden 2002, 
Sussman 2002]. By contrast, with Rambus' variable 
request latency, the latency is programmed every time 
the microprocessor sends a new request to the DRAM, 
but the specification also leaves open the possibility 
that each access register could store two or more val
ues held for each transaction type. Rambus' system has 
the potential (and we would argue the need) to change 
the latency at a request granularity, i.e., each request 
could specify a different latency than the previous 
request, and the specification has room for many dif
ferent latency values to be programmed. Whereas the 
feature is a convenience in the JEDEC organization, it 
is a necessity in a Rambus organization. 

Programmable Burst Length 
JEDEC's programmable burst length is used to allow 

each system vendor to optimize the performance of 
its systems. It is programmed at system initialization, 
and, according to industry designers, it is never set 
again while the machine is running [Lee 2002, Baker 
2002, Kellogg 2002, Rhoden 2002, Sussman 2002]. By 
contrast, with Rambus' variable block size, the block 
size is programmed every time the microprocessor 
sends a new request to the DRAM. Whereas a JEDEC
style memory system can function efficiently if every 
column of data that is read out of or written into the 
DRAM is accompanied by a CAS signal, a Rambus
style memory system could not (as the command 
would occupy the same bus as the data, limiting data 
to less than half of the available bus cycles). Whereas 
the feature is a convenience in the JEDEC organiza
tion, it is a necessity in a Rambus organization. 

Dual-Edged Clocking 
BothJEDEC-andRambus-styleDRAMsuseaclock

ing scheme that goes back at least to IBM's high-speed 
toggle-mode DRAMs, in which on-chip interleaving 

allows one to toggle back and forth between two buf
fers (e.g., on the rising and falling edges of a strobe 
signal) to achieve a data rate that is twice that possible 
by a single buffer alone. Both JEDEC- and Rambus
style DRAMs transfer data on both edges of a timing 
signal. In JEDEC-style DRAMs, the timing signal is an 
internal clock generated from the system clock and 
the DQS data strobe-a source-synchronous strobe 
that accompanies the data sent and is quiescent when 
there is no data on the bus. The data is edge-aligned 
with the system clock. In Rambus-style DRAMs, the 
timing signal is a synthesized internal clock signal in 
synch with no other clock source in the system and 
generated from two different phases of the U-shaped 
global clock (described previously). The U-shaped 
clock is not source synchronous and remains free 
running whether there is data on the bus or not. As 
opposed to the DDR clocking scheme, in the Rambus 
scheme the data is not aligned with either phase of 
the system clock at all; it is neither edge-aligned nor 
center-aligned. Furthermore, a different phase rela
tionship exists between each Rambus DRAM's out
put data and the global clock's early and late signals, 
whereas DDR DRAMs strive to maintain the same 
phase relationship between each DRAM's output 
data and the system clock. 

On-Chip PLL/DLL 
JEDEC uses an on-chip DLL in their DDR SDRAMs 

to ensure that data being driven onto the data bus is 
aligned with the global clock signal. The DLL does this 
by delaying the DRAM's response to a read request 
just long enough that the data is driven at the same 
time the DRAM sees the next clock edge. Rambus uses 
an on-chip variable delay circuit to ensure that every 
DRAM in the system as well as the memory controller 
has a synchronized clock (i.e., they all believe that it 
is precisely 12:00 at the same time). The delay circuit 
does this by finding the midpoint in time between 
an early version and a late version (i.e., two different 
phases) of the same clock signal and thereby creates 
a synthesized internal clock signal in synch with no 
other physical clock in the system. This is a process 
that is significantly more complicated than a simple 
DLL, and thus Rambus' variable delay circuit is more 
complex than a simple DLL. 
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7 .3.4 Alternative Technologies 
Numerous alternative technologies could achieve 

the same result as the technologies described. Many 
of these alternatives are simply applications of long
understood techniques to solving particular problems. 
This section discusses a sample of those mechanisms; 
it is not intended to be exhaustive, but rather to be 
illustrative. This should give insight into issues that 
DRAM designers consider. 

Programmable CAS Latency 
The primary benefit of programmable CAS latency 

is flexibility. Its presence in a DRAM allows a fast part 
to emulate the behavior of a slow part, which would 
enable an OEM or end consumer to intermingle parts 
from different generations (with different speeds) 
in the same system or intermingle same-generation 
parts from different manufacturers (which might 
have slightly different performance capabilities due 
to slight variations in process technologies) in the 
same DIMM. To illustrate, if a DRAM manufacturer 
has a part with a minimum 20-ns CAS read-out, the 
part could conceivably work as a CAS-2, 100-MHz 
part (20 ns requires 2 cycles at 100 MHz); a CAS-3, 
150-MHz part (20 ns requires 3 cycles at 150 MHz); 
or a CAS-4, 200-MHz part (20 ns requires 4 cycles at 
200 MHz). Note that the part would never be able 
to make CAS-2 latencies at the higher bus speeds 
or CAS-3 at the highest bus speed (CAS-2 requires 
13.33 ns at 150 MHz and 10 ns at 200 MHz; CAS-3 
requires 15 ns at 200 MHz). Alternative technologies 
include the following: 

• Use fixed CAS latency parts. 
Explicitly identify the CAS latency in the 
read or write command. 

• Program CAS latency by blowing fuses on 
the DRAM. 

• Scale CAS latency with clock frequency. 

Use Fixed CAS Latency Fixing the CAS latency 
would simply mean that each individual SDRAM 
would operate with a single, predetermined latency. 
Although using fixed latency would reduce flexibility, 
it would simplify testing considerably [Lee 2002], as 
only one mode of operation would need to be tested 
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instead of two or more, and it would simplify design 
slightly. In a JEDEC-style bus organization, where the 
command, address, and data busses are all separate, 
the scheduling of requests is simplified if all requests 
have the same latency. Thus, memory controllers typ
ically set the CAS latency at initialization and never 
change it again while the machine is powered on; 
i.e., current systems use a de facto fixed CAS latency 
while the machine is running [Lee 2002, Baker 2002, 
Kellogg 2002, Macri 2002, Ryan 2002, Rhoden 2002, 
Sussman 2002]. 

Explicitly Identify CAS Latency in the 
Command One option would be to design the 
DRAM command set so that each column read com
mand explicitly encodes the desired CAS latency. 
Instead of initializing the DRAM to use a latency of 
2 or 3 cycles, and then presenting generic CAS com
mands, each of which would implicitly use a latency 
of 2 or 3 cycles, respectively, a memory controller 
could present commands to the SDRAM that would 
explicitly specify a desired latency. For example, the 
memory controller would use "CAS-2" read com
mands if it desired a latency of two and "CAS-3" read 
commands if it desired a latency of three. 

Program CAS Latency Using Fuses The CAS 
latency value could also be determined by the use of 
on-chip fuses. Modern DRAMs have numerous fuses 
on them that, when blown, enable redundant cir
cuits, so at test time a DRAM manufacturer can, for 
example, disable memory arrays that contain fabrica
tion errors and in their place enable redundant arrays 
that are error free. A typical DRAM has thousands of 
such fuses. One could add one or more similar fuses 
that set different CAS latencies. This would enable a 
DRAM manufacturer to sell what are essentially fixed
latencyparts, but because they could be programmed 
at the last possible moment, the DRAM manufacturer 
would not need separate stocks for parts with dif
ferent latencies; one part would satisfy for multiple 
latencies, as the DRAM manufacturer could set the 
fuses appropriately right before shipping the parts. 
The manufacturer could also sell the parts with fuses 
intact to OEMs and embedded-systems manufactur
ers, who would likely have the technical savvy neces
sary to set the fuses properly, and who might want the 
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ability to program the latency according to their own 
needs. This level of flexibility would be almost on par 
with the current level of flexibility, since in most sys
tems the CAS latency is set once at system initializa
tion and never set again. 

Scale CAS Latency with Clock Frequency One 
option is for the DRAM to know the bus speed and 
deliver the fastest CAS latency available for that bus 
speed. The programming of the DRAM could be 
either explicit, in which case the memory control
ler tells the DRAM the bus speed using a command 
at system initialization, or implicit, in which case 
the DRAM senses the timing of the clock on the bus 
and "learns" the bus speed on its own. To return to 
the earlier example, if a DRAM part had an inter
nal CAS read-out latency of 20 ns, it could deliver 
CAS-2 in a lOO-MHz/10-ns bus environment, CAS-3 
in a 133-MHz/7.5-ns bus environment, and CAS-4 in 
a 200-MHz/ 5-ns bus environment. This would satisfy 
most DRAM consumers, because OEMs and end
users usually want the fastest latency possible. How
ever, without an additional mechanism in either the 
DRAM or the memory controller, the scheme would 
not allow parts with different internal CAS read-out 
latencies to be mixed within the same system. Dis
allowing mixed-latency systems would not cause 
undue confusion in the marketplace, because asyn
chronous parts in the 1980s and 1990s were sold as 
"70ns DRAMs" or "60ns DRAMs," etc.; the speed rat
ing was explicit, so both OEMs and end-users were 
already accustomed to matching speed ratings in 
their systems. However, if support for mixed-latency 
systems was desired, one could always design the 
memory controller so that it determines at initializa
tion the latency of each DIMM in its system11 and 
accounts for any latency differences between DIMMs 
in its scheduling decisions. 

Programmable Burst Length 
InJEDEC-style DRAM systems, the ability to set the 

burst length to different values is a convenience for 

system designers that can also system performance. 
Numerous subtle interactions between the chosen 
parameters of a DRAM system (such asrequestlatency, 
burst length, bus organization, bus speed, and bus 
width) can cause the resulting performance of that 
system to vary significantly, even for small changes in 
those parameters [Cuppu & Jacob 2001]. The ability 
to fine-tune the burst length of the DRAMs enables 
a designer to find better combinations of parameters 
for his system, given the expected workload. In most 
systems, the burst length is set once at system ini
tialization and never set again [Lee 2002, Baker 2002, 
Kellogg 2002, Rhoden 2002, Sussman 2002]. Alterna
tive technologies include the following: 

• Use a short, fixed burst length. 
• Explicitly identify the burst length in the 

read or write command. 
• Program the burst length by blowing fuses 

on the DRAM. 
• Use a long, fixed burst length coupled with 

the burst-terminate command. 
• Use a BEDO-style protocol where each CAS 

pulse toggles out a single column of data. 

The first three are analogous to the alternative 
solutions for programmable CAS latency, described 
above. 

Use Burst-Terminate Command One can use a 
fixed burst length, where the length is some number 
large enough to satisfy developers of systems that pre
fer large chunks of data, and use the burst-terminate 
command, also called burst stop, to halt data read-out 
of the DRAM or to signal the end of data written to the 
DRAM. The advantage of the scheme is that the burst 
stop command is already part of the specification, 
and bursts must also be interruptible by additional 
commands such as reads and writes. Therefore, an 
efficient pipeline of multiple column reads is already 
possible by simply sending multiple read commands 
spaced as closely as the desired burst length dictates 
(e.g., every four cycles to achieve a burst length of 

110ne would probably not want to create a DIMM out of DR&\1 parts with different fixed CAS latencies. 
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four, even if the nominal burst length is longer). Each 
successive request would implicitly terminate the 
request immediately preceding it, and only the last 
burst in the pipeline would need to be terminated 
explicitly. The disadvantage of the scheme is that it 
would increase pressure slightly on the command 
bus: during a burst-terminate command the memory 
controller would not be able to control any other 
bank on the same command bus. If the increase was 
determined to be significant, it could be alleviated by 
redesigning the memory controller to support mul
tiple control busses (which is already supported by 
memory controllers). 

Toggle Data-Out Using CAS JEDEC could have 
adopted the BEDO style of bursting data, with each 
successive column read-out driven by toggling the 
CAS pin or holding it at a low voltage until the desired 
number of columns has been read out (e.g., holding it 
low for four cycles to read out four columns of data). 
This would require some modification to the speci
fication, enabling the DRAM to distinguish between 
a CAS accompanied by a new column address and 
a CAS signifying a serial read-out based on the most 
recent column address received. There are numerous 
possibilities for solving this, including the following: 

• Redefine the command set to have two 
different CAS commands: one for a new 
address, and one signifying a sequential 
read-out based on the most recent column 
address received. 

• Add a pin to the command bus (which is 
usually thought of as comprising signals 
such as RAS, CAS, WE, and CKE) that is dedi
cated for the sequential read-out version of 
CAS. This would be similar to IBM's imple
mentation of the high-speed toggle mode, 
where the data strobe signal uses a different 
pin than the CAS signal [Kalter 1990a, b]. 

The advantage of the second scheme, as compared 
to the first, is that it allows the memory controller to 
control other DRAM banks simultaneously while the 
first bank is involved in data transfer. 
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Dual-Edged Clocking 
The advantage of using dual-edged clocking in 

a JEDEC-style DRAM bus organization is that it 
increases DRAM bandwidth without having to drive 
the clock any faster and without a commensurate 
increase in the clock signal's energy consumption. 
Alternative technologies include the following: 

Use two or more interleaved memory banks 
on-chip and assign a different clock signal 
to each bank (e.g., use two or more out-of
phase clocks). 

• Keep each DRAM single data rate, and inter
leave banks on the module (DIMM). 
Increase the number of pins per DRAM. 

• Increase the number of pins per module. 
Double the clock frequency. 

• Use simultaneous bidirectional 1/0 drivers. 

Interleave On-Chip Banks As mentioned earlier, 
interleaving multiple memory banks has been a popu
lar method used to achieve high-bandwidth memory 
busses using low-bandwidth devices. The technique 
goes back at least to the mid-1960s, where it was used 
in the IBM System/360 Model 91 [Anderson et al. 
1967] and Seymour Cray's Control Data 6600 [Thorn
ton 1970]. In an interleaved memory system, the data 
bus uses a frequency that is faster than any one DRAM 
bank can support; the control circuitry toggles back 
and forth between multiple banks to achieve this data 
rate. An alternative to using dual-edged clocking (e.g., 
to double or triple or even quadruple the memory 
bandwidth of SDRAM without using both edges of the 
clock to send/receive data) is to specify two, three, or 
four independent banks per DRAM (respectively) and 
assign each bank its own clock signal. The memory 
controller would send one request to the DRAM, 
and that request would be handed off to each bank 
in synch with the clock assigned to that bank. Thus, 
each bank would receive its request slightly advanced 
or delayed with respect to the other banks. There are 
two ways to create the different clock signals: 

• The different clock signals driving each of 
the different banks could be generated by 
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• 

the memory controller (or any entity outside 
the DRAM). Thus, if there were two inter
leaved banks, the memory controller would 
send two clock signals; if there were four 
interleaved banks, the memory controller 
would send four clock signals; and so on. 
The DRAM could receive one clock signal 
and delay and distribute it internally to the 
various banks on its own. Thus, if there were 
two interleaved banks, the DRAM would 
split the incoming clock signal two ways, 
delaying the second a half-phase; if there 
were four interleaved banks, the DRAM 
would split the incoming clock signal four 
ways, delaying the second clock one-quarter 
of a phase, delaying the third clock one-half 
of a phase, and delaying the last clock three
quarters of a phase; and so on. 

The first implementation would require extra 
DRAM pins (one CK pin for each bank); the latter 
would require on-DRAM clock generation and syn
chronization logic. 

Interleave Banks on the Module Instead of 
increasing the bandwidth of individual DRAMs, an 
argument could be made that the only place it mat
ters is at the DIMM level. Therefore, one could take 
SDRAM parts and create a DDR DIMM specification 
where on-module circuitry talces a single incoming 
clock and interleaves two or more banks of DRAM 
(transparently, as far as the memory controller is con
cerned). Kentron [2002] shows that this is certainly 
within our limits, even at very high data rates; they 
currently take DDR parts and interleave them trans
parently at the module level to achieve quadruple 
data rate DIMMs. 

Increase DRAM Data Width To achieve higher 
bandwidth per DRAM, the trend in recent years has 
been not only to increase DRAM speed, but also to 
increase the number of data-out pins; x32 parts are 
now common. Every increase fromx4 to x8 to x16 and 
so on doubles the DRAM's data rate. Doubling the 
data rate by doubling the data width of existing parts 
requires very little engineering know-how. It only 
requires the addition of more pins and doubling the 

width of the data bus to each individual DRAM. Note 
that the number of data pins has increased from x1 
parts in the late 1980s to x32 parts today [Przybylski 
1996], while over the same time period the data rate 
has increased from 16 MHz to the 400-MHz clocks 
found in DDR SDRA..\1 today. JEDEC, therefore, could 
have simply put their weight more firmly behind this 
trend and increased bandwidth by increasing pin-out. 
The advantage of this approach is that it combines 
very well with the previous alternative-interleav
ing multiple banks at the module level-because 
doubling the data width of a DRAM decreases the 
number of DRAM parts needed to achieve the DIMM 
data width, effectively doubling the number of inde
pendent banks one can put on the DIMM. If the 
DRAM pin-out increases, then fewer DRAMs would 
be needed per DIMM to create the 64-bit data bus 
standard in PC-compatible systems. This would leave 
extra room on the DIMM for more DRAMs that could 
make up extra banks to implement an interleaved 
system. 

Increase Module Data Width As mentioned ear
lier, one could argue that the DIMMbandwidthis more 
irnportantthan the bandwidth of an individual DRAM. 
Therefore, one could simply increase the data width 
of the memory bus (the number of wires between the 
DIMMs and the memory controller) to increase band
width, without having to increase the clock speed of 
the individual DRAMs at all. The disadvantage is the 
increased cost of the de-skewing circuitry. 

Double the Clock Frequency An alternative to 
using a dual-edged clock is to use a single-edged 
clock and simply speed up the clock. There are several 
advantages of a single-edged clocking scheme over a 
dual-edged clocking scheme (cf. Figure 7.20). One 
advantage illustrated in Figure 7.20 is the existence of 
more clock edges to be used to drive data onto the 
bus and sample data off the bus. Another advantage 
is that the clock does not need to be as symmetric as 
it is in a dual-edged clocking scheme. A single-edged 
clock's duty cycle does not need to be 50%, as it needs 
to be for a dual-edged clock, and the rise and fall 
times (i.e., slew rates) do not need to match, as they 
need to for a dual-edged clock. Consequently, one 
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can achieve the same speed clock in a single-edged 
clocking scheme with much less effort than in a dual
edged clocking scheme. The disadvantage of this 
alternative is that it requires more engineering effort 
than simply widening the memory bus or increasing 
the number of data pins on a DRAM. 

Use Simultaneous Bidirectional I/O Running the 
data at the same rate as the clock doubles a DRAM's 
bandwidth over previous, single-edged clock designs 
without an increase in the number of data pins. An 
alternative is to use simultaneous bidirectional I/0, 
in which it is possible to conduct a read from the 
DRAM and a write to the DRAM at exactly the same 
time; that is, both data values (the read data and the 
write data) are on the bus simultaneously, which is an 
effective doubling of the available bandwidth. Using 
the simultaneous bidirectional I/0 does not require 
additional data pins. Such a scheme would require 
structural changes at the DRAM side to accommo
date reading and writing simultaneously, and those 
changes would most likely resemble the ESDRAM 
design by Enhanced Memory Systems [ESDRAM 
1998], which was proposed for DDR2 [Davis et al. 
2000b]. ESDRAM places a buffer after the sense amps 
that holds an entire DRAM row for reading and allows 
concurrent writes to the DRAM array; once the read 
data is in the buffer, the sense amplifiers are no lon
gerneeded. 

On-Chip PLL/DLL 
DDR SDRAMs use an on-chip DLL circuit to 

ensure that the DRAM transmits its data and DQS 
signal to the memory controller as closely as possible 
to the next appropriate edge of the system clock. Its 
use is specified because the clock rates in DDR are 
high enough to warrant relatively strong methods for 
reducing the effects of dynamic changes in timing 
skew. Alternative technologies include the following: 

• Achieve high bandwidth using more DRAM 
pins or module pins, not clock frequency. 

• Use a Vernier method to measure and 
account for dynamic changes in skew. 

• Put the DLL on the memory controller. 
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• Use off-chip (on-module) DLLs. 
• Use asynchronous DRAM, for example, 

toggle mode or BEDO. 

Go Wider, Not Faster As the previous section 
indicates, there are numerous ways to achieve higher 
bandwidth at the DRAM, DIMM, or memory-system 
level, and many of the methods that achieve higher 
bandwidth are easier to implement than increasing 
clock speed. The use of a DLL is dictated only by the 
desired increase in clock speed. Therefore, one can 
forgo the use of an on-chip DLL by increasing DRAM 
or DIMM data width. 

Vernier Mechanism There are two main compo
nents to the uncertainty of signal propagation time. 
The first is a static component that is due to differ
ences in process technologies, process variations, 
electrical loading of an unknown number of memory 
modules, etc. The second is a dynamic component 
that is typically due to temperature or voltage fluc
tuations. Some fluctuations change too fast to be 
handled effectively, but most of the fluctuations in 
voltage and temperature change over a relatively long 
time period. Most voltage fluctuations are associated 
with the 60-Hz AC power cycle, which is a relatively 
long time-span, and most temperature fluctuations 
occur on the order of milliseconds or longer [Lee 2002, 
Macri 2002]. In many DDR systems, the static com
ponent is corrected by using a Vernier mechanism 
in the memory controller at system initialization. It 
is essentially a trial-and-error method in which the 
upper and lower limits of timing failure are found and 
the midpoint is used for signal transmission (analo
gous to setting the tracking on one's VCR by going for
ward and backward to the points of noise and then 
leaving the tracking set somewhere in between) [Lee 
2002]. The dynamic component is then corrected by 
the on-chip DLL. 

An alternative to the on-chip DLL is to perform 
recalibration of the Vernier correction often enough 
to account for the slower changes in voltage and 
temperature, as opposed to performing the timing 
correction only once at system initialization. Assum
ing that the most significant voltage fluctuations 
are associated with the 60-Hz AC power supply and 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 



348 Memory Systems: Cache, DRAM, Disk 

that most of the temperature fluctuations occur on 
the order of milliseconds or longer [Lee 2002, Macri 
2002], recalibration would be needed roughly once or 
twice every millisecond. 

Move the DLL onto the Memory Controller 
Because the DLL is only used on the DRAM to syn
chronize outgoing data and DQS signals with the 
global clock for the benefit of the memory controller 
[Lee 2002, Rhoden 2002, Karabotsos 2002, Baker 2002, 
Macri 2002], it is possible to move that functionality 
onto the memory controller itself. The memory con
troller could maintain two clocks: the first, for exam
ple, could be synchronized with the global clock, and 
the second could be delayed 90°. The incoming DQS 
and data signals could be given a variable delay, with 
the amount of delay controlled by a DLL/PLL on the 
memory controller so that the DQS signal would be 
in-phase with the delayed clock. This arrangement 
could align the incoming data so that the eye would 
be centered on the global clock signal, which could be 
used to sample the data. The weakness of this scheme 
is that, as clock speeds increase to very high rates, the 
timing differences between different DIMMs would 
become significant. Therefore, each DIMM in the sys
tem would require a different phase shift between the 
memory controller's two clocks, which would imply 
that the memory controller would need to maintain a 
separate timing structure for each DIMM.12 

Move the DLL onto the DIMM One alternative 
is to place the DLL on the DDR module instead of 
the DDR device itself. Sun has used this alternative 
for many years [Becker 2002, O'Donnell 2002, Prein 
2002, Walker 2002]. Moreover, it is similar in nature to 
the off-chip driver mechanism used by IBM in their 
high-speed toggle-mode DRAM [Kalter 1990a, b]. As 
mentioned previously, the only function of the DLL on 
the DDR SDRAM is to synchronize the outgoing DQS 
and data signals with the global clock. This can be 

accomplished just as easily on the module, especially 
if the module is buffered or registered (which simply 
means that the module has local storage to hold the 
commands and addresses that are destined for the 
module's DRAMs). Note that it is presently common 
practice for engineers to disable DDR's on-chip DLL 
to achieve higher performance-the on-chip DLL is a 
convenience, not a necessity [Rhoden 2002, Kellogg 
2002, Macri 2002]. A module-level DLL is perfectly 
workable; even if the data exiting the DRAM is com
pletely out of synch with the global clock, the module 
can use its DLL to delay the clock/ s, commands, and 
addresses so that the output of the DRAMs is in synch 
with the global clock. However, this might come at 
the expense of an extra CAS latency cycle. 

7.4 Fully Buffered DIMM: A Compromise 
of Sorts 

An interesting development in the DRAM industry 
is the recent introduction of the fully buffered DIMM 
(FB-DIMM). This is a system-level DRAM organiza
tion developed by Intel that, at first glance, looks a 
bit like a compromise between a traditional JEDEC 
wide-bus design and a Rambus-like narrow-bus 
design. Chapter 14 explores the FB-DIMM in more 
detail. Here, we will simply introduce it and present 
a motivation for its development. 

An important trend facing system designers ulti
mately argues for FB-DIMM or something like it. As 
DRAM technology has advanced, the channel speed 
has improved at the expense of channel capacity. 
SDR SDRAMs could populate a channel with eight 
DIMMs. DDR SDRAMs operate at a higher data rate 
and limit the number of DIMMs to four per channel. 
DDR2 SDRAMs operate at an even higher data rate 
and limit the number of DIMMs to two per chan
nel. DDR3 is expected to limit the number ofDIMMs 
per channel to one. This is a significant limitation; 

12Most DLLs/PLLs require many cycles to lock onto a signal and create the correct phase shift. Forcing the memory 
controller to wait many cycles before switching from reading from one DIMM to reading from another DIMM would be an 
unsatisfactory situation. 
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for a server designer, it is critical, as servers typically 
depend on memory capacity for their performance. 

The trend is clear: to improve data rates, one must 
reduce the number of drops on the bus. The design
ers of graphics subsystems have known this for a long 
time-for every DRAM generation, graphics cards 
use the same DRAM technology as is found in com
modity DIMMs, but the graphics cards operate their 
DRAMs at significantly higher data rates because they 
use point-to-point connections. Note that this is pos
sible in a marketing sense because graphics cards are 
de facto embedded systems. Users do not expect to 
upgrade their graphics cards by adding more mem
ory to them; they instead replace the entire card. 
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So there is an obvious dilemma: future design
ers would like both increased channel capacity and 
increased data rates. How can one provide both? 

The relationship between a modular organiza
tion and the graphics-card organization is shown in 
Figure 7.26, which depicts a multi-drop DRAM bus 
next to a DRAM bus organization typical of graphics 
cards. The graphics-card organization uses the same 
DRAM technology as in the multi-drop organization, 
but it also uses point-to-point soldered connections 
between the DRAM and memory controller and can 
therefore reach higher rates of speed. How can one 
exploit this to increase data rates without sacrific
ing channel capacity? One solution is to redefine 

Traditional (JEDEC) Organization Graphics-Card Organization Fully Buffered DIMM 
Organization 

Package Pins 

~ 
Controller DRAM 

+ 

FIGURE 7.26: Motivation for the design of FB-DIMM. The first two organizations compare a modular wide-bus and a high
performance embedded system such as a graphics card. Above each design is its side profile, indicating potential impedance 
mismatches (sources of relections). The organization on the far right shows how FB-DIMM takes the graphics-card organization 
as its de facto DIMM. In the FB-DIMM organization, there are no multi-drop busses; DIMM-to-DIMM connections are point-to
point. 
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for a server designer,it is critical, as servers typically
depend on memorycapacity for their performance.

Thetrendis clear: to improve data rates, one must
reduce the numberof drops on the bus. The design-
ers of graphics subsystems have known thisfor along
time—for every DRAM generation, graphics cards
use the same DRAM technology as is found in com-
modity DIMMs, but the graphics cards operate their
DRAMsatsignificantlyhigher data rates because they
use point-to-point conriections. Note thatthis is pos-
sible in a marketing sense because graphicscards are
de facto embedded systems. Users do not expect to
upgrade their graphics cards by adding more mem-
ory to them; they instead replace the entire card.
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exploit this to increase data rates without sacrific-
ing channel capacity? One solution is to redefine

Fully Buffered DIMM
Organization

Package Pins

y \
DRAM

 

  

 

 

   
  

FIGURE 7.26: Motivation for the design of FB-DIMM. The first two organizations compare a modular wide-bus and a high-
performance embedded system such as a graphics card. Above each designisits side profile, indicating potential impedance
mismatches (sources ofrelections). The organization on the far right shows how FB-DIMM takes the graphics-card organization
as its de facto DIMM. In the FB-DIMM organization, there are no multi-drop busses; DIMM-to-DIMM connections are point-to-
point.
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one's terms-to call the graphic-card arrangement a 
"DIMM" in one's future system. This is shown on the 
right-hand side of the figure and is precisely what is 
happening in FB-DIMM: the memory controller has 
been moved onto the DIMM, and all connections in 
the system are point-to-point. The channel connect
ing the master memory controller to the DIMM-level 
memory controllers (called Advanced Memory Buf
fers, or AMEs) is very narrow and very fast, based on 
the PCI-X standard. Moreover, each DIMM-to-DIMM 
connection is a point-to-point connection, making 
an entire channel a de facto multi-hop store and for
ward network. The FB-DIMM architecture limits the 
channel length to eight DIMMs, and the width of the 
inter-module bus is narrow enough to require roughly 
one-third the number of pins as a traditional organi
zation. The result is that ·an FB-DIMM organization 
can handle roughly 24 times the storage capacity as a 
traditional DDR3-based system (assuming DDR3 sys
tems will indeed be limited to one DIMM per chan
nel), without sacrificing any bandwidth and even 
leaving room for increased intra-module bandwidth 
(note that the FB-DIMM module should be capable 
of reaching the same performance as a graphics-card 
organization). 

7.5 Issues in DRAM Systems, Briefly 
The previous section already touched on an impor

tant issue facing the system designers of tomorrow: 
bandwidth increases are not free and require some 
form of trade-off. The traditional approach has been 
to reduce the number of drops on the shared bus, 
but this approach deary fails to scale. The Overview 
section described other issues, namely that protocol
level details interact with system-level organization 
parameters in non-intuitive ways that can reduce 
performance by factors of two or more. There are 
many other issues facing future DRAM systems, and 
these will be treated in more detail in the upcoming 
chapters. The following is a brief introduction to sev
eral of the issues. 

7.5.1 Architecture and Scaling 
The bandwidth improvements in each DRAM gen

eration have come at a cost in channel capacity, but 
they have also come at a cost in the granularity of 
access. Through a trick of trading off space for time, 
DRAM designers have increased the data rate at the 
DRAM's I/0 pins without having also to increase the 
speed of the DRAM's core. DDR improves speed rela
tive to single data rate (SDR) by moving to a 2n prefetch 
architecture-one in which twice the number of bits 
are fetched from the DRAM core. The bandwidth 
increase on one side of the interface is matched by a 
bandwidth increase on the other side; the II 0 side is 
twice as fast, and the core side is twice as wide (on the 
I/0 side of the DRAM, bits are transmitted twice as 
fast as before; on the core side, twice as many bits are 
fetched in a single cycle). DDR2 improves speed again 
by moving to 4n prefetch; DDR3 is expected to imple
ment Bn prefetch. In each instance, the minimum num
ber of bits that the DRAM can read or write increases 
by a factor of two. The implication is that processors 
need to double the amount of data that they read and 
write in each operation, but the question remains as to 
how far a cache block will scale before SRAM designers 
say enough: 128 B per block? 256 B? 1 KB? 

7.5.2 Topology and Timing 
As previously discussed, there is a direct connec

tion between signal integrity and system organization; 
changes to the system organization can significantly 
improve or degrade signal integrity. The same is true 
of bus topologies. For example, designers of unidirec
tional busses do not need to concern themselves with 
turnaround time, a limitation on throughput when 
the masters of bi-directional buses change. A related 
issue is that of the timing convention used. When the 
topology changes, the timing convention may need 
to be changed to follow suit. Unidirectional busses 
would tend to work better with source-synchronous 
clocking, for example, but source-synchronous clock
ing is not as simple as a global clocldng scheme. 
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7.5.3 Pin and Protocol Efficiency 
Pin cost is becoming a major concern; the cost of 

a transistor or a capacitor on-die is reducing at a tre
mendous rate, and packaging costs are not decreas
ing as rapidly. The obvious conclusion is that in the 
future, DRAM design will be far more concerned 
about pin count than transistor count. The only way 
to reduce significantly the number of pins needed in 
a part, without also significantly reducing the part's 
data bandwidth (e.g., by simply reducing the number 
of data pins on the package), is to rethink the proto
col and allow a trade-off between pins used for data 
and control (address, command, etc.). 

7.5.4 Power and Heat Dissipation 
DRAMs have traditionally not accounted for much 

of a design's power or heat dissipation. For instance, 
DRAMs typically do not come with heat sinks, nor do 
DIMMs. However, with mod{)rn inter-chip signaling 
rates exceeding 1 Gbps per pin (as in present-day 
FB-DIMMs), both power dissipation and heat dissi
pation become serious issues. Previous-era DIMMs 
exhibited power dissipation on the order of 1 W. Cur
rent FB-DIMMs dissipate nearly ten times that. Cou
ple this with the ability to put 25 times the number of 
FB-DIMMs into a system (three times as many chan
nels, eight times as many DIMMs per channel), and 
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you now have a significant heating problem. Modern 
blade servers are a popular design choice and work 
because only a handful of components in the sys
tem dissipate significant heat, and DRAM was never 
one of these. Now, the DRAM subsystem threatens to 
complicate blade-server design, among other things. 

7.5.5 Future Directions 
Currently, much of the focus in future DRAM 

design has been placed on increasing bandwidth via 
increased pin rates. This only scales well for a lim
ited design window. In particular, it places too much 
emphasis on optimizing the device and not enough 
on optimizing the system. This is precisely the type 
of narrow-scope thinking that has led to the sys
temic problems described in the Overview chapter: 
designers thinking only at the device level can create 
system-level problems, just as designers thinking only 
at the system level can create device-level problems. 

The solution is non-trivial, because it requires fac
ing economic arguments. DRAM is a device that tries 
to suit many different needs. A design solution must 
work just as well in a DIMM organization as being 
soldered directly to a motherboard, talking one-on
one With the microprocessor. In other words, in many 
cases the device is the system. How to marry these 
two perspectives will be an ongoing concern. 
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In this chapter, basic circuits and architecture of 
DRAM devices are described. Modern DRAM devices 
exist as the result of more than three decades of 
devolutionary development, and it is impossible to 
provide a complete overview as well as an in-depth 
coverage of circuits and architecture of various DRAM 
devices in a single chapter. The limited goal in this 
chapter is to provide a broad overview of circuits and 
functional blocks commonly found in modern DRAM 
devices, and then proceed in subsequent chapters to 
describe larger memory systems consisting of DRAM 
devices composed of the commonly found circuits 
and functional blocks described herein. 

This chapter proceeds through an examination of 
the basic building blocks of modern DRAM devices 
by first providing a superficial overview of a Fast Page 
Mode (FPM) DRAM device. Basic building blocks such 
as DRAM storage cells, DRAM array structure, volt
age sense amplifiers, decoders, control logic blocks, 
data 110 structures, and packaging considerations 
are examined in this chapter. Specific DRAM devices, 
such as SDRAM, DDRSDRAM andD-RDRAM devices, 

DRAM Device 
Organization: 

Basic Circuits and 
Architecture 

and the evolution of DRAM devices, in general, are 
examined in Chapter 12. 

8.1 DRAM Device Organization 
Figure 8.1 illustrates the organization and struc

ture of an FPM DRAM device that was widely used 
in the 1980s and early 1990s. Internally, the DRAM 
storage cells in the FPM DRAM device in Figure 8.1 
are organized as 4096 rows, 1024 columns per row, 
and 16 bits of data per column. In this device, each 
time a row access occurs, a 12-bit address is placed 
on the address bus and the row-address strobe (RAS) 1 

is asserted by an external memory controller. Inside 
the DRAM device, the address on the address bus 
is buffered by the row address buffer and then sent 
to the row decoder. The row address decoder then 
accepts the 12-bit address and selects 1 of 4096 rows 
of storage cells. The data values contained in the 
selected row of storage cells are then sensed and kept 
active by the array of sense amplifiers. Each row of 

1RAS is known as both row-address strobe (more common) or as row-access strobe. The author prefers "access" because 
of the way the DRAM access protocol has morphed from more of a signal-based interface to a command-based interface. 
Both "address" and "access" are commonly accepted usage for "PI' in both RAS and CAS. 
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CHAPTER 8

In this chapter, basic circuits and architecture of
DRAM devices are described. Modern DRAM devices
exist as the result of more than three decades of

devolutionary development, and it is impossible to
provide a complete overview as well as an in-depth
coverageofcircuits and architecture ofvarious DRAM
devices in a single chapter. The limited goal in this
chapteris to provide a broad overview ofcircuits and
functional blocks commonlyfound in modern DRAM
devices, and then proceed in subsequentchapters to
describe larger memory systems consisting of DRAM
devices composed of the commonly foundcircuits
and functional blocks described herein.

This chapter proceeds through an examination of
the basic building blocks of modern DRAM devices
by first providing a superficial overview of a Fast Page
Mode (FPM) DRAM device. Basic building blocks such
as DRAM storage cells, DRAM array structure, volt-
age sense amplifiers, decoders, control logic blocks,
data I/O structures, and packaging considerations
are examinedin this chapter. Specific DRAM devices,
such as SDRAM, DDR SDRAM and D-RDRAM devices,
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and the evolution of DRAM devices, in general, are
examined in Chapter 12.

8.1 DRAM Device Organization
Figure 8.1 illustrates the organization and struc-

ture of an FPM DRAM device that was widely used
in the 1980s and carly 1990s. Internally, the DRAM
storage cells in the FPM DRAM device in Figure 8.1
are organized as 4096 rows, 1024 columnsperrow,
and 16 bits of data per column. In this device, each
time a row access occurs, a 12-bit address is placed
on the address bus and the row-address strobe (RAS)!
is asserted by an external memory controller. Inside
the DRAM device, the address on the address bus

is buffered by the row address buffer and then sent
to the row decoder. The row address decoder then

accepts the 12-bit address andselects 1 of 4096 rows
of storage cells. The data values contained in the
selected row of storagecells are then sensed and kept
active by the array of sense amplifiers. Each row of

'RASis known as both row-address strobe (more common)oras row-access strobe. The authorprefers “access” because
of the way the DRAM accessprotocol has morphed from moreof a signal-based interface to a command-basedinterface.
Both“address” and “access” are commonlyaccepted usage for “A” in both RAS and CAS.
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FIGURE 8.1: A 64-Mbit Fast Page Mode DRAM device ( 4096 x 1 024 x 16). 

DRAM cells in the DRAM device illustrated in Figure 
8.1 consists of 1024 columns, and each column is 16 
bits wide. That is, the 16-bit -wide column is the basic 
addressable unit of memory in this device, and each 
column access that follows the row access would 
read or write 16 bits of data from the same row of 
DRAM.2 

In the FPM DRAM device illustrated in Figure 8.1, 
column access commands are handled in a similar 
manner as the row access commands. For a column 
access command, the memory controller places a 
10-bit address on the address bus and then asserts 
the appropriate column-access strobe (CAS#) signals. 
Internally, the DRAM chip takes the 10-bit column 

2The PPM DRAM device illustrated in Figure 8.1 does allow each 8-bit half of the 16-bit column to be accessed inde
pendently through the use of separate column-access strobe high (CASH) and column-access strobe low (CASL) signals. 
However, since the data bus is 16 bits wide, a column of data in this device is 16 bits rather than 8 bits. Equivalently, 
modern DRAM devices make use of data mask signals to enable partial data write operations within a single column. 
Some other DRAM devices such as XDR devices make use of sophisticated command encoding to control sub-column 
read and write operations. 
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Chapter 8 DRAM DEVICE ORGANIZATION: BASIC CIRCUITS AND ARCHITECTURE 355 

address, decodes it, and selects 1 column out of 1024 
columns. The data for that column is then placed 
onto the data bus by the DRAM device in the case of 
an ordinary column read command or is overwritten 
with data from the memory controller depending on 
the write enable (WE) signal. 

All DRAM devices, from the venerable PPM DRAM 
device to modern DDRx SDRAM devices, to high data 
rate XDR DRAM devices to low-latency RLDRAM 
devices, to low-power MobileRAM devices, share some 
basic circuits and functional blocks. In many cases, 
different types of DRAM devices from the same DRAM 
device manufacturer share the exact same cells and 
same array structures. For example, the DRAM cells 
in all DRAM devices are organized into one or more 
arrays, and each array is arranged into a number of 
rows and columns. All DRAM devices also have some 
logic circuits that control the timing and sequence 
of how the device operates. The PPM DRAM device 
shown in Figure 8.1 has internal clock generators as 
well as a built-in refresh controller. The PPM DRAM 
device keeps the address of the next row that needs 
to be refreshed so that when a refresh command is 
issued, the row address to be refreshed can be loaded 
from the internal refresh counter instead of having to 
be loaded from the off-chip address bus. The inclu
sion of the fresh counter in the DRAM device frees the 
memory controller from having to keep track of the 
row addresses in the refresh cycles. 

Advanced DRAM devices such as ESDRAM, Direct 
RDRAM, and RLDRAM have evolved to include more 
logic circuitry and functionality on-chip than the 
basic DRAM device examined in this chapter. For 
example, instead of a single DRAM array in an PPM 
DRAM device, modern DRAM devices have multiple 
banks of DRAM arrays, and some DRAM devices have 
additional row caches or write buffers that allow for 
read-around-write functionality. The discussion in 
this chapter is limited to basic circuitry and architec
ture, and advanced performance-enhancing logic cir
cuits not typically found on standard DRAM devices 
are described separately in discussions of specific 
DRAM devices and memory systems. 

B.i DRAM Storage Cells 
Figure 8.2 shows the circuit diagram of a basic one

transistor, one-capacitor (1 T1 C) cell structure used in 
modern DRAM devices to store a single bit of data. In 
this structure, when the access transistor is turned on 
by applying a voltage on the gate of the access tran
sistor, a voltage representing the data value is placed 
onto the bitline and charges the storage capacitor. The 
storage capacitor then retains the stored charge after 
the access transis
tor is turned off 
and the voltage 
on the wordline 
is removed. How
ever, the electrical 
charge stored in 
the storage capac
itor will gradually 
leak away with 
the passage of 

wordline storage 

b"Boe ;r; 
1

7citm 

I 'I' 
access 

transistor 

time. To ensure FIGURE 8.2: Basic 1T1 C DRAM cell 
data integrity, the structure. 
stored data value 
in the DRAM cell 
must be periodically read out and written back by 
the DRAM device in a process known as refresh. In 
the following section, the relationships between cell 
capacitance, leakage, and the need for refresh opera
tions are briefly examined. 

Different cell structures, such as a three-transistor, 
one-capacitor (3TlC) cell structure in Figure 8.3 with 
separate read access, write access, and storage tran
sistors, were used in early DRAM designs. 3 The 3T1 C 
cell structure has an interesting characteristic in that 
reading data from the storage cell does not require 
the content of the cell to be discharged onto a shared 
bitline. That is, data reads to DRAM cells are not 
destructive in 3T1C cells, and a simple read cycle does 
not require data to be restored into the storage cell 
as they are in 1T1C cells. Consequently, random read 
cycles are faster for 3Tl C cells than 1 Tl C cells. How
ever, the size advantage of the 1T1C cell has ensured 

3The first commercial DRAM device, Intel's 1103 DRAM device, utilized a 3TlC cell structure. 
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that this basic cell 
structure is used 
in all modern 
DRAM devices. 

Aside from the 
basic 1TlC cell 
structure, research 
is ongoing to uti
lize alternative cell 
structures such as 
the use of a single 
transistor on a Sill-

FIGURE 8.3: 3T1 G DRAM cell. con -on-Insulator 
(SOD process as 

the basic cell. In one proposed structure, the isolated 
substrate is used as the charge storage element, and a 
separate storage capacitor is not needed. Similar to data 
read-out of the 3TlC cell, data read-out is not destruc
tive, and data retrieval is done via current sensing rather 
than charge sensing. However, despite the existence of 
alternative cell structures, the 1 Tl C cell structure is used 
as the basic charge storage cell structure in all modern 
DRAM devices, and the focus in this chapter is devoted 
to this dominant 1 Tl C DRAM cell structure. 

8.2.1 Cell Capacitance, Leakage, and Refresh 
In a 90-nm DRAM-optimized process technology, 

the capacitance of a DRAM storage cell is on the 
order of 30 fF, and the leakage current of the DRAM 
access transistor is on the order of 1 fA. With a cell 
capacitance of 30 fF and a leakage current of 1 fA, 
a typical DRAM cell can retain sufficient electrical 
charge that will continue to resolve to the proper digi
tal value for an extended period of time-from hun
dreds of milliseconds to tens of seconds. However, 
transistor leakage characteristics are temperature
dependent, and DRAM cell data retention times can 
vary dramatically not only from cell to cell at the same 
time and temperature, but also at different times for 
the same DRAM cell.4 However, memory systems 
must be designed so that not a single bit of data is 

lost due to charge leakage. Consequently, every single 
DRAM cell in a given device must be refreshed at least 
once before any single bit in the entire device loses 
its stored charge due to leakage. In most modern 
DRAM devices, the DRAM cells are typically refreshed 
once every 32 or 64 ms. In cases where DRAM cells 
have storage capacitors with low capacitance values 
or high leakage currents, the time period between 
refresh intervals is further reduced to ensure reliable 
data retention for all cells in the DRAM device. 

8.2.2 Conflicting Requirements Drive Cell 
Structure 

Since the invention of the 1TlC DRAM cell, the 
physical structure of the basic DRAM cell has under
gone continuous evolution. DRAM cell structure 
evolution occurred as a response to the conflicting 
requirements of smaller cell sizes, lower voltages, and 
noise tolerances needed in each new process genera
tion. Figure 8.4 shows an abstract implementation of 
the 1T1C DRAM cell structure. A storage capacitor 
is formed from a stacked (or folded plate) capacitor 
structure that sits in between the polysilicon layers 
above active silicon. Alternatively, some DRAM 
device manufacturers instead use cells with trench 
capacitors that dive deeply into the active silicon 
area. Modern DRAM devices typically utilize one of 
these two different forms of the capacitor structure as 
the basic charge storage element. 

In recent years, two competing camps have been 
formed between manufacturers that use a trench 
capacitor and manufacturers that use a stacked 
capacitor as the basic charge storage element. 
Debates are ongoing as to the relative costs and long
term scalability of each design. For manufacturers 
that seek to integrate DRfu\1 cells with logic circuits 
on the same process technology, the trench capacitor 
structure allows for better integration of embedded 
DRAM cells with logic-optimized semiconductor 
process technologies. However, manufacturers that 
focused on stand-alone DRAM devices appear to 

4The variable leakage problem is a well-known and troublesome phenomenon for DRAM manufacturers that leads to 
variable retention times (VRTs) in DRAM cells. 
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8.2.1 Cell Capacitance, Leakage, and Refresh

In a 90-nm DRAM-optimized process technology,
the capacitance of a DRAM storage cell is on the
order of 30 f§ and the leakage current of the DRAM
access transistor is on the order of 1 fA. With a cell

capacitance of 30 fF and a leakage current of 1 fA,
a typical DRAM cell can retain sufficient clectrical
charge that will continueto resolve to the properdigi-
tal value for an extended period of time—from hun-
dreds of milliseconds to tens of seconds. However,

transistor leakage characteristics are temperature-
dependent, and DRAM cell data retention times can
vary dramaticallynot only from cell to cell at the same
time and temperature, but also at different times for
the same DRAM cell.t However, memory systems
must be designed so that not a single bit of data is

 

lost due to charge leakage. Consequently, every single
DRAM cellin a given device must be refreshedat least
once before any single bit in the entire device loses
its stored charge due to leakage. In most modern
DRAM devices, the DRAM cells are typicallyrefreshed
once every 32 or 64 ms. In cases where DRAM cells
have storage capacitors with low capacitance values
or high leakage currents, the time period between
refresh intervals is further reduced to ensurereliable
data retentionforall cells in the DRAM device.

8.2.2 Conflicting Requirements Drive Cell
Structure

Since the invention of the 1T1C DRAM cell, the

physical structure of the basic DRAM cell has under-
gone continuous evolution. DRAM cell structure
evolution occurred as a response to the conflicting
requirements of smaller cell sizes, lower voltages, and
noise tolerances needed in each new process genera-
tion. Figure 8.4 shows an abstract implementation of
the 1T1C DRAM cell structure. A storage capacitor
is formed from a stacked (or folded plate) capacitor
structure that sits in between the polysilicon layers
above active silicon. Alternatively, some DRAM
device manufacturers instead use cells with trench

capacitors that dive deeply into the active silicon
area. Modern DRAM devices typically utilize one of
these two different forms of the capacitor structure as
the basic charge storage element.

In recent years, two competing camps have been
formed between manufacturers that use a trench

capacitor and manufacturers that use a stacked
capacitor as the basic charge storage element.
Debates are ongoingasto the relative costs and long-
term scalability of each design. For manufacturers
that seek to integrate DRAM cells with logic circuits
onthe sameprocesstechnology, the trench capacitor
structure allows for better integration of embedded
DRAM cells with logic-optimized semiconductor
process technologies. However, manutacturers that
focused on stand-alone DRAM devices appear to

“Thevariable leakage problem is a well-known and troublesome phenomenon for DRAM manufacturersthat leads to
variable retention times (VRTs) in DRAMcells.
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FIGURE 8.4: Cross-section view of a 1T1 C DRAM cell with 
a trench capacitor. The storage capacitor is formed from a 
trench capacitor structure that dives deeply into the active 
silicon area. Alternatively, some DRAM device manufacturers 
instead use cells with a stacked capacitor structure that sits in 
between the polysilicon layers above the active silicon. 

favor stacked capacitor cell structures as opposed 
to the trench capacitor structures. Currently, DRAM 
device manufacturers such as Micron, Samsung, 
Elpida, Hynix, and the majority of the DRAM 
manufacturing industry use the stacked capacitor 
structure, while Qimonda, Nanya, and several 
other smaller DRAM manufacturers use the trench 
capacitor structure. 

8.2.3 Trench Capacitor Structure 
Currently, the overriding consideration for 

DRAM devices, in general, and commodity DRAM 
devices, in particular, is that of cost-minimization; 
This over-riding consideration leads directly to the 

pressure to reduce the cell size-either to increase 
selling price by putting more DRAM cells onto the 
same piece of silicon real estate or to reduce cost 
for the same number of storage cells. The pressure 
to minimize cell area, in turn, means that the stor
age cell either has to grow into a three-dimensional 
stacked capacitor above the surface of the silicon or 
has to grow deeper into and trench below the surface 
of the active silicon. Figure 8.4 shows a diagram of 
the lTlC DRAM cell with a deep trench capacitor 
as the storage element. The abstract illustration in 
Figure 8.4 shows the top cross section of the trench 
capacitor.5 The depth of the trench capacitor allows 
a DRAM cell to decrease the use of the silicon surface 
area without decreasing storage cell capacitance. 
Trench capacitor structures and stacked capacitor 
structures have respective advantages and disadvan
tages. One advantage of the trench capacitor design 
is that the three-dimensional capacitor structure is 
under the interconnection layers so that the higher 
level metallic layers can be more easily made planar. 
The planar characteristic of the metal layers means 
that the process could be more easily integrated into 
a logic-optimized process technology, where there 
are more metal layers above the active silicon. The 
buried structure also means that the trench capaci
tor could be constructed before logic transistors are 
constructed. The importance of this subtle distinc
tion means that processing steps to create the capac
itive layer could be activated before logic transistors 
are fabricated, and the performance characteristics 
of logic transistors would not be degraded by forma
tion of the (high-temperature) capacitive layer.6 

8.2.4 Stacked Capacitor Structure 
The stacked capacitor structure uses multiple layers 

of metal or conductive polysilicon above the surface of 
the silicon substrate to form the plates of the capaci
tor to form the plates of the capacitor that holds the 
stored electrical charge. Figure 8.5 shows an abstract 

5In some modern DRAM devices that use trench capacitors, the depth-to-width aspect ratio of the trench cell exceeds 50:1. 
6The integration of DRAM cells with the logic circuit on the same process technology is non-trivial. Please see the continu
ing discussion in Section 8.10. 
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FIGURE 8.4: Cross-section view of a 1T1C DRAM cell with

a trench capacitor. The storage capacitor is formed from a
trench capacitor structure that dives deeply into the active
silicon area. Alternatively, some DRAM device manufacturers
instead use cells with a stacked capacitor structure thatsits in
between the polysilicon layers above the active silicon.

favor stacked capacitor cell structures as opposed
to the trench capacitor structures. Currently, DRAM
device manufacturers such as Micron, Samsung,
Elpida, Ifynix, and the majority of the DRAM
manufacturing industry use the stacked capacitor
structure, while Qimonda, Nanya, and_several
other smaller DRAM manufacturers use the trench

capacitor structure.

8.2.3 Trench Capacitor Structure

Currently, the overriding consideration for
DRAM devices, in general, and commodity DRAM
devices, in particular, is that of cost-minimization;
This over-riding consideration leads directly to the

pressure to reduce the cell size—either to increase
selling price by putting more DRAM cells onto the
same piece of silicon real estate or to reduce cost
for the same numberofstorage cells. The pressure
to minimize cell area, in turn, means that the stor-

age cell either has to grow into a three-dimensional
stacked capacitor above the surface ofthesilicon or
has to grow deeperinto and trench below the surface
of the active silicon. Figure 8.4 shows a diagram of
the 1TIC DRAM cell with a deep trench capacitor
as the storage element. The abstract illustration in
Figure 8.4 shows the top cross section of the trench
capacitor.° The depth of the trench capacitorallows
a DRAM cell to decrease the use ofthe silicon surface

area without decreasing storage cell capacitance.
Trench capacitor structures and stacked capacitor
structures have respective advantages and disadvan-
tages. One advantage of the trench capacitor design
is that the three-dimensional capacitor structure is
under the interconnection layers so that the higher
level metallic layers can be more easily made planar.
The planar characteristic of the metal layers means
that the process could be moreeasily integrated into
a logic-optimized process technology, where there
are more metal layers above the active silicon. The
buried structure also means that the trench capaci-
tor could be constructed before logic transistors are
constructed. The importance of this subtle distinc-
tion meansthat processing steps to create the capac-
itive layer could be activated before logic transistors
are fabricated, and the performance characteristics
of logic transistors would not be degraded by forma-
tion of the (high-temperature) capacitive layer.®

8.2.4 Stacked CapacitorStructure
The stacked capacitor structure uses multiple layers

ofmetal or conductive polysilicon above the surface of
the silicon substrate to form the plates of the capaci-
tor to form the plates of the capacitor that holds the
stored electrical charge. Figure 8.5 shows an abstract

 

5In some modern DRAM devicesthat use trench capacitors, the depth-to-width aspectratio of the trenchcell exceeds 50:1.
®The integration of DRAM cells with the logic circuit on the same process technology is non-trivial. Please see the continu-
ing discussion in Section 8.10.
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FIGURE 8.5: Abstract view of a 1T1 C DRAM cell with stacked 
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FIGURE 8.6: Top-down view of a DRAM array. 

illustration of the stacked capacitor structures. The 
capacitor structure in Figure 8.5 is formed between 
two layers of polysilicon, and the capacitor lies under
neath the bitline. It is referred to as the Capacitor
under-Bitline (CUB) structure. The stacked capacitive 
storage cell can also be formed above the bitline in the 
Capacitor-over-Bitline (COB) structure. Regardless of 
the location of the storage cell relative to the bitline, 
both the CUB and COB structures are variants of the 
stacked capacitor structure, and the capacitor resides 
in the polysilicon layers above the active silicon. The 

7Bitlines are also known as digitlines. 

relentless pressure to reduce DRAM cell size while 
retaining cell capacitance has forced the capacitor 
structure to grow in the vertical dimension, and the 
evolution of the stacked capacitor structure is a natu
ral migration from two-dimensional plate capacitor 
structures to three-dimensional capacitor structures. 

8.3 RAM Array Structures 
Figure 8.6 illustrates an abstract DRAM array in a 

top-down view. The figure shows a total of six cells, 
with every two cells sharing the same bitline contact. 
The figure also abstractly illustrates the size of a cell 
in the array. The size of a unit cell is 8 F2. In the cur
rent context, "F" is a process-independent metric that 
denotes the smallest feature size in a given process 
technology. In a 90-nm process, F is literally 90 nm, 
and an area of 8 F2 translates to 64,800 nm2 in the 
90-nm process. The cross-sectional area of a DRAM 
storage cell is expected to scale linearly with respect to 
the process generation and maintains the cell size of 
6-8 F2 in each successive generation. 

In DRAM devices, the process of data read out from 
a cell begins with the activation of the access transis
tor to that cell. Once the access transistor is turned 
on, the small charge in the storage capacitor is placed 
on the bitline to be resolved into a digital value? 
Figure 8. 7 illustrates a single bank of DRAM storage 
cells where the row address is sent to a row decoder, 
and the row decoder selects one row of cells. A row of 
cells is formed from one or more wordlines that are 
driven concurrently to activate one cell on each one 
of thousands of bitlines. There may be hundreds of 
cells connected to the same bitline, but only one cell 
per bitline will share its stored charge with the bitline 
at any given instance in time. The charge sharing pro
cess by the storage capacitor minutely changes the 
voltage level on the bitline, and the resulting voltage 
on the bitline is then resolved into a digital value by 
a differential sense amplifier. The differential sense 
amplifier is examined in the following section. 

In modern DRAM devices, the capacitance of a 
storage capacitor is far smaller than the capacitance 
of the bitline. Typically, the capacitance of a storage 
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FIGURE 8.6: Top-down view of a DRAM array.

illustration of the stacked capacitor structures, The
capacitor structure in Figure 8.5 is formed between
twolayers ofpolysilicon, and the capacitorlies under-
neath the bitline. [t is referred to as the Capacitor-
under-Bitline (CUB) structure. The stacked capacitive
storage cell can also be formed abovethebitline in the
Capacitor-over-Bitline (COB) structure. Regardless of
the location of the storage cell relative to the bitline,
both the CUB and COBstructures are variants of the

stacked capacitor structure, and the capacitorresides
in the polysilicon layers above the active silicon. The 

7Bitlines are also knownasdigitlines,

relentless pressure to reduce DRAM cell size while
retaining cell capacitance has forced the capacitor
structure to grow in the vertical dimension, and the
evolution of the stacked capacitor structure is a natu-
ral migration from two-dimensional plate capacitor
structures to three-dimensional capacitor structures.

8.3 RAM Array Structures
Figure 8.6 illustrates an abstract DRAM array in a

top-down view. The figure showsa total ofsix cells,
with every two cells sharing the samebitline contact.
The figure also abstractly illustrates the size of a cell
in the array. The size of a unit cell is 8 F*. In the cur-
rent context, “F” is a process-independentmetric that

denotes the smallest feature size in a given process
technology. In a 90-nm process, F is literally 90 nm,
and an area of 8 F* translates to 64,800 nm? in the
90-nm process. The cross-sectional area of a DRAM
storage cell is expectedto scale linearly with respect to
the process generation and maintains thecell size of
6~8 F” in each successive generation,

In DRAM devices, the process of data read out from
a cell begins with the activation of the access transis-
tor to that cell. Once the access transistor is turned

on, the small charge in the storage capacitoris placed
on the bitline to be resolved into a digital value.’
Figure 8.7 illustrates a single bank of DRAM storage
cells where the row address is sent to a row decoder,
and the row decoderselects one rowofcells. A row of

cells is formed from one or more wordlines that are

driven concurrently to activate one cell on each one
of thousands of bitlines. There may be hundreds of
cells connected to the samebitline, but only onecell
petbitline will share its stored charge withthe bitline
at any given instancein time. The charge sharing pro-
cess by the storage capacitor minutely changes the
voltage level on the bitline, and the resulting voltage
on the bitline is then resolved into a digital value by
a differential sense amplifier. The differential sense
amplifier is examinedin the following section.

In modern DRAM devices, the capacitance of a
storage capacitoris far smaller than the capacitance
of the bitline. Typically, the capacitance of a storage
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FIGURE 8.7: One DRAM bank illustrated: consisting of one 
DRAM array, one array of sense amplifiers, and one row 
decoder-note that the row decoder may be shared across 
multiple banks. 

capacitor is one-tenth of the capacitance of the long 
bitline that is connected to hundreds or thousands of 
other cells. The relative capacitance values create the 
scenario that when the small charge contained in a 
storage capacitor is placed on the bitline, the resulting 
voltage on the bitline is small and difficult to measure 
in an absolute sense. In DRAM devices, the voltage 
sensing problem is resolved through the use of a dif
ferential sense amplifier that compares the voltage of 
the bitline to a reference voltage. 

The use of the differential sense amplifier, in turn, 
places certain requirements on the array structure of 
the DRAM device. In particular, the use of a differ
ential sense amplifier means that instead of a single 
bitline, a pair of bitlines is used to sense the voltage 
value contained in any DRAM cell. Furthermore, in 
order to ensure that bitlines are closely matched in 
terms of voltage and capacitance values, they must 
be closely matched in terms of path lengths and the 
number of cells attached. These requirements lead to 

two distinctly different array structures: open bitline 
stTuctures and folded bitline structures. The struc
tural difference between an array with an open bitline 
structure and an array with a folded bitline structure 
is that in the open bitlihe structure, bitline pairs used 
for each sense amplifier come from separate array 
segments, while bitline pairs in a folded bitline struc
ture come from the same array segment. The different 
structure types have different advantages and disad
vantages in terms of cell size and noise tolerance. 
Some of the important advantages and disadvantages 
are selected for discussion in the following sections. 

8.3. 1 Open Bitline Array Structure 
Figure 8.8 shows an abstract layout of an open 

bitline DRAM array structure. In the open bitline 
structure, bitline pairs used for each sense amplifier 
come from separate array segments. Figure 8.8 shows 
that the operi bitline structure leads to a high degree 
of regularity in the array structure, and the result is 
that cells in an open bitline structure can be packed 
closely together. Typically, DRAM cells in an open 
bitline structure can occupy an area as small as 6 F2. 

In contrast, DRAM cells in a folded bitline structure 
typically occupy a minimum area of 8 F2. 8 The larger 
area used by cells in a folded bitline structure is due to 
the fact that two bitlines are routed through the array 
for each DRAM cell in the folded bitline structure, 
while only one bitline is routed through the array for 
each cell in an open bitline structure. 

Open bitline array structures were used in 64-I<bit 
and earlier DRAM generations. Some 256-I<bit DRAM 
devices also used open bitline structures. However, 
despite the advantage of smaller cell sizes, open bit
line structures also have some disadvantages. One 
disadvantage of the open bitline structure is that it 
requires the use of dummy array segments at the edges 
of the DRAM array in order to ensure that the lengths 
and capacitance characteristics of the bitline pairs are 
closely matched. Another disadvantage of the classic 

8Currently, most manufacturers utilize DRAM cells that occupy an area of 8 F2, and the International Technology Roadmap 
for Semiconductors (ITRS) predicts that DRAM manufacturers will begin transition to new DRAM cell structures that are 
only 6 F2 in 2008. However, Micron announced in 2004 that it had succeeded in the development of a Metal-Insulator
Metal (MIM) capacitor that occupies an area of 6 F2 and began shipping products based on this structure in 2004 and 2005. 
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FIGURE 8.8: Open bitline DRAM array structure. 

open bitline structure is that bitline pairs in the open 
bitline array structure come from different array seg
ments, and each bitline would be more susceptible to 
electronic noises as compared to bitlines in the folded 
bitline structure. 

The larger area for routing and dummy array 
segments in open bitline structure minutely dilutes 
the cell size advantage of the open bitline struc
tures. The various trade-offs, in particular, the noise 
tolerance issue, have led to the predominance of 
folded bitline structures in modern DRAM devices. 
Consequently, open bitline array structures are not 

currently used in modern DRAM devices. However, 
as process technology advances, open bitline struc
tures promise potentially better scalability for the 
DRAM cell size in the long run. Research in the area 
of basic DRAM array structure is thus ongoing. Open 
bitline array structures or more advanced twisting 
or folding of the bitline structure with the cell size 
advantage of the open bitline architecture can well 
make a comeback as the mainstream DRAM array 
structure in the future. 

8.3.2 Folded Bitline Array Structure 
Figure 8.9 shows a DRAM array with a folded bitline 

structure. In the folded bitline configuration, bitlines 
are routed in pairs through the DRAM array structure, 
fulfilling several critical requirements of the sensitive 
differential sense amplifier. The close proximity of the 
bitline pairs in the folded bitline structure means that 
the differential sense amplifier circuit, when paired 
with this array structure, exhibits superior common
mode noise rejection characteristics. That is, in the 
case of a charge spike induced by a single event upset 
(SEU) neutron or alpha particle striking the DRAM 
device, the voltage spike would have a good chance 
of appearing as common-mode noise at the input of 
the differential sense amplifier. In the case of the open 
bitline array structure, the charge spike induced by the 
SEU would likely appear as noise on only one bitline of 
a bitline pair that connects to a sense amplifier. 

Figure 8.9 shows a logical layout of the folded 
bitline structure where alternate pairs of DRAM 
cells are removed from an open bitline array. The 
array of DRAM cells is then compressed, resulting in 
the folded bitline structure illustrated in Figure 8.9. 
The folded bitline structure shown in Figure 8.9 is a 
simple twisting scheme where the bitline pairs cross 
over each other for every two transistors on the bit
line. More advanced bitline folding schemes are being 
study to reduce the area impact while retaining the 
noise immunity aspect of the folded bitline structure. 

8.4 Differential Sense Amplifier 
In DRAM devices, the functionality of resolving 

small electrical charges stored in storage capaci
tors into digital values is performed by a differential 
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FIGURE 8.8: Open bitline DRAM array structure.

open bitline structure is that bitline pairs in the open
bitline array structure come from different array seg-
ments, and each bitline would be more susceptible to
electronic noises as comparedto bitlines in the folded
bitline structure.

The larger area for routing and dummy array
segments in open bitline structure minutely dilutes
the cell size advantage of the open bitline struc-
tures. The various trade-offs, in particular, the noise
tolerance issue, have led to the predominance of
folded bitline structures in modern DRAM devices.

Consequently, open bitline array structures are not

currently used in modern DRAMdevices. However,
as process technology advances, open bitline struc-
tures promise potentially better scalability for the
DRAMcell size in the long run. Research in the area
of basic DRAM arraystructure is thus ongoing. Open
bitline array structures or more advanced twisting
or folding of the bitline structure with the cell size
advantage of the open bitline architecture can well
make a comeback as the mainstream DRAM array
structure in the future.

8.3.2 Folded Bitline Array Structure

Figure 8.9 shows a DRAM array with a foldedbitline
structure. In the folded bitline configuration, bitlines
are routed in pairs through the DRAMarraystructure,
fulfilling several critical requirements of the sensitive
differential sense amplifier. The close proximity of the
bitline pairs in the folded bitline structure means that
the differential sense amplifier circuit, when paired
with this array structure, exhibits superior common-
mode noise rejection characteristics. That is, in the
case of a charge spike induced bya single event upset
(SEU) neutron or alpha particle striking the DRAM
device, the voltage spike would have a good chance
of appearing as common-modenoise at the input of
the differential sense amplifier. In the case ofthe open
bitline array structure, the charge spike induced bythe
SEU wouldlikelyappear as noise on only onebitline of
a bitline pair that connects to a sense amplifier.

Figure 8.9 shows a logical layout of the folded
bitline structure where alternate pairs of DRAM
cells are removed from an open bitline array. The
array of DRAM cells is then compressed,resulting in
the folded bitline structure illustrated in Figure 8.9.
The folded bitline structure shown in Figure 8.9 is a
simple twisting schcme wherethe bitline pairs cross
over each other for every two transistors on the bit-
line. More advancedbitline folding schemesare being
study to reduce the area impact while retaining the
noise immunity aspect ofthe folded bitline structure.

8.4 Differential Sense Amplifier
In DRAM devices, the functionality of resolving

small electrical charges stored in storage capaci-
tors into digital values is performed bya differential
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FIGURE 8.9: One type of folded bitline array structure. 

sense amplifier. In essence, the differential sense 
amplifier takes the voltages from a pair of bitlines as 
input, senses the difference in voltage levels between 
the bitline pairs, and amplifies the difference to one 
extreme or the other. 

8.4.1 Functionality of Sense Amplifiers in 
DRAM Devices 

Sense amplifiers in modern DRAM devices perform 
three generalized functions. The first function is to 
sense the minute change in voltage that occurs when 
an access transistor is turned on and a storage capaci
tor places its charge on the bitline. The sense ampli
tier compares the voltage on that bitline against a 
reference voltage provided on a separate bitline and 
amplifies the voltage differential to the extreme so 
that the storage value can be resolved as a digitall or 
0. This is the sense amplifier's primary role in DRAM 
devices, as it senses minute voltage differentials and 
amplifies them to represent digital values. 

The second function is that it also restores the value 
of a cell after the voltage on the bitline is sensed and 
amplified. The act of turning on the access transistor 
allows a storage capacitor to share its stored charge 
with the bitline. However, the process of sharing 

the electrical charge from a storage cell discharges 
that storage cell. After the process of charge sharing 
occurs, the voltage within the storage cell is roughly 
equal to the voltage on the bitline, and this voltage 
level cannot be used for another read operation. 
Consequently, after the sensing and amplification 
operations, the sense amplifier must also restore the 
amplified voltage value to the storage cell. 

The third function is that the sense amplifiers 
also act as a temporary data storage element. That 
is, after data values contained in storage cells are 
sensed and amplified, the sense amplifiers will con
tinue to drive the sensed data values until the DRAM 
array is precharged and readied for another access. 
In this manner, data in the same row of cells can be 
accessed from the sense amplifier without repeated 
row accesses to the cells themselves. In this role, the 
array of sense amplifiers effectively acts as a row buf
fer that caches an entire row of data. As a result, an 
array of sense amplifiers is also referred to as a row 
buffer, and management policies are devised to con
trol operations of the sense amplifiers. Different row 
buffer management policies dictate whether an array 
of sense amplifiers will retain the data for an indefi
nite period of time (until the next refresh), or will 
discharge it immediately after data has been restored 
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FIGURE 8.9: One type of folded bitline array structure.

sense amplifier. In essence, the differential sense
amplifier takes the voltages from a pairofbitlines as
input, senses the difference in voltage levels between
thebitline pairs, and amplifies the difference to one
extremeor the other.

8.4.1 Functionality of Sense Amplifiers in
DRAM Devices

Sense amplifiers in modern DRAM devices perform
three generalized functions. The first function is to
sense the minute changein voltage that occurs when
an access transistor is turned on and a storage capaci-
tor places its charge on thebitline. The sense ampli-
fier compares the voltage on that bitline against a
reference voltage provided on a separate bitline and
amplifies the voltage differential to the extreme so
that the storage value can be resolved asa digital 1 or
0. This is the sense amplificr’s primary role in DRAM
devices, as it senses minute voltage differentials and
amplifies them to representdigital values.

The second functionis that it also restores the value

of a cell after the voltage on the bitline is sensed and
amplified. The act of turning on the accesstransistor
allows a storage capacitor to share its stored charge
with the bitline. However, the process of sharing

the electrical charge from a storage cell discharges
that storage cell. After the process of charge sharing
occurs, the voltage within the storage cell is roughly
equal to the voltage on the bitline, and this voltage
level cannot be used for another read operation.
Consequently, after the sensing and amplification
operations, the sense amplifier must also restore the
amplified voltage value to the storage cell.

The third function is that the sense amplifiers
also act as a temporary data storage element. That
is, after data values contained in storage cells are
sensed and amplified, the sense amplifiers will con-
tinue to drive the sensed data values until the DRAM

array is precharged and readied for anotheraccess.
In this manner, data in the same row of cells can be

accessed from the sense amplifier without repeated
row accesses to the cells themselves. In this role, the

array of sense amplifiers effectively acts as a row buf-
fer that caches an entire row of data. As a result, an

array of sense amplifiers is also referred to as a row
buffer, and managementpolicies are devised to con-
trol operations of the sense amplifiers. Different row
buffer managementpolicies dictate whether anarray
of sense amplifiers will retain the data for an indefi-
nite period of time (until the next refresh), or will
discharge it immediately after data has been restored
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to the storage cells. Active sense amplifiers consume 
additional current above quiescent power levels, and 
effective management of the sense amplifier opera
tion is an important task for systems seeking optimal 
trade-off points between performance and power 
consumption. 

8.4.2 Circuit Diagram of a Basic Sense 
Amplifier 

Figure 8.10 shows the circuit diagram of a basic 
sense amplifier. More complex sense amplifiers in 
modern DRAM devices contain the basic elements 
shown in Figure 8.10, as well as additional circuit 
elements for array isolation, careful balance of the 
sense amplifier structure, and faster sensing capa
bility. In the basic sense amplifier circuit diagram 
shown in Figure 8.10, the equalization (EQ) signal 
line controls the voltage equalization circuit. The 
functionality of this circuit is to ensure that the volt
ages on the bitline pairs are as closely matched as 
possible. Since the differential sense amplifier is 
designed to amplify the voltage differential between 
the bitline pairs, any voltage imbalance that exists 
on the bitline pairs prior to the activation of the 
access transistors would degrade the effectiveness 
of the sense amplifier. 

The heart of the sense amplifier is the set of four 
cross-connected transistors, labelled as the sensing 

Word lines 

/t~ 

Bitline 

SAN 

FIGURE 8.10: Basic sense amplifier circuit diagram. 

sensing 
circuit 

circuit in Figure 8.10. The sensing circuit is essentially 
a bi-stable circuit designed to drive the bitline pairs 
to complementary voltage extremes, depending on 
the respective voltages on the bitlines at the time the 
SAN (Sense-Amplifier N-Fet Control) and SAP (Sense
Amplifier P-Fet Control) sensing signals are activated. 
The SAN signal controls activation of the NFets in the 
sensing circuit, and the SAP signal controls the acti
vation of the PFets in the sensing circuit. After the 
assertion of the SAN and SAP, the bitlines are driven 
to the full voltage levels. The column -select line ( CSL) 
then turns on the output transistors and allows the 
fully driven voltage to reach the output and be read 
out of the DRAM device. At the same time, the access 
transistor for the accessed cell remains open, and the 
fully driven voltage on the bitline now recharges the 
storage capacitor. Finally, in case of a write operation, 
the column-select line and the write enable (WE) 
signals collectively allow the input write drivers to 
provide a large current to overdrive the sense ampli
fier and the bitline voltage. Once the sense amplifier 
is overdriven to the new data value, it will then hold 
that value and drive it into the DRAM cell through the 
still open access transistor. 

8.4.3 Basic Sense Amplifier Operation 
The maximum voltage that can be placed across 

the access transistor is V gs - V1. (V1 is the threshold 

SAP EQ CSL WE 
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to the storage cells. Active sense amplifiers consume
additional current above quiescent powerlevels, and
effective managementof the sense amplifier opera-
tion is an important task for systems seeking optimal
trade-off points between performance and power
consumption.

8.4.2 Circuit Diagram of a Basic Sense
Amplifier

Figure 8.10 showsthe circuit diagram of a basic
sense amplifier. More complex sense amplifiers in
modern DRAM devices contain the basic elements

shown in Figure 8.10, as well as additional circuit
elements for array isolation, careful balance of the
sense amplifier structure, and faster sensing capa-
bility. In the basic sense amplifier circuit diagram
shown in Figure 8.10, the equalization (EQ) signal
line controls the voltage equalization circuit. The
functionality of this circuit is to ensure that the volt-
ages on the bitline pairs are as closely matched as
possible. Since the differential sense amplifier is
designed to amplify the voltage differential between
the bitline pairs, any voltage imbalance that exists
on the bitline pairs prior to the activation of the
access transistors would degrade the effectiveness
of the sense amplifier.

The heart of the sense amplifier is the set of four
cross-connected transistors, labelled as the sensing
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circuit in Figure 8.10. The sensingcircuit is essentially
a bi-stable circuit designed to drive the bitline pairs
to complementary voltage extremes, depending on
the respective voltages on the bitlines at the time the
SAN (Sense-Amplifier N-Fet Control) and SAP (Sense-
Amplifier P-Fet Control) sensing signals are activated.
The SAN signal controls activation of the NFets in the
sensing circuit, and the SAP signal controls the acti-
vation of the PFets in the sensing circuit. After the
assertion of the SAN and SAP, thebitlines are driven

to the full voltage levels. The column-selectline (CSL)
then turns on the output transistors and allows the
fully driven voltage to reach the output and be read
out of the DRAM device. At the same time, the access

transistor for the accessed cell remains open, and the
fully driven voltage on the bitline now recharges the
storage Capacitor. Finally, in case of a write operation,
the column-sclect line and the write enable (WE)

signals collectively allow the input write drivers to
provide a large current to overdrive the sense ampli-
fier and the bitline voltage. Once the sense amplifier
is overdriven to the new data value, it will then hold
that value and drive it into the DRAM cell through the
still open accesstransistor.

8.4.3 Basic Sense Amplifier Operation

The maximum voltage that can be placed across
the accesstransistoris V,, — V;. (V; is the threshold
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FIGURE 8.10: Basic sense amplifier circuit diagram.
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voltage of the access transistor, and V gs is the gate
source voltage on the access transistor.) Byoverdriving 
the wordline voltage to Vee + Vv the storage capacitor 
can be charged to full voltage (maximum of Vee) by 
the sense amplifier in the restore phase of the sens
ing operation. In modern DRAM devices, the higher
than-Vee wordline voltage is generated by additional 
level-shifting voltage pumping circuitry not examined 
in this text. 

Figure 8.11 shows four different phases in the sens
ing operations of a differential sense amplifier. The pre
charge, access, sense, and restore operations of a sense 
amplifier are labelled as phases zero, one, two, and 
three, respectively. The reason that the pre charge phase 
is labelled as phase zero is because the precharge phase 
is typically considered as a separate operation from 
the phases of a row-access operation. That is, while 
the Precharge phase is a prerequisite for a row-access 
operation, it is typically performed separately from the 
row-access operation itself. In contrast, Access, Sense, 
and Restore are three different phases that are per
formed in sequence for the row-access operation. 

Phase zero in Figure 8.11 is labelled as Precharge, 
and it illustrates that before the process of read
ing data from a DRAM array can begin, the bitlines 
in a DRAM array are precharged to a reference volt
age, Vref· In many modern DRAM devices, Vee/2, the 
voltage halfway between the power supply voltage 
and ground, is used as the reference voltage. In Fig
ure 8.11, the equalization circuit is activated to place 
the reference voltage for the bitlines, and the bitlines 
are precharged to Vref· 

Phase one in Figure 8.11 is labelled as (cell) Access, 
and it illustrates that as a voltage is applied to a word
line, that wordline is overdriven to a voltage that is at 
least Vt above Vee· The voltage on the wordline activates 
the access transistors, and the selected storage cells 
discharge their contents onto the respective bitlines. 
In this case, since the voltage in the storage cell repre
sents a digital value of"1," the charge sharing process 
minutely increases the voltage on the bitline from Vref 

to Vref+· Then, as the voltage on the bitline changes, 
the voltage on the bitline begins to affect operations of 
the cross-connected sensing circuit. In the case illus
trated in Figure 8.11, the slightly higher voltage on the 
bitline begins to drive the lower NFet to be more con
ductive than the upper NFet. Conversely, the minute 
voltage difference also drives the lower PFet to be less 
conductive than the upper PFet. The bitline voltage 
thus biases the sensing circuit for the sensing phase. 

Phase two in Figure 8.11 is labelled Sense, and it 
illustrates that as the minute voltage differential 
drives a bias into the cross-connected sensing circuit, 
SAN, the DRAM device's NFet sense amplifier control 
signal, turns on and drives the voltage on the lower 
bitline down. 9 The figure shows that as SAN turns on, 
the more conductive lower NFet allows SAN to drive 
the lower bitline down in voltage from Vref to ground. 
Similarly, SAP, the PFet sense amplifier control signal, 
drives the bitline to a fully restored voltage value that 
represents the digital value of "1." The SAN and SAP 
control signals thus collectively force the bi-stable 
sense amplifier circuit to be driven to the respective 
maximum or minimum voltage rails. 

Finally, phase three of Figure 8.11 is labelled as 
Restore, and it illustrates that after the bitlines are 
driven to the respective maximum or minimum volt
age values, the overdriven wordline remains active, 
and the fully driven bitline voltage now restores the 
charge in the storage capacitor through the access 
transistor. At the same time, the voltage value on the 
bitline can be driven out of the sense amplifier cir
cuit to provide the requested data. In this manner, 
the contents of a DRAM row can be accessed concur
rently with the row restoration process. 

8.4.4 Voltage Waveform of Basic Sense 
Amplifier Operation 

Figure 8.12 shows the voltage waveforms for the 
bitline and selected control signals illustrated in Figure 
8.11. The four phases labelled in Figure 8.12 correspond 

9In modern DRAM devices, the timing and shape of the SAN and SAP control signals are of great importance in defining the 
accuracy and latency of the sensing operation. However, for the sake of simplicity, the timing and shape of these important 
signals are assumed to be optimally generated by the control logic herein. 
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FIGURE 8.11: Illustrated diagrams of the sense amplifier operation. Read(1) example. 
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FIGURE 8.11: Illustrated diagrams of the sense amplifier operation. Read(1) example.
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FIGURE 8.12: Simplified sense amplifier voltage waveform. Read(1) example. 

to the four phases illustrated in Figure 8.11. Figure 8.12 
shows that before a row-access operation, the bitline 
is precharged, and the voltage on the bitline is set to 
the reference voltage, Vref· In phase one, the wordline 
voltage is overdriven to at least V1 above V co and the 
DRAM cell discharges the content of the cell onto 
the bitline and raises the voltage from Vref to Vref +. In 
phase two, the sense control signals SAN and SAP are 
activated in quick succession and drive the voltage 
on the bitline to the full voltage. The voltage on the 
bitline then restores the charge in the DRAM cells in 
phase three. 

Figure 8.12 illustrates the relationship between 
two important timing parameters: tRcD and tRAs· 
Although the relative durations of tRcD and tRAs 
are not drawn to scale, Figure 8.12 shows that after 
time tRcD' the sensing operation is complete, and 
the data can be read out through the DRAM device's 
data I/0. However, after a time period of tRcD from 
the beginning of the activation process, data is yet to 

be restored to the DRAM cells. Figure 8.12 shows that 
the data restore operation is completed after a time 
period of tRAs from the beginning of the activation 
process, and the DRAM device is then ready to accept 
a precharge command that will complete the entire 
row cycle process after a time period of tRP· 

8.4.5 Writing into DRAM Array 
Figure 8.13 shows a simplified timing characteristic 

for the case of a write command. As part of the row 
activation command, data is automatically restored 
from the sense amplifiers to DRAM cells. However, 
in the case of a write command in commodity DRAM 
devices, data written by the memory controller is 
buffered by the I/0 buffer of the DRAM device and 
used to overwrite the sense amplifiers and DRAM 
cells.1° Consequently, in the case of a write command 
that follows a row activation command, the restore 
phase may be extended by the write recovery phase.11 

10Some DRAM devices, such as Direct RDRAM devices, have write buffers. Data is not driven directly into the DRAM array 
by the data I/0 circuitry in that case, but the write mech~nism into the DRAM array remains the same when the write buf
fer commits the data into the DRAM array prior to a ptecharge operation that closes the page. 
11The row cycle times of most DRAM devices are write-cycle limited. That is, the row cycle times of these DRAM devices are 
defined so that a single, minimal burst length column write commaod can be issued to a given row, between an activation 
commaod and a precharge command to the same row. 
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FIGURE 8.12: Simplified sense amplifier voltage waveform. Read(1) example.

to the four phasesillustrated in Figure 8.11. Figure 8.12
shows that before a row-access operation, the bitline
is precharged, and the voltage on thebitline is set to
the reference voltage, V,,,. In phase one, the wordline
voltage is overdriven to at least V; above V,,, and the
DRAM cell discharges the content of the celi onto
the bitline andraises the voltage fromVyer to Vier‘. In
phase two, the sense control signals SAN and SAP are
activated in quick succession and drive the voltage
on the bitline to the full voltage. The voltage on the
bitline then restores the charge in the DRAM cells in
phasethree.

Figure 8.12 illustrates the relationship between
two important timing parameters: tycp and tras.
Although the relative durations of tgcp and tpas
are not drawn to scale, Figure 8.12 shows thatafter
time tacp, the sensing operation is complete, and
the data can be read out through the DRAM device's
data I/O. However, after a time period of tgcp from
the beginningof the activation process, data is yet to

be restored to the DRAM cells. Figure 8.12 showsthat
the data restore operation is completed after a time
period of tgas from the beginning of the activation
process, and the DRAM deviceis then ready to accept
a precharge commandthat will complete the entire
row cycle processafter a time period oftrp.

8.4.5 Writing into DRAM Array

Figure 8.13 showsa simplified timing characteristic
for the case of a write command. As part of the row
activation command, data is automatically restored
from the sense amplifiers to DRAM cells. However,
in the case of a write command in commodity DRAM
devices, data written by the memory coniroller is
buffered by the I/O buffer of the DRAM device and
used to overwrite the sense amplifiers and DRAM
cells.'° Consequently, in the case of a write command
that follows a row activation command, the restore

phase maybe extendedby the write recovery phase.!!
 

Some DRAM devices, such as Direct RDRAM devices, have write buffers. Datais not driven directly into the DRAM array
by the data I/O circuitry in that case, but the write mechanism into the DRAM array remains the same whenthe write buf-
fer commits the data into the DRAMarray prior to a precharge operationthat closes the page.
The row cycle times of most DRAM devices are write-cycle limited. Thatis, the row cycle times of these DRAM devices are
defined so that a single, minimal burst length column write commandcan be issued to a given row, between an activation
command and a precharge commandto the same row. :
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FIGURE 8.13: Row activation followed by column write into a DRAM array. 

Figure 8.13 shows that the timing of a column write 
command means that a precharge command cannot 
be issued until after the correct data values have been 
restored to the DRAM cells. The time period required 
for write data to overdrive the sense amplifiers and 
written through into the DRAM cells is referred to as 
the write recovery time, denoted as tWR in Figure 8.13. 

8.5 Decodets and Redundancy 
Modern DRAM devices rely on complex semicon

ductor processes for manufacturing. Defects on the 
silicon wafer or subtle process variations lead directly 
to defective cells, defective wordlines, or defective bit
lines. The technique adopted by DRAM designers to 
tolerate some amount of defects and increase yield 
is through the use of redundant rows and columns. 
Figure 8.14 shows an array with redundant wordlines 
and redundant bitlines. The figure shows a DRAM array 
with zn rows and m redundant rows. The row decoder 
must select one out of zn + m rows with ann-bit-wide 
row address. The constraint placed on the decoder is 
that the spare replacement mechanism should not 
introduce unacceptable area overhead or additional 
delays into the address decode path. 

In modern DRAM devices, each row of a DRAM 
array is connected to a decoder that can be selectively 
disconnected via a laser (or fuse) programmable link. 
In cases where a cell or an entire wordline is found 
to be defective, the laser or electrical programmable 
link for the standard decoder for that row disconnects 
the wordline attached to that standard decoder, and a 
spare row is engaged by connecting the address lines 
to match the address of the disconnected row. In this 
manner, the spare decoder can seamlessly engage 
the spare row when the address of the faulty row is 
asserted. The programmable links in the decoders 
may be laser programmable fuses or electrically pro
grammable fuses, depending on the process technol
ogy and the mechanism selected by the DRAM design 
engineers as optimal for the specific manufacturing 
process technology. 

Figure 8.15 shows a set of standard and spare 
decoder designs that are used to drive rows of DRAM 
cells in some DRAM devices. In such a DRAM device, 
a standard decoder is attached to each of the zn row 
of cells, and a spare decoder is attached to each of 
the spare rows. The figure shows that the standard 
decoder illustrated is functionally equivalent to an 
n-inputNORgate. In the standard decoder, each input 
of the functionally equivalent n-input NOR gate is 
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FIGURE 8.13: Row activation followed by column write inte a DRAM array.

Figure 8.13 shows that the timing of a column write
command meansthat a precharge command cannot
be issued until after the correct data values have been

restored to the DRAM cells, The time period required
for write data to overdrive the sense amplifiers and
written through into the DRAM cells is referred to as
the write recovery time, denoted as typ in Figure 8.13.

8.5 Decoders and Redundancy
Modern DRAM devicesrely on complex semicon-

ductor processes for manufacturing. Defects on the
silicon wafer or subtle process variations lead directly
to defective cells, defective wordlines, or defective bit-
lines. The technique adopted by DRAM designers to
tolerate some amount of defects and increase yield
is through the use of redundant rows and columns.
Figure 8.14 shows an array with redundant wordlines
and redundantbitlines. The figure shows a DRAM atray
with 2” rows and m redundant rows. The row decoder
must select one out of 2” + m rows with an n-bit-wide

row address. The constraint placed on the decoderis
that the spare replacement mechanism should not
introduce unacceptable area overhead or additional
delays into the address decode path.

In modern DRAM devices, each row of a DRAM

array is connectedto a decoderthat canbe selectively
disconnectedvia a laser (or fuse) programmablelink.
In cases where a cell or an entire wordline is found

to be defective, the laser or electrical programmable
link for the standard decoderforthat row disconnects

the wordline attachedto that standard decoder, anda

spare row is engaged by connecting the addresslines
to match the address of the disconnected row. In this

manner, the spare decoder can seamlessly engage
the spare row when the address of the faulty row is
asserted. The programmable links in the decoders
may be laser programmable fusesorelectrically pro-
grammable fuses, depending on the process technol-
ogy and the mechanism selected by the DRAM design
engineers as optimal for the specific manufacturing
process technology.

Figure 8.15 shows a set of standard and spare
decoderdesignsthat are used to drive rows of DRAM
cells in some DRAM devices. In such a DRAM device,
a standard decoderis attachedto each of the 2” raw

of cells, and a spare decoder is attached to each of
the spare rows. The figure showsthat the standard
decoderillustrated is functionally equivalent to an
n-inputNORgate. Inthestandarddecoder, eachinput
of the functionally equivalent n-input NOR gate is
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FIGURE 8.14: Redundant rows and columns in a DRAM array. 
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connected to one bit in the n-bit address-either the 
inverted or the non-inverted signal line. Figure 8.15 
shows that the spare decoder illustrated is function
ally equivalent to a 2n-input NOR gate, and each bit 
in the n-bit address as well as the complement of 

each bit of then-bit address is connected to the 2n 
inputs. In cases where a spare decoder is used, the 
input of the NOR gate is selectively disabled so that 
the remaining address signals match the address of 
the disabled standard decoder. 
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address: wordline
Oe valid[os | I

~ & geee WL
& F&F V 6c vounae

 
 

  

 

[oT{aoGol
{ay, 24}  

@ (laser) programmable link

standard decoderdesign

FIGURE8.1 5: Standard and spare decoder design.

connectedto onebit in the n-bit address—either the
inverted or the non-inverted signal line. Figure 8.15
showsthat the spare decoderillustrated is function-
ally equivalent to a 2n-input NORgate, and each bit
in the n-bit address as well as the complement of
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each bit of the n-bit address is connected to the 2n

inputs. In cases where a spare decoderis used, the
input of the NORgateis selectively disabied so that
the remaining address signals match the address of
the disabled standard decoder.
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8.5.1 Row Decoder Replacement Example 
Figure 8.16 illustrates the replacement of a standard 

decoder circuit with a spare decoder for a DRAM array 
with 16 standard rows and 2 spare rows. In Figure 8.16, 
the topmost decoder becomes active with the address 
of Obllll, and each of the 16 standard decoders is 
connected to one of 16 standard rows. In the example 
illustrated in Figure 8.16, row Obl010 is discovered to 
be defective, and the standard decoder for row0b1010 
is disconnected. Then, the inputs of a spare decoder 
are selectively disconnected, so the remaining inputs 
match the address of Ob1010. In this manner, the 
spare decoder and the row associated with it take over 
the storage responsibility for row Ob1010. 

A second capability of the decoders shown in 
Figure 8.15, but not specifically illustrated in Figure 8.16, 
is the ability to replace a spare decoder with another 
spare decoder. In cases where the spare row connected 
to the spare decoder selected to replace row Ob1010 is 
itself defective, the DRAM device can still be salvaged by 
disconnecting the spare decoder at its output and pro
gramming yet another spare decoderfor row0b1010. 

8.6 DRAM Device Control Logic 
All DRAM devices contain some basic logic control 

circuitry to direct the movement of data onto, within, 
and off of the DRAM device. Essentially, some control 
logic must exist on DRAM devices that accepts exter
nally asserted signal and control an4 then orchestrates 
appropriately timed sequences of internal control sig
nals to direct the movement of data. As an example, 
the previous discussion on sense amplifier opera
tions hinted to the complexity of the intricate timing 
sequence in the assertion of the wordline voltage fol• 
lowed by assertion oftbe SAN and SAP sense amplifier 
control signals followed yet again by the column
select signal. The sequence of timed control signals is 
generated by the control logic on DRAM devices. 

Figure 8.17 shows the control logic that generates 
and controls the timing and sequence of signals for 
the sensing and movement of data on the FPM DRAM 
device illustrated in Figure 8.1. The control logic on 
the FPM DRAM device asynchronously accepts 
external signal control and generates the sequence 
of internal control signals for the FPM DRAM device. 
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FIGURE 8.16: Standard and spare decoder design. 
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8.5.1 Row Decoder Replacement Example

Figure 8.16 illustrates the replacementofa standard
decodercircuit with a spare decoder for a DRAM array
with 16 standard rows and2 spare rows.In Figure 8.16,
the topmost decoder becomesactive with the address
of 0b1111, and each of the 16 standard decodersis

connected to one of 16 standard rows, In the example
illustrated in Figure 8.16, row 0b1010 is discovered to
be defective, and the standard decoderfor row 0b1010

is disconnected. Then, the inputs of a spare decoder
are selectively disconnected, so the remaining inputs
match the address of 0b1010. In this manner, the
spare decoderandthe row associated with it take over
the storage responsibility for row 0b1010.

A second capability of the decoders shown in
Figure 8.15, butnot specifically illustrated inFigure 8.16,
is the ability to replace a spare decoder with another
spare decoder. In cases where the spare row connected
to the spare decoderselected to replace row 0b1010is
itselfdefective, the DRAM device can stillbe salvaged by
disconnecting the spare decoderat its output and pro-
grammingyet another spare decoderfor row 0b1010.
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FIGURE 8.16: Standard and spare decoder design.
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8.6 DRAM Device Control Logic
All DRAM devices contain somebasic logic control

circuitry to direct the movementof data onto, within,
andoff of the DRAM device. Essentially, some control
logic must exist on DRAM devices that accepts exter-
nally asserted signal and control andthen orchestrates
appropriately timed sequencesofinternal controlsig-
nals to direct the movement of data. As an exampie,
the previous discussion on sense amplifier opera-
tions hinted to the complexity of the intricate timing
sequencein the assertion of the wordline voltage fol-
lowedby assertion ofthe SAN and SAP sense amplifier
control signals followed yet again by the column-
select signal. The sequenceof timed control signals is
generated by the control logic on DRAM devices.

. Figure 8.17 shows the control logic that generates
and controls the timing and sequenceofsignals for
the sensing and movementofdata on the FPM DRAM
device illustrated in Figure 8.1. The control logic on
the FPM DRAM device asynchronously accepts
external signal control and generates the sequence
of internal control signals for the FPM DRAM device.
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FIGURE 8.17: Control logic 
for a 32-Mbit, x16-wide FPM 
DRAM device. 

The external interface 
to the control logic 
on the FPM DRAM 
device is simple and 
straightforward, con
sisting of essentially 
three signals: the row
address strobe (RAS), 

the column-address 
strobe (CAS), and the 
write enable (WE). The 
FPM DRAM device 
described in Figure 
8.1 is a device with a 
16-bit-wide data bus, 
and the use of separate 
CASL and CASH sig
nals allows the DRAM 
device to control each 
half of the 16-bit-wide 
data bus separately. 

In the FPM DRAM 
device, the controllogic 
and external memory 
controller directly con
trol the movement of 
data. Moreover, the 
controller to the FPM 
DRAM device interface 

is an asynchronous interface. In early generations 
of DRAM devices such as the FPM DRAM described 
here, the direct control of the internal circuitry of 
the DRAM device by the external memory controller 
meant that the DRAM device could not be well pipe
lined and new commands to the DRAM device could 
not be initiated until the previous command com
pleted the movement of data. The movement of data 
was measured and reported by DRAM manufacturers 
in terms of nanoseconds. The asynchronous nature 
of the interface meant that system design engineers 
could implement a different memory controller that 
operated at different frequencies, and designers of the 
memory controller were solely responsible to ensure 
that the controller could correctly control different 
DRAM devices with subtle variations in timings from 
different DRAM manufacturers. 

8.6. 1 Synchronousvs. Non-Synchronous 
Modern DRAM devices such as synchronous DRAM 

(SDRAM), Direct Rambus DRAM (D-RDRAM), and 
dual data rate synchronous DRAM (DDR SDRAM) 
contain control logic that is more complex than the 
control logic contained in an FPM DRAM device. The 
inclusion of the clock signal into the device interface 
enables the design of programmable synchronous 
state machines as the control logic in modern DRAM 
devices. Figure 8.18 shows the control logic for an 
SDRAM device. 

DRAM circuits are fundamentally analog circuits 
whose timing is asynchronous in nature. The steps 
that DRAM circuits take to store and retrieve data in 
capacitors through the sense amplifier have relatively 
long latency, and these latencies are naturally speci
fied in terms of nanoseconds rather than numbers of 
cycles. Moreover, different DRAM designs and pro
cess variations from different DRAM manufacturers 
lead to different sets of timing parameters for each 
type and design of DRAM devices. The asynchronous 
nature and the variations of DRAM devices introduce 
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FIGURE 8.18: Control logic for a synchronous DRAM device. 
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is an asynchronous interface. In early generations
of DRAM devices such as the FPM DRAM described

here, the direct control of the internal circuitry of
the DRAM device by the external memory controller
meantthat the DRAM device could not be well pipe-
lined and new commandsto the DRAM device could

not be initiated until the previous command com-
pleted the movementof data. The movementof data
was measured and reported by DRAM manufacturers
in terms of nanoseconds. The asynchronous nature
of the interface meantthat system design engineers
could implement a different memory controller that
operatedat different frequencies, and designers ofthe
memory controller were solely responsible to ensure
that the controller could correctly control different
DRAM devices with subtle variations in timings from
different DRAM manufacturers.
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8.6.1 Synchronous vs. Non-Synchronous

Modern DRAM devicessuch as synchronous DRAM
(SDRAM), Direct Rambus DRAM (D-RDRAM), and

dual data rate synchronous DRAM (DDR SDRAM)
contain control logic that is more complex than the
control logic contained in an FPM DRAMdevice. The
inclusion of the clock signal into the device interface
enables the design of programmable synchronous
state machinesas the control logic in modern DRAM
devices. Figure 8.18 shows the control logic for an
SDRAM device.

DRAM circuits are fundamentally analog circuits
whose timing is asynchronous in nature. The steps
that DRAM circuits take to store and retrieve data in

capacitors through the sense amplifier haverelatively
long latency, and theselatencies are naturally speci-
fied in terms of nanosccondsrather than numbers of

cycles. Moreover, different DRAM designs and pro-
cess variations from different DRAM manufacturers

lead to different sets of timing parameters for each
type and design of DRAM devices. The asynchronous
nature and the variations of DRAM devices introduce
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FIGURE 8.18: Control logic for a synchronous DRAM device.
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design complexity to computing platforms that use 
DRAM devices as temporary memory storage. The 
solution deployed by the DRAM industry as a whole 
was the migration of DRAM devices to the synchro
nous interface. 

The control logic for synchronous DRAM devices 
such as SDRAM and D-RDRAM differs from non-syn
chronous interface DRAM devices such as FPM and 
EDO in some significant ways. Aside from the trivial 
inclusion of the clock signal, one difference between 
control logic for synchronous and previous non
synchronous DRAM devices is that the synchronous 
DRAM devices can exhibit slight variations in behavior 
to a given command. The programmable variability 
for synchronous DRAM devices can be controlled by 
mode registers embedded as part of the control logic. 
For example, an SDRAM device can be programmed 
to return different lengths of data bursts and different 
data ordering for the column read command. A sec
ond difference between the control logic for synchro
nous DRAM devices and non-synchronous DRAM 
devices is that the synchronous control logic circuits 
have been designed to support pipelining naturally; 
and the ability to support pipelining greatly increases 
the sustainable bandwidth of the DRAM memory 
system. Non-synchronous DRAM devices such as 
EDO and BEDO DRAM can also support pipelining 
to some degree, but built-in assumptions that enable 
the limited degree of pipelining in non -synchronous 
DRAM devices, in turn, limit the frequency scalability 
of these devices. 

8.6.2 Mode Register-Based Programmability 
Modern DRAM devices are controlled by state 

machines whose behavior depends on the input 
values of the command signals as well as the values 
contained in the programmable mode register in the 
control logic. Figure 8.19 shows that in an SDRAM 
device, the mode register contains three fields: CAS 
latency, burst type, and burst length. Depending on 
the value of the CAS latency field in the mode regis
ter, the DRAM device returns data two or three cycles 
after the assertion of the column read command. 
The value of the burst type determines the ordering 
of how the SDRAM device returns data, and the burst 

length field determines the number of columns that 
an SDRAM device will return to the memory control
ler with a single column read command. SDRAM 
devices can be programmed to return 1, 2, 4, or 8 
columns or an entire row. D-RDRAM devices and 
DDRx SDRAM devices contain more mode registers 
that control an ever larger set of programmable 
operations, including, but not limited to, different 
operating modes for power conservation, electrical 
termination calibration modes, self-test modes, and 
write recovery duration. 

8.7 DRAM Device Configuration 
DRAM devices are classified by the number of 

data bits in each device, and that number typi
cally quadruples from generation to generation. 
For example, 64-Kbit DRAM devices were followed 
by 256-Kbit DRAM devices, and 256-Kbit devices 
were, in turn, followed by 1-Mbit DRAM devices. 
Recently, half- generation devices that simply dou
ble the number of data bits of previous-generation 
devices have been used to facilitate smoother tran
sitions between different generations. As a result, 
512-Mbit devices now exist alongside 256-Mbit and 
1 Gbit devices. 

In a given generation, a DRAM device may be 
configured with different data bus widths for use in 
different applications. Table 8.1 shows three differ
ent configurations of a 256-Mbit device. The table 
shows that a 256-Mbit SDRAM device may be config
ured with a 4-bit-wide data bus, an 8-bit-wide data 
bus, or a 16-bit-wide data bus. In the configuration 
with a 4-bit-wide data bus, an address provided to 
the SDRAM device to fetch a single column of data 
will receive 4 bits of data, and there are 64 million 
separately addressable locations in the device with 
the 4-bit data bus. The 256-Mbit SDRAM device with 
the 4-bit-wide data bus is thus referred to as the 
64 Meg x4 device. Internally, the 64 Meg x4 device 
consists of 4 bits of data per column, 2048 columns 
of data per row, and 8192 rows per bank, and there 
are 4 banks in the device. Alternatively, a 256-Mbit 
SDRAM device with a 16-bit-wide data bus will have 
16 bits of data per column, 512 columns per row, and 
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FIGURE 8.19: Programmable mode register in an SDRAM device. 

TABLE 8.1 256-Mbit SDRAM device configurations 

Device Configuration 64 Meg x 4 32 Meg x 8 ~ 6 Meg x ~ 6 

Number of banks 

Number of rows 

Number of columns 

Data bus width 

4 

8192 
2048 

4 

8192 rows per bank; there are 4 banks in the 16 Mbit, 
x16 device. 

In a typical application, 4 16 Mbit, x16 devices 
can be connected in parallel to form a single rank of 
memory with a 64-bit-wide data bus and 128MB of 
storage. Alternatively, 16 64 Mbit, x4 devices can be 
connected in parallel to form a single rank of memory 
with a 64-bit-wide data bus and 512MB of storage. 

8.7. 1 Device Configuration Trade·offs 
In the 256-Mbit SDRAM device, the size of the row 

does not change in different configurations, and the 
number of columns per row simply decreases with 
wider data busses specifying a larger number of bits 
per column. However, the constant row size between 
different configurations of DRAM devices within the 

4 

8192 

1024 

8 

4 

8192 
512 

16 

same DRAM device generation is not a generalized 
trend that can be extended to different device gen
erations. For example, Table 8.2 shows different con
figurations of a 1-Gbit DDR2 SDRAM device, where 
the number of bits per row differs between the x8 
configuration and the x16 configuration. 

In 1-Gbit DDR2 SDRAM devices, there are eight 
banks of DRAM arrays per device. In the x4 and x8 
configuration of the 1-Gbit DDR2 SDRAM device, 
there are 16,384 rows per bank, and each row consists 
of 8192 bits. In the x16 configuration, there are 8192 
rows, and each row consists of 16,384 bits. These 
different configurations lead to different numbers 
of bits per bitline, different numbers of bits per row 
activation, and different number of bits per column 
access. In turn, differences in the number ofbits moved 
per command lead to different power consumption 
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FIGURE 8.19: Programmable moderegister in an SDRAM device.
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8192 rows per bank;there are 4 banksin the 16 Mbit,
x16 device.

In a typical application, 4 16 Mbit, x16 devices
can be connectedin parallel to form a single rank of
memory with a 64-bit-wide data bus and 128 MB of
storage. Alternatively, 16 64 Mbit, x4 devices can be
connectedinparallel to form a single rank ofmemory
with a 64-bit-wide data bus and 512 MBofstorage.

8.7.1 Device Configuration Trade-offs

In the 256-Mbit SDRAM device, thesize of the row

docs not change in different configurations, and the
numberof columns per row simply decreases with
wider data busses specifying a larger numberofbits
per column. However, the constant row size between
different configurations of DRAM devices within the

same DRAM device generation is not a generalized
trend that can be extended to different device gen-
erations. For example, Table 8.2 shows different con-
figurations of a 1-Gbit DDR2 SDRAM device, where
the numberof bits per row differs between the x8
configuration and the x16 configuration.

In 1-Gbit DDR2 SDRAM devices, there are eight
banks of DRAM arrays per device. In the x4 and x8
configuration of the 1-Gbit DDR2 SDRAM device,
there are 16,384 rows per bank, and each row consists
of 8192 bits. In the x16 configuration, there are 8192
rows, and each row consists of 16,384 bits. These

different configurations lead to different numbers
of bits perbitline, different numbers of bits per row
activation, and different numberof bits per column
access.In turn, differences in the numberofbitsmoved

per commandlead to different power consumption
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TABLE 8.2 1-Gbit DDR2 SDRAM device configurations 

Number of banks 

Number of rows 

Number of columns 

Data bus width 

8 

16,384 

2048 

4 

and performance characteristics for different config
urations of the same device generation. For example, 
the 1-Gbit, x16 DDR2 SDRAM device is configured 
with 16,384 bits per row, and each time a row is 
activated, 16,384 DRAM cells are simultaneously 
discharged onto respective bitlines, sensed, ampli
fied, and then restored. The larger row size means that 
a 1-Gbit, x16 DDR2 SDRAM device with 16,384 bits 
per row consumes significantly more current per row 
activation than the x4 and x8 configurations for the 
1-GbitDDR2SDRAMdevicewith8192bitsperrow.The 
differences in current consumption characteristics, in 
turn, lead to different values for tRRD and tFAW> timing 
parameters designed to limit peak power dissipation 
characteristics of DRAM devices. 

8.8 Data 1/0 

8.8.1 Burst Lengths and Burst Ordering 

8 

16,384 

1024 

8 

8 

8192 

1024 

16 

of the D-RDRAM device is that each column of the 
SDRAM device is individually addressable, and given 
a column address in the middle of an 8 column burst, 
the SDRAM device will reorder the burst to provide 
the data of the requested address first. This capability 
is known as critical-word forwarding. For example, in 
an SDRAM device programmed to provide a burst of 
8 columns, a column read command with a column 
address of 17 will result in the data burst of 8 columns 
of data with the address sequence of 17-18-19-20-21-
22-23-16 or 17-16-19-18-21-20-23-22, depending on 
the burst type as defined in the programmable reg
ister. In contrast, each column of aD-RDRAM device 
consists of 128 bits of data, and each column access 
command moves 128 bits of data in a burst of 8 con
tiguous beats in strict burst ordering. An D-RDRAM 
device supports neither programmable burst lengths 
nor different burst ordering. 

In SDRAM and DDRx SDRAM devices, a column 8.8.2 N-Bit Prefetch 
read command moves a variable number of columns. 
As illustrated in Section 8.6.2 on the programmable 
mode register, an SDRAM device can be programmed 
to return 1, 2, 4, or 8 columns of data as a single burst 
that takes 1, 2, 4, or 8 cycles to complete. In contrast, a 
D-RDRAM device returns a single column of data with 
an 8 beat12 burst. Figure 8.20 shows an 8 beat, 8 col
umn read data burst from an SDRAM device and an 8 
beat, single column read data burst from aD-RDRAM 
device. The distinction between the 8 column burst of 
an SDRAM device and the single column data burst 

In SDRAM devices, each time a column read 
command is issued, the control logic determines the 
duration and ordering of the data burst, and each 
column is moved separately from the sense amplifi
ers through the I/0 latches to the external data bus. 
However, the separate control of each column lim
its the operating data rate of the DRAM device. As a 
result, in DDRx SDRAM devices, successively larger 
numbers of bits are moved in parallel from the sense 
amplifiers to the read latch, and the data is then pipe
lined through a multiplexor to the external data bus. 

12In DDR:x and D-RDRAM devices, 2 beats of data are transferred per clock cycle. 
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Tasie 8.2 1-Gbit DDR2 SDRAM device configurations

Number of banks

Numberof rows

Number of columns

Data bus width

co

 
  

and performancecharacteristics for different config-
urations of the same device generation. For example,
the 1-Gbit, x16 DDR2 SDRAM device is configured
with 16,384 bits per row, and each time a row is
activated, 16,384 DRAM cells are simultaneously
discharged onto respective bitlines, sensed, ampli-
fied, and then restored. Thelarger row size meansthat
a 1-Gbit, x16 DDR2 SDRAM device with 16,384 bits

per row consumessignificantly more current per row
activation than the x4 and x8 configurations for the
1-Gbit DDR2 SDRAM device with 8192 bits perrow. The
differences in current consumption characteristics, in
turn,lead to different valuesfor tarp and tray, timing
parameters designed to limit peak powerdissipation
characteristics of DRAM devices.

8.8 Data I/O

8.8.1 Burst Lengths ancl Burst Ordering
In SDRAM and DDRx SDRAM devices, a column

read command movesavariable numberof columns.

Asillustrated in Section 8.6.2 on the programmable
moderegister, an SDRAM device can be programmed
to return 1, 2, 4, or 8 columnsof data as a single burst
that takes 1, 2, 4, or 8 cycles to complete. In contrast, a
D-RDRAM device returns a single columnofdatawith
an 8 beat!” burst. Figure 8.20 showsan 8 beat,8 col-
umnread data burst from an SDRAM device and an 8

beat, single column readdata burst from a D-RDRAM
device. The distinction between the 8 column burst of

an SDRAM device and the single column data burst
 

of the D-RDRAM device is that each column of the

SDRAM deviceis individually addressable, and given
acolumn address in the middle of an 8 columnburst,

the SDRAM device will reorder the burst to provide
the data of the requested address first. This capability
is known ascritical-word forwarding. For example, in
an SDRAM device programmedto provide a burst of
8 columns, a column read command with a column
address of 17 will result in the data burst of 8 columns

of data with the address sequence of 17-18-19-20-21-
22-23-16 or 17-16-19-18-21-20-23-22, depending on
the burst type as defined in the programmable reg-
ister. In contrast, each column of a D-RDRAM device
consists of 128 bits of data, and each column access
command moves 128bits of data in a burst of 8 con-

tiguous beats in strict burst ordering. An D-RDRAM
device supports neither programmable burst lengths
nor different burst ordering.

8.8.2 WN-Bi¢ Prefetch

In SDRAM devices, each time a column read

commandis issued, the control logic determines the
duration and ordering of the data burst, and each
columnis moved separately from the sense amplifi-
ers through the I/O latches to the external data bus.
However, the separate control of each column lim-
its the operating data rate of the DRAM device. As a
result, in DDRx SDRAM devices, successively larger
numbersofbits are movedin parallel from the sense
amplifiers to the read latch, and the datais then pipe-
lined through a multiplexor to the external data bus.

121m DDRx and D-RDRAM devices,2 beats of data are transferred per clock cycle.
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FIGURE 8.21: Data 1/0 in a DDR SDRAM device illustrating 2-bit prefetch. 

Figure 8.21 illustrates the data 1/0 structure of a 
DDR SDRAM device. The figure shows that given 
the width of the external data bus as N, 2N bits are 
moved from the sense amplifiers to the read latch, 
and the 2N bits are then pipelined through the mul
tiplexors to the external data bus. In DDR2 SDRAM 
devices, the number of bits prefetched by the inter
nal data bus is 4N. The N-bit prefetch strategy in 
DDRx SDRAM devices means that internal DRAM 
circuits can remain essentially unchanged between 
transitions from SDRAM to DDRx SDRAM, but the 
operating data rate of DDRx SDRAM devices can be 
increased to levels not possible with SDRAM devices. 
However, the downside of theN-bit prefetch archi
tecture means that short column bursts are no longer 
possible. In DDR2 SDRAM devices, a minimum burst 

length of 4 columns of data is accessed per column 
read command. This trend is likely to continue in 
DDR3 and DDR4 SDRAM devices, dictating longer 
data bursts for each successive generations of higher 
data rate DRAM devices. 

8.9 DRAM Device Packaging 
One difference between DRAM and logic devices 

is that most DRAM devices are commodity items, 
whereas logic devices such as processors and 
application-specific integrated circuits (ASICs) are 
typically specialized devices that are not commod
ity items. The result of the commodity status is that, 
even more so than logic devices, DRAM devices 
are extraordinarily sensitive to cost. One area that 
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FIGURE 8.21: Data 1/0 in a DDR SDRAM deviceillustrating 2-bit prefetch.

Figure 8.21 illustrates the data I/O structure of a
DDR SDRAM device. The figure shows that given
the width of the external data bus as N, 2N bits are

moved from the sense amplifiers to the read latch,
and the 2N bits are then pipelined through the mul-
tiplexors to the external data bus. In DDR2 SDRAM
devices, the numberof bits prefetched by the inter-
nal data bus is 4N. The N-bit prefetch strategy in
DDRx SDRAM devices means that internal DRAM

circuits can remain essentially unchanged between
transitions from SDRAM to DDRx SDRAM,but the

operating data rate of DDRx SDRAM devices can be
increasedto levels not possible with SDRAM devices.
However, the downside of the N-bit prefetch archi-
tecture meansthat short column bursts are no longer
possible. In DDR2 SDRAM devices, a minimum burst

length of 4 columnsof data is accessed per column
read command. This trend is likely to continue in
DDR3 and DDR4 SDRAM devices, dictating longer
data bursts for each successive generations of higher
data rate DRAM devices.

8.9 DRAM Device Packaging
Onedifference between DRAM andlogic devices

is that most DRAM devices are commodity items,
whereas logic devices such as processors and
application-specific integrated circuits (ASICs) are
typically specialized devices that are nat cammod-
ity items. The result of the commodity status is that,
even more so than logic devices, DRAM devices
are extraordinarily sensitive to cost. One area that
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TABLE 8.3 Package cost and pin count of high-performance logic chips and DRAM chips {ITRS 2002) 

Semi generation (nm) 90 65 45 32 22 

High perf. device pin count 2263 3012 4009 5335 7100 

1.88 1.61 1.68 1.44 1.22 High perf. device cost (cents/pin) 

Memory device pin count 48-160 48-160 62-208 81-270 105-351 
DRAM device pin cost (cents/pin) 0.34-1.39 0.27-0.84 0.22-0.34 0.19-0.39 0.19-0.33 

reflects the cost sensitivity is the packaging tech
nology utilized by DRAM devices. Table 8.3 shows 
the expected pin count and relative costs from 
the 2002 International Technology Roadmap for 
Semiconductors (ITRS) for high-performance logic 
devices as compared to memory devices. The table 
shows the trend that memory chips such as DRAM 
will continue to be manufactured with relatively 
lower cost packaging with lower pin count and lower 
cost per pin. 

Figure 8.22 shows four different packages used in 
DRAM devices. DRAM devicesweretypicallypackaged 
in low pin count and low cost Dual In-line Packages 
(DIP) well into the late 1980s. Increases in DRAM 
device density and wider data paths have required 
the use of the larger and higher pin count Small 
Outline ]-lead (SOJ) packages. DRAM devices then 
moved to the Thin, Small Outline Package (TSOP) in 
the late 1990s. As DRAM device data rates increase to 
multiple hundreds of megabits per second, Ball Grid 
Array (BGA) packages are needed to better control 
signal interconnects at the package level. 

DIP SOJ 

8.10 DRAM Process Technology and 
Process Scaling Considerations 

The 1 T1 C cell structure places specialized 
demands on the access transistor and the storage 
capacitor. Specifically, the area occupied by the 1 T1 C 
DRAM cell structure must be small, leakage through 
the access transistor must be low, and the capaci
tance of the storages capacitor must be large. The 
data retention time and data integrity requirements 
provide the bounds for the design of a DRAM cell. 
Different DRAM devices can be designed to meet the 
demand of different markets. DRAM devices can be 
designed for high performance or low cost. DRAM
optimized process technologies can also be used to 
fabricate logic circuits, and logic-optimized process 
technologies can also be used to fabricate DRAM cir
cuits. However, DRAM-optimized process technolo
gies have diverged substantially from logic-optimized 
process technologies in recent years. Consequently, 
it has become less economically feasible to fabricate 
DRAM circuits in logic-optimized process technol
ogy, and logic circuits fabricated in DRAM-optimized 

BGA 

TSOP 

(more pins, higher datarate, higher cost) 

FIGURE 8.22: DRAM package evolution. 
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Tas_e 8.3 Package cost and pin count of high-performance logic chips and DRAM chips (ITRS 2002)

Semi generation (nm) 90
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reflects the cost sensitivity is the packaging tech-
nology utilized by DRAM devices. Table 8.3 shows
the expected pin count and relative costs from
the 2002 International Technology Roadmap for
Semiconductors (ITRS) for high-performance logic
devices as compared to memory devices. The table
shows the trend that memory chips such as DRAM
will continue to be manufactured with relatively
lower cost packaging with lower pin count and lower
cost per pin.

Figure 8.22 shows four different packages used in
DRAM devices. DRAM devicesweretypicallypackaged
in low pin count and low cost Dual In-line Packages
(DIP) well into the late 1980s. Increases in DRAM

device density and wider data paths have required
the use of the larger and higher pin count Small
Outline J-lead (SOJ) packages. DRAM devices then
moved to the Thin, Small Outline Package (TSOP) in
the late 1990s. As DRAM device datarates increase to

multiple hundreds of megabits per second, Ball Grid
Array (BGA) packages are needed to better control
signal interconnects at the package level.
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8.10 DRAM Process Technology and
Process Scaling Considerations

The 1T1C ceil structure places specialized
demands on the access transistor and the storage
capacitor. Specifically, the area occupied by the 1T1C
DRAMcell structure must be small, leakage through
the access transistor must be low, and the capaci-
tance of the storages capacitor must be large. The
data retention time and data integrity requirements
provide the bounds for the design of a DRAM cell.
Different DRAM devices can be designed to meet the
demand ofdifferent markets. DRAM devices can be

designed for high performance or low cost. DRAM-
optimized process technologies can also be used to
fabricate logic circuits, and logic-optimized process
technologies can also be used to fabricate DRAM cir-
cuits. However, DRAM-optimized process technolo-
gies have diverged substantially from logic-optimized
process technologies in recent years. Consequently,
it has become less economically feasible to fabricate
DRAM circuits in logic-optimized process technol-
ogy, andlogic circuits fabricated in DRAM-optimized

TSOP  
(more pins, higher datarate, higher cost)
 

FIGURE 8.22: DRAM package evolution.
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process technology are much slower than similar cir
cuits in a logic-optimized process technology. These 
trends have conspired to keep logic and DRAM cir
cuits in separate devices manufactured in process 
technologies optimized for the respective device. 

8.10.1 Cost Considerations 
Historically, manufacturing cost considerations 

have dominated the design of standard, commod
ity DRAM devices. In the spring of 2003, a single 
256-Mbit DRAM device, using roughly 45 mm2 of 
silicon die area on a 0.11-j.Lm DRAM process, had a 
selling price of approximately $4 per chip. In con
trast, a desktop Pentium 4 processor from Intel, using 
roughly 130 mm2 of die area on a 0.13-j.Lm logic pro
cess, had a selling price that ranged from $80 to $600 
in the comparable time-frame. Although the respec
tive selling prices were due to the limited sources, 
the non-commodity nature of processors, and the 
pure commodity economics of DRAM devices, the 
disparity does illustrate the level of price competition 

in the commodity DRAM market. The result is that 
DRAM manufacturers are singularly focused on the 
low-cost aspect of DRAM devices. Any proposal to 
add additional functionalities must then be weighed 
against the increase in die cost and possible increases 
in the selling price. 

8.10.2 DRAM· vs. Logic-Optimized Process 
Technology 

One trend in semiconductor manufacturing is the 
inevitable march toward integration. As the semi
conductor manufacturing industry dutifully fulfills 
Moore's Law, each doubling of transistors allows 
design engineers to pack more logic circuitry or more 
DRAM storage cells onto a single piece of silicon. 
However, the semiconductor industry, in general, has 
thus far resisted the integration of DRAM and logic 
onto the same silicon device for various technical 
and economic reasons. 

Figure 8.23 illustrates some technical issues that 
have prevented large-scale integration oflogic circuitry 
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process technology are much slower than similar cir-
cuits in a logic-optimized process technology. These
trends have conspired to keep logic and DRAM cir-
cuits in separate devices manufactured in process
technologies optimized for the respective device.

8.10.1 Cost Considerations

Historically, manufacturing cost considerations
have dominated the design of standard, commod-
ity DRAM devices. In the spring of 2003, a single
256-Mbit DRAM device, using roughly 45 mm? of
silicon die area on a 0.11-4m DRAM process, had a
selling price of approximately $4 per chip. In con-
trast, a desktop Pentium 4 processor from Intel, using
roughly 130 mm/ ofdie area on a 0.13-jm logic pro-
cess, had a selling price that ranged from $80 to $600
in the comparable time-frame. Although the respec-
tive selling prices were due to the limited sources,
the non-commodity nature of processors, and the
pure commodity economics of DRAM devices, the
disparity doesillustrate the level ofprice competition

 

 
 

  

 

in the commodity DRAM market. ‘The result is that
DRAM manufacturers are singularly focused on the
low-cost aspect of DRAM devices. Any proposal to
add additional functionalities must then be weighed
against the increasein die cost and possible increases
in the selling price.

8.10.2 DRAM.-vs. Logic-Optimized Process
Technology

Onetrend in semiconductor manufacturingis the
inevitable march toward integration. As the semi-
conductor manufacturing industry dutifully fulfills
Moore’s Law, each doubling of transistors allows
design engineers to pack more logic circuitry or more
DRAM storage cells onto a single piece of silicon.
However, the semiconductorindustry, in general, has
thus far resisted the integration of DRAM andlogic
onto the same silicon device for various technical
and economic reasons.

Figure 8.23 illustrates some technical issues that
have prevented large-scale integration oflogic circuitry
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with DRAM storage cells. Basically, logic-optimized 
process technologies have been designed for transistor 
performance, while DRAM -optimized process technol
ogies have been designed for low cost, error tolerance, 
and leakage resistance. Figure 8.23 shows a typical 
logic-based process with seven or more layers of cop
per interconnects, while a typical DRAM-optimized 
process has only two layers of aluminum interconnects 
along with perhaps an additional layer of tungsten 
for local interconnects. Moreover, a logic-optimized 
process typically uses low K material for the inter -layer 
dielectric, while the DRAM -optimized process uses the 
venerable Si02• Figure 8.23 also shows that a DRAM
optimized process would use four or more layers of 
polysilicon to form the structures of a stacked capacitor 
(for those DRAM devices that use the stacked capacitor 
structure), while the logic-optimized process merely 
uses two or three layers of polysilicon for local intercon
nects. Also, transistors in a logic-optimized process are 
typically tuned for high performance, while transistors 
in a DRAM -optimized process are tuned singularly for 
low-leakage characteristics. Finally, even the substrates 
of the respectively optimized process technologies 
are diverging as logic-optimized process technologies 
move to depleted substrates and DRAM-optimized 
process technologies largely stays with bulk silicon. 

The respective specializations of the differently 
optimized process technologies have largely suc
ceeded in preventing widespread integration of logic 
circuitrywith DRAM storage cells. The use of a DRAM
optimized process as the basis of integrating logic cir
cuits and DRAM storage cells leads to slow transistors 
with low-drive currents connected to a few layers of 

metal interconnects and a relatively high K Si02 inter
layer dielectric. That is, logic circuits implemented on 
a DRAM-optimized process would be substantially 
larger as well as slower than comparable circuits 
on a similar generation logic-optimized process. 
Conversely, the use of a higher cost logic-optimized 
process as the basis of integrating logic circuits and 
DRAM storage cells leads to high-performance but 
leaky transistors coupled with DRAM cells with rela
tively lower capacitance, necessitating large DRAM 
cell structures and high refresh rates. 

In recent years, new hybrid process technolo
gies have emerged to solve various technical issues 
involving the integration of logic circuits and DRAM 
storage cells. Typically, the hybrid process starts with 
the foundation of a logic-optimized process and 
then additional layers are added to the process to 
create high-capacitance DRAM storage cells. Also, 
different types of transistors are made available for 
use as low-leakage access transistors as well as high
drive current high-performance logic transistors. 
However, hybrid process technology then becomes 
more complex than a logic-optimized process. As 
a result, hybrid process technologies that enable 
seamless integration of logic and DRAM devices are 
typically more expensive, and their use has thus far 
been limited to specialty niches that require high
performance processors and high-performance and 
yet small DRAM memory systems that are limited 
by the die size of a single logic device. Typically, the 
application has been limited to high-performance 
System-on-Chip (SOC) devices. 
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In any electronic system, multiple devices are 
connected together, and signals are sent from one 
point in the system to another point in the system 
for the devices to communicate with each other. The 
signals adhere to predefined signaling and timing 
protocols to ensure correctness in the transmission 
of commands and data. In the grand scale of things, 
the topics of signaling and timing require volumes of 
dedicated texts for proper coverage. This chapter can
not hope to, nor is it designed to, provide a compre
hensive coverage on these important topics. Rather, 
the purpose of this chapter is to provide basic termi
nologies and understanding of the fundamentals of 
signaling and timing-subjects of utmost importance 
that drive design decisions in modern DRAM memory 
systems. This chapter provides the basic understand
ing of signaling and timing in modern electronic sys
tems and acts as a primer for further understanding 
of the topology, electrical signaling, and protocols 
of modern DRAM memory systems in subsequent 
chapters. The text in this chapter is written for those 
interested in the DRAM memory system but do not 
have a background as an electrical engineer, and it is 
designed to provide a basic survey of the topic suf
ficient only to understand the system-level issues 
that impact the design and implementation of DRAM 
memory systems, without having to pick up another 
text to reference the basic concepts. 

9.1 Signaling System 
In the decades since the emergence of electronic 

computers, the demand for ever-increasing memory 
capacity has constantly risen. This insatiable demand 

for memory capacity means that the number of 
DRAM devices attached to the memory system for 
a given class of computers has remained relatively 
constant despite the increase in per-device capacity 
made possible with advancements in semiconduc
tor technology. The need to connect multiple DRAM 
devices together to form a larger memory system for 
a wide variety of computing platforms has remained 
unchanged for many years. In the cases where mul
tiple, discrete DRAM devices are connected together 
to form larger memory systems, complex signaling 
systems are needed to transmit information to and 
from the DRAM devices in the memory system. 

Figure 9.1 illustrates the timing diagram for two 
consecutive column read commands to different 
DDR SDRAM devices. The timing diagram shows 
idealized timing waveforms, where data is moved 
from the DRAM devices in response to commands 
sent by the DRAM memory controller. However, as 
Figure 9.1 illustrates, signals in real-world systems 
are far from ideal, and signal integrity issues such 
as ringing, attenuation, and non-monotonic signals 
can and do negatively impact the setup and hold 
time requirements of signal timing constraints. 
Specifically, Figure 9.1 illustrates that a given signal 
may be considered high-quality if it transitions 
rapidly and settles rapidly from one signal level to 
another. Figure 9.1 further illustrates that a poorly 
designed signaling system can result in a poor qual
ity signal that overshoots, undershoots, and does 
not settle rapidly into its new signal value, possibly 
resulting in the violation of the setup time or the hold 
time requirements in a high -speed system. 

Figure 9.2 illustrates the fundamental problem 
of frequency-dependent signal transmission in a 
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In any electronic system, multiple devices are
connected together, and signals are sent from one
point in the system to another point in the system
for the devices to communicate with each other. The

signals adhere to predefined signaling and timing
protocols to ensure correctness in the transmission
of commands and data. In the grand scale ofthings,
the topics of signaling and timing require volumes of
dedicated texts for proper coverage.‘his chaptcr can-
not hopeto, noris it designed to, provide a compre-
hensive coverage on these important topics, Rather,
the purposeofthis chapteris to provide basic termi-
nologies and understanding of the fundamentals of
signaling and timing—subjects of utmost importance
thatdrive design decisions in modern DRAM memory
systems. This chapter provides the basic understand-
ing of signaling and timing in modernelectronic sys-
tems and acts as a primerfor further understanding
of the topology, electrical signaling, and protocols
of modern DRAM memory systems in subsequent
chapters. The text in this chapteris written for those
interested in the DRAM memory system but do not
have a backgroundas anelectrical engineer, andit is
designed to provide a basic survey of the topic suf-
ficient only to understand the system-level issues
that impact the design and implementation of DRAM
memory systems, without having to pick up another
text to reference the basic concepts.

9.1 Signaling System
In the decades since the emergenceof electronic

computers, the demandfor ever-increasing memory
capacity has constantly risen. This insatiable demand

for memory capacity means that the number of
DRAM devices attached to the mcmory system for
a given class of computers has remainedrelatively
constant despite the increase in per-device capacity
made possible with advancements in semiconduc-
tor technology. The need to connect multiple DRAM
devices together to form a larger memory system for
a wide variety of computing platforms has remained
unchanged for many years. In the cases where mul-
tiple, discrete DRAM devices are connected together
to form larger memory systems, complex signaling
systems are needed to transmit information to and
from the DRAM devices in the memory system.

Figure 9.1 illustrates the timing diagram for two
consecutive column read commands to different

DDR SDRAM devices. The timing diagram shows
idealized timing waveforms, where data is moved
from the DRAM devices in response to commands
sent by the DRAM memory controller. However, as
Figure 9.1 illustrates, signals in real-world systems
are far from ideal, and signal integrity issues such
as ringing, attenuation, and non-monotonicsignals
can and do negatively impact the setup and hold
time requirements of signal timing constraints.
Specifically, Figure 9.1 illustrates that a given signal
may be considered high-quality if it transitions
rapidly and settles rapidly from one signal level to
another. Figure 9.1 further illustrates that a poorly
designed signaling system canresult in a poor qual-
ity signal that overshoots, undershoots, and does
not settle rapidly into its new signal value, possibly
resulting in the violation of the setup timeor the hold
time requirements in a high-speed system.

Figure 9.2 illustrates the fundamental problem
of frequency-dependent signal transmission in a
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FIGURE 9.1: Real-world behavior of electrical signals. 
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FIGURE 9.2: Frequency-dependent signal transmission in lossy, real-world transmission lines. 

lossy, real-world transmission line. That is, an input 
waveform, even an idealized, perfect square wave 
signal, can be decomposed into a Fourier series-a 
sum of sinusoidal and cosinusoidal oscillations of 
various amplitudes and frequencies. The real-world, 
lossy transmission line can then be modelled as a 
non-linear low-pass filter where the low-frequency 
components of the Fourier decomposition of the 
input waveform pass through the transmission line 
without substantial impact to their respective ampli
tudes or phases. In contrast, the non-linear, low-pass 

transmission line will significantly attenuate and 
phase shift the high-frequency components of the 
input waveform. Then, recomposition of the various 
frequency components of the input waveform at the 
output of the lossy transmission line will result in an 
output waveform that is significantly different from 
that of the input waveform. 

Collectively, constraints of the signaling system will 
limit the signaling rate and the delivery of symbols 
between discrete semiconductor devices such as DRAM 
devices and the memory controller. Consequently, the 
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lossy, real-world transmission line. That is, an input
waveform, even an idealized, perfect square wave
signal, can be decomposed into a Fourier series—a
sum of sinusoidal and cosinusoidal oscillations of

various amplitudes and frequencies. The real-world,
lossy transmission line can then be modelled as a
non-linear low-pass filter where the low-frequency
components of the Fourier decomposition of the
input waveform pass through the transmissionline
without substantial impact to their respective ampli-
tudes or phases. In contrast, the non-linear, low-pass

transmission line will significantly attenuate and
phase shift the high-frequency components of the
input waveform. Then, recomposition of the various
frequency components of the input waveform at the
output of the lossy transmissionline will result in an
output waveform thatis significantly different from
that of the input waveform.

Collectively, constraints of the signaling system will
limit the signaling rate and the delivery of symbols
betweendiscretesemiconductor devices suchas DRAM

devices and the memory controller. Consequently, the
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FIGURE 9.3: A basic signaling system. 

construction and assumptions inherent in the signaling 
system can and do directly impact the access protocol 
of a given memory system, which in turn determines 
the bandwidth, latency, and efficiency characteristics 
of the memory system. As a result, a basic comprehen
sion of issues relating to signaling and timing is needed 
as a foundation to understand the architectural and 
engineering design trade-offs of modern, multi-device 
memory systems. 

Figure 9.3 shows a basic signaling system where a 
symbol, encoded as a signal, is sent by a transmitter 
along a transmission line and delivered to a receiver. 
The receiver must then resolve the value of the sig
nal transmitted within valid timing windows deter
mined by the synchronization mechanism. The signal 
should then be removed from the transmission line 
by a resistive element, labelled as the terminator in 
Figure 9.3, so that it does not interfere with the trans
mission and reception of subsequent signals. The 
termination scheme should be carefully designed to 
improve signal integrity depending on the specific 
interconnect scheme. Typically, serial termination is 
used at the receiver and parallel termination is used 
at the transmitter in modern high-speed memory sys
tems. As a general summary, serial termination reduces 
signal ringing at the cost of reduced signal swing at 
the receiver, and parallel termination improves sig
nal quality, but consumes additional active power to 
remove the signal from the transmission line. 

Figure 9.3 illustrates a basic signaling system where 
signals are delivered unidirectionallyfrom a transmitter 

to a single receiver. In contemporary DRAM memory 
systems, signals are often delivered to multiple DRAM 
devices connected on the same transmission line. Spe
cifically, in SDRAM and SDRAM-like DRAM memory 
systems, multiple DRAM devices are often connected 
to a given address and command bus, and multiple 
DRAM devices are often connected to the same data 
bus where the same transmission line is used to move 
data from the DRAM memory controller to the DRAM 
devices, as well as from the DRAM devices back to the 
DRAM memory controller. 

The examination of the signaling system in this 
chapter begins with an examination of basic trans
mission line theory with the treatment of wires as 
ideal transmission lines, and it proceeds to an exami
nation of the termination mechanism utilized in the 
DRAM memory system. However, due to their rela
tive complexity and the limited coverage envisioned 
in this chapter, specific circuits utilized by DRAM 
devices for signal transmission and reception are not 
examined herein. 

9.!1 Transmission Lines on PCBs 
Modern DRAM memory systems are typically 

formed from multiple devices mounted on printed 
circuit boards (PCBs). The interconnects on PCBs are 
mostly wires and vias that allow an electrical signal 
to deliver a symbol from one point in the system 
to another point in the system. The symbol may be 
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FIGURE 9.3: A basic signaling system.

construction and assumptions inherentinthe signaling
system can and do directly impact the access protocol
of a given memory system, which in turn determines
the bandwidth, latency, and efficiency characteristics
of the memory system.As a result, a basic comprehen-
sion of issues relating to signaling and timing is needed
as a foundation to understand the architectural and

engineering design trade-offs of modern, multi-device
memory systems.

Figure 9.3 shows a basic signaling system where a
symbol, encodedasa signal, is sent by a transmitter
along a transmission line and delivered to a receiver.
The receiver must then resolve the value of thesig-
nal transmitted within valid timing windows deter-
mined by the synchronization mechanism. Thesignal
should then be removed from the transmission line

by a resistive element, labelled as the terminator in
Figure 9.3, so that it does not interfere with the trans-
mission and reception of subsequent signals. The
termination scheme should be carefully designed to
improve signal integrity depending on the specific
interconnect scheme. Typically, serial terminationis
used at the receiver and parallel termination is used
at the transmitter in modern high-speed memory sys-
tems. As ageneral summary, serial terminationreduces
signal ringing at the cost of reduced signal swing at
the receiver, and parallel termination improves sig-
nal quality, but consumesadditional active powerto
removethe signal from the transmissionline.

Figure 9.3 illustrates a basic signaling system where
signals are deliveredunidirectionallyfromatransmitter

to a single receiver. In contemporary DRAM memory
systems,signals are often delivered to multiple DRAM
devices connected on the same transmissionline. Spe-
cifically, in SDRAM and SDRAM-like DRAM memory
systems, multiple DRAM devices are often connected
to a given address and command bus, and multiple
DRAM devices are often connected to the same data
bus where the same transmissionline is used to move

data from the DRAM memory controller to the DRAM
devices, as well as from the DRAM devices back to the

DRAM memory controller.
The examination of the signaling system in this

chapter begins with an examination of basic trans-
mission line theory with the treatment of wires as
ideal transmissionlines, and it proceeds to an exami-
nation of the termination mechanism utilized in the

DRAM memory system. However, dueto their rela-
tive complexity and the limited coverage envisioned
in this chapter, specific circuits utilized by DRAM
devices for signal transmission and reception are not
examinedherein.

9.2 Transmission Lines on PCBs

Modern DRAM memory systems are typically
formed from multiple devices mounted on printed
circuit boards (PCBs). The interconnects on PCBsare

mostly wires and vias that allow an electrical signal
to deliver a symbol from one point in the system
to another point in the system. The symbol may be
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FIGURE 9.4: Signal traces in a system board and a DRAM memory module. 

binary (1 or 0) as in all modern DRAM memory sys
tems or may, in fact, be multi-valued, where each 
symbol can represent two or more bits of informa
tion. The limitation on the speed and reliability of 
the data transport mechanism in moving a symbol 
from one point in the system to another point in the 
system depends on the quality and characteristics of 
the traces used in the system board. Figure 9.4 illus
trates a commodity DRAM memory module, where 
multiple DRAM devices are connected to a PCB, 
and multiple memory modules are connected to the 
memory controller through more PCB traces on the 
system board. In contemporary DRAM memory sys
tems, multiple memory modules are then typically 
connected to a system board where electrical signals 
that represent different symbols are delivered to the 
devices in the system through traces on the different 
PCB segments. 

In this section, the electrical properties of signal 
traces are examined by first characterizing the elec
trical characteristics of idealized transmission lines. 
Once the characteristics of idealized transmission 
lines have been established, the discussion then 
proceeds to examine the non-idealities of signal 
transmission on a system board such as attenuation, 

reflection, skin effect, crosstalk, inter-symbol interfer
ence (lSI), and simultaneous switching outputs (SSO). 
The coverage of these basic topics will then enable 
the reader to proceed to understand system-level 
design issues in modern, high-speed DRAM memory 
systems. 

9.2.1 Brief Tutorial on the Telegrapher's 
Equations 

To begin the examination of the electrical char
acteristics of signal interconnects, an understand
ing of transmission line characteristics is a basic 
requirement. This section provides the derivation of 
the telegrapher's equations that will be used as the 
basis of understanding the signal interconnect in this 
chapter. 

Figure 9.5 illustrates that an infinitesimally small 
piece of transmission line can be modelled as a 
resistive element R that is in series with an induc
tive element L, and these elements are parallel to a 
capacitive element C and a conductive element G. 
To understand the electrical characteristics of the 
basic transmission line, Kirchhoff's voltage law 
can be applied to the transmission line segment in 
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FIGURE 9.4: Signal traces in a system board and a DRAM memory module.

binary (1 or 0) as in all modern DRAM memory sys-
tems or may, in fact, be multi-valued, where each
symbol can represent two or more bits of informa-
tion. The limitation on the speed andreliability of
the data transport mechanism in moving a symbol
from one point in the system to another point in the
system dependson the quality and characteristics of
the traces used in the system board. Figure 9.4 illus-
trates a commodity DRAM memory module, where
multiple DRAM devices are connected to a PCB,
and multiple memory modules are connected to the
memory controller through more PCB traces on the
system board. In contemporary DRAM memorysys-
tems, multiple memory modules are then typically
connected to a system board whereelectrical signals
that represent different symbols are delivered to the
devices in the system through traces on the different
PCB segments.

In this section, the electrical properties of signal
traces are examined by first characterizing the elec-
trical characteristics of idealized transmission lines.
Once the characteristics of idealized transmission

lines have been established, the discussion then

proceeds to examine the non-idealities of signal
transmission on a system board such as attenuation,

reflection, skin effect, crosstalk, inter-symbol interfer-
ence (IST), and simultaneous switching outputs (SSO).
The coverage of these basic topics will then enable
the reader to proceed to understand system-level
design issues in modern, high-speed DRAM memory
systems.

9.2.1 Brief Tutorial on the Telegrapher’s
Equations

To begin the examination of the electrical char-
acteristics of signal interconnects, an understand-
ing of transmission line characteristics is a basic
requirement. This section provides the derivation of
the telegrapher’s equations that will be used as the
basis of understandingthe signal interconnect in this
chapter.

Figure 9.5 illustrates that an infinitesimally small
piece of transmission line can be modelled as a
resistive element R that is in series with an induc-

tive element L, and these elements are parallel to a
capacitive element C and a conductive element G,
To understand the electrical characteristics of the

basic transmission line, Kirchhoff’s voltage law
can be applied to the transmission line segment in
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FIGURE 9.5: Mathematical model of a basic transmission line. iop wire ( +) is signal; bottom wire (-) is signal return. 

Figure 9.5 to obtain Equation 9.1, 

v(z, t) - (R · ~z · i(z, t)) - ( L . ~z . ai~t t) ) 

- v(z + ~z. t) = 0 (EQ 9.1) 

and Kirchhoff's current law can be applied to the 
same transmission line segment in Figure 9.5 to 
obtain Equation 9.2. 

i(z, t) - (G · ~z · v(z, + ~z. t)) - ( C · ~z · av(z ~tt..z, t)) 
- i(z + ~z. t) = 0 (EQ 9.2) 

Then, dividing Equations 9.1 and 9.2 through 
by ~z. and taking the limit as ~z approaches zero, 
Equation 9.3 can be derived from Equation 9.1, and 
Equation 9.4 can be derived from Equation 9.2. 

av(z, t) = _ Ri(z t) _ L 8i(z, t) 
at • st (EQ 9.3) 

ai(z, t) = _ Gv(z t) _ C 8v(z, t) 
at • 8t (EQ 9.4) 

Equations 9.3 and 9.4 are time-domain equa
tions that describe the electrical characteristics of 
the transmission line. Equations 9.3 and 9.4 are also 
known as the Telegrapher's Equations.1 

Furthermore, Equations 9.3 and 9.4 can be solved 
simultaneously to obtain steady-state sinusoidal 
wave equations. Equations 9.5 and 9.6 are derived 
from Equations 9.3 and 9.4, respectively, 

(EQ 9.5) 

(EQ 9.6) 

where 'Y is represented by Equation 9.7. 

'Y = JCR + jwL)(G + jwC) (EQ 9.7) 

Furthermore, solving for voltage and current equa
tions, Equations 9.8 and 9.9 are derived 

(EQ 9.8) 

(EQ 9.9) 

where v: and V0 are the respective voltages, and 1: 
and J0are the respective currents that exist at loca
tions z+ and z-, locations infinitesimally cl<~se to ref
erence location Z. That is, Equations 9.8 and 9.9 are 
the standing wave equations the describe transmis
sion line characteristics. 

Finally, rearranging Equations 9.8 and 9.9, Equa
tions 9.10 and 9.11 can be derived 

Zo=R+LroL = R+jroL (EQ9.11) 
, G+ jroC 

where Z0 is the characteristic impedance, and a and [3 
are the attenuation constant and the phase constant of 

1The Telegrapher's Equations were first derived by William Thomson in the 1850s in his efforts to analyze the electrical 
characteristics of the underwater telegraph cable. Their final form, shown here, was later derived by Oliver Heaviside. 
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FIGURE 9.5: Mathematical model of a basic transmission line. Top wire (+) is signal; bottom wire (—) is signal return.

Figure 9.5 to obtain Equation9.1,

—_ . «fi — . . ailz, bv8)—(Re Az: i, 8) -(L- Az si,9)
— v(z+ Az, =0 (EQ 9.1)

and Kirchhoff’s current law can be applied to the
same trarismission line segment in Figure 9.5 to
obtain Equation 9.2.

itz, ) — (G- Az: v(z, + Az, 8) -(c- Az:ueAe0)
—i{e+Azp=0 (EQ 9.2)

Then, dividing Equations 9.1 and 9.2 through
by Az, and taking the limit as Az approacheszero,
Equation 9.3 can be derived from Equation 9.1, and
Equation 9.4 can be derived from Equation 9.2.

av(i%. op _7,ia ;
“aE Ritz, 0 IS (EQ 9.3)

aiZ, 0 _ _ 7bv@,t
“T= -—Gu(z,0 -Cse (EQ 9.4)

Equations 9.3 and 9.4 are time-domain equa-
tions that describe the electrical characteristics of

the transmission line. Equations 9.3 and 9.4 are also
known as the Telegrapher’s Equations.

Furthermore, Equations 9.3 and 9.4 can be solved
simultaneously to obtain steady-state sinusoidal
wave equations. Equations 9.5 and 9.6 are derived
from Equations9.3 and9.4,respectively,
 

me _¥V@=0 (EQ 9.5)

1g) — Vz) =0 (EQ 9.6)
where ¥ is represented by Equation 9.7.

y= (G+ jel)(G + joQ (EQ 9.7)

Furthermore,solving for voltage and current equa-
tions, Equations 9.8 and 9.9 are derived

VQ =VyeF+ Ve (EQ 9.8)

Ij=le%+ he’ (EQ 9.9)

where Vjand V,are the respective voltages, and It
and J,are the respective currents that exist at loca-
tions Z* and Z_, locationsinfinitesimally closeto ref-
erence location Z. That is, Equations 9.8 and 9.9 are
the standing wave equations the describe transmis-
sion line characteristics.

Finally, rearranging Equations 9.8 and 9.9, Equa-
tions 9.10 and 9.11 can be derived

 
I= peter Wee+ Ve) (EQ 9.10)

_Rt+jol _ [R+jolZ = Riot - [evne (EQ 9.11)
where Zy is the characteristic impedance, and « and B
are the attenuation constant andthe phase constantof

The Telegrapher’s Equationswere first derived byWilliam Thomsonin the 1850s in his efforts to analyze the electrical
characteristics of the underwatertelegraph cable. Their final form, shown here, waslater derived by Oliver Heaviside.
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the transmission line, respectively. Although the char
acteristic impedance of the transmission line has the 
unit of ohms, it is conceptually different from simple 
resistance. Rather, the characteristic impedance is the 
resistance seen by propagating waveforms at a specific 
point of the transmission line. 

9.!.! RC and LC Transmission Line Models 
Equations 9.1-9.11 illustrate a mathematical 

derivation of basic transmission line characteris
tics. However, system designer engineers are often 
interested in transmission line behavior within 
relatively narrow frequency bands rather than the 
full frequency spectrum. Consequently, simpler 
high-frequency LC (Inductor-Capacitor) or low
frequency RC (Resistor-Capacitor) models are often 
used in place of the generalized model. Figure 9.6 
shows the same model for an infinitesimally small 
piece of transmission line as in Figure 9.5, but a 
closer examination of the characteristic impedance 
equation reveals that the equation can be simpli
fied if the magnitude of the resistive component 
R is much smaller than or much greater than the 
magnitude of the frequency-dependent inductive 
componentjwL. That is, in the case where the mag
nitude of R greatly exceeds jwL, the characteristic 

impedance of the transmission line can be simpli
fied as Z0 = SQRT(R/jwC),2 hereafter referred to as 
the RC model. Conversely, in the case where the 
magnitude of the frequency-dependent inductive 
component jwL greatly exceeds the magnitude of 
the resistive componentR, the characteristic imped
ance of the transmission line can be simplified as 
Z0 = SQRT(L/C), hereafter referred to as the LC 
model. Given that the general transmission line 
model can be simplified into the LC model or the 
RC model, the key to choosing the correct model is 
to compute the characteristic frequency fo for the 
transmission line where the resistance R equals jwL. 
The characteristic frequency fo can be computed 
with the equation fo = R I 2TIL. The simple rule of 
thumb that can be used is that for operating fre
quencies much above f0, system designer engineers 
can assume a simplified LC transmission line model, 
and for operating frequencies much below f0, sys
tem designer engineers can assume a simplified RC 
transmission line model. Due to the fact that signal 
paths on silicon are highly resistive, the character
istic frequency fo is much lower for silicon intercon
nects than system interconnects. As a result, the 
RC model is typically used for silicon interconnects 
on silicon, and the LC model is typically used for 
package-level and system-level interconnects. 

Find f0 where R == jmL 

Zo=L:c 
Rdx 

--"W\r--f low frequency 
c d __L RC model 

____ x_J_. for R » jml 

FIGURE 9.6: Simplified transmission line models. 

high frequency 
LC model 
for R«jml 

2The conductive element G is assumed to be much smaller than jwC. 

Zo=~ 
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the transmissionline, respectively. Although the char-
acteristic impedance of the transmission line has the
unit of ohms,it is conceptually different from simple
resistance. Rather, the characteristic impedanceis the
resistance seen by propagating waveformsata specific
pointof the transmissionline.

9.2.2 RC and LC Transmission Line Models

Equations 9.1-9.11 illustrate a mathematical
derivation of basic transmission line characteris-

tics. However, system designer engineers are often
interested in transmission line behavior within
relatively narrow frequency bands rather than the
full frequency spectrum. Consequently, simpler
high-frequency LC (Inductor-Capacitor) or low-
frequency RC (Resistor-Capacitor) models are often
used in place of the generalized model. Figure 9.6
shows the same modelfor an infinitesimally small
piece of transmission line as in Figure 9.5, but a
closer examination of the characteristic impedance
equation reveals that the equation can be simpli-
fied if the magnitude of the resistive component
Ris much smaller than or much greater than the
magnitude of the frequency-dependent inductive
component jwL. That is, in the case where the mag-
nitude of R greatly exceeds jl, the characteristic

 
Find fy where R == j@oL

~“VVV | low frequencyA RC modelC dx

foc | for R >> jal
Zo =

 

impedanceof the transmission line can be simpli-
fied as Zy = SQRT(R/jwC),” hereafter referred to as
the RC model. Conversely, in the case where the
magnitude of the frequency-dependent inductive
component jwL greatly exceeds the magnitude of
the resistive componentR, the characteristic imped-
ance of the transmission line can be simplified as
Zo = SQRT(L/C), hereafter referred to as the LC
model. Given that the general transmission line
model can be simplified into the LC model or the
RC model, the key to choosing the correct modelis
to compute the characteristic frequency fg for the
transmission line wherethe resistance R equals jl.
The characteristic frequency f, can be computed
with the equation fg = R / 2aL. The simple rule of
thumb that can be used is that for operating fre-
quencies much abovefp, system designer engineers
can assumea simplified LC transmission line model,
and for operating frequencies much below fo, sys-
tern designer engineers can assumea simplified RC
transmission line model. Dueto thefactthat signal
paths onsilicon are highly resistive, the character-
istic frequencyfg is much lowerfor silicon intercon-
nects than system interconnects. As a result, the
RC modelis typically used for silicon interconnects
on silicon, and the LC modelis typically used for
package-level and system-level interconnects.

 
Gdx 

high frequency

LC model cdx 2=5for R<<jo@L c
 

FIGURE 9.6: Simplified transmission line models.

he conductive element G is assumed to be much smaller than joc.
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9.2.3 LC Transmission Line Model for 
PCB Traces 

Figure 9.7 shows the cross section of a six-layer 
PCB. The six-layer PCB consists of signaling layers 
on the top and bottom layers with two more signal
ing layers sandwiched between two metal planes 
devoted to power and ground. Typically, inexpensive 
PC systems use only four-layer PCBs due to cost con
siderations, while more expensive server systems and 
memory modules typically use PCBs with six, eight, 
or more layers (on some systems, upwards of twenty
plus layers) for better signal shielding, signal routing, 
and power supplies. 

Figure 9.7 also shows a close-up section of a trace 
on the uppermost signaling layer and the respec
tive electrical characteristics of that signal trace. 
Given the resistive component of the signal trace as 
0.003 0/mm and the inductance component of 
the signal trace as 0.25 nH/mm, the characteristic 
frequency of the signal trace can be computed as 
1.9 MHz. That is, the signal traces on the illustrated 
PCB can be modelled effectively-to the first order
by relying only on the LC characteristics of the trans
mission line, since the edge transition frequencies of 

M1 (signal layer) 
FR4 Dielectric 
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signals in contemporary DRAM memory systems are 
considerably higher than 1.9 MHz.3 

9.2.4 Signal Velocity on the LC 
Transmission Line 

The electrical characteristics of the transmission 
line derived in Equations 9.1-9.11 and discussed in 
the previous section assert that typical PCB traces 
in modern DRAM memory systems can be typically 
modelled as LC transmission lines. In this and the fol
lowing sections, properties of typical PCB traces are 
further examined to qualify signal traces found on 
contemporary PCBs from idealized LC transmission 
lines. 

Figure 9.8 illustrates two important characteristics 
of the ideal LC transmission line: the wave velocity 
and the superposition property of signals that travel 
on the transmission line. In an ideal LC transmission 
line, the resistive element is assumed to be negligible, 
and signals can theoretically propagate down an ideal 
LC transmission line without attenuation. Figure 9.8 
also shows that the signal propagation speed on an 
ideallossless LC transmission line is a function of the 

-}
thickness 

width = 8 mil height 

M2 (ground plane) ------.. ~--------1111!!1-~ 

'---y----'} = 1.4 mil 

=5mil 

M3 (signal layer) 

M4 (signal layer) 

M5 (power plane) 

- -
.. -

---1 .. ~ ----------· 
M6 (signal layer) ----===:::o;;;::--.-.----._-r-

1 mil = 0.001 inch 

FIGURE 9.7: Derivation of characteristic frequency for PCB traces. 

Er= 4.2 L = 0.25 nH/mm 

C100fF/mm 

Rdc = 0.003 Q /mm 

f0 =1.9 MHz 

3The frequency of interest here is not the operating frequency of the signals transmitted in DRAM memory systems, but 
the high-frequency components ofthe signals as they transition from one state to another. 
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9.2.3 LC Transmission Line Model for

PCB Traces

Figure 9.7 shows the cross section of a six-layer
PCB. The six-layer PCB consists of signaling layers
on the top and bottom layers with two motesignal-
ing layers sandwiched between two metal planes
devoted to power and ground. Typically, inexpensive
PC systems use only four-layer PCBs due to cost con-
siderations, while more expensive server systems and
memory modules typically use PCBs with six, eight,
or more layers (on some systems, upwards of twenty-
pluslayers) for better signal shielding, signal routing,
and powersupplies.

Figure 9.7 also shows a close-up section of a trace
on the uppermost signaling layer and the respec-
tive electrical characteristics of that signal trace.
Given the resistive componentofthe signal trace as
0.003 Q/mm and the inductance component of
the signal trace as 0.25 nH/mm,the characteristic
frequency of the signal trace can be computed as
1.9 MHz. Thatis, the signal traces on the illustrated
PCB can be modelled effectively—to the first order—
by relying only onthe LC characteristics ofthe trans-
mission line, since the edge transition frequencies of

M1 (signal layer) 
 

M2 (ground plane) -—-—-»

M3 (signallayer)

M4 (signal layer) ————-»

M5 (power plane) ———»

—_

signals in contemporary DRAM memorysystems are
considerably higher than 1.9 MHz.?

9.2.4 Signal Velocity on the LC
Transmission Line

The electrical characteristics of the transmission

line derived in Equations 9.1-9.11 and discussed in
the previous section assert that typical PCB traces
in modern DRAM memory systems can be typically
modelled as LC transmissionlines. In this and thefol-

lowing sections, properties of typical PCB traces are
further examined to qualify signal traces found on
contemporary PCBs from idealized LC transmission
lines.

Figure 9.8 illustrates two important characteristics
of the ideal LC transmission line: the wave velocity
and the superposition property of signals that travel
on the transmissionline. In an ideal LC transmission

line, the tesistive element is assumedto be negligible,
andsignals can theoreticallypropagate down an ideal
LC transmission line without attenuation. Figure 9.8
also shows that the signal propagation speed on an
ideal lossless LC transmissionline is a function of the

a:
width = 8 mil

 

 
  
 
 

 

thickness
=1.4 mil 

 
 

|
height
=§5 mil

ey = 4.2 L=0.25 nHimm

C100 fF/mm

Rage = 0.003 Q /mm

 

 

M6 (signal layer) —_____——_—- ma

1 mil = 0.001 inch

fo = 1.9 MHz

 

FIGURE 9.7: Derivation of characteristic frequency for PCB traces.

3The frequencyofinterest here is not the operating frequency ofthe signals transmitted in DRAM memorysystems, but
the high-frequency components of the signals as they transition from onestate to another.
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wave velocity 

v=-1_ 
JLC 

--+() )~--- 1 
v = ----;:::::.======== 

J(.25nH!mm * 100fF/mm) 

-\__ 

FIGURE 9.8: Idealized LG transmission line. 

impedance characteristics of the LC transmissionline, 
and signal velocity can be computed with the equa
tion 1/SQRT(LC). Substituting in the capacitance and 
inductance values from Figure 9.7, the wave velocity 
of an electrical signal as it propagates on the specific 
transmission line is computed to be 200,000,000 M/ 
s. That is, on the transmission line with the specific 
impedance characteristics, signal wave-fronts prop
agate at two-thirds the speed of light in vacuum, and 
signal wave-fronts travel a distance of 20 cm/ns. 

Finally, in the lossless LC transmission line, signals 
can propagate down the transmission line without 
interference from signals propagating in the opposite 
direction. In this manner, the transmission line can 
support bidirectional signaling, and the voltage at a 
given point on the transmission line can be computed 
by the instantaneous superposition of the signals 
propagating on the transmission line. 

9.2.5 Skin Effect of Conductors 
The skin depth effect is a critical component of sig

nal attenuation. That is, the resistance of a conductor 
is typically a function of the cross-sectional area of the 
conductor, and the resistance of a signal trace is typi
cally held as a constant in the computation of trans
mission line characteristics. However, one interesting 
characteristic of conductors is that electrical current 
does not flow uniformly throughout the cross section 
of the conductor at high frequencies. Instead, current 
flow is limited to a certain depth of the conductor 
cross section when the signal is switching rapidly at 
high frequencies. The frequency-dependent current 
penetration depth is illustrated as the skin depth in 

v =2 *taB Mls 

Figure 9.9. The net effect of the limited current flow 
in conductors at high frequencies is that resistance 
of a conductor increases as a function of frequency. 
The skin effect of conductors further illustrates that a 
lossless ideal LC transmission line cannot completely 
model a real-world PCB trace. 

9.2.6 Dielectric Loss 
The LC transmission line is often used as a first

order model that approximates the characteristics of 
traces on a system board. However, real-world signal 
traces are certainly not ideallossless LC transmission 
lines, and signals do attenuate as a function of trace 
length and frequency. Figure 9.10 illustrates signal 
attenuation through a PCB trace as a function of trace 
length and data rate. The figure shows that signal 
attenuation increases at higher data rates and longer 
trace lengths. In the context of a DRAM memory sys
tem, a trace that runs for 10 inches and operates at 
500 Mbps will lose less than 5% of the peak-to-peak 
signal strength. Moreover, Figure 9.10 shows that sig
nal attenuation remains below 10% for the 10" trace 
that operates at data rates upward to 2.5 Gbps. In this 
sense, the issue of signal attenuation is a manage
able issue for DRAM memory systems that operate at 
relatively modest data rates and relatively short trace 
lengths. However, the issue of signal attenuation is 
only one of several issues that system design engi
neers must account for in the design of high -speed 
DRAM memory systems and one of several issues 
that ensures the lossless LC transmission line model 
remains only as an approximate first -order model for 
PCB traces. 
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wavevelocity

_ 1y=—) </25nH/mm * 100fF/mm)
v=27109 Ms 

FIGURE 9.8: idealized LC transmissionline.

impedance characteristics ofthe LC transmissionline,
andsignal velocity can be computed with the equa-
tion 1/SQRT(LC). Substituting in the capacitance and
inductance values from Figure 9.7, the wave velocity
ofan electrical signal as it propagates on thespecific
transmission line is computed to be 200,000,000 M/
s. That is, on the transmission line with the specific
impedanice characteristics, signal wave-fronts prop-
agate at two-thirds the speedof light in vacuum, and
signal wave-fronts travel a distance of 20 cm/ns.

Finally, in the lossless LC transmissionline, signals
can propagate down the transmission line without
interference from signals propagating in the opposite
direction. In this manner, the transmission line can

support bidirectional signaling, and the voltage at a
given point on the transmission line can be computed
by the instantaneous superposition of the signals
propagating on the transmissionline.

9.2.5 Skin Effect of Conductors

Theskin depth effect is a critical componentofsig-
nal attenuation. Thatis, the resistance of a conductor

is typically a function ofthe cross-sectional area ofthe
conductor, and the resistanceof a signal trace is typi-
cally held as a constant in the computation of trans-
mission line characteristics. However, one interesting
characteristic of conductors is that electrical current

does notflow uniformly throughoutthe cross section
of the conductorat high frequencies. Instead, current
flow is limited to a certain depth of the conductor
cross section when the signal is switching rapidly at
high frequencies. The frequency-dependent current
penetration depthis illustrated as the skin depth in

Figure 9.9. The net effect of the limited current flow
in conductors at high frequencies is that resistance
of a conductorincreases as a function of frequency.
The skin effect of conductors further illustrates that a

lossless ideal LC transmission line cannot completely
modela real-world PCBtrace.

9.2.6 Dielectric Loss

The LC transmission line is often used as a first-

order model that approximates the characteristics of
traces on a system board. However, real-world signal
traces are certainly not ideal lossless LC transmission
lines, and signals do attenuate as a function of trace
length and frequency. Figure 9.10 illustrates signal
attenuation through a PGBtrace as a function oftrace
length and data rate. The figure showsthat signal
attenuation increases at higher data rates and longer
trace lengths. In the context of a DRAM memory sys-
tem, a trace that runs for 10 inches and operates at
500 Mbpswill lose less than 5% of the peak-to-peak
signal strength. Moreover, Figure 9.10 showsthatsig-
nal attenuation remains below 10% for the 10” trace

that operates at data rates upward to 2.5 Gbps. In this
sense, the issue of signal attenuation is a manage-
able issue for DRAM memory systemsthat operate at
relatively modest data rates and relatively short trace
lengths. However, the issue of signal attenuation is
only one of several issues that system design engi-
neers must account for in the design of high-speed
DRAM memory systems and one of several issues
that ensures the lossless LC transmission line model

remains only as an approximate first-order modelfor
PCBtraces.
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FIGURE 9.9: Illustration of skin depth in cross section of a circular conductor. 
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FIGURE 9.10: Attenuation factor of a signal on a PCB trace. Graph taken from North East Systems Associates Inc. Copyright 2002, 
North East Systems Associates Inc. with permission. 

One common way to model dielectric loss is to 
place a distributed shunt conductance across the 
line whose conductivity is proportional to frequency. 
Most transmission lines exhibit quite a large metal
lic loss from the skin effect at frequencies well below 
those where dielectric loss becomes important. In 
most modern memory systems, signal reflection is 
typically a far more serious problem for the relatively 
short trace length, multi-drop signaling system. For 
these reasons, dielectric loss is often ignored, but 
its onset is very fast when it does happen. For DDR2 

SDRAM and other lower speed memory systems 
(<1 Gbps), dielectric loss is not a dominant effect and 
can be generally ignored in the signaling analysis. 
However, in higher data rate memory systems such 
as the Fully Buffered DIMM and DDR3 memory sys
tems, dielectric loss should be considered for com
plete signaling analysis. 

The physics of the dielectric loss can be described 
with basic electron theory. The dielectric material 
between the conductors is an insulator, and elec
trons that orbit the atoms in the dielectric material 
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FIGURE9.9:Illustration of skin depth in cross section of a circular conductor.
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FIGURE 9.10: Attenuation factor of a signal on a PCBtrace. Graph taken from North East Systems Associates Inc. Copyright 2002,
North East Systems Associates Inc. with permission.

One common way to model dielectric loss is to
place a distributed shunt conductance across the
line whose conductivity is proportional to frequency.
Mosttransmission lines exhibit quite a large metal-
lic loss from the skin effect at frequencies well below
those where dielectric loss becomes important. In
most modern memory systems, signal reflection is
typically a far more serious problem for therelatively
short trace length, multi-drop signaling system. For
these reasons, dielectric loss is often ignored, but
its onset is very fast when it does happen. For DDR2

SDRAM and other lower speed memory systems
(<1 Gbps), dielectric loss is not a dominanteffect and
can be generally ignored in the signaling analysis.
However, in higher data rate memory systems such
as the Fully Buffered DIMM and DDR3 memory sys-
tems, dielectric loss should be considered for com-

plete signaling analysis.
The physics of the dielectric loss can be described

with basic electron theory. The dielectric material
between the conductors is an insulator, and elec-
trons that orbit the atoms in the dielectric material
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are locked in place in the insulating material. When 
there is a difference in potential between two conduc
tors, the excessive negative charge on one conductor 
repels electrons on the dielectric toward the positive 
conductor and disturbs the orbits of the electrons in 
the dielectric material. A change in the path of elec
trons requires more energy, resulting in the loss of 
energy in the form of attenuating voltage signals. 

9.2.7 Electromagnetic Interference 
and Crosstalk 

In an electrical signaling system, the movement 
of a voltage signal delivered through a transmission 
line involves the displacement of electrons in the 
direction of, or opposite to the direction of, the volt
age signal delivery. The conservation of charge, in 
turn, means that as current flows in one direction, 
there must exist a current that flows in the opposite 
direction. Figure 9.11 shows that current flow on a 
transmission line must be balanced with current flow 
through a current return path back to the originat
ing device. Collectively, the signal current and the 
return current form a closed-circuit loop. Typically, 
the return current flow occurs through the ground 
plane or an adjacent signal trace. In effect, a given 
signal and its current return path form a basic cur
rent loop where the magnitude of the current flow in 
the loop and the area of the loop determine the mag
nitude of the Electromagnetic Interference (EMI). In 
general, EMI generated by the delivery of a signal in 
a system creates inductive coupling between signal 
traces in a given system. Additionally, signal traces in 

a closely packed system board will also be susceptible 
to capacitive coupling with adjacent signal traces. 

In this section, electronic noises injected into a 
given trace by signaling activity from adjacent traces 
are collectively referred to as crosstalk. Crosstalk 
may be induced as the result of a given signal trace's 
capacitive or inductive coupling to adjacent traces. 
For example, in the case where a signal and its pre
sumed current return path (signal ground) are not 
routed closely to each other, and a different trace 
is instead routed closer to the signal trace than the 
current return path of the signal trace, this adjacent 
(victim) trace will be susceptible to EMI that ema
nates from the poorly designed current loop, result
ing in crosstalk between the signal traces. The issue 
of crosstalk further deviates the modelling of real
world system board traces from the idealities of the 
lossless LC transmission line, where closely routed 
signal traces can become attackers on their neighbor
ing signal traces and significantly impact the timing 
and signal integrity of these neighboring traces. The 
magnitude of the crosstalk injected by capacitively 
or inductively coupled signal traces depends on the 
peak-to-peak voltage swings of the attacking signals, 
the slew rate of the signals, the distance of the traces, 
and the travel direction of the signals. 

To minimize crosstalk in high-speed signaling 
systems, signal traces are often routed closely with 
a dedicated current return path and are then routed 
with the dedicated current return path shielding 
active signal traces from each other. In this manner, 
the minimization of the current loop reduces EMI, 
and the spacing of active traces and the respective 

- current return path 

ground signal 

signaiV;-

FIGURE 9.11: Voltage signal delivery and the return current, forming a current loop. 
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are locked in place in the insulating material. When
thereis a difference in potential between two conduc-
tors, the excessive negative charge on one conductor
repels electrons on the dielectric toward the positive
conductor and disturbs the orbits of the electrons in

the dielectric material. A change in the path of elec-
trons requires more energy, resulting in the loss of
energy in the form of attenuating voltage signals.

9.2.7 Electromagnetic Interference
and Crosstalk

In an electrical signaling system, the movement
of a voltage signal delivered through a transmission
line involves the displacement of electrons in the
direction of, or opposite to the direction of, the volt-
age signal delivery. The conservation of charge, in
turn, means that as current flows in one direction,

there must exist a current that flows in the opposite
direction. Figure 9.11 shows that current flow on a
transmission line must be balanced with current flow

through a current return path back to the originat-
ing device. Collectively, the signal current and the
return current form a closed-circuit loop. Typically,
the return current flow occurs through the ground
plane or an adjacent signal trace. in effect, a given
signal and its current return path form a basic cur-
rent loop where the magnitudeofthe current flow in
the loop andtheareaof the loop determinethe mag-
nitude of the Electromagnetic Interference (EMI). In
general, EMI generated by the delivery of a signal in
a system creates inductive coupling between signal
traces in a given system. Additionally, signal traces in

a closely packed system boardwill also be susceptible
to capacitive coupling with adjacentsignal traces.

In this section, electronic noises injected into a
given trace by signaling activity from adjacenttraces
are collectively referred to as crosstalk. Crosstalk
may be inducedastheresult of a given signal trace’s
capacitive or inductive coupling to adjacent traces.
For example, in the case where a signal andits pre-
sumed current return path (signal ground) are not
routed closely to each other, and a different trace
is instead routed closer to the signal trace than the
current return path ofthe signal trace, this adjacent
(victim) trace will be susceptible to EMI that ema-
nates from the poorly designed current loop, result-
ing in crosstalk between the signal traces. The issue
of crosstalk further deviates the modelling of real-
world system board traces from the idealities of the
lossless LC transmission line, where closely routed
signal traces can becomeattackers on their neighbor-
ing signal traces and significantly impact the timing
and signal integrity of these neighboring traces. The
magnitude of the crosstalk injected by capacitively
or inductively coupled signal traces depends on the
peak-to-peak voltage swings of the attacking signals,
theslew rate of the signals, the distanceofthe traces,
andthetravel direction of the signals.

To minimize crosstalk in high-speed signaling
systems, signal traces are often routed closely with
a dedicated current return path and are then routed
with the dedicated current return path shielding
active signal traces from each other. In this manner,
the minimization of the current loop reduces EMI,
and the spacing of active traces and the respective

~«———— currentreturn path 

 ground signal
 
UL 

 TOU

signal V; ——--»-

FIGURE 9.11: Voltage signal delivery and the return current, forming a currentloop.
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current return paths also reduces capacitive coupling. 
Unfortunately, the use of dedicated current return 
paths increases the number of traces required in the 
signaling system. As a result, dedicated shielding 
traces are typically found only in high-speed digital 
systems. For example, high-speed memory systems 
such as Rambus Corp's XDR memory system rely on 
differential traces over closely routed signaling pairs 
to ensure high signaling quality in the system, while 
lower cost, commodity-market-focused memory 
systems such as DDR2 SDRAM reserve differential 
signaling to clock signal and high-speed data strobe 
signals. 

9.2.8 Near-End and Far-End Crosstalk 
In general, two types of crosstalk effects exist in 

signal systems: near-end crosstalk and far-end cross
talk. These two types of crosstalk effects are, respec
tively, illustrated in Figures 9.12 and 9.13. Although 
Figures 9.12 and 9.13 illustrate crosstalk for capaci
tively coupled signal traces, near-end and far-end 
crosstalk effects are similar for inductively coupled 
signal traces. Figures 9.12 and 9.13 show that as a 
voltage signal travels from the source to the destina
tion, it generates eletronic noises in an adjacent trace. 
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At each point on the transmission line, the attacking 
signal generates a victim signal on the victim trace. 
The victim signal will then travel in two directions: in 
the same direction as the attacker signal and in the 
opposite direction of the attacker signal. Figure 9.12 
shows that the victim signal traveling in the opposite 
direction of the attacker signal will result in a rela
tively long duration, low-amplitude noise at the near 
(source) end of the victim trace. 

In contrast, Figure 9.13 shows that the electronic 
noise traveling in the same direction as the attacker 
signal will result in a victim signal that is relatively 
short in duration, but high in amplitude at the 
far (destination) end of the victim signal trace. In 
essence, the near-end and far-end crosstalk effects 
can be analogized to the Doppler effect. That is, as 
the attacker signal wave front moves from the source 
to the destination on a given transmission line, it 
creates sympathetic signals in closely coupled vic
tim traces that are routed in close proximity. The 
sympathetic signals that travel backward toward the 
source of the attacking signal will appear as longer 
wavelengths and lower amplitude noise, and sym
pathetic signals that travel in the same direction as 
the attacking signal will add up to appear as a short 
wavelength, high-amplitude noise. 

attacker signal (traveling toward destination) 

victim signal (traveling toward source) 

FIGURE 9.12: Near-end crosstalk. 
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current returnpaths also reduces capacitive coupling.
Unfortunately, the use of dedicated current return
paths increases the numberof traces required in the
signaling system. As a result, dedicated shielding
traces are typically found only in high-speed digital
systems. For example, high-speed memory systems
such as Rambus Corp’s XDR memory system rely on
differential traces over closely routed signaling pairs
to ensure high signaling quality in the system, while
lower cost, commodity-market-focused memory
systems such as DDR2 SDRAM reserve differential
signaling to clock signal and high-speed data strobe
signals.

9.2.8 Near-End and Far-End Crosstalk

In general, two types of crosstalk effects exist in
signal systems: near-end crosstalk and far-end cross-
talk. These two types of crosstalk effects are, respec-
tively, illustrated in Figures 9.12 and 9.13. Although
Figures 9.12 and 9.13 illustrate crosstalk for capaci-
tively coupled signal traces, near-end and far-end
crosstalk effects are similar for inductively coupled
signal traces. Figures 9,12 and 9.13 show that as a
voltage signal travels from the source to the destina-
tion, it generates eletronic noises in an adjacenttrace.

At each point on the transmissionline, the attacking
signal generates a victim signal on the victim trace.
Thevictim signal will then travel in two directions: in
the same direction as the attacker signal and in the
opposite direction of the attacker signal. Figure 9.12
showsthat the victim signal traveling in the opposite
direction of the attacker signal will result in a rela-
tively long duration, low-amplitude noise at the near
(source) endofthe victim trace.

In contrast, Figure 9.13 shows that the electronic
noise traveling in the same direction as the attacker
signal will result in a victim signal that is relatively
short in duration, but high in amplitude at the
far (destination) end of the victim signal trace. In
essence, the near-end and far-end crosstalk effects

can be analogized to the Doppler effect. That is, as
the attacker signal wave front moves from the source
to the destination on a given transmission line, it
creates sympathetic signals in closely coupled vic-
tim traces that are routed in close proximity. The
sympathetic signals that travel backward toward the
source of the attacking signal will appear as longer
wavelengths and lower amplitude noise, and sym-
pathetic signals that travel in the samedirection as
the attacking signal will add up to appear as a short
wavelength, high-amplitude noise.

attackersignal (traveling toward destination)

  
victim signal (traveling toward source)

 

FIGURE 9.12: Near-end crosstalk.

Netlist Ex 2034

Samsungv Netlist
IPR2022-00996



388 Memory Systems: Cache, DRAM, Disk 

attacker signal (traveling toward destination) 

FIGURE 9.13: Far-end crosstalk. 

Finally, an interesting general observation is that 
since the magnitude of the crosstalk depends on 
the magnitude of the attacking signals, an increase 
in the signal strength of one signal in the system 
would, in turn, increase the magnitude of the cross
talk experienced by other traces in the system, and 
the increase in signal strength of all signals in the 
system, in turn, exacerbates the crosstalk problem 
on the system level. Consequently, the issue of cross
talk must be solved by careful system design rather 
than a simple increase in the strength of signals in 
the system. 

9.2.9 Transmission Line Discontinuities 
In an ideal LC transmission line with uniform 

characteristic impedance throughout the length of 
the transmission line, a signal can, in theory, propa
gate down the transmission line without reflection 
or attenuation at any point in the transmission line. 
However, in the case where the transmission line 
consists of multiple segments with different charac
teristic impedances for each segment, signals propa
gating on the transmission line will be altered at the 
interface of each discontinuous segment. 

Vout 

Figure 9.14 illustrates that at the interface of any 
two mismatched transmission line segments, part of 
the incident signal will be transmitted and part of the 
incident signal will be reflected toward the source. 
Figure 9.14 also shows that the characteristics of the 
mismatched interface can be described in terms of 
the reflection coefficient p, and p can be computed 
from the formula p = (ZL- Z8)/(ZL + Z8). With the 
formula for the reflection coefficient, the reflected 
signal at the interface of two transmission line seg
ments can be computed by multiplying the voltage of 
the incident signal and the reflection coefficient. The 
voltage of the transmitted signal can be computed in 
a similar fashion since the sum of the voltage of the 
transmitted signal and the voltage of the reflected 
signal must equal the voltage of the incident signal. 

In any classroom discussion about the reflection 
coefficient of transmission line discontinuities, there 
are three special cases that are typically examined 
in detail: the well-matched transmission line seg
ments, the open-circuit transmission line, and the 
short-circuit transmission line. In the case where 
the characteristic impedances of two transmission 
line segments are matched, the reflection coeffi
cient of that interface p is 0 and all of the signals are 
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FIGURE 9.13: Far-end crosstalk.

Finally, an interesting general observationis that
since the magnitude of the crosstalk depends on
the magnitude of the attacking signals, an increase
in the signal strength of one signal in the system
would, in turn, increase the magnitudeofthe cross-
talk experienced by othertraces in the system, and
the increase in signal strength of all signals in the
system, in turn, exacerbates the crosstalk problem
on the system level. Consequently, the issueofcross-
talk must be solved by careful system design rather
than a simple increase in the strength of signals in
the system.

9.2.9 Transmission Line Discontinuities

In an ideal LC transmission line with uniform

characteristic impedance throughout the length of
the transmission line, a signal can, in theory, propa-
gate down the transmission line without reflection
or attenuation at any point in the transmissionline.
However, in the case where the transmission line

consists of multiple segments with different charac-
teristic impedances for each segment, signals propa-
gating on the transmission line will be altered at the
interface of each discontinuous segment.

Figure 9.14 illustrates that at the interface of any
two mismatched transmission line segments, part of
the incidentsignal will be transmitted andpart of the
incident signal will be reflected toward the source,
Figure 9.14 also showsthat the characteristics of the
mismatched interface can be described in terms of

the reflection coefficient p, and p can be computed
from the formula p = (Z, ~ Zs)/{Z,, + Zs). With the
formula for the reflection coefficient, the reflected

signal at the interface of two transmission line seg-
ments can be computed by multiplyingthe voltage of
the incident signal andthe reflection coefficient. The
voltage of the transmitted signal can be computed in
a similar fashion since the sum of the voltage of the
transmitted signal and the voltage of the reflected
signal must equal the voltage ofthe incidentsignal.

In any classroom discussion about the reflection
coefficient of transmission line discontinuities, there

are three special cases that are typically examined
in detail: the well-matched transmission line seg-
ments, the open-circuit transmission line, and the
short-circuit transmission line. In the case where

the characteristic impedances of two transmission
line segments are matched, the reflection coeffi-
cient of that interface p is 0 andall of the signals are
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FIGURE 9.14: Signal reflection at an unmatched transmission line interface. 
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FIGURE 9.15: Illustration of signal reflection on a poorly matched transmission line. 

transmitted from one segment to another segment. 
In the case that the load segment is an open circuit, 
the reflection coefficient is 1, the incident signal will 
be entirely reflected toward the source, and no part of 
the incident signal will be transmitted across the open 
circuit. Finally, in the case where the load segment is 
a short circuit, the reflection coefficient is -1, and the 

incident signal will be reflected toward the source with 
equal magnitude but opposite sign. 

Figure 9.15 illustrates a circuit where the output 
impedance of the voltage source is different from the 
impedance of the transmission line. The transmission 
line also drives a load whose impedance is comparable 
to that of an open circuit. In the circuit illustrated to the 
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FIGURE 9,14: Signal reflection at an unmatched transmissionline interface.
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FIGURE 9.15: Illustration of signal reflection on a poorly matched transmissionline.

transmitted from one segment to another segment.
In the case that the load segmentis an opencircuit,
the reflection coefficient is 1, the incident signal will
be entirely reflected toward the source, and no part of
the incident signal will be transmitted across the open
circuit. Finally, in the case where the load segmentis
a shortcircuit, the reflection coefficient is —1, and the

incidentsignalwill be reflected toward the source with
equal magnitude but opposite sign.

Figure 9.15 illustrates a circuit where the output
impedariceof the voltage sourceis different from the
impedanceof the transmission line. The transmission
line also drives a load whose impedanceis comparable
to that of an opencircuit.In the circuit illustrated to the
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figure, there are three different segments, each with a 
different characteristic impedance. In this transmission 
line, there are two different impedance discontinuities. 
Figure 9.15 shows that the reflection coefficients of the 
two different interfaces are represented by p(source) 
and p(load), respectively. Finally, the figure also shows 
that the transmission line segment that connects the 
source to the load has finite length, and the signal 
flight time is 250 ps on the transmission line between 
the mismatched interfaces. 

Figure 9.15 shows the voltage ladder diagram where 
the signal transmission begins with the voltage source 
driving a 0-V signal prior to time zero and switching 
instantaneously to 2 V at time zero. The figure also 
shows that the initial voltage V5 can be computed 
from the basic voltage divider formula, and the ini
tial voltage is computed and illustrated as 1.33 V. The 
ladder diagram further shows that due to the signal 
flight time, the voltage at the interface of the load, Vv 
remains at 0 V until 250 ps after the incident signal 
appears at V5. The 1.33-V signal is then reflected with 
full magnitude by the load with the reflection coeffi
cient of 1 back toward the voltage source. Then, after 
another 250 ps of signal flight time, the reflected sig
nal reaches the interface between the transmission 

Time (ps) 

0 
Ov 

250 

line and the voltage source. The reflected signal with 
the magnitude of 1.33 Vis then itself reflected by the 
transmission line discontinuity at the voltage source, 
and the re-reflected signal of -0.443 V once again 
propagates toward the load. 

Figure 9.16 illustrates that the instantaneous volt
age on a given point of the transmission line can 
be computed by the sum of all of the incident and 
reflected signals. The figure also illustrates that the 
superposition of the incident and reflected signals 
shows that the output signal at V1 appears as a severe 
ringing problem that eventually converges around 
the value driven by the voltage source, 2 V. However, 
as the example in Figure 9.16 illustrates, the con
vergence only occurs after several round-trip signal 
flight times on the transmission line. 

9.2.10 Multi-Drop Bus 
In commodity DRAM memory systems such as 

SDRAM, DDR SDRAM, and similar DDRx SDRAM, 
multi-drop busses are used to carry command, 
address, and data signals from the memory control
ler to multiple DRAM devices. Figure 9.17 shows that 
from the perspective of the PCB traces that carry 

Volts 
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FIGURE 9.16: Signal waveform construction from multiple reflections. 
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figure, there are three different segments, each with a
different characteristic impedance. inthis transmission
line,thereare two different impedancediscontinuities.
Figure 9.15 showsthat the reflection coefficients of the
two different interfaces are represented by (source)
and p(load), respectively. Finally, the figure also shows
that the transmission line segment that connects the
source to the load has finite length, and the signal
flight time is 250 ps on the transmission line between
the mismatchedinterfaces.

Figure 9.15 showsthe voltage ladder diagram where
the signal transmission begins with the voltage source
driving a 0-V signal prior to time zero and switching
instantaneously to 2 V at time zero. The figure also
shows that the initial voltage V; can be computed
from the basic voltage divider formula, and the ini-
tial voltage is computed andillustrated as 1.33 V. The
ladder diagram further shows that due to the signal
flight time, the voltage at the interface of the load, V;,
remains at 0 V until 250 ps after the incident signal
appears at Vs. The 1.33-V signal is then reflected with
full magnitude by the load with the reflection coeffi-
cient of 1 back toward the voltage source. Then,after
another 250 ps of signal flight time, the reflected sig-
nal reaches the interface between the transmission
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line and the voltage source. Thereflected signal with
the magnitudeof 1.33 Vis thenitself reflected by the
transmission line discontinuity at the valtage source,
and the re-reflected signal of —0.443 V once again
propagates toward the load.

Figure 9,16 illustrates that the instantaneousvolt-
age on a given point of the transmission line can
be computed by the sum ofall of the incident and
reflected signals. The figure also illustrates that the
superposition of the incident and reflected signals
showsthat the outputsignal at V; appears as a severe
ringing problem that eventually converges around
the value driven by the voltage source, 2 V. However,
as the example in Figure 9.16 illustrates, the con-
vergence only occurs after several round-trip signal
flight times on the transmission line. ,

9.2.10 Multi-Drop Bus

In commodity DRAM memory systems such as
SDRAM, DDR SDRAM,and similar DDRx SDRAM,

multi-drop busses are used to carry command,
address, and data signals from the memory control-
ler to multiple DRAM devices. Figure 9.17 shows that
from the perspective of the PCB traces that carry
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FIGURE 9.16: Signal waveform construction from multiple reflections.
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FIGURE 9.17: Multi-drop bus in a commodity DRAM memory system. 

signals on the system board, each DRAM device on 
the multi-drop bus appears as an impedance dis
continuity. The figure shows an abstract ladder dia
gram where a signal propagating on the PCB trace 
will be partly reflected and transmitted across each 
impedance discontinuity. Typical effects of signal 
propagation across multiple impedance disconti
nuities are more ringing, a longer delay, and a slower 
rise time. 

The loading characteristics of a multi-drop bus, 
as illustrated in Figure 9.17, means that the effects 
of impedance discontinuities must be carefully 
controlled to enable a signaling system to operate 
at high data rates. As part of the effort to enable 
higher data rates in successive generations of 
DRAM memory systems, specifications that define 
tolerances of signal trace lengths, impedance char
acteristics, and the number of loads on the multi
drop bus have become ever more stringent. For 
example, in SDRAM memory systems that operate 
with the data rate of 100 Mbps, as many as eight 
SDRAM devices can be connected to the data bus, 
but in DDR3 SDRAM memory systems that oper
ate with the. data rate of 800 Mbps and above, the 
initial specification requires that no more than 
two devices can be connected to the same data 
bus in a connection scheme referred to as point
to-two-point (P22P), where the controller is speci
fied to be limited to the connection of two DRAM 
devices located adjacent to each other. 

9.2.11 Socket Interfaces 
One feature that is demanded by end-users in 

commodity DRAM memory systems is the feature 
that allows the end-user to configure the capacity 
of the DRAM memory system by adding or remov
ing memory modules as needed. However, the use of 
memory modules means that socket interfaces are 
needed to connect PCB traces on the system board 
to PCB traces on the mem01y modules that then con
nectto the DRAM devices. Socket interfaces are highly 
problematic for a transmission line in the sense that 
a socket interface represents a capacitive discontinu
ity for the transmission line, even in the case where 
the system only has a single memory module and the 
characteristic impedances of the traces on the system 
board and the memory module are well matched to 
each other. 

To ensure that DRAM memory systems can oper
ate at high data rates, memory system design engi
neers must carefully model each component of the 
memory system as well as the overall behavior of the 
system in response to a signal injected into the sys
tem. Figure 9.18 illustrates an abstract model of the 
data bus of a DDR SDRAM memory system, and it 
shows that a signal transmitted by the controller will 
first propagate on PCB traces in the system board. 
As the propagated signal encounters a socket inter
face, part of the signal will be reflected back toward 
the controller and part of the signal will continue 
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FIGURE 9.17: Multi-drop bus in a commodity DRAM memory system.

signals on the system board, each DRAM device on
the multi-drop bus appears as an impedance dis-
continuity. The figure shows an abstract ladder dia-
gram where a signal propagating on the PCB trace
will be partly reflected and transmitted across each
impedance discontinuity. Typical effects of signal
propagation across multiple impedance disconti-
nuities are more ringing, a longerdelay, and a slower
rise time.

The loading characteristics of a multi-drop bus,
as illustrated in Figure 9.17, means that the effects
of impedance discontinuities must be carefully
controlled to enable a signaling system to operate
at high data rates. As part of the effort to enable
higher data rates in successive generations of
DRAM memorysystems, specifications that define
tolerances of signal trace lengths, impedance char-
acteristics, and the numberof loads on the mullti-

drop bus have become ever more stringent. For
example, in SDRAM memory systems that operate
with the data rate of 100 Mbps, as many as eight
SDRAM devices can be connected to the data bus,
but in DDR3 SDRAM memory systems that oper-
ate with the.data rate of 800 Mbps and above, the
initial specification requires that no more than
two devices can be connected to the same data

bus in a connection schemereferred to as point-
to-two-point (P22P), where the controller is speci-
fied to be limited to the connection of two DRAM

devices located adjacent to each other.

9.2.11 Socket Interfaces

One feature that is demanded by end-users in
commodity DRAM memory systems is the feature
that allows the end-user to configure the capacity
of the DRAM memory system by adding or remov-
ing memory modules as needed. However,the use of
memory modules means that socket interfaces are
needed to connect PCB traces on the system board
to PCB traces on the memory modules that then con-
nect to the DRAM devices. Socket interfaces are highly
problematic for a transmissionline in the sense that
a socket interface represents a capacitive discontinu-
ity for the transmission line, even in the case where
the system only has a single memory module and the
characteristic impedancesofthe traces on the system
board and the memory module are well matched to
each other.

To ensure that DRAM memory systemscan oper-
ate at high data rates, memory system design engi-
neers must carefully model each componentof the
memory system as well as the overall behavior of the
system in responseto a signal injected into the sys-
tem. Figure 9.18 illustrates an abstract modelof the
data bus of a DDR SDRAM memory system, andit
showsthat a signal transmitted by the controller will
first propagate on PCB traces in the system board.
As the propagated signal encounters a socketinter-
face, part of the signal will be reflected back toward
the controller and part of the signal will continue
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FIGURE 9.18: Transmission line representation of data bus in a DDR SDRAM memory system. 

to propagate down the PCB trace, while most of the 
signal will be transmitted through the socket inter
face onto the memory module where the signal con
tinues propagation toward the DRAM devices. 

9.2.12 Skew 
Figure 9.8 shows that wave velocity on a trans

mission line can be computed with the formula 
1/SQRT(LC). For the transmission line with the spe
cific impedance characteristics given in Figure 9.8, a 
signal would travel through the distance of20 cm/ns. 
As a result, any signal path lengths that are not well 
matched to each other in terms of distances would 
introduce some amounts of timing skew between sig
nals that travel on those paths. 

Figure 9.19 illustrates the concept of signal skew 
in a poorly designed signaling system. In Figure 9.19, 
two signal traces carry signals on a parallel bus from 
the controller to modules labelled as module A and 
module B. Figure 9.19 shows that due to the poor 
design, path 1 which carries bus signal #1 is shorter 
than path 2 which carries bus signal #2. In this sys
tem, the different path lengths introduce static skew 
between bus signal#1 and bus signal#2. 

In this chapter, skew is defined as the timing dif
ferential between two signals in a system. Skew can 

exist between data signals of a wide parallel data bus 
or between data signals and the clock signal. More
over, signal skew can be introduced into a signaling 
system by differences in path lengths or the electrical 
loading characteristics of the respective signal paths. 
As a result, skew minimization is an absolute require
ment in the implementation of high-speed, wide, and 
parallel data busses. Fortunately, the skew compo
nent of the timing budget is typically static, and with 
careful design, the impact of the data-to-data and 
data-to-clock skew can be minimized. For example, 
the PCB image in Figure 9.19 shows the trace routing 
on the system board of a commodity personal com
puter, and it illustrates that system design engineers 
often purposefully add extra twists and turns to signal 
paths to minimize signal skew between signal traces 
of a parallel bus. 

9.2.13 Jitter 
In the broad context of analog signaling, jitter can 

be defined as unwanted variations in amplitude or 
timing between successive pulses on a given signal 
line. In this chapter, the discussion on jitter is lim
ited to the context of DRAM memory systems with 
digital voltage levels, and only the short-term phase 
variations that exist between successive cycles of a 
given signal are considered. For example, electronic 
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FIGURE 9.18: Transmission line representation of data bus ina DDR SDRAM memory system.

to propagate down the PCBtrace, while most of the
signal will be transmitted through the socket inter-
face onto the memory module wherethe signal con-
tinues propagation toward the DRAM devices.

9.2.12 Skew

Figure 9.8 shows that wave velocity on a trans-
mission line can be computed with the formula
1/SQRT(LC). For the transmission line with the spe-
cific impedance characteristics given in Figure 9.8, a
signal would travel through the distance of 20 cm/ns.
As a result, any signal path lengths that are not well
matched to each other in terms of distances would

introduce some amounts of timing skew betweensig-
nals that travel on those paths.

Figure 9.19 illustrates the concept of signal skew
in a poorly designed signaling system. In Figure 9.19,
twosignal traces carry signals on a parallel bus from
the controller to modules labelled as module A and

module B. Figure 9.19 shows that due to the poor
design, path 1 which carries bus signal #1 is shorter
than path 2 which carries bus signal #2, In this sys-
tem,the different path lengths introduce static skew
between bus signal #1 and bussignal #2.

In this chapter, skew is defined as the timing dif-
ferential between two signals in a system. Skew can

exist between data signals of a wide parallel data bus
or between data signals and the clock signal. More-
over, signal skew can be introducedinto a signaling
system by differences in path lengths orthe electrical
loading characteristics of the respective signal paths,
As a result, skew minimization is an absolute require-
mentin the implementation ofhigh-speed, wide, and
parallel data busses. Fortunately, the skew compo-
nentof the timing budgetis typically static, and with
careful design, the impact of the data-to-data and
data-to-clock skew can be minimized. For example,
the PCB image in Figure 9.19 showsthe trace routing
on the system board of a commodity personal com-
puter, andit illustrates that system design engineers
often purposefully add extra twists and turnsto signal
paths to minimize signal skew betweensignal traces
of a parallel bus.

9.2.13 Jitter

In the broad context of analog signaling,jitter can
be defined as unwanted variations in amplitude or
timing between successive pulses on a given signal
line. In this chapter, the discussion onjitter is lim-
ited to the context of DRAM memory systems with
digital voltage levels, and only the short-term phase
variations that exist between successive cycles of a
given signal are considered. For example, electronic
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FIGURE 9.19: Mismatched path lengths introduces signal-to-signal skew, and PCB with path-length-matched signal traces. 

components are sensitive to short-term variations in 
supply voltage and temperature, and effects such as 
crosstalk depend on transitional states of adjacent 
signals. Collectively, the impact of short-term varia
tions in supply voltage, temperature, and crosstalk 
can vary dramatically between successive cycles 
of a given signal. As a result, the propagation time 
of a signal on a given signal path can exhibit subtle 
fluctuations on a cycle-by-cycle basis. These subtle 
variations in timing are defined as jitter on a given 
signal line. 

To ensure correctness of operation, signaling sys
tems account for timing variations introduced into 
the system by both skew and jitter. However, due to 
the unpredictable nature of the effects that cause jit
ter, it is often difficult to fully characterize jitter on a 
given signal line. As a result, jitter is also often more 
difficult than skew to deal with in terms of timing 
margins that must be devoted to account for the tim
ing uncertainty. 

9.2.14 Inter-Symbol Interference (151) 
In this chapter, crosstalk, signal reflections, and 

other effects that impact signal integrity and timing 
are examined separately. However, the result of these 
effects can be summarized in the sense that they all 
degrade the performance of the signaling system. 
Additionally, multiple, consecutive signals on the 
same transmission line can have collective, residual 

effects that can interfere with the transmission of 
subsequent signals on the same transmission line. 
The intra-trace inference is commonly referred to as 
inter-symbol interference (lSI). 

Inter-symbol interference is intrinsically a band
pass filter issue. The interconnect is a non-linear 
low-pass filter. The energy of the driver signal resides 
mostly within the third harmonic frequency. But 
the interconnect low-pass filter is non-linear, which 
causes the dispersion of the signal. In other words, 
a given signal that is not promptly removed from 
the transmission medium by the signal termination 
mechanism may disperse slowly and affect later sig
nals that make use of the same transmission medium. 
For example, a single pulse has a long tail beyond its 
"ideal" pulse range. If there are consecutive "l"s, the 
accumulated tails may add up to overwrite the fol
lowing "0." The net effect ofiSI is that the interference 
degrades performance and limits the signaling rate of 
the system. 

9.3 Termination 
Previous sections illustrate that signal propaga

tion on a transmission line with points of impedance 
discontinuity will result in multiple signal reflections, 
with one set of reflections at each point of impedance 
discontinuity. Specifically, the example in Figure 9.15 
shows that in a system where the input impedance of 
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FIGURE 9.19: Mismatched path lengths introduces signal-to-signal skew, and PCB with path-length-matchedsignal traces.

componentsare sensitive to short-term variations in
supply voltage and temperature, and effects such as
crosstalk depend on transitional states of adjacent
signals. Collectively, the impact of short-term varia-
tions in supply voltage, temperature, and crosstalk
can vary dramatically between successive cycles
of a given signal. As a result, the propagation time
of a signal on a given signal path can exhibit subtle
fluctuations on a cycle-by-cycle basis. These subtle
variations in timing are defined as jitter on a given
signal line.

To ensure correctness of operation, signaling sys-
tems accountfor timing variations introduced into
the system by both skew andjitter. However, due to
the unpredictable nature of the effects that causejit-
ter, itis often difficult to fully characterize jitter on a
given signal line. As a result, jitter is also often more
difficult than skew to deal with in terms of timing
margins that must be devoted to accountfor the tim-
ing uncertainty.

9.2.14 Inter-Symbol Interference (ISI)

In this chapter, crosstalk, signal reflections, and
othereffects that impact signal integrity and timing
are examined separately. However, the result of these
effects can be summarized in the sense that theyall
degrade the performance of the signaling system.
Additionally, multiple, consecutive signals on the
same transmission line can have collective, residual

effects that can interfere with the transmission of

subsequent signals on the same transmission line.
Theintra-trace inference is commonly referred to as
inter-symbol interference (IS).

Inter-symbolinterference is intrinsically a band-
pass filter issue. The interconnect is a non-linear
low-passfilter. The energy of the driver signal resides
mostly within the third harmonic frequency. But
the interconnect low-passfilter is non-linear, which
causes the dispersion of the signal. In other words,
a given signal that is not promptly removed from
the transmission medium by the signal termination
mechanism may disperse slowly and affect later sig-
nals that make use ofthe same transmission medium.

For example, a single pulse has a longtail beyondits
“ideal” pulse range. If there are consecutive “1”s, the
accumulated tails may add up to overwrite the fol-
lowing “0.” The neteffect of[SI is that the interference
degrades performanceandlimits the signaling rate of
the system.

9.3 Termination

Previous sections illustrate that signal propaga-
tion on a transmissionline with points of impedance
discontinuitywill result in multiple signal reflections,
with oneset of reflections at each point of impedance
discontinuity. Specifically, the example in Figure 9.15
showsthat in a system where the input impedance of
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the load4 differs significantly from the characteristic 
impedance of the transmission line, the impedance 
discontinuity at the interface between the transmis
sion line and the load results in multiple, significant 
signal reflections that delaythe settle time of the trans
mitted signal. To limit the impact of signal reflection 
at the end of a transmission line, high-speed system 
design engineers typically place termination elements 
whose resistive value matches the characteristic 
impedance of the transmission line. The function of 
the termination element is to remove the signal from 
the transmission line and eliminate the signal reflec
tion caused by the impedance discontinuity at the 
load interface. Figure 9.20 shows the placement of the 
termination elementZrat the end of the transmission 
line. Ideally, in a well-designed system, the resistive 
value of the termination element, Zr, matches exactly 
the characteristic impedance of the transmission 
line, Z0. The signal is then removed from the trans
mission line by the termination element, and no sig
nal is reflected toward the source of the signal. 

9.3.1 Series Stub (Serial) Termination 
The overriding consideration in the design and 

standardization process of modern DRAM memory 
systems designed for the commodity market is the 
cost of the DRAM devices. To minimize the manufac
turing cost of the DRAM devices, relatively low-cost 
packaging types such as SOJ and TSOP are used in 

SDRAM memory systems, and the TSOP is used in 
DDR SDRAM memory systems.5 

Unfortunately, the input pin of the low-cost SOJ 
and TSOP packages contains relatively large induc
tance and capacitance characteristics and typically 
represents a poorly matched load for any transmis
sion line. The poorly matched impedance between 
the system board trace and device packages is not a 
problem for DRA..l\1 memory systems with relatively 
low operating frequencies (below 200 MHz). How
ever, the mismatched impedance issue gains more 
urgency with each attempt to increase the data rate 
of the DRAM memory system. 

Figure 9.21 shows the series stub termination 
scheme usedinDDR SDRAMmemorysystems. Unlike 
the ideal termination element, the series stub termi
nator is not designed to remove the signal from the 
transmission line once the signal has been delivered 
to the receiver. Rather, the series resistor is designed 
to increase the damping ratio and to provide an arti
ficial impedance discontinuity that isolates the com
plex impedances within the DRAM package, resulting 
in the reduction of signal reflections back onto the 
PCB trace from within the DRAM device package. 

9.3.i On-Die (Parallel) Termination 
The use of series termination resistors in 

SDRAM and DDR SDRAM memory systems to iso
late the complex impedances within the DRAM 

Transmission Line Z0 

signal propagation 

FIGURE 9.20: A well-matched termination element removes the signal at the end of the transmission line. 

4In this case, the load is the receiver of the signal. 
5SOJ stands for Small Outline J-lead, and TSOP stands for Thin Small Outline Package. Due to their proliferation, these 
packages currently enjoy cost advantages when compared to Ball Grid Array (BGA) type packages. 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 

394 Memory Systems: Cache, DRAM,Disk 

the load‘ differs significantly from the characteristic
impedanceof the transmission line, the impedance
discontinuity at the interface between the transmis-
sion line and the load results in multiple, significant
signal reflections that delaythe settle time ofthe trans-
mitted signal. To limit the impactof signal reflection
at the end of a transmissionline, high-speed system
design engineerstypicallyplacetermination elements
whose resistive value matches the characteristic

impedanceof the transmission line. The function of
the termination elementis to remove the signal from
the transmission line and eliminate the signal reflec-
tion caused by the impedance discontinuity at the
lead interface. Figure 9.20 showsthe placementofthe
termination elementZ;at the end of the transmission
line. Ideally, in a well-designed system, the resistive
value ofthe termination element, 77, matchesexactly
the characteristic impedance of the transmission
line, Zp. The signal is then removed from the trans-
mission line by the termination element, and nosig-
nal is reflected toward the sourceofthe signal.

9.3.1 Series Stub (Serial) Termination

The overriding consideration in the design and
standardization process of modern DRAM memory
systems designed for the commodity market is the
cost of the DRAM devices. To minimize the manufac-

turing cost of the DRAM devices, relatively low-cost
packaging types such as SOJ and TSOP are used in
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SDRAM memory systems, and the TSOP is used in
DDR SDRAM memory systems.°

Unfortunately, the input pin of the low-cost SOJ
and TSOP packages contains relatively large induc-
tance and capacitance characteristics and typically
represents a poorly matched load for any transmis-
sion line. The poorly matched impedance between
the system board trace and device packages is not a
problem for DRAM memory systemswith relatively
low operating frequencies (below 200 MHz). How-
ever, the mismatched impedance issue gains more
urgency with each attempt to increase the data rate
of the DRAM memorysystem.

Figure 9.21 shows the series stub termination
scheme used inDDR SDRAM memorysystems. Unlike
the ideal termination element, the series stub termi-

nator is not designed to removethe signal from the
transmission line once the signal has been delivered
to the receiver. Rather, the series resistor is designed
to increase the dampingratio and to provideanarti-
ficial impedancediscontinuity that isolates the com-
plex impedances within the DRAM package, resulting
in the reduction of signal reflections back onto the
PCB trace from within the DRAM device package.

9.3.2 On-Die (Parallel) Termination
The use of series termination resistors in

SDRAM and DDR SDRAM memoty systemsto iso-
late the complex impedances within the DRAM

Receiver 

 
 

 
Data out

(point B)  
 

FIGURE 9.20: A well-matched termination element removesthe signal at the end of the transmissionline,
 

“In this case, the loadis the receiver ofthe signal.
5SQJ stands for Small Outline J-lead, and TSOP stands for Thin Small Outline Package. Dueto their proliferation, these
packages currently enjoy cost advantages when comparedto Ball GridArray (BGA) type packages.
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FIGURE 9.21: Series stub termination in DDRx SDRAM devices. 
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FIGURE 9.22: On-die termination scheme of a DDR2 SDRAM device. 

device package means that the burden is placed on 
system design engineers to add termination resistors 
to the DRAM memory system. In DDR2 and DDR3 
SDRAM devices, the use of the higher cost Fine Ball 
Grid Array (FBGA) package enables DRAM device 
manufacturers to remove part of the inductance that 
exists in the input pins of SOJ and TSOP packages. 
As a result, DDR2 and DDR3 SDRAM devices could 
then adopt an on -die termination scheme that more 
closely represents the ideal termination scheme 
illustrated in Figure 9.20. 

Figure 9.22 shows that in DDR2 devices, depend
ing on the programmed state of the control register 
and the value of the on-die termination (ODT) 
signal line, switches SWl and SW2 can be con
trolled independently to provide different termina
tion values as needed. The programmability of the 
on-die termination ofDDR2 devices, in turn, enables 
the respective DRAM devices to adjust to different 

system configurations without having to assume 
worst-case system configurations. 

9.4 Signaling 
In DRAM memory systems, the signaling protocol 

defines the electrical voltage or current levels and the 
timing specifications used to transmit and receive 
commands and data in a given system. Figure 9.23 
shows the eye diagram for a basic binary signaling 
system commonly used in DRAM memory systems, 
where the voltage values V0 and V1 represent the two 
states in the binary signaling system. In the figure, 
tcycle represents the cycle time of one signal transfer 
in the signaling system. The cycle time can be broken 
down into different components: the signal transition 
time ftran> the skew and jitter timing budget tskew> and 
the valid bit time teye· 
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FIGURE 9,22: On-die termination scheme of a DDR2 SDRAM device.

device package meansthat the burdenis placed on
system design engineers to add terminationresistors
to the DRAM memory system. In DDR2 and DDR3
SDRAM devices, the use of the higher cost Fine Ball
Grid Array (FBGA) package enables DRAM device
manufacturers to removepartofthe inductance that
exists in the input pins of SOJ and TSOP packages.
As a result, DDR2 and DDR3 SDRAM devices could

then adopt an on-die termination scheme that more
closely represents the ideal termination scheme
illustrated in Figure 9.20.

Figure 9.22 shows that in DDR2 devices, depend-
ing on the programmedstate of the control register
and the value of the on-die termination (ODT)

signal line, switches SW1 and SW2 can be con-
trolied independently to provide different termina-
tion values as needed. ‘he programmability of the
on-die termination ofDDR2devices, in turn, enables

the respective DRAM devices to adjust to different

system configurations without having to assume
worst-case system configurations.

9.4 Signaling
In DRAM memory systems,the signaling protocol

definesthe electrical voltage or current levels and the
timing specifications used to transmit and receive
commands and data in a given system. Figure 9.23
shows the eye diagram for a basic binary signaling
system commonly used in DRAM memory systems,
wherethe voltage values Vg and V; represent the two
states in the binary signaling system. In the figure,
teycle represents the cycle time of one signal transfer
in the signaling system. The cycle time can be broken
down into different components:thesignal transition
time tian, the skew andjitter timing budgetfey and
the valid bit timefey,
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To achieve high operating data rates, the cycle 
time, tcycle• must be as short as possible. The goal in 
the design and implementation of a high-speed sig
naling system is then to minimize the time spent by 
signals on state transition, account for possible skew 
and jitter, and respect signal setup and hold time 
requirements. The voltage and timing requirements 
of the signaling protocol must be respected in all 
cases regardless of the existence of transient voltage 
noises such as those caused by crosstalk or transient 
timing noises such as those caused by temperature
dependent signal jitter. In the design and verification 
process of high-speed signaling systems, eye dia
grams such as the one illustrated in Figure 9.23 are 
often used to describe the signal quality of a signaling 
system. A high -quality signaling system with properly 
matched and terminated transmission lines will min
imize skew and jitter, resulting in eye diagrams with 
well-defined eye openings and minimum timing and 
voltage uncertainties. 

9.4.1 Eye Diagrams 
Figure 9.24 is an example that shows the practi

cal use of eye diagrams. The eye diagram of a signal 
in a system designed without termination is shown 
on the left, and the eye diagram of a signal in a sys
tem designed with termination is shown on the right. 
Figure 9.24 illustrates that in a high-quality signal
ing system, the eye openings are large, with clearly 
defined voltage and timing margins. As long as the 
eye opening of the signal remains intact, buffers can 

effectively eliminate voltage noises and boost binary 
voltage levels to their respective maximum and mini
mum values. Unfortunately, timing noises cannot be 
recovered by a simple buffer, and once jitter is intro
duced into the signaling system, the timing uncer
tainty will require a larger timing budget to account 
for the jitter. Consequently, a longer cycle time and 
lower data rate may be needed to ensure the cor
rectness of signal transmission in the system-for a 
poorly designed signaling system. 

9.4.2 Low-Voltage TTL (Transistor· Transistor 
Logic) 

Figure 9.25 illustrates the input and output voltage 
response for a low-voltage TTL (LVTTL) device. The 
LVTTL signaling protocol is used in SDRAM memory 
systems and other DRAM memory of its generation, 
such as Extended Data-Out DRAM (EDO DRAM), 
Virtual Channel DRAM (VCDRAM), and Enhanced 
SDRAM (ESDRAM) memory systems. The LVTTL 
signaling specification is simply a reduced voltage 
specification of the venerable TTL signaling specifica
tion that operates with a 3.3-V voltage supply rather 
than the standard 5- V voltage supply. 

Similar to the TTL devices, LVTTL devices do not 
supplyvoltage references to the receivers of the signals. 
Rather, the receivers are expected to provide internal 
references so that input voltages lower than 0.8 V are 
resolved as one state of the binary signal and input 
voltages higher than 2.0 V are resolved as the alternate 
state of the binary signal. LVTTL devices are expected 

v1 _ __.,.._ ___ ....,,...~..,.-----.,.. ... ,... ____ )~ 

/--- \ 
Eye - space between 1 and 0 voltage noise margin 

-----~-.....,.....-)J 

FIGURE 9.23: Eye diagram for binary signaling. 
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To achieve high operating data rates, the cycle

time, f,ycle aust be as short as possible. The goal in
the design and implementation of a high-speedsig-
naling system is then to minimize the time spent by
signals on state transition, accountfor possible skew
and jitter, and respect signal setup and hold time
requirements. The voltage and timing requirements
of the signaling protocol must be respected inall
cases regardless of the existence of transient voltage
noises such as those caused by crosstalk or transient
timing noises such as those caused by temperature-
dependentsignal jitter. In the design andverification
process of high-speed signaling systems, eye dia-
grams such as the oneillustrated in Figure 9.23 are
often used to describe the signal quality of a signaling
system. A high-quality signaling systemwith properly
matched and terminated transmission lines will min-

imize skew andjitter, resulting in eye diagrams with
well-defined eye openings and minimum timing and
voltage uncertainties.

9.4.1 Eye Diagrams

Figure 9.24 is an example that shows the practi-
cal use of eye diagrams. The eye diagram of a signal
in a system designed without termination is shown
on the left, and the eye diagram of a signal in a sys-
tem designed with termination is shown ontheright.
Figure 9.24 illustrates that in a high-quality signal-
ing system, the eye openings are large, with clearly
defined voltage and timing margins. As long as the
eye opening of the signal remains intact, buffers can
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effectively eliminate voltage noises and boost binary
voltage levels to their respective maximum and mini-
mum values. Unfortunately, timing noises cannot be
recovered by a simple buffer, and oncejitter is intro-
duced into the signaling system, the timing uncer-
tainty will require a larger timing budget to account
for the jitter. Consequently, a longer cycle time and
lower data rate may be needed to ensure the cor-
rectness of signal transmission in the system—for a
poorly designed signaling system.

9.4.2 Low-Voltage TTL (Transistor-Transistor
Logic)

Figure 9.25 illustrates the input and outputvoltage
response for a low-voltage TTL (LVITL) device. The
LVTTLsignaling protocol is used in SDRAM memory
systems and other DRAM memory ofits generation,
such as Extended Data-Out DRAM (EDO DRAM),
Virtual Channel DRAM (VCDRAM), and Enhanced

SDRAM (ESDRAM) memory systems. The LVITL
signaling specification is simply a reduced voltage
specification ofthe venerable TTLsignaling specifica-
tion that operates with a 3.3-V voltage supply rather
than the standard 5- V voltage supply.

Similar to the TTL devices, LVITL devices do not

supplyvoltage refercncesto the reccivers of the signals,
Rather, the receivers are expected to provide internal
references so that input voltages lower than 0.8 V are
resolved as one state of the binary signal and input
voltages higher than 2.0 V are resolved as the alternate
state of the binary signal. LVITL devices are expected
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FIGURE 9.23: Eye diagram for binary signaling.
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FIGURE 9.24: Eye diagrams of a signaling system with and without termination. 
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FIGURE 9.25: Inverter buffer and comparator input. 

to drive voltage-high output signals above 2.4 V and 
low output signals below 0.4 V. For a LVTTL signal to 
switch state, the signal must traverse a large voltage 
swing. The large voltage swing and the large voltage 
range of undefined state between 0.8 and 2.0 V effectively 
limits the use of TTL and LVTTL signaling protocols to 
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relatively low-frequency systems. For example, SDRAM 
memory systems are typically limited to operating fre
quencies below 167 MHz. Subsequent generations of 
DRAM memory systems have since migrated to more 
advanced signaling protocols such as Series Stub Ter
minated Logic (SSTL). 
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FIGURE 9.25: Inverter buffer and comparatorinput.

to drive voltage-high output signals above 2.4 V and
low output signals below 0.4 V. For a LVTTL signal to
switch state, the signal must traverse a large voltage
swing. The large voltage swing and the large voltage
range ofundefined state between 0.8 and 2.0V effectively
limits the use of TTL and LVITL signaling protocols to

relativelylow-frequencysystems. For example, SDRAM
memory systemsare typically limited to operating fre-
quencies below 167 MHz. Subsequent generations of
DRAM memory systems have since migrated to more
advanced signaling protocols such as Series Stub Ter-
minated Logic (SSTL).
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9.4.3 Voltage References 
In modern DRAM memory systems, voltage

level-based signaling mechanisms are used to trans
port command, control, address, and data from the 
controller to and from the DRAM devices. However, 
for the delivered signals to be properly resolved by 
the receiver, the voltage level of the delivered signals 
must be compared to a reference voltage. While the 
use of implicit voltage references in TTL and LVTTL 
devices is sufficient for the relatively low operating 
frequency ranges and generous voltage range of the 
TTL and LVTTL signaling protocols, implicit voltage 
references are inadequate in modern DRAM memory 
systems that operate at dramatically higher data rates 
and with far smaller voltage ranges. As a result, volt
age references are used in modern DRAM memory 
systems just as they are typically used in high-speed 
ASIC signaling systems. 

Figure 9.26 illustrates two common schemes for 
reference voltage comparison. The diagram on the 
left illustrates the scheme where multiple input signal 
pins share a common voltage reference that is deliv
ered by the transmitter along with the data signals. 
The diagram on the right shows differential signal
ing where each signal is delivered with its comple
ment. The common voltage scheme is used in DRAM 
memory systems where low cost predominates over 
the requirement of high data rate, and differential 

Vin3 -f::~·· .. ~~;1;1;. 
Vref 

common voltage reference 

FIGURE 9.26: Local and remote voltage references. 

signaling is used to achieve a higher data rate at the 
cost of higher pin count in high-speed DRAM mem
ory systems. Aside from the advantage of being able 
to make use of the full voltage swing to resolve sig
nals to one state or another, complementarypinpairs 
are always routed closely together, and the minimal 
distance allows differential pin pairs to exhibitsuperior 
common-mode noise rejection characteristics. 

9.4.4 Series Stub Termination Logic · 
Figure 9.27 illul)trates the voltage levels used in 

2.5-V Series Stub Termination Logic signaling (SSTL_2). 
SSTL_2 is used in DDR SDRAM memory systems, and 
DDR2 SDRAM memory systems use SSTL_18 as the 
signaling protocol. SSTL_18 is simply a reduced volt
age version of SSTL_2, and SSTL_18 is specified to 
operate with a supply voltage of 1.8 V. 

Figure 9.27 shows that, unlike LVTTL, SSTL_2 
signaling makes use of a common voltage reference 
to accurately resolve the value of the input signal. The 
figure further shows that where Vref is set to 1.25 V, 
signals in the range of 0 to 1.1 Vat the input of the 
SSTL_2 buffer are resolved as voltage low and signals 
in the range of 1.4 to 2.5 V are resolved as voltage 
high. In this manner, SSTL_2 exhibits better noise 
margins for the low-voltage range and nearly compa
rable noise margins for the high-voltage range when 
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9.4.3 Voltage References

In modern DRAM memory systems, voltage-
level-based signaling mechanismsare usedto trans-
port command, control, address, and data from the
controller to and from the DRAM devices. However,

for the delivered signals to be properly resolved by
the receiver, the voltage level of the delivered signals
must be compared to a reference voltage. While the
use of implicit voltage references in TTL and LVITL
devices is sufficient for the relatively low operating
frequency ranges and generous voltage range of the
TTL and LVTTLsignaling protocols, implicit voltage
references are inadequate in modern DRAM memory
systems that operate at dramatically higher data rates
and with far smaller voltage ranges. As a result, volt-
age references are used in modern DRAM memory
systems just as they are typically used in high-speed
ASIC signaling systems.

Figure 9.26 illustrates two common schemesfor
reference voltage comparison. The diagram on the
left illustrates the scheme where multiple input signal
pins share a commonvoltage referencethatis deliv-
ered by the transmitter along with the data signals.
The diagram on the right shows differential signal-
ing where eachsignal is delivered with its comple-
ment, The commonvoliage schemeis used in DRAM
memory systems where low cost predominates over
the requirement of high data rate, and differential

Vino

Vint

Vin2

Vin3

Vret

 
common voltage reference

signaling is used to achieve a higher data rate at the
cost of higher pin count in high-speed DRAM mem-
ory systems. Aside from the advantage of being able
to make use of the full voltage swing to resolve sig-
nals to one state or another, complementary pinpairs
are always routed closely together, and the minimal
distanceallowsdifferentialpinpairsto exhibitsuperior
common-modenoise rejection characteristics.

9.4.4 Series Stub Termination Logic |
Figure 9,27 illustrates the voltage levels used in

2,5-V Series Stub Termination Logicsignaling (SSTL_2).
SSTL_2 is used in DDR SDRAM memory systems, and
DDR2 SDRAM memory systems use SSTL_18 as the
signaling protocol. SSTL_18is simply a reducedvalt-
age version of SSTL_2, and SSTL_18 is specified to
operate with a supply voltage of 1.8 V.

Figure 9.27 shows that, unlike LVITL, SSTL_2
signaling makes use of a common voltage reference
to accurately resolve the value ofthe inputsignal. The
figure further shows that where Ver is set to 1.25 V,
signals in the range of 0 to 1.1 V at the input of the
SSTL_2 buffer are resolved as voltage low and signals
in the range of 1.4 to 2.5 V are resolved as voltage
high. In this manner, SSTL_2 exhibits better noise
marginsfor the low-voltage range and nearly compa-
rable noise margins for the high-voltage range when
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FIGURE 9.26: Local and remote voltage references.
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FIGURE 9.27: SSTL_2 voltage level illustration. 

compared to LVTTL despite the fact that the supply 
voltage used in SSTL_2 is far lower than the supply 
voltage used in LVTTL. 6 

9.4.5 RSL and DRSL 
In recent years, Rambus Corp. introduced two 

different signaling systems that are used in two differ
ent high-speed DRAM memory systems. The Rambus 
signaling level (RSL) signaling protocol was used in 
the Direct RDRAM memory system, and the differen
tial Rambus signaling level (DRSL) sign,:;tling protocol 
was used in the XDR memory system. RSL arid DRSL 
are interesting due to the fact that they are different 
from LVTTL and SSTL-x signaling protocols. 

Figure 9.28 illustrates that both RSL and DRSL 
utilize low-voltage swings compared to SSTL and 
LVTTL. In SSTL and LVTTL signaling systems, sig
nals swing the full voltage range from 0 V to V ddq> 
enabling a common voltage supply level for the 
DRAM core as well as the signaling interface at 
the cost of longer signal switch times. In the RSL 
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signaling system, signals swing from 1.0 to 1.8 V; in 
the DRSL signaling system, signals swing from 1.0 to 
1.2 V. While the low voltage swing enables fast signal 
switch time, the different voltage levels mean that 
the signaling interface must be carefully isolated 
from the DRAM core, thus requiring more circuitry 
on the DRAM device. 

Finally, Figure 9.28 shows that similar to SSTL, RSL 
uses a voltage reference to resolve signal states, but 
DRSL does not use shared voltage references. Rather, 
DRSL is a bidirectional point-to-point differential 
signaling protocol that uses current mirrors to deliver 
signals between the memory controller and XDR 
DRAM devices. 

9.5 Timing Synchronization 
Modern digital systems, in general, and mod

ern DRAM memory systems, specifically, are often 
designed as synchronous state machines. However, 
the address, command, control, data, and clock 

6DDR SDRAM was originally only specified with speed bins up to 166 MHz at a supply voltage level, Vctdq> of 2.5 V. However, 
market trends and industry pressure led to the ~ddition of the 200-MHz (400-Mbps) speed bin in DDR SDRAM memory 
systems. The 200-MHz DDR SDRAM memory system is specified to operate with a supply voltage, Vctctq> of 2.6 V. 
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FIGURE 9.27: SSTL_2 voltage levelillustration.

compared to LVITL despite the fact that the supply
voltage used in SSTL_2 is far lower than the supply
voltage used in LVTTL.®

9.4.5 RSL and DRSL

In recent years, Rambus Corp. introduced two
different signaling systems that are used in twodiffer-
ent high-speed DRAM memorysystems. The Rambus
signaling level (RSL) signaling protocol was used in
the Direct RDRAM memorysystem,andthe differen-
tial Rambussignaling level (DRSL) signaling protocol
was used in the XDR memory system. RSL atid DRSL
are interesting due to the fact that they are different
from LVTTL and SSTL-x signaling protocols.

Figure 9.28 illustrates that both RSL and DRSL
utilize low-voltage swings compared to SSTL and
LVTTL. In SSTL and LVTTLsignaling systems, sig-
nals swing the full voltage range from 0 V to Vadq
enabling a common voltage supply level for the
DRAM core as well as the signaling interface at
the cost of longer signal switch times. In the RSL
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signaling system, signals swing from 1.0 to 1.8 V; in
the DRSLsignaling system, signals swing from 1.0 to
1.2 V. While the low voltage swing enablesfast signal
switch time, the different voltage levels mean that
the signaling interface must be carefully isolated
from the DRAMcore, thus requiring more circuitry
on the DRAM device.

Finally, Figure 9.28 shows that similar to SSTL, RSL
uses a voltage reference to resolve signal states, but
DRSLdoesnotuse shared voltage references. Rather,
DRSL is a bidirectional point-to-point differential
signaling protocolthat uses current mirrorsto deliver
signals between the memory controller and XDR
DRAM devices.

9.5 Timing Synchronization
Modern digital systems, in general, and mod-

ern DRAM memorysystems, specifically, are often
designed as synchronous state machines. However,
the address, command, control, data, and clock

SDDR SDRAM wasoriginally only specified with speed bins up to 166 MHz at a supply voltagelevel, Vagq. of 2.5 V. However,
market trends and industry pressure led to the addition of the 200-MHz (400-Mbps) speed bin in DDR SDRAM memory
systems, The 200-MHz DDR SDRAM memorysystem is specified to operate with a supply voltage, Vaaq of 2.6 V.
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FIGURE 9.28: Rambus signaling levels (RSL and DRSL), and the DRSL signaling system. 

FIGURE 9.29: System-level synchronization with distributed 
clock signals. 

signals in a modern high-speed DRAM memory 
system must all propagate on the same type of signal 
traces in PCBs. As a result, the clock signal is subject 
to the same issues of signal integrity and propaga
tion delay that impact other signals in the system. 
Figure 9.29 abstractly illustrates the problem in 
high-speed digital systems, where the propagation 
delay of the clock signal may be greater than a non
negligible fraction of a clock period. In such a case, 
the notion of synchronization must be reexamined to 
account for the phase differences in the distribution 
of the clock signal. 

In general, there are three types of clocking sys
tems used in synchronous DRAM memory systems: 
a global clocking system, a source-synchronous clock 
forwarding system, and a phase or delay compensated 

clocking system. The global clocking system assumes 
that the propagation delay of the clock signal between 
different devices in the system is relatively minor 
compared to the length of the clock period. In such 
a case, the timing variance due to the propagation 
delay of the clock signal is simply factored into the 
timing margin of the signaling protocol. As a result, 
the use of global clocking systems is limited to rela
tively lower frequency DRAM memory systems such 
as SDRAM memoiy systems. In higher data rate 
DRAM memory systems such as Direct RDRAM and 
DDR SDRAM memory systems, the global clocking 
scheme is replaced with source-synchronous clock 
signals to ensure proper synchronization for data 
transport between the memory controller and the 
DRAM devices. Finally, as signaling data rates con
tinue to climb, ever more sophisticated circuits are 
deployed to ensure proper synchronization for data 
transport between the memory controller and the 
DRAM devices. Specifically, Phase-Locked Loop (PLL) 
or Delay-Locked Loop (DLL) circuits are used in DRAM 
memory controllers to actively compensate for signal 
skew. In the following sections, the docking schem~s 
used in modern DRAM memory systems to enable 
system synchronization are examined. 

9.5.1 Clock Forwarding 
Figure 9.30 illustrates the trivial case where a 

reference clock signal is serit along with the data 
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FIGURE 9.29: System-level synchronization with distributed
clock signals.

signals in a modern high-speed DRAM memory
system mustall propagate on the sametypeofsignal
traces in PCBs.Asaresult, the clock signal is subject
to the sameissues of signal integrity and propaga-
tion delay that impact other signals in the system.
Figure 9.29 abstractly illustrates the problem in
high-speed digital systems, where the propagation
delay of the clock signal may be greater than a non-
negligible fraction of a clock period. In such a case,
the notion of synchronization must be reexamined to
accountfor the phase differences in the distribution
of the clocksignal.

In general, there are three types of clocking sys-
tems used in synchronous DRAM memory systems:
a global clocking system, a source-synchronous clock
forwarding system, and a phaseor delay compensated

clocking system. The global clocking system assumes
that the propagation delay of the clock signal between
different devices in the system is relatively minor
compared to the length of the clock period. In such
a case, the timing variance due to the propagation
delay of the clock signal is simply factored into the
timing margin of the signaling protocol. As a result,
the use of global clocking systems is limited to rela-
tively lower frequency DRAM memory systems such
as SDRAM memory systems. In higher data rate
DRAM memory systems such as Direct RDRAM and
DDR SDRAM memory systems, the global clocking
scheme is replaced with source-synchronous clock
signals to ensure proper synchronization for data
transport between the memory controller and the
DRAM devices. Finally, as signaling data rates con-
tinue to climb, ever more sophisticated circuits are
deployed to ensure proper synchronization for data
transport between the memory controller and the
DRAM devices. Specifically, Phase-Locked Loop (PLL)
or Delay-LockedLoop (DLL) circuits are used in DRAM
memory controllers to actively compensate for signal
skew. In the following sections, the clocking schemes
used in modern DRAM memory systems to enable
system synchronization are examined.

9.5.1 Clock Forwarding
Figure 9.30 illustrates the trivial case where a

reference clock signal is sent along with the data
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signal from the transmitter to the receiver. The clock 
forwarding technique is used in DRAM memory 
systems such as DDR SDRAM and Direct DRAM, 
where subsets of signals that must be transported 
in parallel from the transmitter to the receiver are 
routed with clock or strobe signals that provide the 
synchronization reference. For example, the 16-bit
wide data bus in Direct RDRAM memory systems is 
divided into two sets of signals with separate refer
ence clock signals for each set, and DDR SDRAM 
memory systems provide separate DQ strobe signals 
to ensure that each 8-bit subset of the wide data bus 
has an independent clocking reference. 

The basic assumption here is that by routing the 
synchronization reference signal along with a small 
groups of signals, system design engineers can 
more easily minimize variances in the electrical and 
mechanical characteristics between a given signal 
and its synchronization reference signal, and the 
signal-to-clock skew is minimized by design. 

Chapter 9 DRAM SYSTEM SIGNALING AND TIMING 401 

Figure 9.30 also shows that the concept of clock 
forwarding can be combined with more advanced 
circuitry that further minimizes signal-to-clock skew. 

9.5.! Phase-Locked Loop (PLL) 
Two types of circuits are used in modern digital 

systems to actively manage the distribution and syn
chronization of the clock signal: a PLL and a DLL. 
PLLs and DLLs are used in modern high-speed DRAM 
devices to adjust and compensate for the skew and 
buffering delays of the clock signal. Figure 9.31 illus
trates a basic block diagram of a PLL that uses an 
input clock signal and a voltage-controlled oscillator 
(VCO) in a closed-loop configuration to generate an 
output clock signal. With the use of the VCO, a PLL 
is capable of adjusting the phase of the output clock 
signal relative to the input clock signal, and it is also 
capable of frequency multiplication. For example, in 
an XDR memory system where the data bus interface 
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signal from the transmitter to the receiver. The clock
forwarding technique is used in DRAM memory
systems such as DDR SDRAM and Direct DRAM,
where subsets of signals that must be transported
in parallel from the transmitter to the receiver are
routed with clock or strobe signals that provide the
synchronization reference. For example, the 16-bit-
wide data bus in Direct RDRAM memorysystemsis
divided into twosets of signals with separate refer-
ence clock signals for each set, and DDR SDRAM
memory systems provide separate DQ strobesignals
to ensure that each 8-bit subset of the wide data bus

has an independentclocking reference.
The basic assumption here is that by routing the

synchronization reference signal along with a small
groups of signals, system design engineers can
more easily minimize variances in the electrical and
mechanical characteristics between a given signal
and its synchronization reference signal, and the
signal-to-clock skew is minimized by design.

 

Figure 9.30 also shows that the concept of clock
forwarding can be combined with more advanced
circuitry that further minimizes signal-to-clock skew.

9.5.2 Phase-Locked Loop (PLL)

Two types of circuits are used in modern digital
systems to actively managethe distribution and syn-
chronization of the clock signal: a PLL and a DLL.
PLLs and DLLsare used in modern high-speed DRAM
devices to adjust and compensate for the skew and
buffering delays of the clock signal. Figure 9.31 illus-
trates a basic block diagram of a PLL that uses an
input clock signal and a voltage-controlled oscillator
(VCO)in a closed-loop configuration to generate an
output clock signal. With the use of the VCO, a PLL
is capable of adjusting the phase of the output clock
signal relative to the input clock signal, andit is also
capable of frequency multiplication. For example, in
an XDR memory system wherethe data bus interface
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operates at a data rate of 3.2 Gbps, a relatively low
frequency clock signal that operates at 400 MHz 
is used to synchronize data transfer between the 
memory controller and the DRAM devices. In the 
XDR DRAM memory system, PLL circuits are used to 
multiply the 400-MHz clock frequency and generate 
a 1.6-GHz output clock signal from the slower input 
clock frequency. The devices in the XDR memory 
system then make use of the phase-compensated 
1.6-GHz clock signal as the clock reference signal for 
data movement. In this manner, two silicon devices 
can operate synchronously at relatively high frequen
cies without the transport of a high-frequency clock 
signal on the system board. 

PLLs can be implemented as a discrete semicon
ductor device, but they are typically integrated into 
modern high-speed digital semiconductor devices 
such as microprocessors and FPGAs. Depending on 
the circuit implementation, PLLs can be designed 
to lock in a range of input clock frequencies and 
provide the phase compensation and frequency 
multiplication needed in modern high -speed digital 
systems. 

9.5.3 Delay-Locked Loop (DLL) 
Figure 9.32 illustrates the basic block diagram of a 

DLL. The difference between the DLL and the PLL is 
that a DLL simply inserts a voltage-controlled phase 
delay between the input and output clock signals. In 
a PLL, a voltage-controlled oscillator synthesizes a 

new clock signal whose frequency may be a multiple 
of the frequency of the input clock signal, and the 
phase delay of the newly synthesized clock signal is 
also adjustable for active skew compensation. In this 
manner, while DLLs only delay the incoming clock 
signals, the PLLs actually synthesize a new clock 
signal as the output. 

The lack of a VCO means that DLLs are simpler 
to implement and more immune to jitter induced 
by voltage supply or substrate noise. However, since 
DLLs merely add a controllable phase delay to the 
input clock signal and produce an output clock 
signal, jitter that is present in the input clock sig
nal is passed directly to the output clock signal. In 
contrast, the jitter of the input clock signal can be 
better filtered out by a PLL. 

The relatively lower cost of implementation 
compared to PLLs makes DLLs attractive for use in 
commodity DRAM devices designed to minimize 
manufacturing costs and in any application where 
clock synthesis is not required. Specifically, DLLs are 
found in DRAM devices such as DDRx SDRAM and 
GDDRx (Graphics DDRx) devices? 

9.6 Selected DRAM Signaling and 
Timing Issues 

Signaling in DRAM memory systems is alike 
in many ways to signaling in logic-based8 digital 
systems and different in other ways. In particular, 

D ----+------1 
Phase 
Comp 

Loop 
Filter 

FIGURE 9.32: Basic Dll block diagram. 

7DDRx denotes different generations of SDRAM devices such as DDR SDRAM, DDR2 SDRAM, and DDR3 SDRAM. Similarly, 
GDDRx denotes different generations of GDDR devices such as GDDR2 and GDDR3. 
8Logic based, as opposed to memory based. 
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operates at a data rate of 3.2 Gbps, a relatively low-
frequency clock signal that operates at 400 MHz
is used to synchronize data transfer between the
memory controller and the DRAM devices. In the
XDR DRAM memory system, PLL circuits are used to
multiply the 400-MHz clock frequency and generate
a 1.6-GHz output clock signal from the slower input
clock frequency. The devices in the XDR memory
system then make use of the phase-compensated
1.6-GHz clock signal as the clock reference signal for
data movement. In this manner, twosilicon devices

can operate synchronously atrelatively high frequen-
cies without the transport of a high-frequency clock
signal on the system board.

PLLs can be implementedas a discrete semicon-
ductor device, but they are typically integrated into
modern high-speed digital semiconductor devices
such as microprocessors and FPGAs. Depending on
the circuit implementation, PLLs can be designed
to lock in a range of input clock frequencies and
provide the phase compensation and frequency
multiplication needed in modern high-speed digital
systems.

9.5.3 Delay-Locked Loop (DLL)

Figure 9.32 illustrates the basic block diagram of a
DLL. The difference between the DLL andthe PLLis

that a DLL simply inserts a voltage-controlled phase
delay between the input and outputclocksignals. In
a PLL, a voltage-controlled oscillator synthesizes a

  

new clock signal whose frequency may be a multiple
of the frequency of the input clock signal, and the
phase delay of the newly synthesized clock signal is
also adjustable for active skew compensation.In this
manner, while DLLs only delay the incoming clock
signals, the PLLs actually synthesize a new clock
signal as the output.

The lack of a VCO means that DLLs are simpler
to implement and more immuneto jitter induced
by voltage supply or substrate noise. However, since
DLLs merely add a controllable phase delay to the
input clock signal and produce an output clock
signal, jitter that is present in the input clock sig-
nal is passed directly to the output clock signal. In
contrast, the jitter of the input clock signal can be
betterfiltered out by a PLL.

The relatively lower cost of implementation
compared to PLLs makes DLLs attractive for use in
commodity DRAM devices designed to minimize
manufacturing costs and in any application where
clock synthesis is not required. Specifically, DLLs are
found in DRAM devices such as DDRx SDRAM and

GDDRx (Graphics DDRx) devices.”

9.6 Selected DRAM Signaling and
TimingIssues

Signaling in DRAM memory systems is alike
in many ways to signaling in logic-based® digital
systems and different in other ways. In particular,
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FIGURE 9.32: Basic DLL bleck diagram.
 

7DDRx denotesdifferent generations of SDRAM devices such as DDR SDRAM, DDR2 SDRAM,and DDR3 SDRAM.Similarly,
GDDRx denotes different generations of GDDR devices such as GDDR2 and GDDR3.

8Logic based, as opposed to memory based.
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the challenges of designing high data rate signaling 
systems such as proper impedance matching, skew, 
jitter, and crosstalk minimization, as well as a system 
synchronization mechanism, are the same for all dig
ital systems. However, commodity DRAM memory 
systems such as SDRAM, DDR SDRAM, and DDRZ 
SDRAM have some unique characteristics that are 
unlike high-speed signaling systems in non-DRAM
based digital systems. For example, in commod
ity DRAM memory systems, the burdens of timing 
control and synchronization are largely placed in 
the sophisticated memory controllers, and com
modity DRAM devices are designed to be as simple 
and as inexpensive to manufacture as possible. The 
asymmetric master-slave relationship between the 
memory controller and the multiple DRAM devices 
also constrains system signaling and timing charac
teristics of commodity DRAM memory systems in 
ways not commonly seen in more symmetric logic
based digital systems. 

Figure 9.18 illustrates the data bus structure of a 
commodity DRAM memory system. Figure 9.33 illus
trates the command and address bus structure of the 
same DRAM memory system. Despite the superficial 
resemblance to the data bus structure illustrated in 
Figure 9.18, Figure 9.33 shows that in a commod
ity DRAM memory system, all of the DRAM devices 
within a DRAM memory system are typically con
nected to a given trace on the command and address 
bus. Figure 9.34 illustrates the topology of a typical 

PCB traces on memory module 
(command and address busses) 

r 
PCB traces on system board 
(command and address busses) 
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commodity DRAM memory system where the address 
and command busses are connected to every device 
in the system. 

The difference in the loading characteristics 
means that signals propagate far slower on the 
command and address bus than on the data bus 
in a typical commodity DRAM memory system. To 
alleviate the constraints placed on timing by the 
large number ofloads on the command and address 
busses, numerous strategies have been deployed 
in modern DRAM memory systems. One strategy 
to alleviate timing and signaling constraints on 

address and command 
(connected to every device) 

FIGURE 9.33: Typical topology of commodity DRAM memory 
systems such as DDRx SDRAM. Address and command busses 
are connected to every device. 

memory module 

_j 

FIGURE 9.34: Transmission line model of DDR SDRAM memory system command and address busses. 
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the challenges of designing high data rate signaling
systems such as proper impedance matching, skew,
jitter, and crosstalk minimization, as well as a system
synchronization mechanism,are the sameforall dig-
ital systems. However, commodity DRAM memory
systems such as SDRAM, DDR SDRAM, and DDR2
SDRAM have some unique characteristics that are
unlike high-speed signaling systems in non-DRAM-
based digital systems. For example, in commod-
ity DRAM memory systems, the burdens of timing
control and synchronization are largely placed in
the sophisticated memory controllers, and com-
modity DRAM devices are designed to be as simple
and as inexpensive to manufacture as possible. The
asymmetric master-slave relationship between the
memory controller and the multiple DRAM devices
also constrains system signaling and timing charac-
teristics of commodity DRAM memory systems in
ways not commonly scen in more symmetric logic-
baseddigital systems.

Figure 9.18 illustrates the data bus structure of a
commodity DRAM memory system. Figure 9.33 illus-
trates the commandand address bus structure of the

same DRAM memory system. Despite the superficial
resemblance to the data bus structure illustrated in

Figure 9.18, Figure 9.33 shows that in a commod-
ity DRAM memory system,all of the DRAM devices
within a DRAM memory system are typically con-
nectedto a given trace on the commandand address
bus. Figure 9.34 illustrates the topology of a typical

PCB traces on memory module
(command and address busses)

commodity DRAM memory system wherethe address
and command busses are connected to every device
in the system.

The difference in the loading characteristics
means that signals propagate far slower on the
command and address bus than on the data bus

in a typical commodity DRAM memory system. To
alleviate the constraints placed on timing by the
large numberof loads on the commandand address
busses, numerous strategies have been deployed
in modern DRAM memory systems. One strategy
to alleviate timing and signaling constraints on
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FIGURE 9.33: Typical topology of commodity DRAM memory
systems such as DDRx SDRAM. Address and command busses
are connected to every device.
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FIGURE9.34: Transmission line model of DDR SDRAM memory system command and address busses.
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the command and address buses is to make use 
of buffered or registered memory modules. For 
example, registered dual in-line memory modules 
(RDIMM) use separate buffer chips on the memory 
module to buffer command and address signals 
from the memory controller to the DRAM devices. 
Figure 9.35 illustrates that, from the perspective 
of the DRAM memory controller, the signal deliv
ery path is limited to the system board through 
the socket interface and up to the input of the 
buffer chips on the memory modules. The buffer 
chips then drive the signal to the DRAM devices 
in a separate transmission line. The benefits of the 
buffer devices in the registered memory modules 
are shorter transmission lines, fewer electrical loads 
per transmission line, and fewer transmission line 
segments. The drawbacks of the buffer devices in 
the registered memory modules are higher cost 
associated with the buffer devices and the additional 
latency required for the address and command 
signal buffering and forwarding. 

PCB traces on memory module 
(command and addre·~ss~b~U!§S§!Se~s!J___--IM"'-

- p~ 
PCB traces on system board 
(command and address busses) 

socket 

9.6.1 Data Read and Write Timing in DDRx 
SDRAM Memory Systems 

Figure 9.33 illustrates that the command and 
address busses in a commodity DRAM memory sys
tem are typically more heavily loaded than the data 
bus, and timing margins are tighter on the command 
and address busses when compared to the data bus. 
Modern DDRx SDRAM memory systems capital
ize on the lighter loading characteristics of the data 
bus by operating the data bus at twice the data rate 
as the command and address busses. The differ
ence in operating the various busses at different data 
rates as well as the difference between the role of the 
DRAM memory controller and the commodity DRAM 
devices introduces several interesting aspects in the 
timing and synchronization ofDDRx SDRAM devices. 
Figure 9.36 illustrates several interesting aspects 
of data read and write timing in commodity DDRx 
SDRAM devices: the use of a Data Strobe Signal (DQS) 
in DDRx SDRAM memory systems as the source-syn
chronous timing reference signal on the data bus, the 

-~::,":;;,:::, 
I 

....':!'e~r~mo~ul~ 

address buffer 

FIGURE 9.35: Register chips buffer command, control, and address signals in a Registered memory system. 
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FIGURE 9.36: Column read, column write command and data timing in DDRx SDRAM memory systems. 

transmission of symbols on half clock cycle bound
aries on the data bus as opposed to full clock cycle 
boundaries on the command and address busses, 
and the difference in phase relationships between 
read and write data relative to the DQS signal. 

First, Figure 9.36 illustrates that in DDRx SDRAM 
memory systems, address and command signals 
are asserted by the memory controHer for a full 
clock cycle, while symbols on the data bus are only 
transmitted for half cycle durations. The doubling of 
the data rate on the data bus is an effective strategy 
that significantly increases bandwidth of the memory 
system from previous generation SDRAM memory 
systems without wholesale changes in the topology 
or structure of the DRAM memory system. However, 
the doubling of the data rate, in turn, significantly 
increases the burden on timing margins on the data 
bus. Figure 9.36 illustrates that valid data windows 
on the command, address, and data busses are con
strained by the worst-case data skew and data jitter 
that exist in wide, parallel busses. Typically, in' a DDRx 
SDRAM memory system with a 64-bit-wide data bus, 
the data bus is divided into smaller groupings of 

8 signals per group, and a separate DQS signal is used 
to provide timing reference for each group of data bus 
signals. In this manner, the amount of timing budget 
allocated to account for skew and jitter is minimized 
on a group-by-group basis. Otherwise, much larger 
timing budgets would have to be allocated to account 
for skew and jitter across the entire width of the 
64-bit-wide data bus. Figure 9.23 illustrates that 
where the timing budget devoted to tskew increases, 
tcycle must be increased proportionally, resulting in 
lower operation frequency. 

Figure 9.36 also shows that read and write data 
are sent and received on different phases of the DQS 
signal in DDRx SDRAM memory systems. That is, 
DRAM devices return data bursts for read commands 
on each edge of the DQS signal. The DRAM memory 
controller then determines the centers of the valid 
data windows and latches in data at the appropri
ate time. In contrast, the DRAM memory controller 
delays the DQS signal by 90° relative to write data. 
The DRAM devices then latch in data relative to each 
edge of the DQS signal without shifting or delaying 
the . data. One reason that the phase relationship 
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FIGURE 9.36: Column read, column write command and data timing in DDRx SDRAM memorysystems.

transmission of symbols on half clock cycle bound-
aries on the data bus as opposedto full clock cycle
boundaries on the command and address busses,

and the difference in phase relationships between
read and write data relative to the DQSsignal.

First, Figure 9.36 illustrates that in DDRx SDRAM
memory systems, address and commandsignals
are asserted by the memory controller for a full
clock cycle, while symbols on the data bus are only
transmitted for half cycle durations, The doubling of
the data rate on the data busis an effective strategy
that significantly increases bandwidth of the memory
system from previous generation SDRAM memory
systems without wholesale changes in the topology
or structure of the DRAM memory system. However,
the doubling of the data rate, in turn, significantly
increases the burden on timing margins on the data
bus. Figure 9.36 illustrates that valid data windows
on the command, address, and data busses are con-
strained by the worst-case data skew and data jitter
that exist in wide, parallel busses. Typically, in‘’a DDRx
SDRAM memory system with a 64-bit-wide data bus,
the data bus is divided into smaller groupings of

8 signals per group, and a separate DQSsignalis used
to provide timing reference for each group ofdata bus
signals. In this manner, the amountof timing budget
allocated to account for skew andjitter is minimized
on a group-by-group basis. Otherwise, much larger
timing budgets would haveto be allocated to account
for skew and jitter across the entire width of the
64-bit-wide data bus. Figure 9.23 illustrates that
where the timing budget devoted to tow increases,
‘cycle Must be increased proportionally, resulting in
lower operation frequency.

Figure 9.36 also shows that read and write data
are sent and received on different phases of the DQS
signal in DDRx SDRAM memory systems. That is,
DRAM devices return data bursts for read commands

on each edge of the DQSsignal. The DRAM memory
controller then determines the centers of the valid

data windows and latches in data at the appropri-
ate time. In contrast, the DRAM memory controller
delays the DQSsignal by 90° relative to write data.
The DRAMdevices then latch in data relative to each

edge of the DQSsignal without shifting or delaying
the ,data. One reason that the phase relationship
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between the read data and the DQS signal differs 
from the phase relationship between write data and 
the DQS signal is that the difference in the phase 
relationships shifts the burden of timing synchroni
zation from the DRAM devices and places it in the 
DRAM memory controller. That is, the commodity 
DDRx SDRAM devices are designed to be inexpen
sive to manufacture, and the DRAM controller is 
responsible for providing the correct phase relation
ship between write data and the DQS signal. More
over, the DRAM memory controller must also adjust 
the phase relationship between read data and the 
DQS signal so that valid data can be latched in the 
center of the valid data window despite the fact that 
the DRAM devices place read data onto the data bus 
with the same phase relative to the DQS signal. 

9.6.2 The Use of DLL in DDRx SDRAM Devices 
In DDRx SDRAM memory systems, data symbols 

are, in theory, sent and received on the data bus rela
tive to the timing of the DQS signal as illustrated in 
Figure 9.30, rather than a global clock signal used by 
the DRAM memory controller. Theoretically, the DQS 
signal, in its function as the source-synchronous 
clocking reference signal, operates independently 
from the global clock signal. However, where the DQS 
signal does operate independently from the global 
clock signal, the DRAM memory controller must 
either operate asynchronously or devote additional 
stages to buffer read data returning from the DRAM 
devices. A complete decoupling of the DQS signal 
from the global clock signal is thus undesirable. To 
mitigate the effect of having two separate and inde
pendent clocking systems, on-chip DLLs have been 
implemented in DDR SDRAM devices to synchronize 
the read data returned by the DRAM devices, the DQS 
signals, and the memory controller's global clock sig
nal. The DLL circuit in a DDR DRAM thus ensures 
that data returned by DRAM devices in response to 
a read command is actually returned in synchroniza
tion with the memory controller's clock signal. 

Figure 9.37 illustrates the use of an on-chip DLL 
in a DDR SDRAM device, and the effect that the DLL 
has upon the timing of the DQS and data signals. The 
upper diagram illustrates the operation of a DRAM 
device without the use of an on-chip DLL, and the 

lower diagram iillustrates the operation of a DRAM 
device with the use of an on-chip DLL. Where the 
DRAM device operates without an on-chip DLL, the 
DRAM device internally buffers the global clock sig
nal and uses it to generate the source-synchronous 
DQS signal and return data to the DRAM memory 
controller relative to the timing of the buffered clock 
signal. However, the buffering of the clock signal 
introduces phase delay into the DQS signal relative to 
the global clock signal. The result of the phase delay is 
that data on the DQ signal lines is aligned closely with 
the DQS signal, but can be significantly out of phase 
alignment with respect to the global clock signal. 

The lower diagram in Figure 9.37 illustrates that 
where the DRAM device operates with an on-chip DLL, 
the DRAM device also internally buffers the global 
clock signal, but the DLL then introduces more delay 
into the DQS signal. The net effect is to delay the out
put of the DRAM device by a full clock cycle so that the 
DQS signal along with the DQ data signals becomes 
effectively phase aligned to the global clock signal. 

9.6.3 The Use of PLL in XDR DRAM Devices 
In an effort devoted to the pursuit of high band

width in DRAM memory systems, the Rambus Corp. 
has designed several different clocking and timing 
synchronization schemes for its line of DRAM mem
ory systems. One scheme utilized in the XDR memory 
system involves the use of PLLs in both the DRAM 
devices and the DRAM memory controller. Figure 
9.38 abstractly illustrates an XDR DRAM device with 
two data pin pairs on the data bus along with a differ
ential clock pin pair. The figure shows that the signals 
in the XDR DRAM memmy system are transported 
via differential pin pairs. Figure 9.38 further illus
trates that a relatively low system clock signal that 
operates at 400 MHz is used as a global clock refer
ence between the XDR DRAM controller and the XDR 
DRAM device. The XDR DRAM device then makes 
use of a PLL to synchronize data latch operations at 
a higher data rate relative to the global clock signal. 
Figure 9.38 shows that the use of the PLL enables the 
XDR DRAM device to synchronize the transportation 
of eight data symbols per clock cycle. Moreover, the 
XDR DRAM controller contains a set of adjustable 
delay elements labelled as FlexPhase. The XDR DRAM 
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memory controller can set the adjustable delay in 
the FlexPhase circuitry to effectively remove timing 
uncertainties due to signal path length differentials. 
To some extent, the FlexPhase mechanism can also 
account for drift in skew characteristics as the system 
environment changes. The XDR memory controller 
can adjust the delay specified by the FlexPhase cir
cuitry by occasionally suspending data movement 
operations and reinitializing the FlexPhase adjustable 
delay setting based on the transportation of pre
determined test patterns. 

9.'1 Summary 
This chapter covers the basic concepts of a signaling 

system that form the essential foundation for data 

transport between discrete devices. Specifically, the 
physical requirements of high data rate signaling 
in modern multi-device DRA.\1 memory systems 
directly impact the design space of system topology 
and memory-access protocol. Essentially, this chap
ter illustrates that the task of transporting command, 
address, and data between the DRAM memory con
troller and DRAM devices becomes more difficult with 
each generation of DRAM memory systems that oper
ate at higher data rates. Increasingly, sophisticated 
circuitry such as DLLs and PLLs is being deployed in 
DRAM devices, and the desire to continue to increase 
DRAM memory system bandwidth has led to restric
tions to the topology and configuration of modern 
DRAM memory systems. 
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DRAM Memory 
System Organization 

Previous chapters examine the basic building 
blocks of DRAM devices and signaling issues that 
constrain the transmission and subsequent storage 
of data into the DRAM devices. In this chapter, basic 
terminologies and building blocks of DRAM memory 
systems are described. Using the building blocks 
described in the previous chapters, the text in this 
chapter examines the construction, organization, and 
operation of multiple DRAM devices in a larger mem
ory system. This chapter covers the terminologies 
and topology, as well as the organization of various 
types of memory modules. 

10.1 Conventional Memory System 
The number of storage bits contained in a given 

DRAM device is constrained by the manufacturing 
process technology, the cell size, the array efficiency, 
and the effectiveness of the defect-cell remapping 
mechanism for yield enhancement. As the manu
facturing process technology advances in line with 
Moore's Law, the number of storage bits contained in 
a given DRAM device doubles every few years. How
ever, the unspoken corollary to Moore's Law states 
that software written by software companies in the 
Pacific Northwest and elsewhere will automatically 
expand to fill available memory in a given system. 
Consequently, the number of storage bits contained 
in a single DRAM device at any given instance in 
time has been and will continue to be inadequate 
to serve as the main memory for most computing 
platforms with the exception of specialty embedded 
systems. 

In the past few decades, the growth rate of DRAM 
device storage capacity has roughly paralleled the 
growth rate of the size of memory systems for desk
top computers, workstations, and servers. The paral
lel growth rates have dictated system designs in that 
multiple DRAM devices must be connected together 
to form memory systems in most computing plat
forms. In this chapter, the organization of different 
multi-chip DRAM memory systems and different 
interconnection strategies deployed for cost and per
formance concerns are explored. 

In Figure 10.1, multiple DRAM devices are intercon
nected together to form a single memory system that 
is managed by a single memory controller. In modern 
computer systems, one or more DRAM memory con
trollers (DMCs) may be contained in the processor 
package or integrated into a system controller that 
resides outside of the processor package. Regardless 
of the location of the DRAM memory controller, its 
functionality is to accept read and write requests to 
a given address in memory, translate the request to 
one or more commands to the memory system, issue 
those commands to the DRAM devices in the proper 
sequence and proper timing, and retrieve or store data 
on behalf of the processor or I/0 devices in the sys
tem. The internal structures of a system controller are 
examined in a separate chapter. This chapter focuses 
on the organization of DRAM devices in the context of 
multi-device memory systems. 

10.2 Basic Nomenclature 
The organization of multiple DRAM devices into a 

memory system can impact the performance of the 
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mechanism for yield enhancement. As the manu-
facturing process technology advances in line with
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Consequently, the numberofstorage bits contained
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platforms with the exception of specialty embedded
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In the past few decades, the growth rate of DRAM
device storage capacity has roughly paralleled the
growth rate of the size of memory systems for desk-
top computers, workstations, and servers. ‘he paral-
lel growth rates have dictated system designs in that
multiple DRAM devices must be connected together
to form memory systems in most computing plat-
forms. In this chapter, the organization of different
multi-chip DRAM memory systems and different
interconnection strategies deployed for cost and per-
formance concernsare explored.

In Figure 10.1, multiple DRAM devicesare intercon-
nected together to form a single memory system that
is managed by a single memory controller. In modern
computer systems, one or more DRAM memory con-
trollers (DMCs) may be contained in the processor
package or integrated into a system controller that
resides outside of the processor package. Regardless
of the location of the DRAM memory controller, its
functionality is to accept read and writc requests to
a given address in memory, translate the request to
one or more commands to the memory system,issue
those commands to the DRAM devices in the proper
sequence and propertiming, and retrieve or store data
on behalf of the processor or I/O devices in the sys-
tem. The internal structures of a system controller are
examinedin a separate chapter. This chapter focuses
on the organization of DRAM devicesin the context of
multi-device memory systems.

10.2 Basic Nomenclature

The organization of multiple DRAM devices into a
memory system can impact the performance of the
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FIGURE 10.1: Multiple DRAM devices connected to a processor through a DRAM memory controller. 

memory system in terms of system storage capac
ity, operating data rates, access latency, and sustain
able bandwidth characteristics. It is therefore of great 
importance that the organization of multiple DRAM 
devices into larger memory systems be examined in 
detail. However, the absence of commonly accepted 
nomenclature has hindered the examination ofDRAM 
memory-system organizations. Without a common 
basis of well-defined nomenclature, technical articles 
and data sheets sometimes succeed in introducing 
confusion rather than clarity into discussions on 
DRAM memory systems. In one example, a technical 
data sheet for a system controller used the word bank 
in two bulleted items on the same page to mean two 
different things. In this data sheet, one bulleted item 
proclaimed that the system controller could support 
6 banks (of DRAM devices). Then, several bulleted 
items later, the same data sheet stated that the same 
system controller could support SDRAM devices with 
4 banks. In a second example, an article in a well
respected technical journal examined the then-new 
i875P system controller from Intel and proceeded 
to discuss the performance advantage of the system 
controller due to the fact that the i875P system con
troller could control2 banks of DRAM devices (it can 
control two entire channels). 

In these two examples, the word bank was used 
to mean three different things. While the meaning 

of the word bank can be inferred from the context 
in each case, the overloading and repeated use of 
the word introduces unnecessary confusion into 
discussions about DRAM memory systems. In this 
section, the usage of channel, rank, bank, row, and 
column is defined, and discussions in this and sub
sequent chapters will conform to the usage in this 
chapter. 

10.2.1 Channel 
Figure 10.2 shows three different system control

lers with slightly different configurations of the DRAM 
memory system. In Figure 10.2, each system con
troller has a single DRAM memory controller (DMC), 
and each DRAM memory controller controls a single 
channel of memory. In the example labelled as the 
typical system controller, the system controller con
trols a single 64-bit-wide channel. In modern DRAM 
memory systems, commodity DRAM memory mod
ules are standardized with 64-bit-wide data busses, 
and the 64-bit data bus width of the memory mod
ule matches the data bus width of the typical per
sonal computer system controller.1 In the example 
labelled as Intel i875P system controller, the system 
controller connects to a single channel of DRAM with 
a 128-bit-wide data bus. However, since commod
ity DRAM modules have 64-bit-wide data busses, 

1Commodity memory modules designed for error correcting memory systems are standardized with a 72-bit -wide data bus. 
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the i875P system controller requires matching pairs 
of 64-bit wide memory modules to operate with the 
128-bit-wide data bus. The paired-memory module 
configuration of the i875P is often referred to as a 
dual channel configuration. However, since there is 
only one memory controller, and since both memory 
modules operate in lockstep to store and retrieve 
data through the 128-bit-wide data bus, the paired
memory module configuration is, logically, a 128-bit
wide single channel memory system. Also, similar to 
SDRAM and DDR SDRAM memory systems, standard 

"Typical" 64 _I 
system controller DMC 

I 
DDR 
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Direct RDRAM memory modules are designed with 
16-bit-wide data busses, and high-performance sys
tem controllers that use Direct RDRAM, such as the 
Intel i850 system controller, use matched pairs of 
Direct RDRAM memory modules to form a 32-bit
wide channel that operates in lockstep across the two 
physical channels of memory. 

In contrast to system controllers that use a single 
DRAM memory controller to control the entire mem
orysystem, Figure 10.3 shows thattheAlphaEV7 pro
cessor and the Inteli925xsystem controller each have 

I One "physical channel" of 64 bit width 

One DMC: One logical 64 bit wide channel 

~ Intel i875P 128 Two "physical channels" of 64 bit wide busses 

system controller DMC 

~ 
One DMC: One logical128 bit wide channel 

~ Intel i850 32 Two "physical channels" of 16 bit width 

system controller DMC 

~ One DMC: One logical 32 bit wide channel 

FIGURE 10.2: Systems with a single memory controller and different data bus widths. 
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FIGURE 1 0.3: Systems with two independent memory controllers and two logical channels of memory. 
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two DRAM controllers that independently control 
64-bit-wide data busses.2 The use of indepen
dent DRAM memory controllers can lead to higher 
sustainable bandwidth characteristics, since the 
narrower channels lead to longer data bursts per 
cacheline request, and the various inefficiencies 
dictated by DRAM-access protocols can be better 
amortized. As a result, newer system controllers are 
often designed with multiple memory controllers 
despite the additional die cost. 

Modern memory systems with one DRAM 
memory controller and multiple physical chan
nels of DRAM devices such as those illustrated in 
Figure 10.2 are typically designed with the physi
cal channels operating in lockstep with respect to 
each other. However, there are two variations to the 
single-controller-multiple-physical-channel con
figuration. One variation of the single-controller
multiple-physical-channel configuration is that 
some system controllers, such as the Intel i875P sys
tem controller, allow the use of mismatched pairs of 
memory modules in the different physical channels. 
In such a case, the i875P system controller operates 

SDRAM memory bursts multiple 
columns of data (2) for each column 
access command (1). 

in an asymmetric mode and independently controls 
the physical channels of DRAM modules. However, 
since there is only one DRAM memory controller, the 
multiple physical channels of mismatched memory 
modules cannot be accessed concurrently, and only 
one channel of memory can be accessed at any given 
instance in time. In the asymmetric configuration, 
the maximum system bandwidth is the maximum 
bandwidth of a single physical channel. 

A second variation of the single-controller
multiple-physical-channel configuration can be 
found in high-performance FPM DRAM memory 
systems that were designed prior to the emergence of 
SDRAM -type DRAM devices that can burst out multi
ple columns of data with a given column access com
mand. Figure 10.4 illustrates a sample timing diagram 
of a column access in an SDRAM memory system. 
Figure 10.4 shows that an SDRAM device is able to 
return a burst of multiple columns of data for a single 
column access command. However, an FPM DRAM 
device supported neither single-access-multiple
burst capability nor the ability to pipeline multiple 
column access commands. As a result, FPM DRAM 
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FIGURE 10.4: High-performance memory controllers with four channels of interleaved FPM DRAM devices. 

2Ignoring additional bitwidths used for error correction and cache directory. 
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two DRAM controllers that independently control
64-bit-wide data busses.* The use of indepen-
dent DRAM memorycontrollers can lead to higher
sustainable bandwidth characteristics, since the

narrower channels lead to longer data bursts per
cacheline request, and the various inefficiencies
dictated by DRAM-access protocols can be better
amortized. As a result, newer system controllers are
often designed with multiple memory controllers
despite the additional die cost.

Modern memory systems with one DRAM
memory controller and multiple physical chan-
nels of DRAM devices such as those illustrated in

Figure 10.2 are typically designed with the physi-
cal channels operating in lockstep with respect to
each other. However, there are two variations to the

single-controller-multiple-physical-channel con-
figuration. One variation of the single-controller-
multiple-physical-channel configuration is that
some system controllers, such as the Intel i875P sys-
tem controller, allow the use of mismatchedpairs of
memory modulesin the different physical channels.
In sucha case, the i875P system controller operates

in an asymmetric mode and independently controls
the physical channels of DRAM modules. However,
since there is only one DRAM memory controller, the
multiple physical channels of mismatched memory
modules cannot be accessed concurrently, and only
one channel ofmemorycan be accessedat any given
instance in time. In the asymmetric configuration,
the maximum system bandwidth is the maximum
bandwidth of a single physical channel.

A second variation of the single-controller-
multiple-physical-channel configuration can be
found in high-performance FPM DRAM memory
systems that were designed prior to the emergence of
SDRAM-type DRAMdevicesthat can burst out multi-
ple columnsof data with a given column access com-
mand.Figure 10.4 illustrates a sample timing diagram
of a column access in an SDRAM memory system.
Figure 10.4 shows that an SDRAM device is able to
return a burst of multiple columnsofdata for a single
column access command. However, an TPM DRAM

device supported neither single-access-multiple-
burst capability nor the ability to pipeline multiple
column access commands. As a result, FPM DRAM
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FIGURE 10.4: High-performance memory controllers with four channels of interleaved FPM DRAMcevices.
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devices need multiple column accesses to retrieve 
the multiple columns of data for a given cacheline 
access, column accesses that cannot be pipelined to 
a single FPM DRAM device. 

One solution deployed to overcome the shortcom
ings of FPM DRAM devices is the use of multiple 
FPM DRAM channels operating in an interleaved 
fashion. Figure 10.4 also shows how a sophisticated 
FPM DRAM controller can send multiple column 
accesses to different physical channels of memory 
so that the data for the respective column accesses 
appears on the data bus in consecutive cycles. In this 
configuration, the multiple FPM DRAM channels can 
provide the sustained throughput required in high
performance workstations and servers before the 
appearance of modern synchronous DRAM devices 
that can burst through multiple columns of data in 
consecutive cycles. 

Chapter 10 DRAM MEMORY SYSTEM ORGANIZATION 413 

10.2.2 Rank 
Figure 10.5 shows a memory system populated 

with 2 ranks of DRAM devices. Essentially, a rank of 
memory is a "bank" of one or more DRAM devices 
that operate in lockstep in response to a given com
mand. However, the word bank has already been 
used to describe the number of independent DRAM 
arrays within a DRAM device. To lessen the confu
sion associated with overloading the nomenclature, 
the word rank is now used to denote a set of DRAM 
devices that operate in lockstep to respond to a given 
command in a memory system. 

Figure 10.5 illustrates a configuration of 2 ranks 
of DRAM devices in a classical DRAM memory sys
tem topology. In the classical DRAM memory system 
topology, address and command busses are con
nected to every DRAM device in the memory system, 

address and command 

DMC 

chip-select 0 
chip-select 1 

FIGURE 10.5: Memory system with 2 ranks of DRAM devices. 
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devices need multiple column accesses to retrieve
the multiple columns of data for a given cacheline
access, column accesses that cannotbepipelined to
a single FPM DRAM device.

Onesolution deployed to overcome the shortcom-
ings of FPM DRAM devices is the use of multiple
FPM DRAM channels operating in an interleaved
fashion. Figure 10.4 also shows how a sophisticated
FPM DRAM controller can send multiple column
accesses to different physical channels of memory
so that the data for the respective column accesses
appears on the data bus in consecutive cycles. In this
configuration, the multiple FPM DRAM channels can
provide the sustained throughput required in high-
performance workstations and servers before the
appearance of modern synchronous DRAM devices
that can burst through multiple columnsof data in
consecutive cycles.
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10.2.2 Rank

Figure 10.5 shows a memory system populated
with 2 ranks of DRAM devices. Essentially, a rank of
memoryis a “bank” of one or more DRAM devices
that operate in lockstep in response to a given com-
mand. However, the word bank has already been
used to describe the number of independent DRAM
arrays within a DRAM device. To lessen the confu-
sion associated with overloading the nomenclature,
the word rank is now used to denote a set of DRAM

devices that operate in lockstep to respondto a given
command in a memory system.

Figure 10.5 illustrates a configuration of 2 ranks
of DRAM devices in a classical DRAM memory sys-
tem topology. In the classical DRAM memory system
topology, address and command busses are con-
nected to every DRAM device in the memory system,
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FIGURE 10.6: SDRAM device with 4 banks of DRAM arrays internally. 

but the wide data bus is partitioned and connected 
to different DRAM devices. The memory control
ler in this classical system topology then uses chip
select signals to select the appropriate rank of DRAM 
devices to respond to a given command. 

In modern memory systems, multiple DRAM 
devices are commonly grouped together to provide 
the data bus width and capacity required by a given 
memory system. For example, 18 DRAM devices, 
each with a 4-bit-wide data bus, are needed in a given 
rank of memory to form a 72-bit-wide data bus. In 
contrast, embedded systems that do not require as 
much capacity or data bus width typically use fewer 
devices in each rank of memory-sometimes as few 
as one device per rank. 

10.2.3 Bank 
As described previously, the word bank had been 

used to describe a set of independent memory arrays 
inside of a DRAM device, a set of DRAM devices 
that collectively act in response to commands, 

and different physical channels of memory. In this 
chapter, the word bank is only used to denote a set of 
independent memory arrays inside a DRAM device. 

Figure 10.6 shows an SDRAM device with 4 banks 
of DRAM arrays. Modern DRAM devices contain mul
tiple banks so that multiple, independent accesses to 
different DRAM arrays can occur in parallel. In this 
design, each bank of memory is an independent 
array that can be in different phases of a row access 
cycle. Some common resources, such as 110 gating 
that allows access to the data pins, must be shared 
between different banks. However, the multi-bank 
architecture allows commands such as read requests 
to different banks to be pipelined. Certain commands, 
such as refresh commands, can also be engaged in 
multiple banks in parallel. In this manner, multiple 
banks can operate independently or concurrently 
depending on the command. For example, multiple 
banks within a given DRAM device can be activated 
independently from each other-subject to the power 
constraints of the DRAM device that may specify how 
closely such activations can occur in a given period of 
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FIGURE 10.6: SDRAM device with 4 banks of DRAM arraysinternally.

but the wide data bus is partitioned and connected
to different DRAM devices. The memory control-
ler in this classical system topology then uses chip-
select signals to sclect the appropriate rank of DRAM
devices to respondto a given command.

In modern memory systems, multiple DRAM
devices are commonly grouped together to provide
the data bus width and capacity required by a given
memory system. For example, 18 DRAM devices,
each with a 4-bit-wide data bus, are neededin a given
rank of memory to form a 72-bit-wide data bus. In
contrast, embedded systems that do not require as
muchcapacity or data bus width typically use fewer
devices in each rank of memory—sometimesas few
as one device per rank.

10.2.3 Bank

As described previously, the word bank had been
used to describe a set of independent memory arrays
inside of a DRAM device, a set of DRAM devices

that collectively act in response to commands,

and different physical channels of memory. In this
chapter, the word bank is only used to denotea set of
independent memory arrays inside a DRAM device.

Figure 10.6 shows an SDRAM device with 4 banks
of DRAM arrays. Modern DRAM devices contain mul-
tiple banks so that multiple, independent accesses to
different DRAM arrays can occur in parallel. In this
design, each bank of memory is an independent
array that can be in different phases of a row access
cycle. Some commonresources, such as I/O gating
that allows access to the data pins, must be shared
between different banks. However, the multi-bank
architecture allows commandssuch as read requests
to differentbanksto be pipelined. Certain commands,
such as refresh commands, can also be engaged in
multiple banks in parallel. In this manner, multiple
banks can operate independently or concurrently
depending on the command.For example, multiple
banks within a given DRAM device can be activated
independently from each other—subject to the power
constraints of the DRAM device that may specify how
closely such activations can occurin a given period of

Netlist Ex 2034

Samsungv Netlist
IPR2022-00996



time. Multiple banks in a given DRAM device can also 
be precharged or refreshed in parallel, depending on 
the design of the DRAM device. 

10.2.4 Row 
In DRAM devices, a row is simply a group of stor

age cells that are activated in parallel in response to 
a row activation command. In DRAM memory sys
tems that utilize the conventional system topology 
such as SDRAM, DDR SDRAM, and DDR2 SDRAM 
memory systems, multiple DRAM devices are typi
cally connected in parallel in a given rank of mem
ory. Figure 10.7 shows how DRAM devices can be 
connected in parallel to form a rank of memory. The 
effect of DRAM devices connected as ranks of DRAM 
devices that operate in lockstep is that a row activa
tion command will activate the same addressed row 
in all DRAM devices in a given rank of memory. This 
arrangement means that the size of a row-from the 
perspective of the memory controller-is simply the 
size of a row in a given DRAM device multiplied by 
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the number of DRAM devices in a given rank, and a 
DRAM row spans across the multiple DRAM devices 
of a given rank of memory. 

A row is also referred to as a DRAM page, since a 
row activation command in essence caches a page 
of memory at the sense amplifiers until a subse
quent precharge command is issued by the DRAM 
memory controller. Various schemes have been pro
posed to take advantage oflocality at the DRAM page 
level. However, one problem with the exploitation 
of locality at the DRAM page level is that the size of 
the DRAM page depends on the configuration of the 
DRAM device and memory modules, rather than the 
architectural page size of the processor. 

10.2.5 Column 
In DRAM memory systems, a column of data is 

the smallest addressable unit of memory. Figure 10.8 
illustrates that, in memory systems such as SDRAM 
and DDRx3 SDRAM with topology similar to the 
memory system illustrated in Figure 10.5, the size of 

DRAM devices arranged in parallel in a given rank 
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~~ 
one row spanning multiple DRAM devices 

FIGURE 10.7: Generic DRAM devices with 4 banks, 8196 rows, 512 columns per row, and 16 data bits per column. 

3DDRx denotes DDR SDRAM and evolutionary DDR memory systems such as DDR2 and DDR3 SDRAM memory systems, 
inclusively. 
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DRAM devices arranged in parallel in a given rank 

SDRAM memory systems: width of data bus = column size 

FIGURE 10.8: Classical DRAM system topology; width of data bus equals column size. 

a column of data is the same as the width of the data 
bus. In a Direct RDRAM device, a column is defined 
as 16 bytes of data, and each read command fetches 
a single column of data 16 bytes in length from each 
physical channel of Direct RDRAM devices. 

A beat is simply a data transition on the data bus. In 
SDRAM memory systems, there is one data transition 
per clock cycle, so one beat of data is transferred per 
clock cycle. In DDRx SDRAM memory systems, two 
data transfers can occur in each clock cycle, so two 
beats of data are transferred in a single clock cycle. 
The use of the beat terminology avoids overloading 
the word cycle in DDRx SDRAM devices. 

In DDRx SDRAM memory systems, each column 
access command fetches multiple columns of data 
depending on the programmed burst length. For 
example, in a DDR2 DRAM device, each memory read 
command returns a minimum of 4 columns of data. 
The distinction between a DDR2 device returning a 
minimum burst length of 4 beats of data and a Direct 
RDRAM device returning a single column of data over 
8 beats is that the DDR2 device accepts the address of 
a specific column and returns the requested columns 
in different orders depending on the programmed 
behavior of the DRAM device. In this manner, each 
column is separately addressable. In contrast, Direct 
RDRAM devices do not reorder data within a given 
burst, and a 16-byte burst from a single channel of 

Direct RDRAM devices is transmitted in order and 
treated as a single column of data. 

10.2.6 Memory System Organization: An 
Example 

Figure 10.9 illustrates a DRAM memory system with 
4 ranlcs of memory, where eachrankofmemoryconsists 
of 4 devices connected in parallel, each device contains 
4 banks of DRAM arrays internally, each bank contains 
8192 rows, and each row consists of 512 columns of 
data. To access data in a DRAM-based memory sys
tem, the DRAM memory controller accepts a physical 
address and breaks down the address into respective 
address fields that point to the specific channel, rank, 
bank, row, and column where the data is located. 

Although Figure 10.9 illustrates a uniformly 
organized memory system, memory system orga
nizations of many computer systems, particularly 
end-user configurable systems, may be typically 
non-uniformly organized. The reason that the DRAM 
memory systems organizations in many computer 
systems are typically non-uniform is because most 
computer systems are designed to allow end-users 
to upgrade the capacity of the memory system by 
inserting and removing commodity memory mod
ules. To support memory capacity upgrades by the 
end-user, DRAM controllers have to be designed to 
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DRAM devices arrangedin parallel in a given rank
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FIGURE 10.8: Classical DRAM system topology; width of data bus equals column size.

a column of data is the sameas the width of the data

bus. In a Direct RDRAM device, a columnis defined

as 16 bytes of data, and each read commandfetches
a single columnofdata 16 bytes in length from each
physical channel of Direct RDRAM devices.

A beatis simply a data transition on the databus. In
SDRAM memory systems, there is one data transition
per clock cycle, so one beat of datais transferred per
clock cycle. In DDRx SDRAM memory systems, two
data transfers can occur in each clock cycle, so two
beats of data are transferred in a single clock cycle.
The use of the beat terminology avoids overloading
the word cycle in DDRx SDRAMdevices.

In DDRx SDRAM memory systems, each column
access commandfetches multiple columns of data
depending on the programmed burst length. For
example, ina DDR2 DRAM device, each memory read
commandreturns a minimum of 4 columnsofdata.

The distinction between a DDR2 device returning a
minimum burst length of 4 beats of data and a Direct
RDRAMdevice returning a single column of data over
8 beats is that the DDR2 device accepts the address of
a specific column and returns the requested columns
in different orders depending on the programmed
behavior of the DRAM device. In this manner, each

column is separately addressable. In contrast, Direct
RDRAM devices do not reorder data within a given
burst, and a 16-byte burst from a single channel of

Direct RDRAM devices is transmitted in order and

treated as a single columnof data.

10.2.6 Memory System Organization: An
Example

Figure 10.9 illustrates a DRAM memory system with
Aranks ofmemory, where eachrank ofmemory consists
of4 devices connectedinparallel, each device contains
4 banks of DRAM arrays internally, each bank contains
8192 rows, and each row consists of 512 columns of

data. To access data in a DRAM-based memory sys-
tem, the DRAM memory controller accepts a physical
address and breaks down the address into respective
address fields that point to the specific channel, rank,
bank, row, and column wherethe data is located.

Although Figure 10.9 illustrates a uniformly
organized memory system, memory system orga-
nizations of many computer systems, particularly
end-user configurable systems, may be typically
non-uniformly organized. The reason that the DRAM
memory systems organizations in many computer
systems are typically non-uniform is because most
computer systems are designed to allow end-users
to upgrade the capacity of the memory system by
inserting and removing commodity memory mod-
ules. To support memory capacity upgrades by the
end-user, DRAM controllers have to be designed to
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bank ID = 1 column ID = Ox187 

Memory System 

FIGURE 10.9: Location of data in a DRAM memory system. 

flexibly adapt to different configurations of DRAM 
devices and modules that the end-user could place 
into the computer system. This support is provided 
for through the use of address range registers whose 
functionality is examined separately in the chapter 
on memory controllers. 

10.3 Memory Modules 
The first generations of computer systems allowed 

end-users to increase memory capacity by providing 
sockets on the system board where additional DRAM 
devices could be inserted. The use of sockets on the 
system board made sense in the era where the price 
of DRAM devices was quite expensive relative to the 
cost of the sockets on the system board. In these 
early computer systems, system boards were typi
cally designed with sockets that allowed end-users 
to remove and insert individual DRAM devices, usu
ally contained in dual in-line packages (DIPs). The 
process of memory upgrade was cumbersome and 

difficult, as DRAM devices had to be individually 
removed and inserted into each socket. Pins on the 
DRAM devices may have been bent and not visu
ally detected as such. Defective DRAM chips were 
difficult to locate, and routing of sockets for a large 
memory system required large surface areas on the 
system board. Moreover, it was physically possible 
to place DRAM devices in the wrong orientation in 
the socket-180° from the intended placement. Cor
rect placement with proper orientation depended on 
clearly labelled sockets, clearly labelled devices, and 
an end-user that paid careful attention while insert
ing the devices into the sockets.4 The solution to the 
problems associated with memoryupgradabilitywas 
the creation and use of memory modules. 

Memory modules are essentially miniature system 
boards that hold a number of DRAM devices. Mem
ory modules provide an abstraction at the module 
interface so that different manufacturers can manu
facture memory upgrades for a given computer sys
tem with different DRAM devices. DRAM memory 

4The author of this text can personally attest to the consequences of inserting chips into sockets with incorrect orientation. 
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FIGURE 10.9: Location of data ina DRAM memory system.

flexibly adapt to different configurations of DRAM
devices and modules that the end-user could place
into the computer system. This support is provided
for through the use of address range registers whose
functionality is examined separately in the chapter
on memory controllers,

10.3 Memory Modules
Thefirst generations of computer systemsallowed

end-users to increase memory capacity by providing
sockets on the system board where additional DRAM
devices could be inserted. The use of sockets on the

system board madesense in the era where the price
of DRAM devices was quite expensiverelative to the
cost of the sockets on the system board. In these
early computer systems, system boards were typi-
cally designed with sockets that allowed end-users
to remove andinsert individual DRAM devices, usu-

ally contained in dual in-line packages (DIPs). The
process of memory upgrade was cumbersome and

 

difficult, as DRAM devices had to be individually
removed and inserted into each socket. Pins on the

DRAM devices may have been bent and not visu-
ally detected as such. Defective DRAM chips were
difficult to locate, and routing of sockets for a large
memory system required large surface areas on the
system board. Moreover, it was physically possible
to place DRAM devices in the wrong orientation in
the socket—180° from the intended placement. Cor-
rect placementwith proper orientation depended on
clearly labelled sockets, clearly labelled devices, and
an end-user that paid careful attention while insert-
ing the devices into the sockets.* The solution to the
problemsassociated with memory upgradability was
the creation and use of memory modules.

Memory modulesare essentially miniature system
boards that hold a number of DRAM devices. Mem-

ory modules provide an abstraction at the module
interface so that different manufacturers can manu-

facture memory upgradesfor a given computer sys-
tem with different DRAM devices. DRAM memory

 

“The authorofthis text can personally attest to the consequencesofinserting chips into sockets with incorrectorientation.
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modules also reduce the complexity of the memory 
upgrade process. Instead of the removal and inser
tion of individual DRAM chips, memory upgrades 
with modules containing multiple DRA..M: chips can 
be quickly and easily inserted into and removed from 
a module socket. The first generations of memory 
modules typically consisted of specially created, 
system-specific memory modules that a given com
puter manufacturer used in a given computer sys
tem. Over the years, memory modules have obtained 
a level of sophistication, and they are now specified 
as a part of the memory-system definition process. 

10.3.1 Single In-line Memory Module (SIMM) 
In the late 1980s and early 1990s, the personal 

computer industry first standardized on the use 
of 30-pin SIMMs and then later moved to 72-pin 
SIMMs. SIMMs, or Single In-line Memory Modules, 
are referred to as such due to the fact that the con
tacts on either side of the bottom of the module are 
electrically identical. 

A 30-pin SIMM provides interconnects to 8 or 9 
signals on the data bus, as well as power, ground, 
address, command, and chip-select signal lines 
between the system board and the DRAM devices. 
A 72-pin SIMM provides interconnects to 32 to 36 sig
nals on the data bus in addition to the power, ground, 
address, command, and chip-select signal lines. Typ
ically, DRAM devices on a 30 pin, 1 Megabyte SIMM 
collectively provide a 9-bit, parity protected data bus 
interface to the memory system. Personal computer 
systems in the late 1980s typically used sets of four 
matching 30-pin SIMMs to provide a 36-bit-wide 
memory interface to support parity checking by the 
memory controller. Then, as the personal computer 
system moved to support memory systems with 
wider data busses, the 30-pin SIMM was replaced by 
72-pin SIMMs in the early 1990s. 

10.3.! Dual In-line Memory Module (DIMM) 
In the late 1990s, as the personal computer indus

try transitioned from FPM/EDO DRAM to SDRAM, 
72-pin SIMMs were, in turn, phased out in favor of 
Dual In-line Memory Modules (DIMMs). DIMMs 
are physically larger than SIMMs and provide a 

64- or 72-bit-wide data bus interface to the memory 
system. The difference between a SIMM and a DIMM 
is that contacts on either side of a DIMM are elec
trically different. The electrically different contacts 
allow a denser routing of electrical signals from the 
system board through the connector interface to the 
memory module. 

Typically, a DIMM designed for the commodity 
desktop market contains little more than the DRAM 
devices and passive resistor and capacitors. These 
DIMMs are not buffered on either the address path 
from the memory controller to the DRAM devices 
or the datapath between the DRAM devices and the 
memory controller. Consequently, these DIMMs are 
also referred to as UnbufferedDIMMs (UDIMMs). 

10.3.3 Registered Memory Module (RDIMM) 
To meet the widely varying requirements of sys

tems with end-user configurable memory systems, 
memory modules of varying capacity and timing 
characteristics are needed in addition to the typical 
UDIMM. For example, workstations and servers typi
cally require larger memory capacity than those seen 
for the desktop computer systems. The problem asso
ciated with large memory capacity memory modules 
is that the large number of DRAM devices in a mem
ory system tends to overload the various multi-drop 
busses. The large number of DRAM devices, in turn, 
creates the loading problem on the various address, 
command, and data busses. 

Registered Dual In-line Memory Modules 
(RDIMMs) alleviate the issue of electrical loading of 
large numbers of DRAM devices in a large memory 
system through the use of registers that buffer the 
address and control signals at the interface of the 
memory module. Figure 10.10 illustrates that regis
tered memory modules use registers at the interface 
of the memory module to buffer the address and 
control signals. In this manner, the registers greatly 
reduce the number of electrical loads that a memory 
controller must drive directly, and the signal inter
connects in the memory system are divided into two 
separate segments: between the memory controller 
and the register and between the register and DRAM 
devices. The segmentation allows timing characteris
tics of the memory system to be optimized by limiting 
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the number of electrical loads, as well as by reduc
ing the path lengths of the critical control signals in 
individual segments of the memory system. However, 
the drawback to the use of the registered latches on a 
memory module is that the buffering of the address 
and control signals introduces delays into the mem
ory-access latency, and the cost of ensuring signal 

command/ 
address 
register 

address/ I 
command 

DRAM 
devices 

.I 
1 memory 
module 

FIGURE 10.10: Registered latches buffer the address and 
command and also introduce additional latency into the DRAM 
access. 

integrity in a large memory system is paid in terms of 
additional latency for all memory transactions. 

10.3.4 Small Outline DIMM (SO·DIMM) 
Over the years, memory module design has become 

ever more sophisticated with each new generation of 
DRAM devices. Currently, different module specifi
cations exist as standardized, multi-source compo
nents that an end-user can purchase and reasonably 
expect trouble-free compatibility between memory 
modules manufactured by different module manu
facturers at different times. To ensure system-level 
compatibility, memory modules are specified as part 
of the memory system standards definition process. 
More specifically, different types of memory modules 
are specified, with each targeting different markets. 
Typically, UDIMMs are used in desktop computers, 
RDIMMs are used in workstation and server systems, 
and the Small Outline Dual In-line Memory Module 
(SO-DIMM) has been designed to fit into the limited 
space found in mobile notebook computers. 

Figure 10.11 shows the standardized placement of 
eight DDR2 SDRAM devices in Fine Ball Grid Array 
(FBGA) packages along with the required serial ter
mination resistors and decoupling capacitors on 

67.6 mm 
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FIGURE 10.11: Component placement specification for a DDR2 SO-DIMM. 
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the numberofelectrical loads, as well as by reduc-
ing the path lengthsofthecritical control signals in
individual segments ofthe memory system. However,
the drawbackto the use ofthe registered latches on a
memory moduleis that the buffering of the address
and control signals introduces delays into the mem-
ory-access latency, and the cost of ensuring signal
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FIGURE 10,10: Registered latches buffer the address and
command and also introduce additional latency into the DRAM
access,

 
 67.6 mm

integrity in a large memory system is paid in terms of
additional latencyfor all memory transactions.

10.3.4 Small Outline DIMM (SO-DIMM)
Overtheyears, memorymodule design has become

ever more sophisticated with each new generation of
DRAM devices. Currently, different module specifi-
cations exist as standardized, multi-source compo-
nents that an end-user can purchase and reasonably
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a 200-pin SO-DIMM. Figure 10.11 shows that the 
outline of the SO-DIMM is standardized with specific 
dimensions: 30 mm X 67.6 mm. The specification of 
the SO-DIMM dimension illustrates the point that as 
part of the effort to ensure system-level compatibil
ity between different memory modules and system 
boards, mechanical and electrical characteristics of 
SO-DIMMs, UDIMMs, and RDIMMs have been care
fully defined. Currently, commodity DRAM devices 
and memory modules are defined through long and 
arduous standards-setting processes by DRAM device 
manufacturers and computer-system design houses. 

The standards-setting process enables DRAM 
manufacturers to produce DRAM devices that are 
functionally compatible. The standards-setting 
process further enables memory-module manufac
turers to take the functionally compatible DRAM 
devices and construct memory modules that are 
functionally compatible with each other. Ultimately, 
the multi-level standardization enables end-users 
to freely purchase memory modules from differ
ent module manufacturers, using DRAM devices 
from different DRAM manufacturers, and to enjoy 
reasonably trouble-free interoperability. Currently, 
standard commodity DRAM devices and memory 
modules are specified through the industry organi
zation known as the JEDEC Solid-State Technology 
Association. 5 

Finally, to further minimize problems in achiev
ing trouble-free compatibility between different 
DRAM devices and memory module manufacturers, 
JEDEC provides reference designs to memory mod
ule manufacturers, complete with memory module 
raw card specification, signal trace routings, and a 
bill of materials. The reference designs further enable 
memory module manufacturers to minimize their 
expenditure of engineering resources in the process 
to create and validate memory module designs, thus 
lowering the barrier of entry to the manufacturing 
of high-quality memory modules and enhancing 
competition in the memory module manufacturing 
business. 

10.3.5 Memory Module Organization 
Modern DRAM memory systems often support 

large varieties ofmemorymodules to give end-users 
the flexibility of selecting and configuring the desired 
memory capacity. Since the price of DRAM devices 
fluctuates depending on the unpredictable com
modity market, one memory module organization 
may be less expensive to manufacture than another 
organization at a given instance in time, while the 
reverse may be true at a different instance in time. 
As a result, a memory system that supports different 
configurations of memory modules allows end-users 
the flexibility to purchase and use the most economi
cally organized memory module. However, one issue 
that memory-system design engineers must account 
for in providing the flexibility of memory system 
configuration to the end-user is that the flexibility 
translates into large combinations of memory mod
ules that may be placed into the memory system at 
one time. Moreover, multiple organizations often 
exist for a given memory module capacity, and mem
ory system design engineers must often account for 
not only different combinations of memory modules 
of different capacities, but also different modules of 
different organizations for a given capacity. 

Table 10.1 shows that a 128-MB memory 
module can be constructed from a combination 
of 16 64-Mbit DRAM devices, 8 128-Mbit DRAM 
devices, or 4 256-Mbit DRAM devices. Table 10.1 
shows that the different memory-module organi
zations not only use different numbers of DRAM 
devices, but also present different numbers of rows 
and columns to the memory controller. To access 
the memory on the memory module, the DRAM 
controller must recognize and support the organi
zation of the memory module inserted by the end
user into the memory system. In some cases, new 
generations of DRAM devices can enable memory 
module organizations that a memory controller 
was not designed to support, and incompatibility 
follows naturally. 

5JEDEC was once known as the Joint Electron Device Engineering Council. 
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10.3.6 Serial Presence Detect (SPD) 
Memory modules have gradually evolved as each 

generation of new memory modules gains addi
tionallevels of sophistication and complexity. Table 
10.1 shows that a DRAM memory module can be 
organized as multiple ranks of DRAM devices on the 
same memory module, with each rank consisting of 
multiple DRAM devices, and the memory module 
can have differing numbers of rows and columns. 
What is not shown in Table 10.1 is that each DRAM 
memory module may, in fact, have different mini
mum timing characteristics in terms of minimum 
teAS• tRAs• tRCD• and tRP latencies. The variability of 
the DRAM modules, in turn, increases the complex
ity that a memory-system design engineer must 
deal with. 

Chapter 10 DRAM MEMORY SYSTEM ORGANIZATION 421 

To reduce the complexity and eliminate the 
confusion involved in the memory upgrading process, 
the solution adopted by the computer industry is to 
store the configuration information of the memory 
module on a read-only memory device whose con
tent can be retrieved by the memory controller as part 
of the system initialization process. In this manner, 
the memory controller can obtain the configuration 
and timing parameters required to optimally access 
data from DRAM devices on the memory module. 
Figure 10.12 shows the image of a small flash mem
ory device on a DIMM. The small read-only memory 
device is known as a Serial Presence Detect (SPD) 
device, and it stores a wide range of variations that can 
exist between different memory modules. Table 10.2 
shows some parameters and values that are stored in 
the SPD of the DDR SDRAM memory module. 

TABLE 1 0.1 Four different configurations for a 128-MB SDRAM memory module 

" 

Device Numoer of Devices 
!!lapacity Density Ranl<s per Rani< 

128MB 64 Mbit 1 16 

128MB 64 Mbit 2 8 

128MB 128 Mbit 1 8 

128MB 256 Mbit 1 4 

serial presence detect (SPD) 

FIGURE 10.12: The SPD device stores memory module 
configuration information. 

w 

Device Number Numllen NumBer of 
WiCltll of Banl<s of Rows !!lolumns 

x4 4 4096 1024 

x8 4 4096 512 

x8 4 4096 1024 

x16 4 8192 512 

TABLE 10.2 Sample parameter values stored in SPD 

DRAM type 

No. of row addresses 

No. of column addresses 

No. of banks 

Data rate 

Module type 

CAS latency 

DDR SDRAM 

16384 

1024 

4 

400 

ECC 

3 

-
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10.3.6 Serial Presence Detect (SPD)

Memory modules have gradually evolved as each
generation of new memory modules gains addi-
tional levels of sophistication and complexity. Table
10.1 shows that a DRAM memory module can be
organized as multiple ranks of DRAM devices on the
same memory module, with each rank consisting of
multiple DRAM devices, and the memory module
can have differing numbers of rows and columns.
Whatis not shown in Table 10.1 is that each DRAM

memory module may, in fact, have different mini-
mum timing characteristics in terms of minimum
tcas tras tacp, and trp latencies, The variability of
the DRAM modules,in turn, increases the complex-
ity that a memory-system design engineer must
deal with.
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tent can be retrieved by the memory controller as part
of the system initialization process. In this manner,
the memory controller can obtain the configuration
and timing parameters required to optimally access
data from DRAM devices on the memory module.
Figure 10.12 shows the image of a small flash mem-
ory device on a DIMM.The small read-only memory
device is known as a Serial Presence Detect (SPD)

device, andit stores a wide rangeofvariations that can
exist between different memory modules. Table 10.2
shows some parameters andvalues that are stored in
the SPD of the DDR SDRAM memory module.
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10.4 Memory System Topology 
In Figure 10.13, a memory system where 16 DRAM 

devices are connected to a single DRAM controller is 
shown. In Figure 10.13, the 16DRAM devices are orga
nized into 4 separate ranks of memory. Although all 
16 DRAM devices are connected to the same DRAM 
controller, different numbers of DRAM devices are 
connected to different networks for the unidirec
tional address and command bus, the bidirectional 
data bus, and the unidirectional chip-select lines. In 
this topology, when a command is issued, electrical 
signals on the address and command busses are sent 
to all16 DRAM devices in the memory system, but 
the separate chip-select signal selects a set of 4 DRAM 
devices in a single rank to provide the data for a read 
command or receive the data for a write command. 
In this topology, each DRAM device in a given rank of 
memory is also connected to a subset of the width of 
the data bus along with three other DRAM devices in 
different ranks of memory. 

Memory system topology determines the signal 
path lengths and electrical loading characteristics in 
the memory system. As a result, designers of mod
ern high-performance DRAM memory systems must 
pay close attention to the topology and organizations 
of the DRAM memory system. However, due to the 
evolutionary nature of the memory system, the clas
sic system topology described above has remained 

FIGURE 10.13: Topology of a generic DRAM memory system. 

essentially unchanged for Fast Page Mode DRAM 
(FPM), Synchronous DRAM (SDRfu\1), and Dual Data 
Rate SDRAM (DDR) memory systems. Furthermore, 
variants of the classical topology with fewer ranks are 
expected to be used for DDR2 and DDR3 memory 
systems. 

10.4.1 Direct RDRAM System Topology 
One memory system with a topology dramatically 

different from the classical topology is the Direct 
RDRAM memory system. In Figure 10.14, four 
Direct RDRAM devices are shown connected to a 
single Direct RDRAM memory controller. Figure 10.14 
shows that in a Direct RDRAM memory system, the 
DRAM devices are connected to a well-matched 
network of interconnects where the clocking network, 
the data bus, and the command busses are all path
length matched by design. The benefit of the well
matched interconnection network is that signal skew 
is minimal by design, and electrical signaling rates in 
the Direct RDRAM memory system can be increased 
to higher frequencies than a memory system with 
the classic memory system topology. Modern DRAM 
systems with conventioncil multi-rank topology can 
also match the raw signaling rates of a Direct RDRAM 
memory system. However, the drawback is that idle 
cycles must be designed into the access protocol and 
devoted to system-level synchronization. As a result, 
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10.4 Memory System Topology
In Figure 10.13, a memory system where 16 DRAM

devices are connected to a single DRAM controlleris
shown.In Figure 10.13, the 16 DRAMdevicesare orga-
nized into 4 separate ranks of memory. Althoughall
16 DRAM devices are connected to the same DRAM

controller, different numbers of DRAM devices are
connected to different networks for the unidirec-

tional address and command bus, the bidirectional

data bus, and the unidirectional chip-select lines. In
this topology, when a commandis issued, electrical
signals on the address and commandbussesare sent
to all 16 DRAM devices in the memory system, but
the separate chip-select signal selects a set of 4 DRAM
devices in a single rank to provide the data for a read.
commandorreceive the data for a write command.

In this topology, cach DRAM devicein a given rank of
memory is also connected to a subset of the width of
the data bus along with three other DRAM devices in
different ranks of memory.

Memory system topology determines the signal
path lengths andelectrical loading characteristics in
the memory system. As a result, designers of mod-
ern high-performance DRAM memory systems must
pay close attention to the topology and organizations
of the DRAM memory system. However, due to the
evolutionary nature of the memorysystem, theclas-
sic system topology described above has remained
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FIGURE 10.13: Topology of a generic DRAM memory system.
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10.4.1 Direct RDRAM System Topology

One memory system with a topology dramatically
different from the classical topology is the Direct
RDRAM memory system. In Figure 10.14, four
Direct RDRAM devices are shown connected to a

single Direct RDRAM memory controller. Figure 10.14
shows that in a Direct RDRAM memory system, the
DRAM devices are connected to a well-matched
network of interconnects where the clocking network,
the data bus, and the command bussesare all path-
length matched by design. The benefit of the well-
matched interconnection networkis that signal skew
is minimal by design, and electrical signaling rates in
the Direct RDRAM memory system can be increased
to higher frequencies than a memory system with
the classic memory system topology. Modern DRAM
systems with conventional multi-rank topology can
also match the raw signaling rates of a Direct RDRAM
memory system. However, the drawbackis that idle
cycles must be designed into the access protocol and
devoted to system-level synchronization. As a result,
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even when pushed to comparable data rates, multi
rank DRAM memory systems with classical system 
topologies are somewhat less efficient in terms of data 
transported per cycle per pin. 

The Direct RDRAM memory system achieves 
higher efficiency in terms of data transport per cycle 
per pin through the use of a novel system topology. 
However, in order to take advantage of the system 
topology and enjoy the benefits of higher pin data 
rates as well as higher data transport efficiency, Direct 
RDRAM memory devices are by design more complex 
than comparable DRAM memory devices that use the 

~ D}DRAM toy chips 

-expensive complex 
interface logic interface 

classic memory system topology. In DRAM devices, 
complexity translates directly to increased costs. As 
a result, the higher data transport efficiency of Direct 
RDRAM memory systems has to be traded off against 
relatively higher DRAM device costs. 

10.5 Summary 
Figure 10.15 shows the difference in philosophy 

of commodity SDRAM variant devices such as DDR 
SDRAM and high data rate DRAM memory devices 
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such as Direct RDRAM and XDR DRAM. Similar to 
SDRAM variant memory systems, Direct RDRAM 
and XDR DRAM memory systems are engineered 
to allow tens of DRAM devices to be connected to 
a single DRAM controller. However, to achieve high 
signaling data rates, Direct RDRAM and XDR DRAM 

memory systems rely on the re-engineering of the 
interconnection interface between the memory con
troller and the DRAM devices. In these high data rate 
DRAM devices, far more circuitry is placed on the 
DRAM devices in terms of pin interface impedance 
control and signal drive current strength. 
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The basic structures of modern DRAM devices 
and memory system organizations have been 
described in previous chapters. This chapter contin
ues the examination of the DRAM memory system 
with a discussion on a basic DRAM memory-access 
protocol. A DRAM memory-access protocol defines 
commands and timing constraints that a DRAM 
memory controller uses to manage the movement 
of data between itself and DRAM devices. The basic 
DRAM memory-access protocol described in this 
chapter is generic in nature, and it can be broadly 
applied to modern memory systems such as SDRAM, 
DDR SDRAM, DDR2 SDRAM, and DDR3 SDRAM 
memory systems. The examination of the generic 
DRAM memory-access protocol begins by focus
ing on basic DRAM commands and the sequence of 
events that occurs in a DRAM device in the execu
tion of the basic DRAM commands. Different DRAM 
memory systems, in particular, high-performance
oriented and low-power-oriented DRAM memory 
systems, have slightly differing access protocols. 
Specialized or high-performance DRAM memory 
systems such as DirectRDRAM, GDDRx, andFCRAM 
have slightly varying sets of DRAM commands and 
different command timings and interactions as those 

Basic DRAM 
Memory-Access 

Protocol 

described in this chapter. However, the fundamental 
command interactions in all DRAM memory systems 
are substantially similar to each other, and under
standing of the basic DRAM memory-access proto
col can aid in the understanding of more complex 
memory-access protocols in more specialized DRAM 
memory systems. 

11.1 Basic DRAM Commands 
A detailed examination of any DRAM memory

access protocol is a difficult and complex task. The 
complexity of the task arises from the number of 
combinations of commands in modern DRAM mem
ory systems. Fortunately, a basic memory-access 
protocol can be modelled by accounting for a limited 
number of basic DRAM commands.1 In this section, 
five basic DRAM commands are described. The 
descriptions of the basic commands form the founda
tion of the DRAM memory-access protocol examined 
in this chapter. The interactions of the basic DRAM 
commands are then used to determine the latency 
response and sustainable bandwidth characteristics 
of DRAM memory systems in this book. 

1 Modern DRAM devices such as Direct RDRAM and DDR2 SDRAM devices support larger sets of commands. However, 
most are used to manage the electrical characteristics of the DRAM devices, and only indirectly impacts access latency and 
sustainable bandwidth characteristics of a DRAM memory system at a given operating frequency. Commands such as those 
used to manage power-down states and self-refresh modes are not examined in this chapter for the sake of simplification. 
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The basic structures of modern DRAM devices

and memory system organizations have been
described in previous chapters. This chapter contin-
ues the examination of the DRAM memory system
with a discussion on a basic DRAM memory-access
protocol. A DRAM memoty-access protocol defines
commands and timing constraints that a DRAM
memory controller uses to manage the movement
of data between itself and DRAM devices. The basic

DRAM memory-access protocol described in this
chapter is generic in nature, and it can be broadly
applied to modern memory systems such as SDRAM,
DDR SDRAM, DDR2 SDRAM, and DDR3 SDRAM

memory systems. The examination of the generic
DRAM memory-access protocol begins by focus-
ing on basic DRAM commandsand the sequence of
events that occurs in a DRAM device in the execu-
tion of the basic DRAM commands. Different DRAM

memory systems, in particular, high-performance-
oriented and low-power-oriented DRAM memory
systems, have slightly differing access protocols.
Specialized or high-performance DRAM memory
systems such as Direct RDRAM, GDDRx, and FCRAM
haveslightly varying sets of DRAM commands and
different commandtimings and interactions as those
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described in this chapter. However, the fundamental
commandinteractions in all DRAM memorysystems
are substantially similar to each other, and under-
standing of the basic DRAM memory-access proto-
col can aid in the understanding of more complex
memory-access protocols in more specialized DRAM
memory systems.

11.1 Basic DRAM Commands

A detailed examination of any DRAM memory-
access protocolis a difficult and complex task. The
complexity of the task arises from the number of
combinations of commands in modern DRAM mem-

ory systems. Fortunately, a basic memory-access
protocol can be modelled by accountingfor a limited
numberof basic DRAM commands.! In this section,
five basic DRAM commands are described. The

descriptions of the basic commandsform the founda-
tion of the DRAM memory-access protocol examined
in this chapter. The interactions of the basic DRAM
commands are then used to determine the latency
response and sustainable bandwidth characteristics
of DRAM memory systemsin this book.

TModern DRAM devices such as Direct RDRAM and DDR2 SDRAM devices supportlarger sets of commands. However,
mostare used to managetheelectrical characteristics of the DRAM devices, and only indirectly impacts access latency and
sustainable bandwidth characteristics of a DRAM memory system at a given operating frequency. Commandssuchas those
used to manage power-down states and self-refresh modes are not examinedinthis chapterfor the sake of simplification.
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Throughout this chapter, the SDRAM device 
illustrated in Figure 11.1 is used as the generic DRAM 
device for the purpose of defining the basic memory
access protocol. The generic DRAM memory-access 
protocol described in this chapter is based on a 
resource usage model. That is, the generic DRAM 
memory-access protocol assumes that two different 
commands can be fully pipelined on a given DRAM 
device as long as they do not require the use of a shared 
resource at a given time.2 Figure 11.1 illustrates that 
in the movement of data in modern DRAM devices, 

CKE 

-----~ control 
CLK logic 

RAS# 

addr 

mode 
register 

CD command 
transport and decode 

column 
address 
counter 

® in bank data 
movement 

a given command would progress through different 
phases of operation to facilitate the movement of 
data, and in each phase, a given command would 
require the use of certain resources that often can
not be shared with a different command. Figure 11.1 
illustrates four overlapped phases of operation for an 
abstract DRAM command. In phase 1, the command 
is transported through the address and command 
busses and decoded by the DRAM device. In phase 
2, data is moved within a bank, either from the cells 
to the sense amplifiers or from the sense amplifiers 

@in device data 
movement 

Iii\ system data 
\:::!:) transport 

FIGURE 11.1: Command and data movement on a generic SDRAM device. 

2Additional timing parameter constraints on the scheduling of DRAM commands such as tRRD and tFAW exist in addition to 
the resource-sharing based timing parameter constraints. These timing parameters are used to limit the maximum current 
draw of DRAM devices, so while the resource on the DRAM device is not used, these timing parameters limit the rate of 
resource utilization to limit peak power consumption characteristics on a given DRAM device. 
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Throughout this chapter, the SDRAM device
illustrated in Figure 11.1 is used as the generic DRAM
device for the purposeof defining the basic memory-
access protocol. The generic DRAM memory-access
protocol described in this chapter is based on a
resource usage model. That is, the generic DRAM
mcmory-access protocol assumesthat two different
commands can befully pipelined on a given DRAM
device as long as they do notrequire the use ofa shared
resource at a given time.” Figure 11.1 illustrates that
in the movement of data in modern DRAM devices,
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require the use of certain resources that often can-
not be shared with a different command. Figure 11.1
illustrates four overlapped phases of operation for an
abstract DRAM command.In phase1, the command
is transported through the address and command
busses and decoded by the DRAM device. In phase
2, data is moved within a bank, either from thecells

to the sense amplifiers or from the sense amplifiers
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FIGURE 11.1: Command and data movement on a generic SDRAM device.

 

Additional timing parameter constraints on the scheduling of DRAM commandssuchastarp and (pawexist in addition to
the resource-sharing based timing parameterconstraints. These timing parameters are usedto limit the maximum current
draw of DRAM devices, so while the resource on the DRAM deviceis not used, these timing parameters limit the rate of
resource utilization to limit peak power consumption characteristics on a given DRAM device.
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back into the DRAM arrays. In phase 3, the data is 
moved through the shared I/ 0 gating circuit and then 
through the read latches or write drivers, as appropri
ate in each case. In phase 4, read data is placed onto 
the data bus by the DRAM device in the case of a col
umn-read command or by the memory controller in 
the case of a column-write command. Since the data 
bus may be connected to multiple ranlcs of memory, 
no two commands to different ranks of memory can 
use the shared data bus at the same instance in time. 

A DRAM-access protocol also defines the timing 
constraints between combinations of consecutive 
DRAM commands. In this chapter, the description 
of the DRAM memory-access protocol begins with 
the examination of individual DRAM commands 
and progresses with the examination of combina
tions of DRAM commands. The impact of power
limitation-based constraints such as the row-to-row 
activation delay and the four-bank activation win
dow are then described in detail in Sections 11.3.2 
and 11.3.3, respectively. 

11.1.1 Generic DRAM Command Format 
Figure 11.2 illustrates the progression of a generic 

DRAM command. In Figure 11.2, the time period that 
it takes to transport the command from the DRAM 
controller to the DRAM device is illustrated and 
labelled as tcMD· Figure 11.2 also illustrates tparameterl' 
a generic timing parameter that measures the dura
tion of "phase 2." In Figure 11.2, tparameterl defines the 
amount of time that the described command spends 
in the use of the selected banlc, and tparameterz defines 
the amount of time that the described command 
spends in the use of resources common to multiple 

banks of DRAM arrays in the same DRAM device. In 
this manner, tparameterl also denotes the minimum 
amount of time that must pass between the schedul
ing of two commands whose relative timing is lim
ited by the sharing of resources within a given banlc of 
DRAM arrays, and tparameterz also denotes the mini
mum amount of time that must pass between the start 
of two commands whose relative timing is limited by 
the sharing of resources by multiple banks of DRAM 
arrays within the same DRAM device. 

DRAM commands are abstractly defined in this 
chapter, and the abstraction separates the actions of 
each command from the timing-specific nature of 
each action in specific DRAM-access protocols. That 
is, the abstraction enables the same set of DRAM com
mand interactions to be applied to different DRAM 
memory systems with different timing parameter 
values. By abstracting out protocol-specific timing 
characteristics, DRAM commands can be described 
in abstract terms. The generic DRAM memory-access 
protocol, in turn, enables abstract performance 
analysis of DRAM memory systems that can then be 
broadly applied to different memory systems and 
retain relevance in the cross comparison. 

11. 1.! Summary of Timing Parameters 
The basic timing parameters used in the exami

nation of the basic DRAM-access protocol are 
summarized in Table 11.1. The timing parameters 
summarized in Table 11.1 are far from a complete set 
of timing parameters used in the description of every 
modern DRAM memory-access protocol. Neverthe
less, the limited set of timing parameters described 
in Table 11.1 is sufficient to characterize and illustrate 

time 

FIGURE 11.2: Different phase of an abstract DRAM command in a generic DRAM device. 
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back into the DRAM arrays. In phase 3, the data is
movedthrough the shared I/O gating circuit and then
through the readlatchesor write drivers, as appropri-
ate in each case. In phase4, read data is placed onto
the data bus by the DRAM devicein the case of a col-
umn-read command or by the memory controllerin
the case of a column-write command.Since the data

bus may be connected to multiple ranks of memory,
no two commandsto different ranks of memory can
use the shared data busat the sameinstancein time.

A DRAM-accessprotocolalso defines the timing
constraints between combinations of consecutive

DRAM commands.In this chapter, the description
of the DRAM memory-access protocol begins with
the examination of individual DRAM commands

and progresses with the examination of combina-
tions of DRAM commands. The impact of power-
limitation-based constraints such as the row-to-row

activation delay and the four-bank activation win-
dow are then described in detail in Sections 11.3.2

and 11.3.3, respectively.

11.1.1 Generic DRAM Command Format

Figure 11.2 illustrates the progression of a gencric
DRAM command.In Figure 11.2, the time period that
it takes to transport the command from the DRAM
controller to the DRAM device is illustrated and

labelled as foyp. Figure 11.2 also illustrates tparameterL:
a generic timing parameter that measures the dura-

tion of “phase2.”In Figure 11.2, tyarametert defines the
amount of time that the described command spends

in the use of the selected bank, and tparameter2 defines
the amount of time that the described command

spends in the use of resources common to multiple

tomp
t parametert

cmd & addr bus -----
bank utilization

banks of DRAM arrays in the same DRAM device. In

this mannet, tyarameter! also denotes the minimum
amountof time that must pass between the schedul-
ing of two commands whoserelative timing is lim-
ited by the sharing of resources within a given bank of
DRAM arrays, and tparameterg also denotes the mini-
mum amount of time that must pass betweenthestart
of two commands whoserelative timingis limited by
the sharing of resources by multiple banks of DRAM
arrays within the same DRAM device.

DRAMcommandsare abstractly defined in this
chapter, and the abstraction separates the actions of
each command from the timing-specific nature of
each action in specific DRAM-access protocols. That
is, the abstraction enables the same set ofDRAM com-
mandinteractions to be applied to different DRAM
memory systems with different timing parameter
values, By abstracting out protocol-specific timing
characteristics, DRAM commands can be described

in abstract terms. The generic DRAM memory-access
protocol, in turn, enables abstract performance
analysis of DRAM memory systemsthat can then be
broadly applied to different memory systems and
retain relevancein the cross comparison.

11.1.2 Summary of Timing Parameters

The basic timing parameters used in the exami-
nation of the basic DRAM-access protocol are
summarized in Table 11.1. The timing parameters
summarized in Table 11.1 are far from a complete set
of timing parameters used in the description of every
modern DRAM memory-access protocol. Neverthe-
less, the limited set of timing parameters described
in Table 11.1 is sufficient to characterize andillustrate

t parameter2
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FIGURE 11.2: Different phase of an abstract DRAM command in a generic DRAM device.
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the operations of a basic DRAM memory-access 
protocol of a modern DRAM memory system. 

11.1.3 Row Access Command 
Figure 11.3 abstractly illustrates the progression 

of a row access command. The row access command 
is also known as the row activation command. The 
purpose of a row access command is to move data 
from the cells in the DRAM arrays to the sense ampli
fiers and then restore the data back into the cells in 

the DRAM arrays as part of the same command. Two 
timing parameters are associated with a row access 
command: tRcD and tRAs· The time it takes for the row 
access command to move data from the DRAM cell 
arrays to the sense amplifiers is known as the Row
Column (Command) Delay, tRCD· After tRcD time from 
the assertion of the row access command, the entire 
row of activated data is held in the sense amplifiers, 
and subsequent column read or column-write com
mands can then move data between the sense amplifi
ers and the memory controller through the data bus. 

TABLE 11.1 Summary of timing parameters used in a generic DRAM-access protocol 

tAL Added Latency to column accesses, used in DDRx SDRAM devices for posted CAS commands. Figure 11.11 

tsuRST Data burst duration. The time period that data burst occupies on the data bus. Typically 4 or 8 Figure 11.4 
beats of data. In DDR SDRAM, 4 beats of data occupy 2 full clock cycles. 

teAs Column Access Strobe latency. The time interval between column access command and the Figure 11.4 
start of data return by the DRAM device(s). Also known as teL· 

teeD Column-to-Column Delay. The minimum column command timing, determined by internal Figure 11.4 
burst (prefetch) length. Multiple internal bursts are used to form longer burst for column 
reads. teeD is 2 beats (1 cycle) for DDR SDRAM, and 4 beats (2 cycles) for DDR2 SDRAM. 

fcMD Command transport duration. The time period that a command occupies on the command Figure 11.2 
bus as it is transported from the DRAM controller to the DRAM devices. 

fewD Column Write Delay. The time interval between issuance of the column-write command and Figure 11.5 
placement of data on the data bus by the DRAM controller. 

tFAW Four (row) bank Activation Window. A rolling time-frame in which a maximum of four-bank Figure 11.32 
activation can be engaged. Limits peak current profile in DDR2 and DDR3 devices with more 
than 4 banks. 

fosr ODT Switching Time. The time interval to switching ODT control from rank to rank. Figure 11.19 

tRAS Row Access Strobe. The time interval between row access command and data restoration in Figure 11.3 
a DRAM array. A DRAM bank cannot be precharged until at least tRAS time after the previous 
bank activation. 

tRe Row Cycle. The time interval between accesses to different rows in a bank. tRe = tRAS + tRP· Figure 11.6 

fReD Row to Column command Delay. The time interval between row access and data ready at Figure 11.3 
sense amplifiers. 

tRFe Refresh Cycle time. The time interval between Refresh and Activation commands. Figure 11.7 

tRP Row Precharge. The time interval that it takes for a DRAM array to be precharged for another Figure 11.6 
row access. 

(continued) 
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the operations of a basic DRAM memory-access
protocol of a modern DRAM memorysystem.

11.1.3 Row Access Command

Figure 11.3 abstractly illustrates the progression
of a row access command. The rowaccess command
is also known as the row activation command. The

purpose of a row access commandis to move data
from the cells in the DRAM arrays to the sense ampli-
fiers and then restore the data back into the cells in

the DRAM arraysas part of the same command. Two
timing parameters are associated with a row access
command:tap and tga. The time it takes for the row
access command to move data from the DRAM cell

arrays to the sense amplifiers is known as the Row-
Column (Command) Delay, tacy. After tgcp time from
the assertion of the row access command, the entire

row of activated data is held in the sense amplifiers,
and subsequent column read or column-wiite com-
mands can then move data betweenthe sense amplifi-
ers and the memory controller through the data bus.

Taste 11.1 Summary of timing parameters used in a generic DRAM-accessprotocol

 Tee,eta _ ilustration_ 

  
  

-| Added: Latency to: column accesses, used in. DDRx SDRAM devices. for posted CAS commands.|Figure 11.11

Data burst duration. The time period that data burst occupies on the data bus. Typically 4 or 8.|Figure 11.4
beats of data. In’ DDR SDRAM,4 beats of data occupy.2full clock: cycles. fe
Column Access Strobe latency. The time interval between column access command: and the Figure. 11.4

start of data return by the DRAM device(s). Also known as ic;..

Column-to-Column Delay: The minimum column: commandtiming, determined: by internal Figure 11.4
burst (prefetch) length. Multiple internal bursts are used. to form longer burst for column

reads. ic¢p is 2 beats (1. cycle) for DDR SDRAM, and 4 beats (2 cycles) for DDR2 SDRAM.

Command transport duration. The time period that a command occupies on the command Figure 11.2
bus as it is transported from the. DRAM controller to the DRAM devices.

Column Write Delay.:The time:interval between: issuance of the column-write command and Figure 11.5
placementof data on the data bus by.the DRAM controller.

Four(raw) bank Activation Window. A rolling time-frame in which a maximum of four-bank|Figure 11.32
activation can be engaged. Limits peak current profile in DDR2 and DDR3 devices with more

- than4 banks. : :

ODT Switching Time. The time interval:to switching ODT: control.from rank to rank: Figure 11.19
Row Accass Strobe. The time interval between row access command and datarestoration in’|Figure 11.3
a DRAM array. A DRAM bank cannot:be precharged until at least tas time after the previous

bank activation.
Row Cycle. ‘The time interval between accessesto different rows. in a bank. tac = tras + tap: _| Figure 11.6
Row to Column command Delay. The time.interval between row: access and data ready at Figure 11.3
sense amplifiers:

Refresh Cycle time. The.time interval between Refresh'and Activation commands. Figuré 11.7

Row Precharge. The time interval thatit takes for a DRAM array to be precharged for another:|Figure 11.6

row access. ae
(continued)
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TABLE 11.1 (continued) 

Row activation to Row activation Delay. The minimum time interval between two row activa
tion commands to the same DRAM device. Limits peak current profile. 

Read to Precharge. The time interval between a read and a precharge command. Figure 11.13 

Rank-to-rank switching time. Used in DDR and DDR2 SDRAM memory systems; not used in Figure 11.18 
SDRAM or Direct RDRAM memory systems. One full cycle in DDR SDRAM. 

Write Recovery time. The minimum time interval.between the end of a write data burst and Figure 11.5 
the start of a precharge command. Allows sense amplifiers to restore data to cells. 

twrR Write To Read delay time. The minimum time interval between the end of a write data burst Figure 11.5 
and the start of a column-read command. Allows 1/0 gating to overdrive sense amplifiers 
before read command starts. 

cmd & addr bus 
bank utilization '--'--''-'--.-+--;-:--~-::-:--._-=_-=_-=_-=_-=_-=_ ~~~ !_~~~~ 1?--:p§~~~~~-=_-=_-=_-=_-=_-=_-=_ J 
device utilization 
data bus 

address and 
command bus 

FIGURE 11.3: Row access command and timing. 

After tReD time from the assertion of the row access 
command, data is available at the sense amplifiers, 
but not yet fully restored to the DRAM cells. The time 
it takes for a row access command to discharge and 
restore data from the row of DRAM cells is known as 
the Row Access Strobe latency or tRAs· After tRAs time 
from the assertion of the row access command, the 
sense amplifiers are assumed to have completed data 
restoration to the DRAM arrays, and the sense ampli
fiers can then be precharged for another row access 
to a different row in the same banlc of DRAM arrays. 

time 

sense amplifiers 

11.1.4 Column-Read Command 
Figure 11.4 illustrates the progression of a column

read command. A column-read command moves data 
from the array of sense amplifiers of a given bank of 
DRAM arrays through the data bus back to the mem
ory controller. Three basic timing parameters are asso
ciated with a column-read command: tCAs' teeD' and 
tBURST· The Column Access Strobe Latency (tCAs' or 
ter) is the time it takes for the DRAM device to place 
the requested data onto the data bus after issuance of 
the column-read command. Modern DRAM devices 
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7 Description 

 
 
 
 
 
 
 

 

 
before read command starts.

trep

——S
cmd & addr bus  

Row activation to Row activationn Delay, The minimum time interval between two row.activa-
tion commandsto. the same DRAM device. Limits peak currentprofile. :
Read to Precharge. The time interval between a read and.a precharge command.
Rank-to-rank switching time. Used in DDR and DDR2 SDRAM memory systems: not usedin
SDRAM or Direct RDRAM memory. systems: Onefull cycle in DDR SDRAM.

Write Recovery time. The minimum time interval. between the end of a write data burst and.
the start of a precharge command: Allows sense amplifiers to. restore data to cells.

Write To Read delay.time. The minimum time interval between the end of a write data burst

and the start of a column-read command. Allows 1/0 gating to overdrive sense amplifiers
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FIGURE 11.3: Row access command andtiming.

After fgcp time from the assertion of the row access
command,data is available at the sense amplifiers,
but notyet fully restored to the DRAM cells. The time
it takes for a row access command to discharge and
restore data from the row of DRAM cells is knownas

the Row Access Strobe latency or tras. After tras time
from the assertion of the row access command, the

sense amplifiers are assumed to have completed data
restoration to the DRAM arrays, and the sense ampli-
fiers can then be precharged for another row access
to a different row in the same bankofDRAM arrays.

data restored to DRAM cells

time
3

sense amplifiers

data bus

[|

1.14 Column-Read Command

Figure 11.4 illustrates the progression of a column-
read command. A column-read command moves data

from the array of sense amplifiers of a given bank of
DRAM arrays through the data bus back to the mem-
ory controller. Three basic timing parameters are asso-
ciated with a column-read command:fcas; foc, and
tgurst The Column Access Strobe Latency (teas, or
tcy) is the time it takes for the DRAM device to place
the requested data onto the data busafter issuance of
the column-read command. Modern DRAM devices
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move data internally in short and continuous bursts. 
Figure 11.4 illustrates the case where the DRAM device 
internally moves the data in two short burst durations, 
but data is placed onto the data bus in a longer, con
tinuous burst. The internal burst length of the DRAM 
device is labelled as teeD in Figure 11.4, and the dura
tion of the data burst on the data bus for a single col
umn-read command is labelled as tBURST· The timing 
parameter teeD represents the timing of minimum 
burst duration, or minimum column-to-column com
mand timing. The minimum burst duration is deter
mined by the prefetch length of the DRAM device. 
For example, the prefetch length of the DDR SDRAM 
device is 2 beats of data, so teeD is one full clock cycle in 
DDR SDRAM devices; the prefetch length of the DDR2 
SDRAM device is 4 beats of data, so teeD is two full 
clock cycles in DDR2 SDRAM devices; and so on. 

The difference in the prefetch length of column 
access commands has limited impact on the generic 
memory-access protocol as long as teeD is shorter 
than tBURST· In the case where teeD is longer than 
tBURST> the intra-rank column access commands are 
limited by teeD rather than tBURST· Otherwise, the 
only case where the differences in the prefetch lengths 
impact the memory-access protocol occurs when the 
column-read command is followed immediately by a 
precharge command. The read-to-precharge timing 
is examined separately in Section 11.2.2. 

address and 
command bus 

sense amplifiers 

FIGURE 11.4: Column-read command and timing. 

11.1.5 Column-Write Command 
Figure 11.5 illustrates the progression of a column

write command. A column-write command moves 
data from the memory controller to the sense amplifi
ers of the targeted bank. The column-write command 
goes through a similar set of overlapped phases as 
the column-read command, but the direction of data 
movement differs between a column-read command 
and a column-write command. As a result, the order
ing of the phases is reversed between the column
read and the column-write commands. 

One timing parameter associated with a column
write command is tewn, column write delay. The 
column-write delay specifies the timing between 
assertion of the column-write command on the 
command bus and the placement of the write data 
onto the data bus by the memory controller. Differ
ent memory-access protocols have different settings 
for tewn· Figure ll.5 shows that in SDRAM devices, 
write data is placed onto the data bus at the same 
time as the column-write command, and tewn is 
zero. In DDR SDRAM devices, tewn is specified as one 
clock cycle in the memory system. In DDR2 SDRAM 
memory-access protocol, tewn is specified as one 
cycle less than tCAs' and tewn has a range of pro
grammability in the DDR3 SDRAM memory-access 
protocol between five and eight cycles. Finally, Figure 
ll.5 also illustrates tWR, the write recovery time, and 

tBURST 

time 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 

430 Memory Systems: Cache, DRAM,Disk 

move data internally in short and continuous bursts.
Figure 11.4 illustrates the case where the DRAM device
internally moves the data in two short burst durations,
but data is placed onto the data bus in a longer, con-
tinuous burst. The internal burst length of the DRAM
device is labelled as fccp in Figure 11.4, and the dura-
tion of the data burst on the data busfor a single col-
umn-read commandis labelled as tgypgp The timing
parameter tocp represents the timing of minimum
burst duration, or minimum column-to-column com-

mand timing. The minimum burst duration is deter-
mined by the prefetch length of the DRAM device.
For example, the prefetch length of the DDR SDRAM
device is 2 beats of data, so fccp is onefull clock cycle in
DDR SDRAM devices; the prefetch length of the DDR2
SDRAM device is 4 beats of data, so fccp is two full
clock cycles in DDR2 SDRAM devices; and so on.

The difference in the prefetch length of column
access commandshas limited impact on the generic
memory-access protocol as long as tccp is shorter
than fpypsr. In the case where fccp is longer than
fgursp the intra-rank column access commandsare
limited by fcecp rather than fRyrsp Otherwise, the
only case wherethedifferencesinthe prefetch lengths
impact the memory-access protocol occurs when the
column-read commandis followed immediately by a
precharge command. The read-to-precharge timing
is examined separately in Section 11.2.2.

 

11.1.5 Column-Write Command

Figure 11.5 illustrates the progression of a column-
write command. A column-write command moves

data from the memorycontrollerto the sense amplifi-
ers of the targeted bank. The column-write command
goes through a similar set of overlapped phases as
the column-read command, but the direction of data
movementdiffers between a column-read command

and a column-write command,Asa result, the order-

ing of the phases is reversed between the column-
read and the column-write commands.

One timing parameter associated with a column-
write command is fcowp, column write delay. The
column-write delay specifies the timing between
assertion of the column-write command on the

command bus and the placement of the write data
onto the data bus by the memorycontroller. Differ-
cnt memory-access protocols have different settings
for tcwp. Figure 11.5 shows that in SDRAM devices,
write data is placed onto the data bus at the same
time as the column-write command, and fewp is
zero. In DDR SDRAM devices, tcwp is specified as one
clock cycle in the memory system. In DDR2 SDRAM
memory-access protocol, tcwp is specified as one
cycle less than fcas, and tcwp has a range of pro-
grammiability in the DDR3 SDRAM memory-access
protocol betweenfive and eight cycles. Finally, Figure
11.5 also illustrates typ, the write recovery time, and
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FIGURE 11.4: Column-read command andtiming.
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tWTR> the write-to-read turnaround time. The write 
recovery time,. tWR, is the time it takes for the write 
data to propagate into the DRAM arrays, and it must 
be respected in the case of a precharge command 
that follows the write command. The write-to-read 
time, tWTR> accounts for the time that the I/0 gating 
resources are released by the write command, and 
it must be respected in the case of a read command 
that follows the write command. 

11.1.6 Precharge Command 
Data access in a typical DRAM device is composed 

of a two-step process. First,. a row access command 
moves data from the array of DRAM cells to the array 
of sense amplifiers. Then, after an entire row of data 
is moved into the sense amplifiers by the row access 
command, that data is cached by the sense ampli
fiers for subsequent column access commands to 
move data between the DRAM device and the DRAM 
controller. The precharge command completes the 
row access sequence as it resets the sense amplifiers 
and the bitlines and prepares them for another row 
access command to the same array of DRAM cells. 
Figure 11.6 illustrates the progression of a precharge 
command. The timing parameter associated with 
the (row) precharge command is tRP That is, tRP time 
after the assertion of the precharge command, the 

command bus 

(one rank 
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bitlines and sense amplifiers of the selected bank are 
properly precharged, and a subsequent row access 
command can be sent to the just-precharged bank of 
DRAM cells. 

The two row-access-related timing parameters, tRP 

and tRA8, can be combined to form tRC> the row cycle 
time. The row cycle time of a given DRAM device 
denotes the minimum amount of time that a DRAM 
device needs to bring data from the DRAM cell arrays 
into the sense amplifiers, restore the data to the 
DRAM cells, and precharge the bitlines to the refer
ence voltage level for another row access command. 
The row cycle time is the fundamental limitation to 
the speed at which data can be retrieved from differ
ent rows within the same DRAM bank. As a result, tRc 

is also commonly referred to as the random row-cycle 
time of a DRAM device. 

11.1.7 Refresh Command 
The word "DRAM" is an acronym for Dynamic Ran

dom-Access Memory. The nature of the non-persistent 
charge storage in the DRAM cells means that the 
electrical charge stored in the storage capacitors will 
gradually leak out through the access transistors. 
Consequently, to maintain data integrity, data values 
stored in DRAM cells must be periodically read out and 
restored to their respective, full voltage level before the 

SO RAM 

I data burst 

;t 
tcwo = 0 

time 

--------~ ~ DDRSDRAM 

~Y data burst 

t cwo = 1 Memory clock 

cmd DDR2 SDRAM 

~ 
tcwo =teAs -tcMo 

FIGURE 11.5: Column-write command and timing for DDR SDRAM and DDR2 SDRAM devices. 
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twrp the write-to-read turnaround time. The write
recovery time, twp, is the time it takes for the write
data to propagate into the DRAM arrays, and it must
be respected in the case of a precharge command
that foliows the write command. The write-to-read
time, twrr, accounts for the time that the I/O gating
resources are released by the write command, and
it must be respected in the case of a read command
that follows the write command.

11.1.6 Precharge Command
Data accessin a typical DRAM device is composed

of a two-step process. First, a row access command
movesdata from thearray of DRAM cells to the array
of sense amplifiers. Then, after an entire row of data
is moved into the sense amplifiers by the row access
command, that data is cached by the sense ampli-
fiers for subsequent column access commands to
move data between the DRAM device and the DRAM

controller. The precharge command completes thé
row access sequenceas it resets the sense amplifiers
andthe bitlines and prepares them for another row
access commandto the same array of DRAM cells.
Figure 11.6 illustrates the progression of a precharge
command. The timing parameter associated with
the (row) precharge command is typ Thatis, fgp time
after the assertion of the precharge command, the 
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bitlines and sense amplifiers of the selected bank are
properly precharged, and a subsequent row access
command can besentto the just-precharged bank of
DRAM cells.

The two row-access-related timing parameters, tgp
and ftpas, can be combined to form tec, the row cycle
time. The row cycle time of a given DRAM device
denotes the minimum amountof time that a DRAM

device needs to bring data from the DRAMcell arrays
into the sense amplifiers, restore the data to the
DRAM cells, and precharge the bitlines to the refer-
ence voltage level for another row access command.
The row cycle time is the fundamentallimitation to
the speed at which data can be retrieved from differ-
ent rows within the same DRAM bank. As a result, tac
is also commonlyreferredto as the random row-cycle
time of a DRAM device.

117 Refresh Command
The word “DRAM”is an acronym for Dynamic Ran-

dom-Access Memory. The nature ofthe non-persistent
charge storage in the DRAM cells means that the
electrical charge stored in the storage capacitors will
gradually leak out through the access transistors.
Consequently, to maintain data integrity, data values
storedin DRAM cells mustbeperiodically read out and
restoredto their respective,full voltage level before the
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FIGURE 11,5: Column-write command and timing for DDR SDRAM and DDR2 SDRAM devices.
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FIGURE 11.6: Row precharge command and timing. 

stored electrical charges decay to indistinguishable 
levels. The refresh command accomplishes the task 
of data read-out and restoration in DRAM devices, 
and as long as the time interval between refresh com
mands made to a given row of a DRAM array is shorter 
than the worst -case data decay time, DRAM refresh 
commands can be used to ensure data integrity. The 
drawback to the refresh mechanism is that the refresh 
action consumes available bandwidth and power. 
Consequently, different refresh mechanisms are used 
in different systems; some are designed to minimize 
controller complexity, and some are designed to mini
mize bandwidth impact, while still others are designed 
to minimize power consumption. 

To simplify the control complexity associated with 
the refresh command, most DRAM devices use a 
refresh row address register to keep track of the address 
of the last refreshed row. Typically, the memory con
troller sends a single refresh command to the DRAM 
device, and the DRAM device increments the address 
in the refresh row address register and goes through 
a row cycle for all rows with that row address in all of 
the banks in the DRAM device. Figure 11.7 illustrates 
a basic all-banks-concurrent refresh command that 
modern DRAM memory controllers use to send a sin
gle refresh command to refresh one row of DRAM cells 
in all banks. When this all-banks-concurrent basic 
refresh command is issued, the DRAM device takes 

the row address from the refresh address register and 
then sends the same row address to all banks to be 
refreshed concurrently. As illustrated in Figure 11.7, 
the single refresh command to all banks takes one 
refresh cycle time tRFc to complete. 

Table 11.2 shows the general trend of refresh 
cycle times in DDR and DDR2 SDRAM devices. With 
increasing DRAM device density, an increasing num
ber of DRAM cells must be refreshed. The choice that 
DRAM manufacturers have apparently made, for 
larger DDR2 devices, is to keep the number of refresh 
commands per 64-ms period constant despite the 
doubling of the number of rows in successive genera
tions of higher capacity DRAM devices. Consequently, 
regardless of the capacity of the DRAM device in the 
system, the memory controller will send 8192 refresh 
commands to the DRAM device every64 ms. However, 
in high-capacity DRAM devices, there are more than 
8192 rows, and each refresh command must refresh 
2, 4, or 8 rows in these DRAM devices. In the case of 
the 4-Gbit DDR2 SDRAM device, there are eight times 
the number of rows than the number of refresh com
mands. Consequently, a given 4-Gbit DDR2 SDRAM 
device will cycle through and refresh 8 rows with each 
refresh command-a sequence of events that takes 
a long time to complete. Table 11.2 shows that each 
refresh command in the 4-Gbit DDR2 SDRAM device 
takes 327.5 ns to complete. 
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FIGURE 11.6: Row precharge commandandtiming.

stored electrical charges decay to indistinguishable
levels. The refresh command accomplishes the task
of data read-out and restoration in DRAM devices,

and as long as the timeinterval between refresh com-
mands madeto a given row of a DRAM arrayis shorter
than the worst-case data decay time, DRAMrefresh
commands can be used to ensure data integrity. The
drawbackto the refresh mechanism is that the refresh

action consumes available bandwidth and power.
Consequently, different refresh mechanisms are used
in different systems; some are designed to minimize
controller complexity, and someare designed to mini-
mize bandwidth impact,whilestill others are designed
to minimize power consumption.

To simplify the control complexity associated with
the refresh command, most DRAM devices use a

refresh rowaddressregister to keep track ofthe address
of the last refreshed row. Typically, the memory con-
troller sends a single refresh command to the DRAM
device, and the DRAM device increments the address

in the refresh row address register and goes through
a row cycle for all rows with that row addressin all of
the banks in the DRAM device. Figure 11.7 illustrates
a basic all-banks-concurrent refresh commandthat

modern DRAM memorycontrollers use to send a sin-
gle refresh commandto refresh one row of DRAM cells
in all banks. When this all-banks-concurrent basic

refresh command is issued, the DRAM device takes

the row address from the refresh address register and
then sends the same row address to all banks to be

refreshed concurrently. As illustrated in Figure 11.7,
the single refresh commandto all banks takes one
refresh cycle time tgpc to complete.

Table 11.2 shows the general trend of refresh
cycle times in DDR and DDR2 SDRAM devices. With
increasing DRAM device density, an increasing num-
ber of DRAM cells must be refreshed. The choice that

DRAM manufacturers have apparently made, for
larger DDR2 devices,is to keep the numberofrefresh
commands per 64-ms period constant despite the
doubling of the numberof rows in successive genera-
tions ofhigher capacityDRAM devices. Consequently,
regardless of the capacity of the DRAM devicein the
system, the memory controller will send 8192 refresh
commandsto the DRAM device every64 ms. [lowever,
in high-capacity DRAM devices, there are more than
8192 rows, and eachrefresh command must refresh
2, 4, or 8 rows in these DRAM devices. In the case of

the 4-Gbit DDR2 SDRAM device, there are eight times
the numberof rows than the numberof refresh com-

mands. Consequently, a given 4~Gbit DDR2 SDRAM
device will cycle through and refresh 8 rows with each
refresh command—a sequenceof events that takes
a long time to complete. Table 11.2 shows that each
tefresh commandin the 4-Gbit DDR2 SDRAM device

takes 327.5 ns to complete.
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FIGURE 11.7: All-banks-concurrent row refresh timing. 

time 

Additional time needed by DRAM device to recover 
from current spike or perform multiple row refreshes 
per refresh command 

TABLE 11.2 Refresh cycle times for DDR and DDR2 SDRAM devices 

IDRA1111 Device IDRA1111 Device Number of Number of 
~"' " """" ;y'!Qik"' " Z"'*J"J;~ "' ;;;~;:;"' !?&:""""'"? ~:: "%"' 

Refresn x" s~ - - ; '2'- *"v-
= x% '0 0 "" "'"' :?;, 

FamiiM Moltage Ga(:lacity Banks Rows Row Size - mount - ~-- ,t~-tac -- - ::4il~&e- _:;:; 
DDR 2.5V 256Mb 4 

512Mb 4 

DDR2 1.8V 256Mb 4 

512Mb 4 

1024Mb 8 

2048Mb 8 

4096Mb 8 

DRAM device design engineers and DRAM mem
ory system design engineers are actively exploring 
alternatives to the bank-concurrent refresh com
mand. Some advanced memory systems are designed 
in such a manner that the controller manually injects 
row cycle reads to individual banks. The per-bank 
refresh scheme can decrease the bandwidth impact 
of refresh commands at the cost of increased com
plexity in the memory controller. 

11. 1.8 A Read Cycle 
Figure 11.8 illustrates a read cycle in generic DRAM 

memory systems such as SDRAM and DDRx SDRAM 
memory systems. In a typical, modern DRAM device, 
each row access command brings thousands of bits of 
data to the array of sense amplifiers in a given bank. 

8192 1 kB 8192 60 ns 67 ns 

8192 2 kB 8192 55 ns 70 ns 

8192 1kB 8192 55 ns 75 ns 

16384 1 kB 8192 55 ns 105 ns 

16384 1 kB 8192 54 ns 127.5 ns 

32768 1 kB 8192 N 197.5 ns 

65536 1 kB 8192 N 327.5 ns 

A subsequent column-read command then brings 
tens or hundreds of those bits of data through the data 
bus into the memory controller. For applications that 
access data by streaming through memory, keeping 
thousands of bits of a given row of data active at the 
sense amplifiers ensures that subsequent memory 
reads from the same row do not incur the latency or 
energy cost of another row access. In contrast, appli
cations that are not likely to access data in adjacent 
locations favor memory systems that immediately 
precharge the DRAM arrays after each row access 
to prepare the DRAM bank for a subsequent access 
to a different row within the same bank. Figure 11.8 
illustrates a sequence of commands issued in rapid 
succession to access one bank of DRAM cells. Data is 
brought in from the DRAM cells to the sense ampli
fiers by the row access command. After tRcD time, 
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| s12mb|4 | 16384 | 18 | 8192|S5ns| 105ns

1024Mb | 8 | 16384 116 8192 54ns | 127.5ns_
2048Mb | 8 32768 | 1kB gi92 | 197.5 ns

4096 Mb 8 65536 1kB | 8192 - 327.5 ns  

DRAM device design engineers and DRAM mem-
ory system design engineers are actively exploring
alternatives to the bank-concurrent refresh com-

mand. Some advanced memory systemsare designed
in such a mannerthat the controller manually injects
row cycle reads to individual banks. The per-bank
refresh scheme can decrease the bandwidth impact
of refresh commands at the cost of increased com-

plexity in the memory controller.

11.1.8 A Read Cycle

Figure 11.8 illustrates a read cycle in generic DRAM
memory systems such as SDRAM and DDRx SDRAM
memory systems. In a typical, modern DRAM device,
each row access commandbrings thousandsofbits of
data to the array of sense amplifiers in a given bank.

Asubsequent column-read command then brings
tens or hundredsof thosebits ofdata through the data
bus into the memory controller. For applications that
access data by streaming through memory, keeping
thousandsofbits of a given row of data active at the
sense amplifiers ensures that subsequent memory
reads from the same row do not incur the latency or
energy cost of another row access. In contrast, appli-
cations that are not likely to access data in adjacent
locations favor memory systems that immediately
precharge the DRAM arrays after each row access
to prepare the DRAM bankfor a subsequent access
to a different row within the same bank, Figure 11.8
illustrates a sequence of commands issued in rapid
succession to access one bank of DRAM cells. Data is

brought in from the DRAM cells to the sense ampli-
fiers by the row access command. After tgcp time,
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FIGURE 11.8: A read cycle. 

data from the requested row is resolved by the sense 
amplifiers, and the memory controller can then issue 
column read or write commands to the DRAM device. 
Concurrent with the issuance of column access com
mands, the memory device actively restores data from 
the sense amplifiers to the DRAM cells. Then, after 
tRAs time from the initial issuance of the row access 
command, the DRAM cells are ready for a precharge 
command to reset the bitlines and the sense ampli
fiers. Collectively, memory systems that immediately 
precharge a bank to prepare it for another access to 
a different row are known as close-page memory sys
tems. Memory systems that keep rows active at the 
sense amplifiers are known as open-page memory 
systems. 

11.1.9 A Write Cycle 
Similar to the illustration of a read cycle in 

Figure 11.8, Figure 11.9 illustrates a write cycle in a 
generic DRAM memory system. In modern DRAM 
devices, the row cycle time is limited by the duration 
of the write cycle. That is, a row cycle time is defined as 
the minimum time period that a DRAM device needs 
to provide access to any data to any row in a given bank 
of DRAM cells. Implicitly, the access in the definition 
of a row access can be a read access or a write access. 

column read 
,... precharge .,.., 

In the case of a write access, data must be provided 
by the memory controller, driven through the data 
bus, passed through the I/0 gating multiplexors, over
drive the sense amplifiers, and finally stored into the 
DRAM cells. This complex series of actions must be 
completed before the precharge command that com
pletes the sequence can proceed. As a result, the row 
cycle time must be defined so that it can account for 
the row access time, the column write delay, the data 
transport time, the write data restore time, as well as 
the precharge time. That is, to account for the timing 
of the more complex write access time, tRAS must be 
long enough to account for tReD• tcwn, teen,3 and tWR. 
As a result, the timing parameter tRAs must be set so 
that it is at least equal to tReD + tewn + teen + tWR 
in SDRAM, DDR SDRAM, and DDR2 SDRAM devices, 
subject to the clock cycle granularity of the respective 
latencyvalues, thus demonstrating the write cycle time 
constraint of the row cycle time in these commodity 
DRAM devices. 

11.1.10 Compound Commands 
In the previous discussion about the read cycle, 

Figure 11.8 illustrates a read cycle in a generic DRAM 
memory system by issuing a sequence of three sepa
rate commands. As part of the evolution of DRAM 

3D RAM devices such as DDR SDRAM and DDR2 SDRAM use multiple internal data bursts to form longer burst durations. 
The tRAs definition needs only account for the shortest t BURST duration possible, teeD· 
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FIGURE 11.8: A read cycle.

data from the requested row is resolved by the sense
amplifiers, and the memorycontroller can then issue
columnread or write commandsto the DRAM device.
Concurrent with the issuance of column access com-

mands,the memory device actively restores data from
the sense amplifiers to the DRAM cells. Then, after
tras time from theinitial issuance of the row access
command, the DRAM cells are ready for a precharge
commandto reset the bitlines and the sense ampli-
fiers. Collectively, memory systems that immediately
precharge a bank to prepare it for another access to
a different row are known as close-page memory sys-
tems. Memory systems that keep rows active at the
sense amplifiers are known as open-page memory
systems,

11.1.9 A Write Cycle

Similar to the illustration of a read cycle in
Figure 11.8, Figure 11.9 illustrates a write cycle in a
generic DRAM memory system. In modern DRAM
devices, the row cycle timeis limited by the duration
of the write cycle. That is, arow cycle timeis defined as
the minimum time period that a DRAM device needs
to provide accessto any data to any row in a given bank
of DRAM cells. Implicitly, the access in the definition
of a row access can be a read access or a write access.

In the case of a write access, data must be provided
by the memorycontroller, driven through the data
bus, passed through the I/O gating multiplexors, over-
drive the sense amplifiers, and finally stored into the
DRAMcells. This complex series of actions must be
completed before the precharge command that com-
pletes the sequence can proceed. As a result, the row
cycle time must be defined so that it can account for
the row access time, the column write delay, the data
transport time, the write data restore time, as well as
the precharge time. That is, to account for the timing
of the more complex write access time, fpas must be
long enough to accountfor tgcp, fewfccp,3 and twp.
As a result, the timing parameter tg,3 must be set so
that it is at least equal to fRcp + town + Iccp + twrR
in SDRAM, DDR SDRAM,and DDR2 SDRAM devices,

subject to the clock cycle granularity of the respective
latencyvalues, thus demonstrating the write cycle time
constraint of the row cycle time in these commodity
DRAM devices.

11.110 Compound Commands

In the previous ‘discussion about the read cycle,
Figure 11.8 illustrates a read cycle in a generic DRAM
memory system by issuing a sequenceof three sepa-
rate commands. As part of the evolution of DRAM

3DRAM devices such as DDR SDRAM and DDR2 SDRAM use multiple internal data bursts to form longer burst durations.
The fgas definition needs only account for the shortest tgygs7 duration possible, tccp.
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FIGURE 11.9: A write cycle. 
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FIGURE 11.10: A read cycle with a row access command and a column-read-and-precharge command. 

devices and architecture, some DRAM devices have 
been designed to support compound commands that 
perform more complex series of actions. Figure 11.10 
shows the same sequence of DRAM commands as pre
sented in Figure 11.8. However, the simple column-read 
command in Figure 11.8 is replaced with a compound 
column-read-and-prechargecommandinFigure11.10. 
As the name implies, the column-read-and-precharge 
command combines a column-read command and 
a precharge command into a single command. The 
advantage of a column-read-and-precharge command 
is that for close-page memory systems that precharge 
the DRAM bank immediately after a read command, 
the column-read-and-precharge command reduces 
the bandwidth requirement on the command and 
address bus. The implicit precharge command means 
that the DRAM memory controller can now place a 

different command on the address and command bus 
that a separate precharge command would have oth
erwise occupied. 

Figure 11.10 shows a column-read-and-precharge 
command as issued by the memory controller to the 
DRAM device in the earliest time slot possible after 
the row access command while still respecting the 
tRcD timing requirement, but the implicit precharge 
command is delayed so that it does not violate the 
tRAs timing requirement. Modern DRAM devices 
such as DDR2 SDRAM devices have implemented a 
feature that is referred to as tRAs lockout to ensure 
that the auto-precharge component of the column 
read-and-precharge command will not violate the 
tRAs timing requirement. That is, in the case where 
a column-read-and-precharge command is issued 
into the DRAM device before the DRAM device has 
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FIGURE 11.9: A write cycle.
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FIGURE 11.10: A read cycle with a row access commandand a column-read-and-precharge command.

devices and architecture, some DRAM devices have

been designed to support compound commandsthat
perform more complexseries of actions. Figure 11.10
showsthe same sequence of DRAM commandsas pre-
sentedinFigure 11.8. However, the simple column-read
commandin Figure 11.8 is replaced with a compound
column-read-and-prechargecommandinFigure 11.10.
As the name implies, the column-read-and-precharge
command combines a column-read command and

a precharge commandinto a single command. The
advantage ofa column-read-and-precharge command
is that for close-page memory systems that precharge
the DRAM bank immediately after a read command,
the column-read-and-precharge command reduces
the bandwidth requirement on the command and
address bus. The implicit precharge command means
that the DRAM memory controller can now place a

different commandon the address and command bus

that a separate precharge command would have oth-
erwise occupied.

Figure 11.10 shows a column-read-and-precharge
commandas issued by the memory controller to the
DRAM device in the earliest time slot possible after
the row access commandwhile still respecting the
tacp timing requirement, but the implicit precharge
commandis delayed so that it does not violate the
tras timing requirement. Modern DRAM devices
such as DDR2 SDRAM devices have implemented a
feature that is referred to as teas lockout to ensure
that the auto-precharge component of the column
read-and-precharge command will not violate the
tras timing requirement. Thatis, in the case where
a column-read-and-precharge commandis issued
into the DRAM device before the DRAM device has
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FIGURE 11.11: Posted CAS defers CAS commands in DRAM devices by a preset delay value, tAL· 

completed the data restoration phase of the row access 
command, as illustrated in Figure 11.10, the DRAM 
device will delay the implicit precharge command 
until the tRAs timing requirement for the row access 
has been met. In this manner, close-page memory 
systems can issue the column-read-and-precharge 
command with best possible timing to retrieve data 
from the DRAM device without worrying about the 
precharge aspect of the random row access. 

A second type of complex commands supported 
by some memory systems such as the DDR2 SDRAM 
memory system is the posted column access (posted 
CAS) command. The posted CAS command is simply 
a column access command whose action is delayed 
(or posted) by a fixed number of cycles in the DRAM 
device. In DRAM devices that support the posted CAS 
command, the device internally delays the actions of 
the CAS command by a preset value, labelled as tAL 

in Figure 11.11. The number of delay cycles for the 
posted CAS command is preprogrammed into the 
DDR2 DRAM device, and the DRAM device cannot 
dynamically or intelligently defer the column access 
command. Some DRAM devices, such as the XDR 
DRAM device, allow the command to be optionally 
encoded with a delay value so that the controller can 
flexibly schedule a DRAM command that the DRAM 
device will then execute or act upon after the number 
of specified delay cycles. 

Figure 11.11 illustrates a posted column-read -and
pre charge command in a read cycle. The column
read-and-precharge command is also commonly 

referred to as the column-read command with auto
precharge. The sequence of commands illustrated in 
Figure 11.11 is the same as the sequence of DRAM 
commands illustrated in Figure 11.10. The differ
ence between the command sequences illustrated in 
Figures 11.10 and 11.11 is that the column-read-and
precharge command is a posted CAS command, and 
the posted column-read command is issued immedi
ately after the row access command in Figure 11.11. 
In Figure 11.11, the preset value of tAL defers the 
action of the column-read-and-precharge command 
to ensure that the column read aspect of the com
mand does not violate the tRcD timing requirement. 

The advantage of the posted CAS command is that 
it allows a memory controller to issue the column 
access command immediately after the row access 
command and greatly simplifies controller design 
for close-page memory systems. However, the posted 
CAS command is not a panacea that reduces control
ler complexity for all types of memory controllers, 
since the posted command must still respect the 
timing of the column access commands and normal 
protocol timing requirements. 

11.2 DRAM Command Interactions 
In the previous section, basic DRAM commands 

are described in some detail. In this section, the 
interactions between the basic DRAM commands 
are examined in further detail. In this chapter, 
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FIGURE 11.11: Posted CAS defers CAS commands in DRAM devicesby a preset delay value,fy.

completed the datarestorationphase ofthe rowaccess
command,asillustrated in Figure 11.10, the DRAM
device will delay the implicit precharge command
until the tas timing requirementfor the row access
has been met. In this manner, close-page memory
systems can issue the column-read-and-precharge
command with best possible timing to retrieve data
from the DRAM device without worrying about the
precharge aspectof the random row access.

A second type of complex commands supported
by some memory systems such as the DDR2 SDRAM
memory system is the posted columnaccess (posted
CAS) command. The posted CAS commandis simply
a column access command whoseaction is delayed
(or posted) by a fixed numberof cycles in the DRAM
device. InDRAM devices that support the posted CAS
command, the device internally delays the actions of
the CAS commandby a preset value, labelled as fa),
in Figure 11.11. The number of delay cycles for the
posted CAS commandis preprogrammed into the
DDR2 DRAM device, and the DRAM device cannot

dynamically or intelligently defer the column access
command. Some DRAM devices, such as the XDR

DRAM device, allow the commandto be optionally
encoded with a delay value so that the controller can
flexibly schedule a DRAM commandthat the DRAM
device will then execute or act upon after the number
of specified delay cycles.

Figure 11.11 illustrates aposted column-read-and-
precharge command in a read cycle. The column-
read-and-precharge command is also commonly

 

referred to as the column-read command with auto-

precharge. The sequence of commandsillustrated in
Figure 11.11 is the same as the sequence of DRAM
commandsillustrated in Figure 11.10. The differ-
ence between the command sequencesillustrated in
Figures 11.10 and 11.11 is that the column-read-and-
precharge commandis a posted CAS command, and
the posted column-read commandis issued immedi-
ately after the row access commandin Figure 11.11.
In Figure 11.11, the preset value of t,;, defers the
action of the column-read-and-precharge command
to ensure that the columnread aspect of the com-
manddoesnotviolate the fgcp timing requirement.

The advantage of the posted CAS commandis that
it allows a memory controller to issue the column
access command immediately after the row access
command and greatly simplifies controller design
tor close-page memory systems. However, the posted
CAS commandis not a panacea that reduces control-
ler complexity for all types of memory controllers,
since the posted command muststill respect the
timing of the column access commands and normal
protocoltiming requirements.

11.2 DRAM Command Interactions

In the previous section, basic DRAM commands
are described in some detail. In this section, the
interactions between the basic DRAM commands

are examined in further detail. In this chapter,
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a resource usage model is used as the primary model 
to describe DRAM command interactions and the 
need for specification of the various timing parame
ters. In the resource usage model, DRAM commands 
can be scheduled consecutively subject to availability 
of shared on-chip resources such as sense amplifiers, 
I/0 gating multiplexors, and the availability of off
chip resources such as the command, address, and 
data busses. However, even with the availability of 
shared resources, considerations such as device cur
rent limitations can prohibit commands from being 
scheduled consecutively.4 

This section examines read and write commands 
in a memory system with simplistic open- and close
page row-buffer-management policies. In a memory 
system that implements the open-page row-buffer
management policy, once a row is opened for access, 
the array of sense amplifiers continues to hold the 
data for subsequent read and write accesses to the 
same row until another access to a different row 
within the same bank forces the controller to pre
charge the sense amplifiers and prepare for access 
to the different row. Open-page memory systems 
rely on worldoads that access memory with some 
amount of spatial locality so that multiple column 
accesses can be issued to the same row without the 
need for multiple DRAM row cycles. In an open-page 
memory system, the DRAM command sequence for 
a given request depends on the state of the memory 
system, and the dynamic nature of DRAM command 
sequences in open-page memory systems means 
that there are larger numbers of possible DRAM 
command interactions and memory system state 
combinations in an open-page memory system. The 
large number of command interactions leads to a 
higher degree of difficulty in scheduling command 
sequences. In the following sections, a large number 
of possible DRAM command interactions for open
page memory systems are examined in detail. The 
detailed examination of DRAM command combina
tions enables the creation of a table that summarizes 
the minimum scheduling distances between DRAM 

4That is tRRD and tFAW 

commands. The summary of minimum scheduling 
distances, in turn, enables performance analysis of 
DRAM memory systems in this chapter. 

11.i. 1 Consecutive Reads and Writes to 
Same Rank 

In modern DRAM memory systems such as 
SDRAM, DDR SDRAM, and Direct RDRAM memory 
systems, read commands to the same open row of 
memory in the same bank, rank, and channel can 
be pipelined and scheduled consecutively subject 
to the burst durations of data on the data bus and 
the internal prefetch length of the DRAM device. 
Figure 11.12 shows two column-read commands, 
labelled as read 0 and read 1, pipelined consecu
tively. As illustrated in Figure 11.4, teAs time after 
a column-read command is placed onto the com
mand and address busses, the DRAM device begins 
to return data on the data bus. Since column-read 
commands to any open banks of the same rank can 
be pipelined consecutively, consecutive column
read commands to the same open row of the same 
bank of memory can be ideally scheduled every 
tBURST time period. One caveat to the scheduling 
of consecutive column-read commands to an open 
row of a bank is that tBURST has to be greater than or 
equal to teeD· Trivially, tBuRST is greater than teen 
in all RDRAM, SDRAM, DDR SDRAM, and DDR2 
SDRAM memory systems. The one exception to the 
rule is that teen is 4 cycles in DDR3 SDRAM devices, 
since the prefetch length ofDDR3 SDRAM devices is 
8 data beats. Consequently, the best-case timing for 
consecutive column-read commands to the same or 
different banks of the same rank of DRAM devices is 
MAX(tBuRST> teen). 

Finally, similar to the case of consecutive column
read commands to the same bank of a given rank of 
memory, consecutive column-write commands can 
be scheduled to different open banks within the same 
rank of memory once every MAX(tBURST> teen) time 
period. 
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MAX(tauRST' tcco> 

cmd & addr bus 
bank "i" utilization 
rank "m" utilization 
data bus 

cmd & addr bus 
bank "i" utilization ... ... 

.... ,..._ __ commands to same 
open bank 

commands to different 
open banks of same 
rank. bank i != j 

time 

FIGURE 11.12: Consecutive column-read commands to the same bank, rank, and channel. 

11.2.2 Read to Precharge Timing 
Figure 11.13 illustrates the minimum command 

timing for a precharge command that immediately 
follows a column-read command. Figure 11.13 illus
trates the formula for minimum command timing as 
tBURST + tRTP- teeD-5 In the case where the internal 
burst length of the DRAM device teeD is equivalent 
to the column burst duration tBURST• the minimum 
command timing between a column-read command 
and a precharge command is simply tRTP· However, 
in some DRAM devices, the burst duration can be 
composed of multiple internal data bursts. For exam
ple, as previously illustrated in Figure 11.4, in a DDR2 
SDRAM memory system where column access com
mands are programmed to move data in burst dura
tions of 8 beats, the internal burst duration of a DDR2 
SDRAM device is only 4 beats. As a result, the col
umn read to precharge timing in the aforementioned 
DDR2 SDRAM memory system can be simply rewrit
ten as tRTP + teeD· 

Essentially, the timing parameter tRTP itself speci
fies the minimum amount of time that is needed 

between a column-read command and a precharge 
command. However, in DRAM devices such as the 
DDR2 SDRAM device, multiple shorter bursts are 
used to construct one continuous burst for a column
read command. In such a case, the DRAM device 
must keep the sense amplifiers open to drive multi
ple short bursts through the I/0 gating multiplexors, 
and the timing parameter tRTP must be modified to 
account to the extended time that the sense ampli
fiers are kept open. More generally, the formula for 
column read to precharge timing can be written as 
tRTP + (N- 1) * teeD• where N is the number of inter
nal bursts required to form one extended burst for a 
single column-read command. 

11.2.3 Consecutive Reads to Different Rows of 
Same Bank 

In most modern DRAM devices, multiple column
read commands to the same row of the same open 
bank can be issued and pipelined consecutively as 
illustrated in Figure 11.12. However, column-read 

5Implicit in this form~a is that the column-read command does not use posted CAS timing. Otherwise, tAL must be added, 
and the formula rewntten as tAL + tBURST + tRTP- teeD. 
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FIGURE 11.12: Consecutive column-read commands to the same bank, rank, and channel.

11.2.2 Read to Precharge Timing

Figure 11.13 illustrates the minimum command
timing for a precharge command that immediately
follows a column-read command.Figure 11.13illus-
trates the formula for minimum command timing as
tgursr + fre — fccp* In the case wherethe internal
burst length of the DRAM device tccp is equivalent
to the column burst duration tgygsp the minimum
commandtiming between a column-read command
and a precharge commandis simply fgrp. However,
in some DRAM devices, the burst duration can be

composed of multiple internal data bursts. For exam-
ple, as previously illustrated in Figure 11.4, ina DDR2
SDRAM memory system where column access com-
mands are programmed to move data in burst dura-
tions of 8 beats, the internal burst duration of a DDR2

SDRAM device is only 4 beats. As a result, the col-
umn read to precharge timingin the aforementioned
DDR2 SDRAM memorysystem can be simply rewrit-
ten as trrp + tccp:

Essentially, the timing parameter fprp itself speci-
fies the minimum amount of time that is needed

between a column-read commandanda precharge
command. However, in DRAM devices such as the

DDR2 SDRAM device, multiple shorter bursts are
used to construct one continuous burst for a column-

read command. In such a case, the DRAM device

must keep the sense amplifiers open to drive multi-
ple short bursts through the I/O gating multiplexors,
and the timing parameter fyrp must be modified to
account to the extended time that the sense ampli-
fiers are kept open. More generally, the formula for
column read to precharge timing can be written as
tyre + (N — 1) * teep, where N is the numberof inter-
nal bursts required to form one extended burst for a
single column-read command.

11.2.3 Consecutive Reads to Different Rows of
Same Bank

In most modern DRAMdevices, multiple column-
read commandsto the same row of the same open
bank can be issued and pipelined consecutively as
illustrated in Figure 11.12. However, column-read

5tmplicit in this formulais that the column-read commanddoesnotuse posted CAS timing. Otherwise, f4, must be added,
and the formula rewritten as tay + tguRsT + trrp- tccp.
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t + t _ t Internal burst length may be different from device burst length 
BURST RTP CCD ~ 

tcco 

cmd & addr bus 
bank "i" utilization 
rank "m" utilization -------
data bus -----------------

May need to keep row open slightly longer 
(timing here assumes tRAS requirement satisfied) 

time 
feURST 

FIGURE 11.13: Read to precharge command timing. 

time 
cmd & addr 

FIGURE 11.14: Consecutive column-read commands to different rows of the same bank: best-case scenario. 

commands to different rows within the same bank 
would incur the cost of an entire row cycle time 
as the current DRAM array must be precharged 
and a different row activated by the array of sense 
amplifiers. 

Best-Case Scenario 

Figure 11.14 illustrates the timing and command 
sequence of two consecutive read requests to differ
ent rows within the same bank of memory array. In 
this sequence, as the first read command, labelled 
as read 0, is issued, the array of sense amplifiers 
must be precharged before a different row to the 
same bank can be opened for access. After time 
period tRP from the assertion of the precharge com
mand, a different row access command can then be 

issued, and time period tReD after the row access 
command, the second read command labelled as 
read 1 can then proceed. Figure 11.14 illustrates 
that consecutive column read accesses to different 
rows within the same bank can be scheduled with 
the best-case timing of tBURST + tRTP- teeD+ tRP + 
tReD as long as the row restoration time tRAs had 
been satisfied. 

Worst-Case Scenario 

Figure 11.14 illustrates the best-case timing of 
two consecutive read commands to different rows 
of the same bank. However, the timing illustrated 
in Figure 11.14 assumes that at least tRAs time has 
passed since the previous row access, and data had 
been restored to the DRAM cells. In the case where 
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FIGURE 11.13: Read to precharge commandtiming.
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FIGURE 11.14: Consécutive column-read commandsto different rows of the same bank: best-case scenario.

commands to different rows within the same bank

would incur the cost of an entire row cycle time
as the current DRAM array must be precharged
and a different row activated by the array of sense
amplifiers.

Best-Case Scenario

Figure 11,14 illustrates the timing and command
sequence of two consecutive read requeststo differ-
ent rows within the same bank of memoryarray. In
this sequence, as the first read command,labelled
as read 0, is issued, the array of sense amplifiers
must be precharged before a different row to the
same bank can be opened for access. After time
period tgp from the assertion of the precharge com-
mand,a different row access command can then be

issued, and time period tpcp after the row access
command, the second read commandlabelled as

read 1 can then proceed. Figure 11.14 illustrates
that consecutive column read accesses to different
rows within the same bank can be scheduled with

the best-case timing of tgypsr + trp — fccp + trp +
tacp as long as the rowrestoration time tpas had
beensatisfied.

Worst-Case Scenario

Figure 11.14 illustrates the best-case timing of
two consecutive read commandsto different rows

of the same bank. However, the timing illustrated
in Figure 11.14 assumesthatat least fpas time has
passed since the previous row access, and data had
been restored to the DRAM cells. In the case where

Netlist Ex 2034

Samsungv Netlist
IPR2022-00996



440 Memory Systems: Cache, DRAM, Disk 

data from the current row has not yet been restored 
to the DRAM cells, a precharge command cannot be 
issued until tRAs time period after the previous row 
access command to the same bank. In contrast to the 
best-case timing shown in Figure 11.14, Figure 11.15 
shows the worst-case timing for two consecutive 
read commands to different rows of the same bank 
where the first column command was issued imme
diately after a row access command. In this case, the 
precharge command cannot be issued immediately 
after the first column-read command, but must wait 
until tRAs time period after the previous row access 
command has elapsed. Then, tRP time period after 
the precharge command, the second row access 
command can be issued, and tRcD time period after 
that row access command, the second column-read 
command completes this sequence of commands. 

Figure 11.14 illustrates the best-case timing of two 
consecutive read commands to different rows of the 
same banlc, and Figure 11.15 illustrates the worst-case 
timing between two column-read commands to differ
ent rows of the same bank. The difference between the 
two different scenarios means that a DRAM memory 
controller must keep track of the timing of a row access 
command and delay anyrowprecharge command until 
the row restoration requirement has been satisfied. 

11.2.4 Consecutive Reads to Different Banks: 
Bank Conflict 

The case of consecutive read commands to dif
ferent rows of the same bank has been examined in 
the previous section. This section examines the case 

cmd & addr [row acCl- -- read 0 
bank "i" uti I. T data sense 
rank "m" util. ___ -:=_-:=_-:=_-:=_-:=_-:=_-:=_~~"=~~~~ 
data bus -------------

of consecutive read requests to different banks with 
the second request hitting a bank conflict against an 
active row in that bank. The consecutive read request 
scenario with the second read request hitting a bank 
conflict to a different bank has several different com
binations of possible minimum scheduling distances 
that depend on the state of the bank as well as the 
capability of the DRAM controller to reorder com
mands between different transaction requests. 

Without Command Reordering 

Figure 11.16 illustrates the timing and command 
sequence of two consecutive read requests to different 
banks of the same ranlc, and the second read request 
is made to a row that is different than the active row in 
the array of sense amplifiers of that bank. Figure 11.16 
makes three implicit assumptions. The first assump
tion made is that both banks i and j are open, where 
bankiis different from bankj. The second read request 
is made to bank j, but to a different row than the row 
of data presently held in the array of sense amplifi
ers of bank j. In this case, the precharge command to 
bank j can proceed concurrently with the column read 
access to a bank i. The second assumption made is that 
the tRAs requirement has been satisfied in bank j, and 
bank j can be immediately precharged. The third and 
final assumption made is that the DRAM controller 
does not support command or transaction reordering 
between different transaction requests. That is, all of 
the DRAM commands associated with the first request 
must be scheduled before any DRAM commands 
associated with the second request can be scheduled. 

time 

FIGURE 11.15: Consecutive column-read commands to different rows of same bank: worst-case scenario. 
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data from the current row has not yet been restored
to the DRAM cells, a precharge command cannot be
issued until tras time period after the previous row
access command to the same bank.In contrast to the

best-case timing shown in Figure 11.14, Figure 11.15
shows the worst-case timing for two consecutive
read commandsto different rows of the same bank
where the first column command wasissued imme-

diately after a row access command.In this case, the
precharge commandcannotbe issued immediately
after the first column-read command, but must wait

until tpas time period after the previous row access
commandhas clapsed. Then, tgp time period after
the precharge command, the second row access
command can beissued, and tgcp time period after
that row access command, the second column-read

command completes this sequence of commands.
Figure 11.14 illustrates the best-case timing of two

consecutive read commands to different rows of the

same bank, and Figure 11.15 illustrates the worst-case
timing between two cohumn-read commandstodiffer-
ent rows of the same bank. The difference between the

two different scenarios means that a DRAM memory
controller must keep track of the timing of a row access
command and delay anyrowprecharge commanduntil
the row restoration requirementhas beensatisfied.

1.2.4 Consecutive Reads to Different Banks:

Bank Conflict

The case of consecutive read commandsto dif-
ferent rows of the same bank has been examined in

the previous section. This section examines the case

of consecutive read requests to different banks with
the second requesthitting a bank conflict against an
active row in that bank. The consecutive read request
scenario with the secondread request hitting a bank
conflict to a different bank has several different com-

binations of possible minimum scheduling distances
that depend on thestate of the bank as well as the
capability of the DRAM controller to reorder com-
mands between different transaction requests.

Without Command Reordering
Figure 11.16 illustrates the timing and command

sequence of two consecutive read requests to different
banks of the same rank, and the second read request
is madeto a row thatis different than the active row in

the array of sense amplifiers of that bank. Figure 11.16
makes three implicit assumptions. The first assump-
tion madeis that both banks i and j are open, where
banki is different from bankj. The second read request
is made to bank j, but to a different row than the row
of data presently held in the array of sense amplifi-
ers of bank j. In this case, the precharge commandto
bankj can proceed concurrently with the columnread
access to a banki. The second assumption madeis that
the tgas requirementhas beensatisfied in bank j, and
bankj can be immediately precharged. The third and
final assumption made is that the DRAM controller
does not support commandortransaction reordering
between different transaction requests. Thatis, all of
the DRAM commandsassociated with thefirst request
must be scheduled before any DRAM commands
associated with the second request can be scheduled.

(thas + tap) = fre
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rank “m”util,=————————-4 VO gating --—-—————————————---~--~~--~ VO gating |
data bus —~~data burst |}-—--——-—————-—-——-——--—~-— data burst

A y)
ae oY time
tras tap
 

FIGURE 11.15: Consecutive column-read commandsto different rows of same bank: worst-case scenario.
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time 

FIGURE 11.16: Consecutive DRAM read commands to different banks; bank conflict; no command reordering. 

Figure 11.16 shows that due to the bank con
flict, the read request to bank j is translated into a 
sequence of three DRAM commands. The first com
mand in the sequence precharges the sense ampli
fiers to bank j, the second command brings the 
selected row to the sense amplifiers, and the last 
command in the sequence performs the actual read 
request and returns data from the DRAM devices to 
the DRAM controller. Figure 11.16 illustrates a case 
where consecutive read requests are made to differ
ent rows, with the second read request made to a 
different row of the same bank. In the case where 
the DRAM command sequence is not dynamically 
reordered by the memory controller, then the two 
requests can, at best, be scheduled with minimum 
timing distance of tRP + tRCD· 

With Command Reordering 

Figure 11.16 illustrates the timing of two requests 
to different banks with the second request hitting a 
bank conflict and the DRAM controller not support
ing command or transaction reordering. In contrast, 
Figure 11.17 shows that the DRAM memory system 
can obtain bandwidth utilization if the DRAM control
ler can interleave or reorder DRAM commands from 

different transactions requests. Figure 11.17 shows the 
case where the DRAM controller allows the precharge 
command for bank j to proceed ahead of the column
read command for the transaction request to bank i. In 
this case, the column-read command to banki can pro
ceed in parallel with the precharge command to bank j, 
since these two commands utilize different resources in 
different banks. To obtain better utilization of the DRAM 
memory system, the DRAM controller must be designed 
with the capability to reorder and interleave commands 
from different transaction requests. Figure 11.17 shows 
that in the case where the DRAM memory system can 
interleave and reorder DRAM commands from different 
transaction requests, the two column-read commands 
can be scheduled with the timing of tRP + tRcD- tcMD· 

Figure 11.17 thus illustrates one way that a DRAM mem
ory system can obtain better bandwidth utilization with 
advanced DRAM controller designs. 

11.2.5 Consecutive Read Requests to Different 
Ranks 

Figure 11.12 illustrates that consecutive read com
mands to open banks of the same rank of DRAM 
device can be issued and pipelined consecutively.6 

However, consecutive read commands to different 

6That is, assuming that the burst duration is equal to or longer than the minimum column-to-column delay time, teeD· 
This assumption is inherently true for SDRAM, DDR SDRAM, and DDR2 SDRAM devices, but may not be true for DDR3 
and future generation devices where tBURST may be shorter than teeD· 
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FIGURE 11.16: Consecutive DRAM read commandsto different banks; bank conflict; no command reordering.

Figure 11.16 shows that due to the bank con-
flict, the read request to bankj is translated into a
sequence of three DRAM commands.Thefirst com-
mand in the sequence precharges the sense ampli-
fiers to bank j, the second command brings the
selected row to the sense amplificrs, and the last
commandin the sequence performsthe actual read
request and returns data from the DRAM devicesto
the DRAM controller. Figure 11.16 illustrates a case
where consecutive read requests are madeto differ-
ent rows, with the second read request made to a
different row of the same bank. In the case where

the DRAM command sequenceis not dynamically
reordered by the memory controller, then the two
requests can, at best, be scheduled with minimum
timing distanceof tpp + trcp-

With Command Reordering
Figure 11.16 illustrates the timing of two requests

to different banks with the second request hitting a
bank conflict and the DRAM controller not support-
ing commandor transaction reordering. In contrast,
Figure 11.17 shows that the DRAM memory system
can obtain bandwidth utilization if the DRAM control-
ler can interleave or reorder DRAM commands from

 

different transactions requests. Figure 11.17 showsthe
case where the DRAM controller allows the precharge
commandfor bank j to proceed ahead of the column-
read commandfor the transaction request to bank i. In
this case, the column-read command to banki can pro-
ceed in parallel with the precharge commandto bankj,
since these two commandsutilize different resources in
differentbanks. To obtain betterutilization ofthe DRAM

memorysystem, the DRAM controllermustbe designed
with the capability to reorder andinterleave commands
from different transaction requests. Figure 11.17 shows
that in the case where the DRAM memory system can
interleave andreorder DRAM commands from different

transaction requests, the two column-read commands
can be scheduled with thetiming of tgp + facp - fcyp.
Figure 11.17 thusillustrates one way that a DRAM mem-
ory system canobtainbetter bandwidthutilization with
advanced DRAM controller designs.

11.2.5 Consecutive Read Requests te Different
Ranks

Figure 11.12 illustrates that consecutive read com-
mands to open banks of the same rank of DRAM
device can be issued and pipelined consecutively.
However, consecutive read commands to different

®Thatis, assumingthatthe burst duration is equal to or longer than the minimum column-to-columndelaytime, tccp.
This assumption is inherently true for SDRAM, DDR SDRAM, and DDR2 SDRAM devices, but may notbe true for DDR3
and future generation devices where fgugs7 may be shorter than fccp.
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FIGURE 11.17: Consecutive DRAM read commands to different banks, bank conflict, with command reordering. 

ranks of memory may not be issued and pipelined 
back to back depending on the system-level synchro
nization mechanism and the operating data rate of the 
memory system. In some memory systems, consecu
tive read commands to different ranks of memory rely 
on system -level synchronization mechanisms that are 
non-trivial for multi-rank, high data rate memory sys
tems. In these systems, the data bus must idle for some 
period of time between data bursts from different 
ranks on the shared data bus. Figure 11.18 illustrates 
the timing and command sequence of two consecutive 
read commands to different ranks. In Figure 11.18, the 
read-write (DQS) data strobe resynchronization time is 
labelled as tRTRS· For relatively low-frequency SDRAM 
memory systems, data synchronization strobes are 
not used, and tRTRS is zero. For Direct RDRAM mem
ory systems, the use of the topology-matched source
synchronous clocking scheme obviates the need for a 
separate strobe signal, and tRTRS is also zero. However, 
for DDR SDRAM and DDR2 SDRAM memory systems, 
the use of a system-level data strobe signal shared by 
all of the ranks means that the tRTRS data strobe resyn
chronization penalty is non-zero. 

11.2.6 Consecutive Write Requests: Open 
Banks 

Differing from the case of consecutive column-read 
commands to different ranks of DRAM devices, con
secutive column-write commands to different ranks 
of DRAM devices may be pipelined consecutively in 

modern DRAM memory systems, depending on the 
bus termination strategy deployed. The difference 
between consecutive column-write commands to 
different ranks of DRAM devices and consecutive 
column-read commands to different ranks of DRAM 
devices is that in case of consecutive column-read 
commands to different ranks of DRAM devices, one 
rank of DRAM devices must first send data on the 
shared data bus and give up control of the shared 
data bus, then the other rank of DRAM devices must 
gain control of the shared data bus and send its data 
to the DRAM controller. In the case of the consecutive 
column -write commands to different ranks of mem
ory, the DRAM memory controller can send data to 
different ranks of DRAM devices without needing to 
give up control of the shared data bus to another bus 
master. Consequently, write bursts to different ranks 
of DRAM devices can be pipelined consecutively in 
SDRA.M andDDR SDRAM memory systems. However, 
as signaling on a multi-drop bus becomes more chal
lengingwith increasing data rates, DRAM device man
ufacturers and system design engineers have been 
forced to deploy more sophisticated mechanisms to 
improve system-level signal integrity. One mecha
nism deployed in DDR2 SDRAM memory systems to 
improve signal integrity is the use of active, On-Die 
Termination (ODT) on DDR2 SDRAM devices. How
ever, one unfortunate side effect of ODT as designed 
in the DDR2 SDRAM memory system is that it takes 
2 cycles to turn on ODT in a DDR2 SDRAM device 
and 2 1/2 cycles to turn off ODT, and the difference in 
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FIGURE 11.17: Consecutive DRAM read commancstodifferent banks, bank conflict, with commandreordering.

ranks of memory may not be issued and pipelined
back to back depending on the system-level synchro-
nization mechanismandthe operating data rate of the
memory system. In some memory systems, consecu-
tive read commandsto different ranks of memory rely
on system-level synchronization mechanismsthat are
non-trivial for multi-rank, high data rate memory sys-
tems. In these systems, the databus mustidle for some
period of time between data bursts from different
ranks on the shared data bus. Figure 11.18 illustrates
the timing and command sequenceoftwo consecutive
read commandsto different ranks. In Figure 11.18, the
read-write (DQS) data strobe resynchronizationtime is
labelled as fgrps. For relatively low-frequency SDRAM
memory systems, data synchronization strobes are
not used, and ¢erpsis zero. For Direct RDRAM mem-
ory systems, the use of the topology-matched source-
synchronous clocking scheme obviates the need for a
separate strobesignal, and tpprsis also zero. However,
for DDR SDRAM and DDR2 SDRAM memory systems,
the use of a systern-level data strobe signal shared by
all of the ranks meansthat thetarps data strobe resyn-
chronization penalty is non-zero.

11.2.6 Consecutive Write Requests: Open
Banks

Differingfromthe case ofconsecutive column-read
commandsto different ranks of DRAM devices, con-
secutive column-write commands to different ranks

of DRAM devices may be pipelined consecutively in

modern DRAM memory systems, depending on the
bus termination strategy deployed. The difference
between consecutive column-write commands to
different ranks of DRAM devices and consecutive
column-read commandsto different ranks of DRAM
devices is that in case of consecutive column-read

commandsto different ranks of DRAM devices, one
rank of DRAM devices must first send data on the

shared data bus and give up control of the shared
data bus, then the other rank of DRAMdevices must

gain control of the shared data bus and sendits data
to the DRAM controller. In the case ofthe consecutive
column-write commandsto different ranks of mem-

ory, the DRAM memory controller can send data to
different ranks of DRAM devices without necding to
give up control of the shared data bus to another bus
master. Consequently, write bursts to different ranks
of DRAM devices can be pipelined consecutively in
SDRAM and DDRSDRAM memorysystems. However,
as signaling on a multi-drop bus becomes morechal-
lengingwith increasingdata rates, DRAM device man-
ufacturers and system design engineers have been
forced to deploy more sophisticated mechanismsto
improve system-level signal integrity. One mecha-
nism deployed in DDR2 SDRAM memory systems to
improve signal integrity is the use of active, On-Die
Termination (ODT) on DDR2 SDRAM devices. How-

ever, one unfortunate side effect of ODT as designed
in the DDR2 SDRAM memorysystemis that it takes
2 cycles to turn on ODT in a DDR2 SDRAM device
and 2 1/2 cycles to turn off ODT, andthe difference in
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FIGURE 11.18: Consecutive column-read commands to different ranks. 

teuRsT tosr 
time 

data restore 

i ? i Does not matter 
n? m tcwo teuRsT tosr teuRST 

FIGURE 11.19: Consecutive column-write commands to different ranks. 

turn-on and turn-ofttimes necessitates an additional 
bubble between write bursts.7 Figure 11.19 shows two 
write commands to different ranks, labelled as write 0 
and write 1, pipelined consecutively, but with an ODT 
switching time penalty, labelled as tosT• between dif
ferent ranks. Figure 1 L 19 shows that consecutive col
umn-write commands to open banks of memory can 
occur every tBURST + tosT cycle. In the case of SDRAM 

and DDR SDRAM memory systems, write data bursts 
to different ranks can occur without needing any idle 
time on the data bus. In the case ofDDR2 and DDR3 
memory systems, the need to accurately control data 
bus signaling characteristics means that an additional 
cycle is needed to switch the location of the termina
tion element in the memory channel. In reality, tosT 

is needed in the case of a rank-to-rank read as well. 

7The difference is needed to ensure a properly terminated system topology for the duration of data transfers. 
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FIGURE 11.18: Consecutive column-read commandsto different ranks.
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FIGURE 11.19: Consecutive column-write commands to different ranks.

turn-on and turn-off times necessitates an additional

bubble between write bursts,’ Figure 11.19 shows two
write commandsto different ranks, labelled as write 0

andwrite 1, pipelined consecutively, butwith an ODT
switching time penalty, labelled as fog, between dif-
ferent ranks. Figure 11.19 showsthat consecutive col-
umn-write commands to open banks of memory can
occur every tgursr + tosr cycle. In the case of SDRAM

and DDR SDRAM memory systems, write data bursts
to different ranks can occur without needing anyidle
time on the data bus. In the case of DDR2 and DDR3

memory systems, the need to accurately control data
bus signaling characteristics meansthat an additional
cycle is needed to switch the location of the termina-
tion element in the memory channel. Inreality, tosy
is needed in the case of a rank-to-rank read as well.

“The difference is needed to ensure a properly terminated system topologyfor the durationofdata transfers.
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However, since tRTRS is typically greater than or equal 
to tosT' MAX(tRTRS, tosT) may be simplified as tRTRS· 

11.2.7 Consecutive Write Requests: Bank 
Conflicts 

Similar to the case of the consecutive read requests 
to different rows of the same bank, consecutive write 
requests to different rows of the same bank must also 
respect the timing requirements of tRAs and tRP. Addi
tionally, column-write commands must also respect 
the timing requirements of the write recovery time 
tWR. In the case of write commands to different rows 
of the same bank, the write recovery time means that 
the precharge cannot begin until the write recovery 
time has allowed data to move from the interface of 
the DRAM devices through the sense amplifiers into 
the DRAM cells. Figure 11.20 shows two of the best
case timing of two consecutive write requests made 
to different rows in the same bank. The minimum 
scheduling distance between two write commands to 
different rows of the same bank is tcwn + tBURST + 
tWR + tRP + tRCD· 

tcwo teuRsT twR 

Figure 11.20 also shows the case where consecutive 
write requests are issued to different ranks of DRAM 
devices, with the second write request resulting in a 
bank conflict. In this case, the first write command 
proceeds, and assuming that bank j for rank n has 
previously satisfied the tRAs timing requirement, the 
precharge command for a different bank or different 
rank can be issued immediately. Similar to the case 
of the consecutive read requests with bank conflicts 
to different banks, bank conflicts to different banks 
and different ranks for consecutive write requests can 
also benefit from command reordering. 

11.2.8 Write Request Following Read Request: 
Open Banks 

Similar to consecutive read commands and 
consecutive write commands, the combination of a 
column-write command that immediately follows 
a column-read command can be scheduled con
secutively subject to the timing of the respective data 
bursts on the shared data bus. Figure 11.21 illustrates 
a column-write command that follows a column-read 

time 

Bank conflict to 
same bank 

Bank Conflict to 
different ranks 

FIGURE 11.20: Consecutive write commands, bank conflict, best cases. 
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However, since fprps is typically greater than or equal
to tosp MAX(terrs, tost) may be simplified as tates:

11.2.7 Consecutive Write Requests: Bank
Conflicts

Similar to the case of the consecutive read requests
to different rows of the same bank, consecutive write

requests to different rows of the same bank mustalso
respectthe timing requirementsof fgag and typ. Addi-
tionally, column-write commands must also respect
the timing requirements of the write recovery time
twr. In the case of writc commandsto different rows
of the same bank,the write recovery time means that
the precharge cannot begin until the write recovery
time has allowed data to move from the interface of

the DRAM devices through the sense amplifiers into
the DRAM cells. Figure 11.20 shows two ofthe best-
case timing of two consecutive write requests made
to different rows in the same bank, The minimum

scheduling distance between two write commands to
different rows of the same bank is fcowp + tgursr +

Figure 11.20 also shows the case where consecutive
write requests are issued to different ranks of DRAM
devices, with the second write request resulting in a
bank conflict. In this case, the first write command

proceeds, and assuming that bank j for rank n has
previously satisfied the tgas timing requirement, the
precharge commandfor a different bank or different
rank can be issued immediately. Similar to the case
of the consecutive read requests with bank conflicts
to different banks, bank conflicts to different banks

anddifferent ranks for consecutive write requests can
also benefit from commandreordering.

11.2.8 Write Request Following Read Request:
Open Banks

Similar to consecutive read commands and

consecutive write commands, the combination of a

column-write command that immediately follows
a column-read command can be scheduled con-

secutively subject to the timing of the respective data
bursts on the shared data bus. Figure 11.21 illustrates
a column-write commandthat follows a column-read
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FIGURE 11.20: Consecutive write commands, bank conflict, best cases.
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command and shows that the internal data movement 
of the column-write command does not conflict with 
the internal data movement of the column-read com
mand. As a result, a column-write command can be 
issued into the DRAM memory system immediately 
after a column-read command as long as the timing of 
data burst returned by the DRAM device for the column
read command does not conflict with the timing of the 
data burst sent by the DRAM controller to the DRAM 
device for the column-write command. Figure 11.21 
shows that the minimum scheduling distance between 
a column-write command that follows a column-read 
command is simply tCAs + tBURST + tRTRS- tcWD· 

The minimum timing distance between a column
write command that follows a column-read command 
is different for different memory-access protocols. 
However, the minimum timing expression of tCAs + 
tBURST + tRTRS- tcwn is valid for an SDRAM memory 
system as well as various DDRx SDRAM memory 

Chapter 11 BASIC DRAM MEMORY-ACCESS PROTOCOL 445 

systems. For example, in an SDRAM memory system, 
tcwn and tRTRS are both zero, so the minimum timing 
distance between a write request that follows a read 
request in an SDRAM memory system is simply tCAs + 
tBURST· Comparatively, in a DDR SDRAM memory sys
tem, tcwn and tRTRS both require 2 beats (1 full mem
ory clock cycle), and the minimum timing distance 
between a write request that follows a read request in 
a DDR SDRAM memory system is also tCAs + tBURST· 

In both cases, the timing is the same, but arrives at the 
same equation through different means. 

11.!.9 Write Request Following Read Request 
to Different Banks, Bank Conflict, Best Case, No 
Reordering 

Figure 11.22 illustrates the case where a write 
request follows a read request to different banks. 
In the figure, the column-read command is issued 

teAS + tsuRST + tRTRS + tewo 

i ? j : Does not matter 
teAS tsURST 

FIGURE 11.21: Write command following read command to open banks. 

tcMD + tRp + tRCD 

FIGURE 11.22: Write command following read command to different banks: bank conflict, best case. 
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commandanid showsthat the internal data movement
of the column-write command does not conflict with
the internal data movementof the column-read com-

mand, As a result, a column-write command can be

issued into the DRAM memory system immediately
after a column-read commandas long as the timing of
databurstreturnedbythe DRAM device for the column-
read command does not conflict with the timing ofthe
data burst sent by the DRAM controller to the DRAM
device for the column-write command. Figure 11.21
showsthat the minimum scheduling distance between
a column-write commandthat follows a column-read

commandis simply tcas + fgurst + frrrs— tcwo:
The minimum timing distance between a column-

write commandthatfollows a column-read command

is different for different memory-access protocols.
However, the minimum timing expression of fcas +
tgursr + fares — fcwp is valid for an SDRAM memory
system as well as various DDRx SDRAM memory

systems, For example, in an SDRAM memory system,
tcwp and tgrrs are both zero, so the minimum timing
distance between a write request that follows a read
request inan SDRAM memorysystem is simply teas +
égurst- Comparatively, ina DDR SDRAM memory sys-
tem, fcwp and tprrs both require 2 beats (1 full mem-
ory clock cycle), and the minimum timing distance
between a write request that follows a read request in
a DDR SDRAM memory system is also teas + tgurst
In both cases, the timing is the same, but arrives at the
same equation through different means.

11.2.9 Write Request Following Read Request
to Different Banks, Bank Conflict, Best Case, No
Reordering

Figure 11.22 illustrates the case where a write
request follows a read request to different banks.
In the figure, the column-read commandis issued

teas + taurst + trtas + towp

  <~ town

cmdéaddr --~---—-— read Q |~—-~--~-~~----~
bank “i” of rank “m” -------[_rowxopen]
bank “j” of rank “m” ---------------- Sotee data restore

rank “m7”utilization -----—-- WOgating |------------------~ VO gating   
   

 

 

   
 
  

  
 

  
     

 

data bus ---------------~------- data burst syne_| data burst
Sai: time
i? j : Does not matter tcas tBuRST trtrs p

FIGURE 11.21: Write command following read command to open banks.
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FIGURE 11.22: Write commandfollowing read command to different banks: bank conflict, best case.
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to bank i, the column-write command is issued to 
bank j, and i is different from j. In the common case, 
the two commands can be pipelined consecutively 
with the minimum scheduling distance shown in 
Figure 11.21. However, the assumption given in Fig
ure 11.22 is that the write command is a write com
mand to a different row than the row currently held 
in bank j. As a result, the DRAM controller must first 
precharge bank j and issue a new row access com
mand to bankj before the column-write command 
can be issued. In the best-case scenario presented, 
the row accessed by the write command in bank j 
had already been restored to the DRAM cells, and 
more than tRAs time period had elapsed since the 
row was initially accessed. Figure 11.22 shows that 
under this condition, the read command and the 
write command that follows it to a different bank 
can be scheduled with the minimum scheduling 
distance of tcMD + tRP + tRCD· 

Figure 11.22 shows the case where the ordering 
between DRAM commands from different requests is 
strictly observed. In this case, the precharge command 
sent to bank j is not constrained by the column-read 
command to bank i. In a memory system with DRAM 
controllers that support command reordering and 
interleaving DRAM commands from different trans
action requests, the efficiency of the DRAM memory 
system in scheduling a write request with a bank con
flict that follows a read request can be increased in 
the same manner as illustrated for consecutive read 
requests in Figures 11.16 and 11.17. 

11.!. 10 Read Following Write to Same Rank, 
Open Banks 

Figure 11.~3 shows the case for a column-read 
command that follows a column-write command to 
open banks in the same rank of DRAM devices. The 
difference between a read command and a write 
command is that the direction of data flow within 
the selected DRAM devices is reversed with respect 
to each other. The importance in the direction of 
data flow can be observed when a read command is 
scheduled after a write command to the same rank 
of DRfu'\1 devices. Figure 11.23 shows that the dif
ference in the direction of data flow limits the mini
mum scheduling distance between the column-write 
command and the column-read command that fol
lows to the same rank of devices. Figure 11.23 shows 
that after the DRAM controller places the data onto 
the data bus, the DRAM device must make use of 
the shared 110 gating resource in the DRAM device 
to move the write data through the buffers into the 
proper columns of the selected bank. Since the 110 
gating resource is shared between all banks within 
a rank of DRAM devices, the sharing of the 110 gat
ing device means that a read command that follows 
a write command to the same rank of DRAM devices 
must wait until the write command has been com
pleted before the read command can make use of the 
shared II 0 gating resources regardless of the target or 
destination bank IDs of the respective column access 
commands. Figure 11.23 shows that the minimum 
scheduling distance between a write command and 

fcwo + feuRsr + fwrR Data restored into DRAM cells 

fcwo tauRST twrR 

FIGURE 11.23: Read following write to the same rank of DRAM devices. 
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to bank i, the column-write commandis issued to

bank j, and iis different from j. In the commoncase,
the two commands can be pipelined consecutively
with the minimum scheduling distance shown in
Figure 11.21. However, the assumption given in Fig-
ure 11,22 is that the write commandis a write com-

mand to a different row than the row currently held
in bankj. As a result, the DRAM controller mustfirst
precharge bank j and issue a new row access com-
mand to bank j before the column-write command
can be issued. In the best-case scenario presented,
the row accessed by the write commandin bank j
had already been restored to the DRAM cells, and
more than fgas time period had elapsed since the
row wasinitially accessed. Figure 11.22 shows that
under this condition, the read command and the
write command that follows it to a different bank

can be scheduled with the minimum scheduling
distance of fomD + trp + trcp-

Figure 11.22 shows the case where the ordering
between DRAM commandsfrom different requests is
strictly observed.Inthiscase, theprecharge command
sent to bank j is not constrained by the column-read
commandto banki. In a memory system with DRAM
controllers that support command reordering and
interleaving DRAM commandsfrom different trans-
action requests, the efficiency of the DRAM memory
system in scheduling a write request with a bank con-
flict that follows a read request can be increased in
the same mannerasillustrated for consecutive read

requests in Figures 11.16 and 11,17.

town + faurst + twrr 

cmd&addr ----
 

rank “m”utilization ---~----------
data bus —----~---~--~—

fewo—Egunst

---------- ++

bank “i” of rank “m”---—----—----------

bank“j” of rank “m” -----~----------

11.2.10 Read Following Write to Same Rank,
Open Banks

Figure 11.23 shows the case for a column-read
commandthat follows a column-write command to
open banksin the same rank of DRAM devices. The
difference between a read command and a write
commandis that the direction. of data flow within
the selected DRAM devicesis reversed with respect
to each other. The importance in the direction of
data flow can be observed when a read commandis

scheduled after a write command to the same rank
of DRAM devices. Figure 11.23 shows that the dif-
ference in the direction of data flow limits the mini-
mum scheduling distance between the column-write
commandand the column-read commandthatfol-

lows to the samerank of devices. Figure 11.23 shows
that after the DRAM controller places the data onto
the data bus, the DRAM device must make use of

the shared 1/O gating resource in the DRAM device
to move the write data through the buffers into the
proper columnsof the selected bank. Since the 1/O
gating resource is shared betweenall banks within
a rank of DRAM devices, the sharing of the I/O gat-
ing device meansthat a read commandthatfollows
a write commandto the same rank of DRAM devices
must wait until the write command has been com-

pleted before the read command can makeuséof the
shared I/O gating resources regardless ofthe target or
destination bank IDsof the respective column access
commands. Figure 11,23 shows that the minimum
scheduling distance between a write command and

Data restored into DRAM cells
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FIGURE 11.23: Read following write to the same rank of DRAM devices.
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a subsequent read command to the same rank of 
memory is tcwn + tBURST + tWTR· 

In order to alleviate the write-to-read turnaround 
time illustrated in Figure 11.23, some high-perfor
mance DRAM devices such as Rambus Direct RDRAM 
have been designed with write buffers so that as soon 
as data has been written into the write buffers, the II 0 
gating resource can be used by another command 
such as a column-read command. 

11.2.11 Write to Precharge Timing 
Figure 11.24 shows the subtle difference between 

a column write to column read timing and a column 
write to precharge timing. Essentially, tWTR is used to 
denote the time that is needed for the multiplexors in 
the interface of DRAM devices-the I/0 gating phase 
illustrated in Figure 11.24-to drive the data into the 
array of sense amplifiers. After tWTR time from the 
assertion of the column-write command, a column
read command is able to use the I/ 0 gating resource to 
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move data from an array of active sense amplifiers out 
of the DRAM device. The column write to precharge 
command combination differs from the column write 
to read combination in that the precharge command 
releases data stored in the sense amplifiers and pre
charges the sense amplifiers, while, as a result, a pre
charge command that follows a write command cannot 
be initiated until the write command has moved the 
data through the I/0 gating resources to the sense 
amplifiers and driven the new data values directly into 
the DRAM cells. Figures 11.23 and 11.24 illustrate that in 
DRAM devices where tWTR is separately specified from 
tWR, tWTR is typically shorter in duration than tWR. 

11.2.12 Read Following Write to Different 
Ranks, Open Banks 

Figure 11.25 shows a slightly different case for a 
column-read command that follows a column-write 
command than the case illustrated in Figure 11.23. 
The combination of a column-read command 

tcwo + teuRsT + twR 
Data restored into DRAM cells 

cmd&addr 

teuRST time 

FIGURE 11.24: Write to precharge command timing. 

cmd&addr 

time 

FIGURE 11.25: Read following write to different ranks of DRAM devices. 
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a subsequent read command to the same rank of
memory is towp + tpurst + 4wrr:

In orderto alleviate the write-to-read turnaround

time illustrated in Figure 11.23, some high-perfor-
mance DRAM devices such as Rambus Direct RDRAM

have been designed with write buffers so that as soon
as data has been written into the write buffers, the I/O

gating resource can be used by another command
such as a column-read command.

11.2.11 Write to Precharge Timing
Figure 11.24 shows the subile difference between

a column write to column read timing and a column
write to precharge timing. Essentially, Aya is used to
dénote the time that is ncededfor the multiplexors in
the interface of DRAM devices—the I/O gating phase
illustrated in Figure 11.24—to drive the data into the
array of sense amplifiers. After fyypp time from the
assertion of the column-write command, a column-
read commandis able to use the I/O gating resource to

 

move data from an array of active sense amplifiers out
of the DRAM device. The column write to precharge
command combination differs from the column write

to read combination in that the precharge command
releases data stored in the sense amplifiers and pre-
charges the sense amplifiers, while, as a result, a pre-
charge commandthat follows awrite command cannot
be initiated until the write command has moved the

data through the I/O gating resources to the sense
amplifiers and driven the new data values directly into
the DRAM cells. Figures 11.23 and 11.24 illustrate that in
DRAM devices where fwrp is separately specified from
twrtwrris typically shorter in duration than fp.

11.2.12 Read Following Write to Different
Ranks, Open Banks

Figure 11.25 showsa slightly different case for a
column-read commandthatfollows a column-write

command than the case illustrated in Figure 11.23,
The combination of a column-read command

tcwo + fsurnst + fwr
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issued after a column-write command illustrated 
in Figure 11.25 differs from the combination of 
a column-read command issued after a column
write command illustrated in Figure 11.23 in that 
the column-write command and the column-read 
command are issued to different ranks of memory. 
Since the data movements occur in different ranks 
of memory, the conflict in the directions of data 
movement inside of each rank of memory is irrele
vant. The timing constraint between the issuance of 
a read command after a write command to different 
ranks is then reduced to the data bus synchroniza
tion overhead of tRTRS> the burst duration tBURST> 

and the relative timing differences between read 
and write command latencies. The minimum time 
period between a write command and a read com
mand to different ranks of memory is thus tewn + 
tBURST + tRTRS- teAS· 

In a DDR SDRAM memory system, tewD is one 
cycle, tRTRS is on clock cycle, and the minimum 
scheduling distance between a column-write 
command and a column-read command that fol
lows it to a different rank of memory is MAX (teMD> 

tBURST - teAS -2). In contrast, in a DDR2 SDRAM 
memory system, tewn is one full cycle less than 
teAS> and if tRTRS can be minimized to one full 
cycle, tewn + tRTRS - teAs would cancel to zero, 
and the minimum scheduling distance between a 
read command that follows a write command to a 
different rank in the DDR2 SDRAM memory sys
tem is simply tBURST· 

cmd&addr 
bank "i" of rank "m" 
rank "m" utilization 
data bus 

fcwo 

11.i.13 Read Following Write to Same Bank, 
Bank Conflict 

Figure 11.26 illustrates the case where a read 
request follows a write request to different rows of the 
same bank. In the best -case scenario, the row accessed 
by the write request had already been restored to the 
DRAM cells, and more than tRAs time period had 
elapsed since the previous row was initially accessed. 
Figure 11.26 shows that under this condition, the pre
charge command cannot be issued until the data from 
the column-write command has been written into 
the DRAM cells. That is, the write recovery time tWR 

must be respected before the precharge command 
can proceed to precharge the DRAM array. Figure 
11.26 shows that the best-case minimum scheduling 
distance between a read request that follows a write 
request to different rows of the same bank is tewn + 
tBURST + tWR + tRP + tReD· 

Figure 11.26 shows the command interaction of a 
read request that follows a write request to different 
rows of the same bank on a DRAM device that does 
not have a write buffer. In DRAM devices with write 
buffers, the data for the column-write command is 
temporarily stored in the write buffer. In case a read 
request arrives after a write request to retrieve data 
from a different row of the same bank, a separate 
commit data command may have to be issued by 
the DRAM controller to the DRAM devices to force 
the write buffer to commit the data stored in the 
write buffer into the DRAM cells before the array can 
be precharged for another row access. 

time 

FIGURE 11.26: Read following write to different rows of the same bank. 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 

448 Memory Systems: Cache, DRAM,Disk 

issued after a column-writc commandillustrated

in Tigure 11.25 difters from the combination of
a column-read command issued after a column-

write command illustrated in Figure 11.23 in that
the column-write command and the column-read

commandareissued to different ranks of memory.
Since the data movements occurin different ranks

of memory, the conflict in the directions of data
movementinside of each rank of memoryisirrele-
vant. The timing constraint between the issuance of
a read commandafter awrite commandto different

ranks is then reduced to the data bus synchroniza-
tion overhead of tprps, the burst duration tgyrsp
and the relative timing differences between read
and write commandlatencies. The minimum time

period between a write command and a read com-
mandto different ranks of memory is thus fowp +
tgurst + trrrs ~ fcas-

In a DDR SDRAM memorysystem, tcwp is one
cycle, fyprs is on clock cycle, and the minimum
scheduling distance between a column-write
command and a column-read commandthatfol-

lows it to a different rank of memory is MAX (fcym,
tguRrsYT - tcas —2), In contrast, in a DDR2 SDRAM
memory system, fcwp is one full cycle less than
tcas, and if tepprs can be minimized to one full
cycle, tewp + trrrs — tcag would cancel to zero,
and the minimum scheduling distance between a
read commandthat follows a write command to a

different rank in the DDR2 SDRAM memorysys-
tem is simply tgurst.

 

11.2.13 Read Following Write to Same Bank,
Bank Conflict

Figure 11.26 illustrates the case where a read
request follows a write request to different rows of the
samebank.In the best-case scenario, the rowaccessed

by the write request had already been restored to the
DRAM cells, and more than tgas time period had
elapsed since the previous row wasinitially accessed.
Figure 11.26 showsthat underthis condition, the pre-
charge command cannotbeissued until the data from
the column-write command has been written into

the DRAM cells. Thatis, the write recovery time typ
must be respected before the precharge command
can proceed to precharge the DRAM array. Figure
11.26 showsthat the best-case minimum scheduling
distance between a read request that follows a write
requestto different rows of the same bank is towp +
‘purst + 4fwr + frp + trcp-

Figure 11.26 shows the commandinteraction of a
read request that follows a write request to different
rows of the same bank on a DRAM device that does
not have a write buffer. In DRAM devices with write

buffers, the data for the column-write commandis

temporarily stored in the write buffer. In case a read
request arrives after a write request to retrieve data
from a different row of the same bank, a separate
commit data command may have to be issued by
the DRAM controller to the DRAM devices to force
the write buffer to commit the data stored in the

write buffer into the DRAM cells before the array can
be precharged for another row access.
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FIGURE 11.26: Read following write to different rows of the same bank.

Netlist Ex 2034

Samsungv Netlist
IPR2022-00996



11.2.14 Read Following Write to Different 
Banks of Same Rank, Bank Conflict, Best Case, 
No Reordering 

Finally, Figure 11.27 illustrates the case where a 
read request follows a write request to different banks 
of the same rank of DRAM devices. However, the read 
request is sent to bank j, and a different row is active 
in bank j than the row needed by the read request. 
Figure 11.27 assumes that the tRAs timing require
ment has already been satisfied for bank j, and the 
DRAM memory system does not support DRAM 
command reordering between different memory 
transactions. Figure 11.27 shows that in this case, the 
precharge command for the read request command 
can be issued as soon as the write command is issued. 
Figure 11.27 thus shows that the minimum schedul
ing distance in this case is teMD + tRP + tReD· 

Figure 11.27 also reveals several points of note. 
One obvious point is that the DRAM command 
sequence illustrated in Figure 11.27 likely benefits 
from command reordering between different mem
ory transactions. A second, less obvious point illus
trated in Figure 11.27 is that the computed minimum 
scheduling distance depends on the relative duration 
of the various timing parameters. That is, Figure 11.27 
assumes that the precharge command can be issued 
immediately after the write command and that 
teMD + tRP + tReD is greater than tewn + tBURST + 
tWR. In case teMD + tRP + tReD is, in fact, less than 
tewn + tBURST + tWR, the use of the shared I/0 gating 
resource becomes the bottleneck, and the column
read command must wait until the write recovery 

cmd&addr 

bank "i" of rank "m" 
bank "j" of rank "m" 
rank "m" utilization 
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phase of the column-write command has completed 
before the column-read command can proceed. That 
is, the minimum scheduling distance between a write 
request and a read request to a different bank with a 
bank conflict is in fact the larger of teMD + tRP + tReD 

and tewn + tBURST + tWR. 

11.2.15 Column-Read-and-Precharge Command 
Timing 

Figure 11.13 illustrates the minimum command 
timing for a precharge command that immediately 
follows a column-read command, and the minimum 
command timing was computed as tBURST + tRTP -
teeD· Additionally, in the case where the column-read 
command is a posted column-read command, the 
additive latency parameter tAL must be added to the 
overall command timing, resulting in the minimum 
command timing for a precharge command that fol
lowsacolumn-readcommandastAL + tBuRsT+ tRTP

teeD· The column-read-and-precharge command 
would, in essence adopt the same timing specifica
tion and atomically perform an implicit precharge 
command tAL + tBURST + tRTP- teeD time after the 
column-read command is issued. However, the pre
charge component of the must still respect the row 
data restoration time tRAs from the previous row 
activation command. Consequently, modern DRAM 
devices such as DDR2 SDRAMs have additional hard
ware that internally delays the precharge component 
of the unified column-read-and-precharge com
mand to ensure that tRAs timing to the row access is 

time 

data bus ------------- '----r-----' 

FIGURE 11.27: Read following write to different banks, bank conflict, best case. 
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11.2.14 Read Following Write to Different
Banks of Same Rank, Bank Conflict, Best Case,
No Reordering

Finally, Figure 11.27 illustrates the case where a
read requestfollows a write requestto different banks
of the same rank of DRAM devices. However, the read

requestis sent to bank j, and a different row is active
in bank j than the row needed by the read request.
Figure 11.27 assumes that the fgas timing require-
ment has already beensatisfied for bank j, and the
DRAM memory system does not support DRAM
command reordering between different memory
transactions. Figure 11.27 showsthatin this case, the
precharge commandfor the read request command
can be issued as soon asthe write commandis issued.

Figure 11.27 thus showsthat the minimum schedul-
ing distance in this caseis fcyyp + trp + trcp-

Figure 11.27 also reveals several points of note.
One obvious point is that the DRAM command
sequenceillustrated in Figure 11.27 likely benefits
from command reordering between different mem-
ory transactions. A second, less obvious point illus-
trated in Figure 11.27is that the computed minimum
scheduling distance dependsontherelative duration
ofthe various timing parameters. Thatis, Figure 11.27
assumesthat the precharge command canbeissued
immediately after the write command and that
tomp + tre + tacp is greater than tcwp + tgurst +
twr. In case teygp + tap + tRcp is, in fact, less than
tcwp + tgurst + fwr,the useof the shared I/O gating
resource becomesthe bottleneck, and the column-

read command must wait until the write recovery

phaseof the column-write command has completed
before the column-read command can proceed. That
is, the minimum scheduling distance between a write
request and a read requestto a different bank with a
bankconflict is in fact the larger of toyqp + trp + facp
and fowp + égursr + fwr-

11.2.15 Column-Read-and-Precharge Command
Timing

Figure 11.13 illustrates the minimum command
timing for a precharge command that immediately
follows a column-read command, and the minimum

command timing was computed as fgyprst + ferp -
tccp- Additionally, in the case where the column-read
command is a posted column-read command, the
additive latency parameter f,;, must be addedto the
overall commandtiming, resulting in the minimum
commandtiming for a precharge commandthatfol-
lows a column-read command asta; + fgurst + farp—
tccp. The column-read-and-precharge command
would, in essence adopt the same timing specifica-
tion and atomically perform an implicit precharge
command ta, + fgurst + tarp ~ éccp timeafter the
column-read commandis issued. However, the pre-
charge component of the muststill respect the row
data restoration time fgas from the previous row
activation command. Consequently, modern DRAM
devices such as DDR2 SDRAMshaveadditional hard-

ware that internally delays the precharge component
of the unified column-read-and-precharge com-
mand to ensure that fgas timing to the row accessis

tomy + trp + trop
time
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respected before the integrated pre charge component 
of the command is engaged. Figure 11.28 illustrates 
that the minimum timing of a colurnn-read-and
precharge command that follows a row access com
mand is simply tRcD- tAL. 

11.i.16 Column-Write-and·Precharge Timing 
The timing for a column-write-and-precharge 

command that immediately follows a row access com
mand must ensure that both the column write compo
nent and the precharge component of the integrated 
column-write-and-precharge command respects the 
timing constraints imposed by the row access com
mand. Fortunately, the timing parameter tRAs has 
been defined to include a column-write command, 
and a colurnn-write-and-precharge command can be 
freely issued after a row access command without vio
lating precharge timing for the integrated precharge 
component of the command. Figure 11.29 shows the 
minimum timing required between a column-write 
command and a precharge command that follows 
it. Similar to the column-read-and-precharge com
mand, the column-write-and-precharge command 
adopts the same timing specification and atomically 
performs an implicit precharge command. 

Finally, DRAM devices are typically write-cycle 
limited, and tRAs is often defined with enough tim
ing margin for a single column-write command 
in SDRAM, and DDRx SDRAM memory systems. 
However, other memory systems and future memory 

systems may define tRAs differently, and the timing of 
a column-write-and-precharge command may have 
additional constraints in such memory systems. 

11.3 Additional Constraints 
In previous sections, the resource contention model 

is used to justify various specified minimum timing 
constraints between different DRAM command com
binations. However, additional constraints exist in 
modern DRAM memory systems and limit bandwidth 
utilization of modern DRAM memory systems. One 
such constraint is related to the power consumption 
of DRAM devices, and a second constraint is related to 
the distribution of commands and addresses to DRAM 
devices in the memory system. In the following sec
tions, these additional constraints in the operations of 
the memory system are respectively examined. 

11.3.1 Device Power Limit 
With continuing emphasis placed on memory 

system performance, DRAM manufacturers are 
pushing for ever-higher data transfer rates in each 
successive generation of DRAM devices. However, 
just as increasing operating frequencies leads to 
higher activity rates and higher power consump
tion in modern processors, increasing data rates for 
DRAM devices also increases the potential for higher 
activity rates and higher power consumption on 

tAL+ fsuRST + tRTP- fcco 

DRAM device will 
delay implicit 

recharge until 
fRAs timing is 
satisfied 

cmd & addr bus 
bank "i" utilization 

FIGURE 11.28: Row access to column-read-and-precharge command timing. 

time 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 

450 Memory Systems: Cache, DRAM,Disk 

respectedbefore the integratedprecharge component
of the commandis engaged. Figure 11.28 illustrates
that the minimum timing of a column-read-and-
precharge command that follows a row access com-
mandis simply tacp — tar.

11.2.16 Column-Write-and-Precharge Timing

The timing for a column-write-and-precharge
command that immediately follows a row access com-
mand must ensure that both the columnwrite compo-
nent and the precharge componentofthe integrated
column-write-and-precharge command respects the
timing constraints imposed by the row access com-
mand. Fortunately, the timing parameter tpg has
been defined to include a column-write command,

and a column-write-and-precharge commandcan be
freely issued after a row access commandwithoutvio-
lating precharge timing for the integrated precharge
componentof the command. Figure 11.29 shows the
minimum timing required between a column-write
command and a precharge command that follows
it. Similar to the column-read-and-precharge com-
mand, the column-write-and-precharge command
adopts the sametiming specification and atomically
performs an implicit precharge command.

Finally, DRAM devices are typically write-cycle
limited, and épas is often defined with enough tim-
ing margin for a single column-write command
in SDRAM, and DDRx SDRAM memorysystems.
However, other memory systems and future memory

tras — tat tras

systems maydefine tpas differently, and the timing of
a column-write-and-precharge command may have
additional constraints in such memory systems.

11.3 Additional Constraints

In previous sections, the resource contentionmodel
is used to justify various specified minimum timing
constraints between different DRAM command com-

binations. However, additional constraints exist in

modern DRAM memory systems and limit bandwidth
utilization of modern DRAM memorysystems. One
such constraint is related to the power consumption
of DRAM devices, and a second constraintis related to
the distribution of commands and addresses toe DRAM

devices in the memory system. In the following sec-
tions, these additional constraints in the operations of
the memory system are respectively examined.

11.3.1 Device Power Limit

With continuing emphasis placed on memory
system performance, DRAM manufacturers are
pushing for ever-higher data transfer rates in each
successive generation of DRAM devices. However,
just as increasing operating frequencies leads to
higher activity rates and higher power consump-
tion in modern processors, increasing data rates for
DRAMdevicesalso increases the potential for higher
activity rates and higher power consumption on
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recharge until
teas timing is
satisfied  

cmd & addr bus [ rw ace  lread+pre |+——|read+pre  prec | 4
 

bank “i” utilization=——-—- bankactivation  bankaccess| precharge |
 

rank “m”utilization —-— —--H He
 

data bus —----- ------- -

posted

-------{__VOgating|
 data burst

column-read command
‘BURST time
 

FIGURE 11.28: Row access to column-read-and-precharge commandtiming.

Netlist Ex 2034

Samsungv Netlist
IPR2022-00996



DRAM devices. One solution used by DRAM device 
design engineers to limit the power consumption 
of DRAM devices is to constrain the activity rate of 
DRAM devices. Constraints on the activity rate of 
DRAM devices, in turn, limit the capability of DRAM 
devices to move data and limit the performance of 
DRAM memory systems. 

In modern DRAM devices, each time a row is acti
vated, thousands of data bits are discharged, sensed, 
and then restored in parallel. As a result, the row acti
vation command is a relatively energy intensive oper
ation. Figure 11.30 shows the abstract current profile 
of a DRAM read cycle. In the figure, an active DRAM 
device draws a relatively low and constant quiescent 
current level as a result of active 1/0 buffers and DLLs. 
The DRAM device then draws additional current for 
each activity on the DRAM device. The total current 

Chapter 11 BASIC DRAM MEMORY-ACCESS PROTOCOL 451 

draw of the DRAM device is simply the summation of 
the quiescent current draw and the current draw of 
each activity on the DRAM device. The current pro
files shown in Figures 11.30 and 11.31 are described in 
terms of abstract units rather than concrete values. The 
reason that the current profiles are shown in abstract 
units in Figures 11.30 and 11.31 is that the magnitude 
of the current draw for the row activation command 
depends on the number of bits in a row that are acti
vated in parallel, and the magnitude of the current 
draw for the data burst on the data bus depends on 
the data bus width of the DRAM device. As a result, the 
current profile of each command on each respective 
device depends not only on the type of the command, 
but also on the configuration of the DRAM device. 

Modern DRAM devices contain multiple banks of 
DRAM arrays that can be pipelined to achieve high 

tAL+ tcwo + tauRST + twR 

cmd & addr bus 
bank "i" utilization 

data bus ------------------------- ---------
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FIGURE 11.29: Row access to column-write-and-precharge command timing. 
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DRAM devices. One solution used by DRAM device
design engineers to limit the power consumption
of DRAM devices is to constrain the activity rate of
DRAM devices. Constraints on the activity rate of
DRAM devices, in turn, limit the capability of DRAM
devices to move data and limit the performance of
DRAM memorysystems.

In modern DRAM devices, each time a row is acti-

vated, thousands of data bits are discharged, sensed,
and then restored in parailel. As a result, the row acti-
vation commandis a relatively energy intensive oper-
ation. Figure 11.30 shows the abstract current profile
of a DRAM readcycle. In the figure, an active DRAM
device drawsa relatively low and constant quiescent
currentlevel as a result of active I/O buffers and DLLs.
The DRAM device then draws additional current for

each activity on the DRAM device. The total current

draw of the DRAM deviceis simply the summation of
the quiescent current draw and the current draw of
each activity on the DRAM device. The current pro-
files shown in Figures 11.30 and 11.31 are described in
termsofabstract units rather than concrete values. The

reason that the current profiles are shown in abstract
units in Figures 11.30 and 11.31 is that the magnitude
of the current draw for the row activation command

depends on the numberofbits in a row thatareacti-
vated in parallel, and the magnitude of the current
draw for the data burst on the data bus depends on
the data bus width of the DRAM device. As a result, the

current profile of each command on each respective
device dependsnotonly on the type of the command,
butalso on the configuration of the DRAM device.

Modern DRAM devices contain multiple banks of
DRAM arrays that can be pipelined to achieve high
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FIGURE 11.31: Current profile of two pipelined DRAM read cycles. 

performance. Unfortunately, since the current profile 
of a DRAM device is proportional to its activity rate, 
a high-performance, highly pipelined DRAM device 
can also draw a large amount of active current. Fig
ure 11.31 shows the individual contributions to the 
current profile of two pipelined DRAM read cycles 
on the same device. The total current profile of the 
pipelined DRAM device is not shown in Figure 11.31, 
but can be computed by the summation of the qui
escent current profile and the current profiles of the 
two respective read cycles. The problem of power 
consumption for a high-performance DRAM device is 
that instead of only two pipelined read or write cycles, 
multiple read or write cycles can be pipelined, and as 
many as tRcf tBURST number of read or write cycles can 
be theoretically pipelined and in different phases in a 
single DRAM device. To limit the maximum current 
draw of a given DRAM device and avoid the addition 
of heat removal mechanisms such as head spread
ers and heat sinks, new timing parameters have been 
defined in DDR2 and DDR3 devices to limit the activ
ity rate and power consumption of DRAM devices. 

11.3.2 tRRD: Row-to-Row (Activation) Delay 
In DDR2 SDRAM devices, the timing parameter 

tRRD has been defined to specify the minimum time 
period between row activations on the same DRAM 

device. In the present context, the acronym RRD 
stands for row-to-row activation delay. The timing 
parameter tRRD is specified in terms of nanoseconds, 
and Table 11.3 shows that by specifying tRDD in terms 
of nanoseconds instead of number of cycles, a mini
mum spacing between row activation is maintained 
regardless of operating data rates. For memory sys
tems that implement the close-page row-buffer-man
agement policy, tRRD effectively limits the maximum 
sustainable bandwidth of a memory system with a 
single rank of memory. In memory systems with two 
or more ranks of memory, consecutive row activation 
commands can be directed to different ranks to avoid 
the tRRD constraint. 

Table 11.3 shows tRRD for different configurations 
of a 1-Gbit DDR2 SDRAM device from Micron. The 
1-Gbit DDR2 SDRAM device with the 16-bit-wide 
data bus is internally arranged as 8 banks of 8192 
rows per bank and 16384 bits per row. Comparatively, 
the 512-Mbit X4 and 256-Mbit X8 configurations of 
the 1-Gbit DDR2 SDRAM device are arranged inter
nally as 8 banks of 16384 rows per bank and 8192 
bits per row. Table 11.3 thus demonstrates that with 
larger row size, each row activation on the 128-Mbit 
X16, 1-Gbit DDR2 SDRAM device draws more cur
rentthan a row activation on the 256-Mbit X8 or 512-
Mbit X4, 1-Gbit DDR2 SDRAM devices. As a result, 
row activations in the 128-Mbit X16, 1-Gbit DDR2 
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FIGURE 11.31: Current profile of two pipelined DRAM read cycles.

performance. Unfortunately, since the current profile
of a DRAM device is proportional to its activity rate,
a high-performance, highly pipelined DRAM device
can also draw a large amountof active current. Fig-
ure 11.31 shows the individual contributions to the

current profile of two pipelined DRAM read cycles
on the same device. The total current profile of the
pipelined DRAM device is not shown in Figure 11.31,
but can be computed by the summation of the qui-
escent current profile and the current profiles of the
two respective read cycles. The problem of power
consumption for a high-performance DRAM deviceis
that instead of only two pipelined read or write cycles,
multiple read or write cycles can be pipelined, and as
many as fac/tguRst number ofread or write cycles can
be theoretically pipelined andin different phases in a
single DRAM device. To limit the maximum current
draw of a given DRAM device and avoid the addition
of heat removal mechanisms such as head spread-
ers and heat sinks, new timing parameters have been
defined in DDR2 and DDR3 devicesto limit the activ-

ity rate and power consumption of DRAM devices.

11.3.2  frrp: Row-to-Row (Activation) Delay
In DDR2 SDRAM devices, the timing parameter

trrp has been defined to specify the minimumtime
period between row activations on the same DRAM

device. In the present context, the acronym RRD
stands for row-to-row activation delay. The timing
parameter fppp is specified in terms of nanoseconds,
and Table 11.3 showsthat by specifying tgpp in terms
of nanosecondsinstead of numberof cycles, a mini-
mum spacing between row activation is maintained
regardiess of operating data rates. For memory sys-
tems that implementthe close-page row-buffer-man-
agementpolicy, tprn effectively limits the maximum
sustainable bandwidth of a memory system with a
single rank of memory. In memory systems with two
or more ranks of memory, consecutive row activation
commands can be directed to different ranks to avoid

the fprn constraint.
Table 11.3 shows tprp for different configurations

of a 1-Gbit DDR2 SDRAM device from Micron. The
1-Gbit DDR2 SDRAM device with the 16-bit-wide

data bus is internally arranged as 8 banks of 8192
rowsperbank and 16384 bits per row. Comparatively,
the 512-Mbit x4 and 256-Mbit x8 configurations of
the 1-Gbit DDR2 SDRAM device are arranged inter-
nally as 8 banks of 16384 rows per bank and 8192
bits per row. Table 11.3 thus demonstrates that with
larger row size, each row activation on the 128-Mbit
X16, 1-Gbit DDR2 SDRAM device draws more cur-
rent than a row activation on the 256-Mbit <8 or 512-

Mbit x4, 1-Gbit DDR2 SDRAM devices. As a result,
row activations in the 128-Mbit x16, 1-Gbit DDR2
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TABLE 11.3 tRRD and tFAW for a 1-Gbit DDR2 SDRAM device 

Data bus width 4 

Number of banks 8 

Number of rows 16384 

Number of columns 2048 

Row size (bits) 8192 

tRRD (ns) 7.5 

tFAW (ns) 37.5 

SDRAM device must be spaced farther apart in time, 
as specified in Table 11.3. 

11.3.3 tFAw: Four-Bank Activation Window 
The . topic of DRAM device configuration was 

covered in some detail in a previous chapter. The 
coverage provided was lacking discussions in regard 
to the reasoning behind the trade-offs of bank count, 
row count, and row size. That is, the difficulties of 
determining the optimal bank count, row count, and 
column count (row size) were not discussed. How
ever, with the description of tRRD and tFAW> the discus
sion can now proceed with some context. Basically, as 
DRAM devices grow in density, DRAM device con
figuration becomes a tug of war between some rather 
unpalatable choices. DRAM device manufacturers 
are reluctant to increase the number of banks, since 
bank control logic overhead increases die size. How
ever, larger rows increase the current draw of the row 
activation command, necessitating longer tRRD and 
tFAW parameter specifications. Increasing the number 
of rows per banlc means that there are more cells on a 
given bitline, contributing possibly to longer tRcD and 
tRAs parameters, not to mention that with more rows, 
more row refresh requests are needed per unit time. 

To manage the ever-increasing capacity of DRAM 
devices, 1-Gbit and larger DDR2 SDRAM devices 
have been designed with 8 banks of DRAM arrays. 
However, the larger number of banks means that 

8 16 
8 8 

16384 8192 
1024 1024 
8192 16384 

7.5 10 

37.5 50 

a 1-Gbit DDR2 SDRAM device can have more than 
4 banks of DRAM arrays that are activated in rapid 
succession, and the current draw of the 8-bank 
device can exceed the current draw of a comparable 
device with only 4 banks of DRAM arrays. To limit the 
increase in current draw in the larger DDR2 SDRAM 
devices, the timing parameter tFAW has been defined 
to specify a rolling time-frame in which a maximum 
of four row activations on the same DRAM device can 
be engaged concurrently. The acronym FAW stands 
for Four-bank Activation Window. Figure 11.32 
shows a sequence of row activation requests to dif
ferent banks on the same DDR2 SDRAM device that 
respects both tRRD as well as tFAW Figure 11.32 shows 
that the row activation requests are spaced at least 
tRRD apart from each other and that the fifth row 
activation to a different bank is deferred until at 
least tFAW time period has passed since the first row 
activation was initiated. For memory systems that 
implement the close-page row-buffer-management 
policy, tFAW places great constraints on the maxi
mum sustainable bandwidth of a memory system 
with a single rank of memory regardless of operating 
data rates. Finally, the timing parameters tRRD and 
tFAW have been defined for DDR2 SDRAM devices, 
and these timing parameters will carry over to DDR3 
and future DDRx devices. Furthermore, these timing 
parameters are expected to increase in importance 
as future DRAM devices are introduced with even 
larger row sizes. 
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TaBLe 11.3 tarp and fray for a 1-Gbit DDR2 SDRAMdevice

DeviceConfiguration
Data bus width
‘Numberof banks —

Number of rows —
Numberof columns

Rowsize (bits)
tarp (Ns)

fray(NS)

 
  

SDRAM device must be spaced farther apart in time,
as specified in Table 11.3.

11.3.3 fray: Four-Bank Activation Window
The topic of DRAM device configuration was

covered in some detail in a previous chapter. The
coverage provided waslacking discussions in regard
to the reasoning behind the trade-offs ofbank count,
row count, and row size. That is, the difficulties of

determining the optimal bank count, row count, and
column count (row size) were not discussed. How-

ever, with the descriptionoffgpp and tay, the discus-
sion can now proceed with somecontext. Basically, as
DRAM devices grow in density, DRAM device con-
figuration becomes a tug of war between somerather
unpalatable choices. DRAM device manufacturers
are reluctant to increase the numberof banks, since

bank control logic overhead increases die size. How-
ever, larger rows increase the current draw of the row
activation command,necessitating longer typ» and
teaw parameterspecifications. Increasing the number
of rows per bank meansthat there are morecells on a
givenbitline, contributing possibly to longer tgcp and
tras parameters, not to mention that with more rows,
more row refresh requests are neededperunit time.

To manage the ever-increasing capacity of DRAM
devices, 1-Gbit and larger DDR2 SDRAM devices
have been designed with 8 banks of DRAM arrays.
However, the larger number of banks means that

a 1-Gbit DDR2 SDRAM device can have more than

4 banks of DRAM arrays that are activated in rapid
succession, and the current draw of the 8-bank

device can exceed the current draw of a comparable
device with only 4 banks of DRAM arrays. To limit the
increase in current draw in the larger DDR2 SDRAM
devices, the timing parameter fpay has been defined
to specify a rolling time-frame in which a maximum
offour row activations on the same DRAM device can

be engaged concurrently. The acronym FAW stands
for Four-bank Activation Window. Figure 11.32
showsa sequence of row activation requests to dif-
ferent banks on the same DDR2 SDRAM device that

respects both fgpp as well as fpayw. Figure 11.32 shows
that the row activation requests are spaced at least
tarp apart from each other and that the fifth row
activation to a different bank is deferred until at

least fpayw time period has passedsince thefirst row
activation was initiated. For memorysystems that
implement the close-page row-buffer-management
policy, tuaw places great constraints on the maxi-
mum sustainable bandwidth of a memory system
with a single rank of memoryregardless of operating
data rates. Finally, the timing parameters faap and
traw have been defined for DDR2 SDRAM devices,
and these timing parameterswill carry over to DDR3
and future DDRx devices. Furthermore,these timing

parameters are expected to increase in importance
as future DRAM devices are introduced with even

larger row sizes.
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FIGURE 11.32: Maximum of four row activations in any tFAW time frame. 

11.3.4 2T Command Timing in Unbuffered 
Memory Systems 

In high data rate, unbuffered memory systems, the 
address and command must be distributed to a large 
number of DRAM devices with the constraint of lim
ited cycle times. To ensure functional correctness in 
the delivery of addresses and commands to the large 
number of DRAM devices in the memory system, the 
memory controller may be designed to hold the address 
and command for two full clock cycles. In this mode of 
operation, the memory controller is described as hav
ing 2T command timing. The net effect is that the com
mand and address bandwidth of the memory system 
is reduced by one-half in these memory systems. 

Figure 11.33 shows two memory systems populated 
with 4 ranks of DRAM devices. The memory system 
on the left has a single set of address and command 
busses connected to all four ranlcs of memory in the 
system. In contrast, the memory system on the right 
has two sets of address and command busses, with 
one set of busses devoted to each half of the memory 
system. Figure 11.33 shows that as a consequence of 
the number of loads on the address and command 
busses on the single set of address and command 
busses, the memory system on the left may be forced 

to use 2T command timing, while the memory sys
tem on the right may be able to retain the use of 1 T 
command timing. 

11.4 Command Timing Summary 
In previous sections, the minimum timing between 

different combinations of DRAM commands was 
examined in detail. Table 11.4 summarizes the 
minimum timing equations for basic DRAM com
mand interactions between the row access, column 
read, column write, column-read-and-precharge, 
column-write-and-precharge, precharge, and refresh 
commands. Table 11.4 is organized by each DRAM 
command, the possible commands that can precede 
each command, and the respective minimum timing 
constraints that must be met in between each com
mand combination before the second command can 
be issued. 

11.5 Summary 
In this chapter, a basic DRAM -access protocol is 

described in detail. The basic DRAM -access protocol 
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FIGURE 11.32: Maximum of four row activations in any fay time frame.

11.3.4 2T CommandTimingin Unbuffered
MemorySystems

In high data rate, unbuffered memory systems, the
address and command mustbe distributed to a large
number of DRAM devices with the constraint of lim-

ited cycle times, To ensure functional correctness in
the delivery of addresses and commandsto the large
number of DRAM devices in the memory system, the
memorycontrollermaybe designed ta hold the address
and commandfor twofull clock cycles. In this mode of
operation, the memory controller is described as hav-
ing 2T commandtiming.Theneteffect is that the com-
mand and address bandwidth of the memory system
is reduced by one-half in these memory systems.

Figure 11.33 shows two memorysystemspopulated
with 4 ranks of DRAM devices. The memory system
on the left has a single set of address and command
busses connected toall four ranks of memory in the
system. In contrast, the memory system on the right
has twosets of address and commandbusses, with

one set of busses devoted to each half of the memory
system. Figure 11.33 showsthat as a consequenceof
the numberof loads on the address and command

busses on the single set of address and command
busses, the memory systemonthe left may be forced

to use 2T command timing, while the memory sys-
tem on the right may be able to retain the use of 1T
command timing.

11.4 Command Timing Summary
In previous sections, the minimum timingbetween

different combinations of DRAM commands was
examined in detail. Table 11.4 summarizes the

minimum timing equations for basic DRAM com-
mand interactions between the row access, column

read, column write, column-read-and-precharge,
column-write-and-precharge, precharge, and refresh
commands. Table 11.4 is organized by each DRAM
command, the possible commands that can precede
each command, and the respective minimum timing
constraints that must be met in between each com-
mand combination before the second command can
be issued.

1.5 Summary
In this chapter, a basic DRAM-access protocolis

described in detail. The basic DRAM-access protocol
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FIGURE 11.33: Unbuffered memory systems with 4 ranks of DRAM devices with one set of address and command busses and 
two sets of address and command busses. 

is illustrated through the use of a resource utilization 
model. That is, two DRAM commands can be pipe
lined consecutively if they do not require the use of 
a shared resource at the same instance in time. The 
basic resource usage model is then qualified by stat
ing that additional constraints such as power con
sumption limitation can further limit the issue rate of 
DRAM commands. 

One popular question that is often asked, but not 
addressed by the description of the generic DRAM
access protocol, is in regard to what happens if the 
timing parameters are not fully respected. For exam
ple, what happens when a precharge command is 
issued before the tRAs data restoration timing para
meter has been fully satisfied? Does the DRAM device 
contain enough intelligence to delay the precharge 
command until tRAs has been satisfied? 

The answer to questions such as these is that, 
in general, DRAM devices contain very little intel
ligence in terms of logic circuitry to ensure func
tional correctness. The DRAM device manufacturers 
provide data sheets to specify the minimum tim
ing constraints for individual DRAM commands. To 
ensure that the DRAM devices operate correctly, the 
DRAM controller must respect the minimum and 
maximum timing parameters as defined in the data 
sheet. In the specific case of a precharge command 
issued to a DRAM device before tRAs has been sat
isfied, the DRAM device may still operate correctly, 
since the DRAM cell may have already been largely 
restored by the time the precharge command was 
engaged. The issue of early command issuance is 
thus analogous to that of the practice of processor 
overclocking. That is, a processor manufacturer can 
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FIGURE 11.33: Unbuffered memory systems with 4 ranks of DRAM devices with one set of address and command busses and
twosets of address and command busses.

is illustrated through the use of a resource utilization
miodel. That is, two DRAM commandscanbe pipe-
lined consecutively if they do not require the use of
a shared resource at the same instance in time. The

basic resource usage modelis then qualified by stat-
ing that additional constraints such as power con-
sumption limitation can further limit the issuerate of
DRAM commands.

One popular question that is often asked, but not
addressed by the description of the generic DRAM-
access protocol, is in regard to what happensif the
timing parameters are not fully respected. For exam-
ple, what happens when a precharge commandis
issued before the fas data restoration timing para-
meter has beenfully satisfied? Does the DRAM device
contain enough intelligence to delay the precharge
command until tpas has been satisfied?

The answer to questions such as these is that,
in general, DRAM devices contain very little intel-
ligence in terms of logic circuitry to ensure func-
tional correctness, The DRAM device manufacturers

provide data sheets to specify the minimum tim-
ing constraints for individual DRAM commands. To
ensure that the DRAM devices operate correctly, the
DRAM controller must respect the minimum and
maximum timing parameters as defined in the data
sheet. In the specific case of a precharge command
issued to a DRAM device before tpas has beensat-
isfied, the DRAM. device maystill operate correctly,
since the DRAM cell may have already been largely
restored by the time the precharge command was
engaged. The issuc of early command issuance is
thus analogous to that of the practice of processor
overclocking. That is, a processor manufacturer can
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TABLE 11.4 Summary of minimum DRAM command timing equations 
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tRe Figure 11.8 

fRRD Figure 11.32 

tRP Figure 11.6 

tRFe Figure 11.7 

fReD- tAL Figure 11.11 

MAX(tsuRsr. teeD) Figure 11.12 

tauRST + tRTRS Figure 11.18 

tewD + tauRsr + twm Figure 11.23 

tewD + tauRsr + tRTRS - teAs Figure 11.25 

Figure 11.11 

teAs + tauRsr + tRrRs tewD Figure 11.21 

MAX(tauRST• teeD) 

tauRsT + tosr 

tRAS 

tAL + tBURST + tRTP - teeD 

tAL + tewD + tauRsr + twR 

Figure 11.19 

Figure 11.21 

Figure 11.8 

Figure 11.13 

Figure 11.24 

Figure 11.7 

Figure 11.6 

Plus tFAW for 5th RAS to same rank 

tAL = 0 without posted-CAS 
command 

fsuRsT is burst of prev. CAS to 
same rank 

tauRsT is burst of prev. CAS to 
diff rank 

tauRsris burst of prev. CASW to 
same rank 

fsuRsT is burst of prev. CASW to 
diff rank 

tauRsT is burst of prev. CAS to 
any rank 

fsuRsT is burst of prev. CASW to 
same rank 

tauRsT is burst of prev. CASW to 
diff. rank 

fauRsT is burst of prev. CAS to 
same rank 

tauRST is burst of prev. CASW to 
same rank 

A = row Access; R = column Read; W = column Write; P = Precharge; F = refresh; s = same; d = different; a = any. 

specify that a processor will operate correctly within 
a given frequency and supply voltage range. An end
user may increase the supply voltage and operating 
frequency of the processor in hopes of obtaining bet
ter performance from the processor. In such a case, 
the processor may well operate correctly. However, 
the parameters of operation are then outside of the 
bounds specified by the processor manufacturer, and 

the correctness of operation is no longer guaranteed 
by the processor manufacturer. Similarly, in the case 
where a DRAM command is issued at a timing that 
is more aggressive than that specified by the DRAM 
device data sheet, the DRAM device may still oper
ate correctly, but the correctness of operation is no 
longer guaranteed by the DRAM device or module 
manufacturer. 
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TasLe 11.4 Summary of minimum DRAM command timing equations
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A = row Access; R = column Read; W = column Write; P = Precharge; F =

specify that a processor will operate correctly within
a given frequency and supply voltage range. An end-
user may increase the supply voltage and operating
frequency of the processor in hopesofobtaining bet-
ter performance from the processor. In such a case,
the processor may well operate correctly. However,
the parameters of operation are then outside of the
boundsspecified by the processor manufacturer, and

reFresh; s = same; d = different; a = any.

the correctness of operation is no longer guaranteed
by the processor manufacturer. Similarly, in the case
where a DRAM commandis issued at a timing that
is more aggressive than that specified by the DRAM
device data sheet, the DRAM device maystill oper-
ate correctly, but the correctness of operation is no
longer guaranteed by the DRAM device or module
manufacturer.
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Evolutionary 

Developments of DRAM 

Device Architecture 

ThefirstDynamicRandom-AccessMemory(DRAM) 
device, based on the operation of Field Effect Transis
tors (FET), was invented by Robert Dennard ofiBM in 
1966. Then in 1970, Intel Corp. produced the first com
mercial DRAM device, the 1103. In the decades since 
the introduction of Intel's 1103 DRAM device, DRAM 
device architecture has undergone continuous and 
gradual evolution. However, up until the mid-1990s, 
the evolutionary path of DRAM device architecture 
had been dominated by a single path devoted to high
capacity, low-cost commodity devices. 

In recent years, the differing requirements placed 
on modern DRAM memory systems have strained 
the evolutionary development of modern DRAM 
devices. Consequently, the largely monolithic path 
of DRAM device architecture evolution has fractured 
into multiple evolutionary paths in recent years to 
respectively satisfy the varying system requirements 
of low cost, high bandwidth, low latency, and low 
power. 

In previous chapters, basic structures of DRAM 
devices, common system configurations, abstract 
timing parameters, and abstract access protocols 
were described in detail. These chapters provide the 
foundation that enables the discussion in the ratio
nale and capability of different DRAM devices. This 
chapter is devoted to the description and architec
tural evolution of different families of stand-alone 
DRAM devices. 

1i.1 DRAM Device Families 
In the decades since the invention of the basic 

charge-storage DRAM circuit and the introduc
tion of the first DRAM device, a· myriad of DRAM 
devices, each with slightly different device architec
tures, has been developed to meet specific system 
requirements of low cost, low latency, high band
width, low power, or a reasonable combination 
thereof. In this chapter, the role of different DRAM 
devices is examined in context by classifying the 
different paths of the DRAM family tree illustrated 
in Figure 12.1. 

12.1.1 Cost (Capacity), Latency, Bandwidth, 
and Power 

The utility and cost effectiveness of commodity 
DRAM devices have allowed them to proliferate and 
become critical design components in large variet
ies of computer systems and computing devices. 
However, the specific requirements of different com
puter systems and computing devices have, in turn, 
forced DRAM device architectures to evolve and 
meet the wide spectrum of system requirements. 
Consequently, large numbers of DRAM devices that 
vary widely in their respective architecture, feature 
set, and performance characteristics now exist and 
occupy different market niches. To begin the difficult 
task of describing and comparing different DRAM 
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Evolutionary
Developments of DRAM

Device Architecture

ThefirstDynamicRandom-AccessMemory (DRAM)
device, based on the operation of Field Effect Transis-
tors (FET), was invented by Robert Dennard ofIBM in
1966. Then in 1970, Intel Corp. producedthefirst com-
mercial DRAM device, the 1103. In the decades since
the introduction of Intel’s 1103 DRAM device, DRAM

device architecture has undergone continuous and
gradual evolution. However, up until the mid-1990s,
the evolutionary path of DRAM device architecture
had been dominatedby a single path devoted to high-
capacity, low-cost commodity devices.

In recent years, the differing requirements placed
on modern DRAM memory systems have strained
the evolutionary development of modern DRAM
devices. Consequently, the largely monolithic path
of DRAM device architecture evolution has fractured

into multiple evolutionary paths in recent years to
respectively satisfy the varying system requirements
of low cost, high bandwidth, low latency, and low
power.

In previous chapters, basic structures of DRAM
devices, common system configurations, abstract
timing parameters, and abstract access protocols
were described in detail. These chapters provide the
foundation that enables the discussion in the ratio-

nale and capability of different DRAM devices. This
chapter is devoted to the description and architec-
tural evolution of different families of stand-alone
DRAM devices.

12.1 DRAM Device Families
In the decades since the invention of the basic

charge-storage DRAM circuit and the introduc-
tion of the first DRAM device, a myriad of DRAM
devices, eachwith slightly different device architec-
tures, has been developed to meet specific system
requirements of low cost, low latency, high band-
width, low power, or a reasonable combination
thereof. In this chapter, the role of different DRAM
devices is examined in context by classifying the
different paths of the DRAM family tree illustrated
in Figure 12.1.

12.1.1 Cost (Capacity), Latency, Bandwidth,
and Power

The utility and cost effectiveness of commodity
DRAM devices have allowed them to proliferate and
becomecritical design components in large variet-
ies of computer systems and computing devices.
However, the specific requirementsof different com-
puter systems and computing devices have, in turn,
forced DRAM device architectures to evolve and

meet the wide spectrum of system requirements.
Consequently, large numbers of DRAM devices that
vary widely in their respective architecture, feature
set, and performance characteristics now exist and
occupy different market niches. To begin thedifficult
task of describing and comparing different DRAM
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Historical-Commodity 

FIGURE 12.1: A broad classification of the DRAM family tree. 

devices and different device architectures, four sim
ple metrics are used in this chapter to broadly evalu
ate all DRAM devices and classify them into one of 
the four general paths ofthe family of DRAM devices 
described in this section. The four metrics are cost 
(capacity), latency, bandwidth, and power. 

As described previously, different DRAM devices 
have been designed and manufactured to target low 
cost, low latency, high bandwidth, low power, or a 
reasonable compromise thereof. However, the single 
overriding consideration that has greatly impacted 
and constrained the evolutionary developments of 
DRAM device architectures is the issue of cost. In the 
general sense, cost-focused DRAM devices strive for 
the lowest cost per bit, and in this chapter, the focus 
on the lowest cost per bit is equated to the focus on 
capacity. In the decades since the invention of the 
DRAM circuit, the vast majority of DRAM devices 
manufactured and sold are commodity DRAM devices 
focused on cost, and these DRAM devices are classi
fied in this chapter as belonging in the Commodity 
path of the DRAM device family tree. The classifica
tion of the DRAM family tree in this chapter follows 
the evolutionary family tree illustrated in Figure 12.1. 
Figure 12.1 separates and classifies the myriad of 
DRAM devices into four evolutionary paths in the 
DRAM family tree: the Commodity path, the Low
Latency path, the High-Bandwidth path, and the 
Low-Power path. To facilitate the examination of 
the numerous DRA.\1 devices in the Commodity 

High Performance 

Low Power 

path, the Commodity path is further separated into 
Historical-Commodity and Modern-Commodity sub
paths. Alternatively, DRAM devices that focus on pro
viding fast random accesses are classified as belonging 
to the Low-Latency path of the DRAM device fam
ily tree. DRAM devices that focus on delivering the 
highest bandwidth are classified as belonging to the 
High-Bandwidth path. Finally, the near-commodity 
Graphics-Oriented GDDR devices and Alternative 
DRAM devices that had appeared along the way in the 
evolution of the DRAM family tree-yet do not read
ily belong in the primary paths of the DRAM family 
tree-are also examined in Sections 12.5 and 12.6. 

1i.i Historical-Commodity DRAM 
Devices 

As stated previously, the overriding factor that has 
driven and continues to drive the development of 
DRAM devices is the cost per storage bit. As a conse
quence of the singular focus on cost, nearly all legacy 
DRAM devices that existed prior to the emergence of 
Synchronous DRAM (SDRAM) devices are classified in 
this chapter as belonging in the Historical-Commodity 
path of the DRAM family tree. Specifically, the com
modity DRAM device evolved from asynchronous to 
fast page mode (PPM) to extended data-out (EDO) 
to burst-mode EDO (BEDO) and then finally into 
synchronous (SDRAM). In this chapter, SDRAM and 
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FIGURE 12,1: A broad classification of the DRAM familytree.

devices and different device architectures, four sim-

ple metrics are used in this chapter to broadly evalu-
ate all DRAM devices and classify them into one of
the four general paths of the family of DRAM devices
described in this section. The four metrics are cost

(capacity), latency, bandwidth, and power.
As described previously, different DRAM devices

have been designed and manufactured to target low
cost, low latency, high bandwidth, low power, or a
reasonable compromise thereof. However, the single
overriding consideration that has greatly impacted
and constrained the evolutionary developments of
DRAM device architectures is the issueofcost. In the

general sense, cost-focused DRAM devicesstrive for
the lowest cost per bit, and in this chapter, the focus
on the lowest cost per bit is equated to the focus on
capacity. In the decades since the invention of the
DRAM circuit, the vast majority of DRAM devices
manufactured and sold arc commodity DRAM devices
focused on cost, and these DRAM devicesare classi-

fied in this chapter as belonging in the Commodity
path of the DRAM device family tree. The classifica-
tion of the DRAM family tree in this chapter follows
the evolutionary family tree illustrated in Figure 12.1.
Figure 12,1 separates and classifies the myriad of
DRAM devices into four evolutionary paths in the
DRAM family tree: the Commodity path, the Low-
Latency path, the Iligh-Bandwidth path, and the
Low-Power path. To facilitate the examination of
the numerous DRAM devices .in the Commodity

path, the Commodity path is further separated into
Historical-Commodity and Modern-Commodity sub-
paths, Alternatively, DRAM devicesthat focus on pro-
viding fast random accessesare classified as belonging
to the Low-Latency path of the DRAM device fam-
ily tree. DRAM devices that focus on delivering the
highest bandwidth are classified as belonging to the
High-Bandwidth path. Finally, the near-commodity
Graphics-Oriented GDDR devices and Alternative
DRAM devicesthat had appeared along the wayin the
evolution of the DRAM family tree—yct do not read-
ily belong in the primary paths of the DRAM family
tree—are also examinedin Sections 12.5 and 12.6.

12.2 Historical-Commodity DRAM
Devices

As stated previously, the overriding factor that has
driven and continues to drive the developmentof
DRAMdevicesis the cost per storage bit. As a conse-
quenceofthe singular focus oncost, nearly all legacy
DRAM devices that existed prior to the emergence of
Synchronous DRAM (SDRAM)devicesare classified in
this chapter as belonging in theHistorical-Commodity
path of the DRAM farnily tree. Specifically, the com-
modity DRAM device evolved from asynchronous to
fast page mode (FPM) to extended data-out (EDO)
to burst-mode EDO (BEDO) and thenfinally into
synchronous (SDRAM). In this chapter, SDRAM and
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Chapter 12 EVOLUTIONARY DEVELOPMENTS OF DRAM DEVICE ARCHITECTURE 459 

its direct descendants such as DDR SDRAM, DDR2 
SDRAM, and DDR3 SDRAM devices are classified 
as belonging in the Modern-Commodity path of the 
DRAM family tree, and these devices are examined in 
Section 12.3. 

In this section, DRAM devices that belong to the 
Historical-Commodity path of the DRAM family tree 
are selectively examined, and the selected devices are 
the Intel1103 DRAM device, the asynchronous DRAM 
device, the FPM DRAM device, the EDO DRAM device, 
and the BEDO DRAM device. These selectively exam
ined devices represent important milestones in the 
evolutionary path of historical-commodity DRAM 
devices. However, a large number of different DRAM 
devices were produced by various DRAM manufac
turers in the time period between the appearance 
of Intel's 1103 DRAM device and the BEDO DRAM 
device. Consequently, it is important to note that 
while the DRAM devices selectively examined in this 
section illustrate well the gradual evolution of com
modity DRAM devices from the early 1970s to the late 
1990s, the few illustrated devices do not represent all 
of the DRAM devices and evolutionary attempts in 
that time period. 

In the evolution of DRAM device architecture from 
Intel's 1103 DRAM device to the BEDO DRAM device, 
the changes to the DRAM device have largely been 
structural in nature and relatively minor in terms of 
implementation cost; yet device functionality and 
throughput have increased significantly in each suc
cessive generation of DRAM devices. In the following 
section, the general description of the Historical
Commodity path of the DRAM family tree begins with 
a cursory examination of Intel's 1103 DRAM device. 

12.2.1 The lntel1103 
The first commercially successful DRAM device, 

the 1103, was introduced by Intel in 1971. Due to its 
relatively low cost, the 1103 gained wide acceptance 
and rapidly replaced magnetic core memory in many 
different applications. Figure 12.3 shows the package 
pin configuration of the 1103, and it shows that this 
device was packaged in a low-cost, 18-pin, plastic 
dual in -line package. The 1103 had a row cycle time of 
580 ns and a random access time of 300 ns. The 1103 

also had a data retention time that was guaranteed to 
be longer than 2 ms; as long as each cell was refreshed 
at least once every 2 ms, data integrity was guaran
teed. Differing from DRAM devices that followed it in 
subsequent years, the 1103 also had some interesting 
features such as unidirectional data input and output. 
The unidirectional input and output gave the early 
DRAM devices such as the 1103 (up to FPM devices) 
an interesting capability-an atomic read-modify
write cycle. That is, as the DRAM device drives data 
out of the output, the memory controller can hold 
the address on the address bus. Then, the controller 
can read, process, and immediately write data back 
through the input to the same address-something 
not practical in later DRAM devices with bidirec
tional data busses. Also, the 1103 used dedicated pins 
for row and column addresses, while later devices 
typically multiplexed row and column addresses over 
a single set of address pins. Moreover, the 1103 was a 
rudimentary device in terms of power supply require
ments. Unlike the more modern DRAM devices, the 
1103 required separate power supplies to properly 
bias the transistors. Finally, one feature that differen
tiated the 1103 from later DRAM devices was that it 
utilized the 3 transistor, 1 capacitor (3TlC) structure 
as the basic storage cell. Due to the 3T1C cell struc
ture in the 1103 illustrated in Figure 12.2, data read
out from the 1103 is nondestructive. Consequently, 
data does not need to be restored into the DRAM cell 
immediately after it is read out. 

In comparison to the myriad of DRAM devices 
that followed it, Intel's 1103 DRAM device was a 

READ 
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FIGURE 12.2: One (3T1 C) bit cell of Intel's 1103 DRAM device. 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
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18 pin plastic 
Dual In-Line package 

FIGURE 12.3: Pin configuration of Intel's 1103 DRAM device. 
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FIGURE 12.4: Structural block diagram of an 1103 memory system, consisting of 9 1103 devices. 

rudimentary device that contained little more than 
address decoders and an array of 1024 DRAM cells. 
Common structures that were found in later devices, 
such as integrated address latches and sense ampli
fiers, were not present in the 1103. Consequently, a 

1 Memory system block diagram taken from 1103 data sheet. 

memory system that utilized the 1103 required more 
external circuitry than later devices. Figure 12.4 
illustrates the structural block diagram of a memory 
system that utilizes the 1103.1 The figure shows that 
several important external circuits are needed to 
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FIGURE 12.4: Structural block diagram of an 1103 memory system,consisting of 9 1103 devices.

rudimentary device that containedlittle more than
address decoders and an array of 1024 DRAM cells.
Commonstructures that were foundin later devices,

such as integrated address latches and sense ampli-
fiers, were not present in the 1103. Consequently, a 

‘Memory system block diagram taken from 1103 data sheet.

memory system that utilized the 1103 required more
external circuitry than later devices. Figure 12.4
illustrates the structural block diagram of a memory
system that utilizes the 1103.! The figure showsthat
several important external circuits are needed to
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Chapter 12 EVOLUTIONARY DEVELOPMENTS OF DRAM DEVICE ARCHITECTURE 461 

create a memory system based on the 1103. First, 
external voltage level shifters were needed to inter
face TTL devices to the MOS signal levels of the 1103. 
Second, the 1103 memory system required a signifi
cant amount of external logic to perform a simple 
read or write. Finally, the memory system used exter
nal sense amplifiers to resolve the stored data value 
from an 1103 DRAM device. 

12.2.2 Asynchronous DRAM Devices 
In the 1970s, subsequent to the introduction of 

Intel's 1103 DRAM device, many other DRAM devices 
were produced by Intel and other DRAM manufac
turers. These DRAM devices were not standardized, 
and each DRAM device was unique in some way, con
taining subtle improvements from the previous gen
eration of DRAM devices. For example, subsequent to 
the 1103, Intel introduced the 2104 DRAM device that 
multiplexed the row address and the column address 
over the same address bus, the 2116 DRAM device 
that was Intel's first 16-kbit DRAM device, and the 
2118 DRAM device that was the first DRAM device to 
use a single 5-V power supply. 

Other early DRAMs were sometimes clocked, where 
the DRAM commands were driven by a periodic clock 
signal. However, by the mid-1970s, DRAM device 
interfaces moved away from the clock-driven inter
face and moved to an Asynchronous command-data 
timing interface. These Asynchronous DRAM devices, 

RAS 

CAS 

ADDR row 

Q 

(data out) row 
activation 

teAS 

access CAS data 
hold time 

like the clocked versions before them, require that 
every single access go through separate row activation 
and column access steps. Even if the microprocessor 
wants to request data contained in the same row that 
it previously requested, the entire row activation and 
column access process must be repeated. Figure 12.5 
illustrates the timing for an asynchronous DRAM 
device. The figure shows that in the early asynchro
nous DRAM device, a row-activation command and 
a column-access command are needed to read data 
from the DRAM device, and two entire row cycles are 
needed to move data to or from any two addresses. 

12.2.3 Page Mode and Fast Page Mode DRAM 
(FPM DRAM) 

Since the introduction of Intel's 1103 DRAM 
device, each successive DRAM device has intro
duced new features to improve upon previous DRAM 
devices. One important feature that greatly improved 
DRAM device performance and was found in all 
later DRAM devices is page mode operation. In page 
mode operation, an entire row (page) of data is held 
by an array of sense amplifiers integrated into the 
DRAM device, and multiple column accesses to data 
in the same row can occur without having to suffer 
the latency of another row access. Page mode opera
tion in DRAM devices improves system performance 
by taking advantage of the spatial locality present in 
the memory-access patterns of typical application 

row 
activation 

column 
access 

FIGURE 12.5: Read timing for a conventional asynchronous DRAM device. 
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create a memory system based on the 11083.First,
external voltage level shifters were needed to inter-
face TTL devices to the MOSsignallevels of the 1103.
Second, the 1103 memory system required a signifi-
cant amountof external logic to perform a simple
read or write. Finally, the memory system used exter-
nal sense amplifiers to resolve the stored data value
from an 1103 DRAMdevice.

12.2.2 Asynchronous DRAM Devices

In the 1970s, subsequent to the introduction of
Intel's 1103 DRAM device, many other DRAM devices
were produced by Intel and other DRAM manufac-
turers. These DRAM devices were not standardized,

and each DRAM device was unique in some way, con-
taining subtle improvements from the previous gen-
eration of DRAM devices. For example, subsequentto
the 1103,Intel introduced the 2104 DRAM device that
multiplexed the row address and the column address
over the same address bus, the 2116 DRAM device
that was Intel’s first 16-kbit DRAM device, and the
2118 DRAM device that was the first DRAM device to

use a single 5-V powersupply.
Other earlyDRAMswere sometimesclocked, where

the DRAM commandsweredriven by a periodic clock
signal. However, by the mid-1970s, DRAM device
interfaces moved away from the clock-driven inter-
face and moved to an Asynchronous command-data
timing interface. These Asynchronous DRAM devices,
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like the clocked versions before them, require that
every single access go through separate row activation
and columnaccesssteps. Even if the microprocessor
wants to request data contained in the same row that
it previously requested, the entire row activation and
columnaccess process must be repeated. Figure 12.5
illustrates the timing for an asynchronous DRAM
device. The figure showsthat in the early asynchro-
nous DRAM device, a row-activation command and
a column-access commandare neededto read data

from the DRAM device, and two entire row cycles are
needed to movedata to or from any two addresses.

12.2.3 Page Mode and Fast Page Mode DRAM
(FPM DRAM)

Since the introduction of Intel's 1103 DRAM

device, each successive DRAM device has intro-

duced new features to improve upon previous DRAM
devices. One important feature that greatly improved
DRAM device performance and was foundin all
later DRAM devices is page mode operation. In page
modeoperation, an entire row (page) of data is held
by an array of sense amplifiers integrated into the
DRAM device, and multiple column accessesto data
in the same row can occur without having to suffer
the latency of another row access. Page mode opera-
tion in DRAM devices improves system performance
by taking advantage of the spatial locality present in
the memory-access patterns of typical application
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FIGURE 12.5: Read timing for a conventional asynchronous DRAM device.
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programs. Page mode operation was not possible in 
the earliest DRAM devices due to the fact that the 
sense amplifiers were located off-chip. However, 
this mode of operation was enabled by the integra
tion of sense amplifiers into the DRAM device, and 
data for an entire row could be sensed and buffered 
by the array of integrated sense amplifiers in parallel. 
Page mode permitted fast column accesses, and FPM 
improved the timing of the column access by allowing 
the column address buffers to remain open and active 
for as long as the row address strobe signal was held 
low. In this manner, the column addresses could be 
sent through the column address buffer and decoded 
before the column address strobe signal was asserted 
by the memory controller. Consequently, FPM was 
introduced into many 64-kbit DRAM devices in the 
early 1980s. FPM DRAM remained as the mainstream 
commodity memory well into the 1990s until it was 
replaced, in part, by EDO DRAM and finally entirely 
by Synchronous DRAM (SDRAM) in the late 1990s. 

Figure 12.6 illustrates the organization and struc
ture of a 64-Mbit FPM DRAM device with a 16-bit
wide bidirectional data bus. The FPM DRAM device 

illustrated in Figure 12.6 is a relatively modern DRAM 
device with a bidirectional data bus, while early gen
erations of FPM DRAM devices typically had sepa
rate and unidirectional data input and output pins. 
Internally, the DRAM storage cells in the FPM DRAM 
device in Figure 12.6 are organized as 4096 rows, 1024 
columns per row, and 16 bits of data per column. In 
this device, each time a row access occurs, the row 
address is placed on the address bus, and the row 
address strobe (RAS) is asserted by an external mem
ory controller. Inside the DRAM device, the address 
on the address bus is buffered by the row address buf
fer and then sent to the row decoder. The row address 
decoder then accepts the row address and selects 1 
of 4096 rows of storage cells. The data values con
tained in the selected row of storage cells are then 
sensed and kept active by the array of sense ampli
fiers. Each row of DRAM cells in the illustrated FPM 
DRAM device consists of 1024 columns, and each col
umn is 16 bits wide. That is, a 16-bit-wide column is 
the basic addressable unit of memory in this device, 
and each colurim access that follows the row access 
would read or write 16 bits of data from the same 
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FIGURE 12.6: Internal organization of a 64-Mbit past page mode DRAM device (4096 x 1024 x 16). 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 



Chapter 12 EVOLUTIONARY DEVELOPMENTS OF DRAM DEVICE ARCHITECTURE 463 

row of DRAM. The FPM DRAM device illustrated in 
Figure 12.6 does allow each 8-bithalfofthe 16-bit col
umn to be accessed independently through the use of 
separate column access strobe high (CASH) and col
umn access strobe low (CASL) signals. In FPM DRAM 
devices, column access commands are handled in a 
similar manner as the row access commands. For a 
column access command, the memory controller 
places the column address on the address bus and 
then asserts the appropriate CAS signals. Internally, 
the DRAM chip takes the column address, decodes it, 
and selects 1 column out of 1024 columns. The data 
for that column is then placed onto the data bus by 
the DRAM device in the case of an ordinary column 
read command or overwritten with data from the 
memory controller depending on the write enable 
(WE) signal. 

Figure 12.7 illustrates the timing for page mode 
read commands in an FPM device. The figure shows 
that once a row is activated by holding the RAS sig
nal low, multiple column accesses can be used to 
retrieve spatially adjacent data from the same DRAM 
row with the timing oftpo the page mode cycle time. 
Figure 12.7 also shows that the output data valid time 
period is implicitly controlled by the timing of the 
CAS signal. That is, the DRAM device will hold the 
value of the read data out for some period of time 

RAS 

CAS 

after CAS goes high. The DRAM device then prepares 
for a subsequent column-access command without 
an intervening precharge command or row-access 
command. 

In FPM DRAM devices, the page mode cycle time 
can be as short as one-third of the row cycle time. Con
sequently, (fast) page mode operation increased DRAM 
device bandwidth for spatially adjacent data by as much 
as three times that of a comparable generation asyn
chronous DRAM device without page mode operation. 

12.2.4 Extended Data-Out (EDO) and Burst 
Extended Data-Out (BEDO) Devices 

FPM DRAM devices were highly popular and pro
liferated into many different applications in the 1980s 
and the first half of the 1990s. Then, in the mid-1990s, 
EDO, a new type of DRAM device, was introduced 
into the market and achieved some degree of suc
cess in replacing FPM DRAM devices in mainstream 
personal computers. The EDO DRAM device added a 
new output enable (OE) signal and allowed the DRAM 
device to hand over control of the output buffer from 
the CAS signal to the OE signal. Consequently, read 
data on the output of the DRAM device can remain 
valid for a longer time after the CAS signal is driven 
high, thus the name "extended data-out." 

fpc (page mode cycle time) 

teAS 
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(data out) 
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FIGURE 12.7: Multiple column read command timing for an FPM DRAM device. 
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row of DRAM. The FPM DRAM device illustrated in

Figure 12.6 does allow each8-bit half of the 16-bit col-
umn to be accessed independently through the use of
separate column access strobe high (CASH) and col-
umm access strobe low (CASL) signals. In FFM DRAM
devices, column access commandsare handled in 4
similar manner as the row access commands. For a

column access command, the memory controller
places the column address on the address bus and
then asserts the appropriate CASsignals. Internally,
the DRAM chip takes the columnaddress, decodesit,
andselects 1 column out of 1024 columns. The data

for that column is then placed onto the data bus by
the DRAM device in the case of an ordinary column
read command or overwritten with data from the

memory controller depending on the write enable
(WE)signal.

Figure 12.7 illustrates the timing for page mode
read commandsin an FPM device. Thefigure shows
that once a row is activated by holding the RAS sig-
nal low, multiple column accesses can be used to
retrieve spatially adjacent data from the same DRAM
row with the timing of tpc, the page mode cycle time.
Figure 12.7 also showsthat the output data valid time
period is implicitly controlled by the timing of the
CAS signal. That is, the DRAM device will hold the
value of the read data out for some period of time

i
 

RAS

after CAS goes high. The DRAM device then prepares
for a subsequent column-access command without
an intervening precharge command or row-access
command.

In FPM DRAM devices, the page mode cycle time
can be as short as one-third of the row cycle time. Con-
sequently, (fast) page mode operation increased DRAM
device bandwidthfor spatially adjacent databy as much
as three times that of a comparable generation asyn-
chronous DRAM device without page modeopcration.

12.2.4 Extended Data-Out (EDO) and Burst
Extended Data-Out (BEDO) Devices

FPM DRAM devices wete highly popular and pro-
liferated into manydifferent applications in the 1980s
andthefirst half of the 1990s. Then,in the mid-1990s,

EDO, a new type of DRAM device, was introduced
into the market and achieved some degree of suc-
cess in replacing FPM DRAM devices in mainstream
personal computers. The EDO DRAM device added a
new output enable (OF) signal and allowed the DRAM
device to hand over control of the output buffer from
the CAS signal to the OE signal. Consequently, read
data on the output of the DRAM device can remain
valid for a longer time after the CAS signal is driven
high, thus the name“extended data-out.”
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FIGURE 12.7: Multipie column read command timing for an FPM DRAM device.
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Figure 12.8 gives the timing for three column read 
commands in an EDO DRAM device. The figure shows 
that the explicit control of the output data means that 
the CAS signal can be cycled around faster in an EDO 
DRAM device as compared to a FPM DRAM device, 
without impacting CAS data hold time. Consequently, 
EDO devices can achieve better (shorter) page mode 
cycle time, leading to higher device bandwidth when 
compared to FPM DRAM devices of the same process 
generation. 

The EDO DRAM device achieved some success in 
replacing FPM DRAM devices in some markets, par
ticularly the personal computer market. The higher 
bandwidth offered by the EDO DRAM device was 
welcomed by system design engineers and architects, 
as faster processors drove the need for higher mem
ory bandwidth. However, the EDO DRAM device was 
unable to fully satisfy the demand for higher memory 
bandwidth, and DRAM engineers began to seek an 
evolutionary path beyond the EDO DRAM device. 

The BEDO DRAM device builds on EDO DRAM by 
adding the concept of"bursting" contiguous blocks of 
data from an activated row each time a new column 
address is sent to the DRAM device. Figure 12.9 illus
trates the timing of several column access commands 

RAS 

CAS 

ADDR 

Q 

(data out) 

OE 

for a BEDO DRAM device. The figure shows that the 
row activation command is given to the BEDO device 
by driving the RAS signal low. The column access com
mand in the BEDO device is then initiated by driving 
the CAS signal low, and the address of the column 
access command is latched in at that time. Figure 
12.9 shows that unlike the DRAM devices that pre
ceded it, the BEDO DRAM device then internally gen
erates four consecutive column addresses and places 
the data for those columns onto the data bus with 
each falling edge on the CAS signal. By eliminating 
the need to send successive column addresses over 
the bus to drive a burst of data in response to each 
microprocessor request, the BEDO device eliminates 
a significant amount of timing uncertainty between 
successive addresses, thereby further decreasing the 
page mode cycle time that correlates to increasing 
DRAM device bandwidth. 

12.3 Modern-Commodity DRAM Devices 
The nature of the commodity DRAM business 

means that any proposed change to the DRAM 
device must incur relatively low circuit overhead 

shorter fpc (page mode cycle time) 
compared to FPM DRAM 
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FIGURE 12.8: Multiple read command timing for an EDO DRAM device. 
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Figure 12.8 gives the timing for three column read
commands in an EDO DRAM device. Thefigure shows
that the explicit control of the output data meansthat
the CAS signal can be cycled aroundfaster in an EDO
DRAM device as compared to a FPM DRAM device,
without impacting CAS datahold time. Consequently,
EDOdevices can achieve better (shorter) page mode
cycle time, leading to higher device bandwidth when
compared to FPM DRAM devicesof the same process
generation.

The EDO DRAM device achieved some successin

replacing FPM DRAM devices in some markets, par-
ticularly the personal computer market. The higher
bandwidth offered by the EDO DRAM device was
welcomedbysystem design engineers andarchitects,
as faster processors drove the need for higher mem-
ory bandwidth. However, the EDO DRAM device was
unableto fully satisfy the demandforhigher memory
bandwidth, and DRAM engineers began to seek an
evolutionary path beyond the EDO DRAM device.

The BEDO DRAM device builds on EDO DRAM by
adding the conceptof“bursting” contiguous blocks of
data from an activated row each time a new column

address is sent to the DRAM device. Figure 12.9 illus-
trates the timing of several column access commands

teastrop

RAS

for a BEDO DRAM device. The figure shows that the
row activation commandis given to the BEDOdevice
by drivingthe RAS signal low. The columnaccess com-
mand in the BEDOdevice is theninitiated by driving
the CAS signal low, and the address of the column
access commandis latched in at that time. Figure
12.9 shows that unlike the DRAM devices that pre-
cededit, the BEDO DRAMdevicetheninternally gen-
erates four consecutive column addresses and places
the data for those columns onto the data bus with

each falling edge on the CAS signal. By eliminating
the need to send successive column addresses over

the bus to drive a burst of data in response to each
microprocessor request, the BEDO device eliminates
a significant amount of timing uncertainty between
successive addresses, thereby further decreasing the
page mode cycle time that correlates to increasing
DRAM device bandwidth.

12.3 Modern-Commodity DRAM Devices
The nature of the commodity DRAM business

means that any proposed change to the DRAM
device must incur relatively low circuit overhead
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aoerrto FPM DRAM
 

 CAS _/| 
  

 
  ADDR Tow

Q

(data out)

OE

row Ne
activation access

 
a)

CASdata
a

hold time (explicit control by OE)
 

FIGURE 12.8: Multiple read command timing for an EDO DRAM device.
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for the change to be acceptable to DRAM device 
manufacturers. Consequently, changes to DRAM 
devices are often evolutionary (low die cost) rather 
than revolutionary (high die cost). For example, the 
circuit overhead for an EDO DRAM device over that 
of an FPM DRAM device was minimal, and the evo
lutionary step required only a subtle change in pro
tocol. However, owing to the convergence of factors 
such as the push to attain higher device bandwidth 
and more functionality from the DRAM device, 
DRAM manufacturers and systems manufacturers 
gathered through the Joint Electron Device Engi
neering Council (JEDEC) and collectively defined a 
new DRAM device, the SDRAM device. Compared 
to the EDO DRAM device that preceded it, the 
SDRAM device contained many new features that 
separated it distinctly from DRAM devices that pre
ceded it. In this manner, the SDRAM device repre
sents a break in the commodity path of the DRAM 
family tree and separates the Modern-Commodity 
DRAM devices from the Historical-Commodity 
DRAM devices. 

The SDRAM device proved to be a highly success
ful DRAM device that proliferated into many differ
ent applications. The SDRAM device also became the 
basis for many different DRAM devices that followed 
it. The device architecture of commodity DRAM 
devices such as the Dual Data Rate (DDR) SDRAM, 
the Dual Data Rate II (DDR2) SDRAM, and Dual Data 
Rate III (DDR3) SDRAM is the direct descendant of the 

CAS 

ADDR 

Q 
(data out) 

SDRAM device architecture. The venerable SDRAM 
device can also claim as its descendant, directly or 
indirectly, DRAM devices such as the Graphics DDR 
(GDDR) SDRAM, Graphics DDR2 (GDDR2) SDRAM, 
Graphics DDR3 (GDDR3) SDRAM, Enhanced SDRAM 
(ESDRAM), and Virtual Channel SDRAM (VCDRAM), 
as well as Mobile SDRAM and Mobile DDR SDRAM. 
In this section, the evolutionary development for 
modern-commodity DRAM devices from SDRAM to 
DDR3 SDRAM devices are described and examined 
in detail. 

12.3. 1 Synchronous DRAM (SDRAM) 
The SDRAM device is the first device in a line of 

modern-commodity DRAM devices. The SDRAM 
device represented a significant departure from 
the DRAM devices that preceded it. In particular, 
SDRAM devices differ from previous generations 
of FPM and EDO DRAM devices in three signifi
cant ways: the SDRAM device has a synchronous 
device interface, all SDRAM devices contain mul
tiple internal banks, and the SDRAM device is 
programmable. 

DRAM devices are controlled by memory control
lers optimized for specific systems. In the case ofFPM 
and EDO DRAM devices used in modern computer 
systems, the memory controller typically operated 
at specific, fixed frequencies to interface with other 
components of the system. The asynchronous nature 

FIGURE 12.9: Multiple column read command timing for a BEDO DRAM device. 
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for the change to be acceptable to DRAM device
manufacturers. Consequently, changes to DRAM
devices are often evolutionary (low die cost) rather
than revolutionary (high die cost). For example, the
circuit overhead for an EDO DRAMdeviceoverthat

of an FPM DRAMdevice was minimal, and the evo-

lutionary step required only a subtle changein pro-
tocol. However, owing to the convergence offactors
such as the pushto attain higher device bandwidth
and more functionality from the DRAM device,
DRAM manufacturers and systems manufacturers
gathered through the Joint Electron Device Engi-
neering Council (JEDEC) and collectively defined a
new DRAMdevice, the SDRAM device. Compared
to the EDO DRAM device that preceded it, the
SDRAM device contained many new features that
separatedit distinctly from DRAM devicesthatpre-
cededit. In this manner, the SDRAM device repre-
sents a break in the commodity path of the DRAM
family tree and separates the Modern-Commodity
DRAM devices from the Historical-Commodity
DRAM devices.

The SDRAM device proved to be a highly success-
ful DRAM device that proliferated into many differ-
ent applications. The SDRAM device also becamethe
basis for many different DRAM devices that followed
it. The device architecture of commodity DRAM
devices such as the Dual Data Rate (DDR) SDRAM,
the Dual Data Rate II (DDR2) SDRAM,and Dual Data
Rate III (DDR3) SDRAM is the direct descendantofthe

ananRAS

SDRAM device architecture. The venerable SDRAM

device can also claim as its descendant, directly or
indirectly, DRAM devices such as the Graphics DDR
(GDDR) SDRAM,Graphics DDR2 (GDDR2) SDRAM,
Graphics DDR3 (GDDR3) SDRAM, Enhanced SDRAM
(ESDRAM), and Virtual Channel SDRAM (VCDRAM},
as well as Mobile SDRAM and Mobile DDR SDRAM.

In this section, the evolutionary development for
modern-commodity DRAM devices from SDRAM to
DDR3 SDRAM devices are described and examined
in detail.

12.3.1 Synchronous DRAM (SDRAM)
The SDRAM deviceis the first device in a line of

modern-commodity DRAM devices. The SDRAM
device represented a significant departure from
the DRAM devices that preceded it. In particular,
SDRAM devices differ from previous generations
of FPM and EDO DRAM devices in three signifi-
cant ways: the SDRAM device has a synchronous
device interface, all SDRAMdevices contain mul-

tiple internal banks, and the SDRAM device is
programmable.

DRAM devicesare controlled by memory control-
lers optimized for specific systems. In the case ofFPM
and EDO DRAM devices used in modern computer
systems, the memory controller typically operated
at specific, fixed frequencies to interface with other
componentsof the system. The asynchronousnature
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ofFPM and EDO devices-that can, in theory, enable 
different controller and system designs to aggressively 
extract performance from different DRAM devices 
with different timing parameters-was more of a 
hindrance than an asset in the design of high volume 
and relatively high-performance memory systems. 
Consequently, computer manufacturers pushed to 
place a synchronous interface on the DRAM device 
that also operated at frequencies commonly found 
in the computer systems of that era, resulting in the 
SDRAM device. 

In FPM and EDO DRAM devices, the RAS and CAS 
signals from the memory controller directly control 
latches internal to the DRAM device, and these signals 
can arrive at the DRAM device's pins at any time. The 
DRAM devices then respond to the RAS and CAS sig
nals at the best possible speed that they are inherently 
capable of. In SDRAM devices, the RAS and CAS sig
nal names were retained for signals on the command 
bus that transmits commands, but these specific sig
nals no longer control latches that are internal to the 
DRAM device. Rather, the signals deliver commands 
on the command bus of the SDRAM device, and the 
commands are only acted upon by the control logic of 
the SDRAM device at the falling edge of the clock sig
nal. In this manner, the operation of the state machine 
in the DRAM device moved from the memory control
ler into the DRAM device, enabling features such as 
programmability and multi-bank operation. 

The second feature that significantly differenti
ated the SDRAM device from FPM and EDO devices 
that preceded it was that the SDRAM device contained 
multiple banks internally. The presence of multiple, 
independent banks in each SDRAM device means that 
while one bank is busy with a row activation command 
or a precharge command, the memory controller can 
send a row access command to initiate row activa
tion in a different bank or can send a column access 
command to a different open bank. The multi-bank 
architecture of the SDRAM device means that multiple 
memory requests can be pipelined to different banks 
of a single SDRAM device. The first-generation 16-Mbit 
SDRAM device contained only 2 banks of independent 
DRAM arrays, but higher capacity SDRAM devices 
contained 4 independent banks in each device. 

The SDRAM device also contains additional func
tionalities such as a column-access-and-precharge 

command. These functionalities along with the 
programmable state machine and multiple banks of 
sense amplifiers mean that the SDRAM device con
tains significant circuit overhead compared to FPM and 
EDO DRAM devices of the same capacity and process 
generation. However, since the circuit overhead was 
relatively constant and independent of device capacity, 
the die size overhead of the additional circuitry became 
less of an issue with larger device capacities. Conse
quently, the relatively low delta in manufacturing costs 
in combination with demonstrable performance bene
fits enabled 100-MHz, 64-Mbit SDRAM devices to take 
over from FPM and EDO devices as the mainstream 
commodity DRAM device. 

Figure 12.10 shows a block diagram of an SDRAM 
device. The figure shows that the SDRAM device, 
unlike the FPM DRAM device in Figure 12.6, has 4 
banks of DRAM arrays internally, each with its own 
array of sense amplifiers. Similar to the FPM device, 
the SDRAM device contains separate address registers 
that are used to control dataflow on the SDRAM device. 
In case of a row access command, the address from the 
address register is forwarded to the row address latch 
and decoder, and that address is used to activate the 
selected wordline. Data is then discharged onto the bit
lines, and the sense amplifiers array senses, amplifies, 
and holds the data for subsequent column accesses. In 
the case of a column read command, the data is sent 
through multiple levels of multiplexors, then through 
the I/0 gating structure out to the data bus, and even
tually driven into the memory controller. In the case 
of a column write command, the memory controller 
places data on the data bus, and the SDRAM device 
then latches the data in the data in register, drives the 
data through the II 0 gating structure, and overwrites 
data in the sense amplifier arrays; the sense amplifi
ers, in turn, drive the new data values into the DRAM 
cells through the open access transistors. 

In an SDRAM device, commands are decoded on 
the rising edge of the clock signal (CLK) if the chip
select line (CS#) is active. The command is asserted 
by the DRAM controller on the command bus, which 
consists of the write enable (WE#), column access 
(CAS#), and row access (RAS#) signal lines. Although 
the signal lines have function -specific names, they 
essentially form a command bus, allowing the SDRAM 
device to recognize more commands without the use of 
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L---

FIGURE 12.10: SDRAM device architecture with 4 banks. 

additional signal lines. Table 12.1 shows the command 
set of the SDRAM device and the signal combinations 
on the command bus. The table shows that as long 
as CS# is not selected, the SDRAM device ignores the 
signals on the command bus. In the case where CS# 
is active on the rising edge of the clock, the SDRAM 
device then decodes the combination of control sig
nals on the command bus. For example, the SDRAM 
device recognizes that the combination of an active 
low voltage value on RAS#, an interactive high voltage 
value on CAS#, and an inactive high voltage value on 
WE# as a row activation command and begins the row 
activation process on the selected bank, using the row 
address as provided on the address bus. 

A different combination of signal values on the 
command bus allows the SDRAM device to load in new 
values for the mode register. That is, in the case where 
CS#, RAS#, CAS#, and WE# are all active on the rising 
edge of the clock signal, the SDRAM device decodes 
the load mode register command and loads the mode 
register from values presented on the address bus. 

The third feature in an SD RAM device that differen
tiatesitfrom previous DRAM devices is that the SDRAM 
device contains a programmable mode register, and 
the behavior of the DRAM device depends on the val
ues contained in the various fields of the mode reg
ister. The presence of the mode register means that 

SDRAM 

:I 
. -----------.I 
_____ ..J 

the SDRAM device can exhibit different behaviors in 
response to a given command. Specifically, the mode 
register in an SDRAM device allows it to have pro
grammable CAS latency, programmable burst length, 
and programmable burst order. 

Figure 12.11 shows that in an SDRAM device, the 
mode register contains three fields: CAS latency, burst 
type, and burst length. Depending on the value of 
the CAS latency field in the mode register, the DRAM 
device returns data two or three cycles after the 
assertion of the column read command. The value 
of the burst type determines the ordering of how the 
SDRAM device returns data, and the burst length field 
determines the number of columns that an SDRAM 
device will return to the memory controller with a 
single column read command. SDRAM devices can 
be programmed to return 1, 2, 4, or 8 columns or an 
entire row. Direct RDRAM devices and DDRx SDRAM 
devices contain more mode registers that control an 
ever-larger set of programmable operations, includ
ing, but not limited to, different operating modes for 
power conservation, electrical termination calibration 
modes, self-test modes, and write recovery duration. 

To execute a given command, the control logic 
block on the SDRAM device accepts commands 
sent on the command bus from the memory con
troller. Then, depending on the type of command 
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FIGURE 12.10: SDRAM device architecture with 4 banks.

additional signal lines. Table 12.1 shows the command
set of the SDRAM device and the signal combinations
on the command bus. The table shows that as long
as CS# is not selected, the SDRAM device ignores the
signals on the commandbus.In the case where CS#
is active on the rising edge of the clock, the SDRAM
device then decodes the combination of control sig-
nals on the command bus. For example, the SDRAM
device recognizes that the combination of an active
low voltage value on RAS#, an interactive high voltage
valuc on CAS#, and an inactive high voltage value on
WE#as a rowactivation command and begins the row
activation process on the selected bank, using the row
address as provided onthe address bus.

A different combination of signal values on the
command busallows the SDRAM device to loadinnew

values for the moderegister. Thatis, in the case where
CS#, RAS#, CAS#, and WE# are all active on the rising
edge of the clock signal, the SDRAM device decodes
the load mode register command and loads the mode
register from values presented on the address bus.

Thethird feature in an SDRAM devicethat differen-

tiatesitfromprevious DRAM devicesis thatthe SDRAM
device contains a programmable moderegister, and
the behavior of the DRAM device dependsonthe val-
ues contained in the various ficlds of the mode reg-
ister. The presence of the moderegister means that

the SDRAM device can exhibit different behaviors in

response to a given command.Specifically, the mode
register in an SDRAM device allows it to have pro-
grammable CAS latency, programmable burst length,
and programmable burst order.

Figure 12.11 shows that in an SDRAM device, the
moderegister contains three fields: CAS latency, burst
type, and burst length. Depending on the value of
the CAS latencyfield in the moderegister, the DRAM
device returns data two or three cycles after the
assertion of the column read command. The value

of the burst type determines the ordering of how the
SDRAM devicereturns data, and the burst length field
determines the numberof columns that an SDRAM

device will return to the memory controller with a
single column read command. SDRAM devices can
be programmedto return 1, 2, 4, or 8 columnsor an
entire row. Direct RDRAM devices and DDRx SDRAM

devices contain more moderegisters that control an
ever-larger set of programmable operations, includ-
ing, but notlimited to, different operating modesfor
power conservation,electrical termination calibration
modes,self-test modes, and write recovery duration.

To execute a given command, the control logic
block on the SDRAM device accepts commands
sent on the command bus from the memory con-
troller. Then, depending on the type of command

Netlist Ex 2034

Samsungv Netlist
IPR2022-00996



468 Memory Systems: Cache, DRAM, Disk 

TABLE 12.1 Command definition on the SDRAM device 

command inhibit (nop) H X X X X 

no operation (nop) L H H H X 

active (activate row- RAS) L L H H addr 

read (start read - CAS) L H L H addr 

write (start write- CAS W) L H L L addr 

burst terminate L H H L X 

precharge L L H L ** 

auto refresh L L L H X 

load mode register L L L L code 

** Bank address, or all banks with a_1 0 assertion. 

CKE control 

CLK logic 

r----
CS# "tl 

1: Q) 
WE# ctl"tl 

E o 
CAS# E al 

CAS Latency Burst Length 
Burst Type 

RAS# 0"0 
(.) 

mode Burst Length = 1, 2, 4, 8, or Page mode 

register CAS Latency= 2, 3 (4, 5, etc. in special versions) 

addr address 

~'~ 
bus register 1-2-3-4-5-6-7-0 1-0-3-2-5-4-7-6 

FIGURE 12.11: Programmable mode register in an SDRAM device. 
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TasLe 12.1 Command definition on the SDRAM device
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write (start write - CAS: W)
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FIGURE 12.11: Programmable mode register in an SDRAM device.
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and values contained in the respective fields of the 
mode register, the SDRAM device performs specific 
sequences of operations on successive clock cycles 
without requiring clock-by-clock control from the 
memory controller. For example, in the case of the 
column-read-and-precharge command, the SDRAM 
device accepts the command, and then, depending 
on the value programmed into the mode register, 
the SDRAM device begins to return data two or three 
clock cycles after the command was asserted on the 
command bus. The burst length and burst order of 
the single column access command also depends on 
the value programmed in the mode register. Then, the 
SDRAM device automatically precharges the DRAM 
bank after the column read command completes. 

SDRAM-Access Protocol 
Figure 12.12 illustrates some basic concepts of data 

access to an SDRAM memory system. The figure shows 
a total of three commands: a row activation command 
to bank i of rank n, followed by a column read access 
command to the same bank, followed by another 
column read access command to an open bank in a 
different rank. Figure 12.12 shows that the interface 
of the SDRAM memory system presents the memory 
system as a synchronous state machine that responds 
to commands issued from the memory controller. 
Specifically, Figure 12.12 shows that a row activation 
is started in an SDRAM device by the device latch-

ing the command and addresses on the rising edge 
of the clock signal. The SDRAM device then decodes 
the command and transitions the state machine on 
the DRAM device that is appropriate to the specific 
command received. In Figure 12.12, two cycles after 
the row activation command, the row-column delay 
time is satisfied, and the row is then assumed by the 
memory controller to be open. The memory control
ler then places the column read access command on 
the command bus, and tCAs time later, the SDRAM 
device begins to return data from the just -opened row 
to the memory controller. In Figure 12.12, the SDRAM 
devices are programmed to return four consecutive 
columns of data for each column access command, so 
four consecutive columns of data are placed onto the 
data bus by the DRAM device without further interac
tion from the memory controller. Finally, Figure 12.12 
subtly illustrates that the synchronous interface of 
the SDRAM memory system is only a convenient illu
sion. For the case of two column read commands to 
different ranks, the change in the bus master of the 
data bus on back-to-hack clock cycles leads to some 
minor uncertainty on the timing. 

Die Photo and a TSOP Package 
Figure 12.13 shows the die photograph of a 256-

Mbit SDRAM device from Micron. In the figure, 
much of the surface area of the silicon die is domi
nated by the regular structures of the DRAM arrays. 

teAs tsurst 

CLK 

CMD 

ADDR 
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FIGURE 12.12: A row activation, followed by a column access to rank n, followed by a column access to rank m. 
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and values contained in the respective fields of the
moderegister, the SDRAM device performs specific
sequences of operations on successive clack cycles
without requiring clock-by-clock control from the
memory controller. For example, in the case of the
column-read-and-precharge command, the SDRAM
device accepts the command, and then, depending
on the value programmed into the mode register,
the SDRAM device begins to return data two or three
clock cycles after the command wasasserted on the
command bus. The burst length and burst order of
the single column access commandalso depends on
the value programmedinthe moderegister. Then, the
SDRAM device automatically precharges the DRAM
bankafter the column read command completes.

SDRAM-Access Protocol

Figure 12.12 illustrates some basic concepts of data
access toan SDRAM memorysystem.Thefigure shows
a total ofthree commands: a row activation command

to banki of rank n, followed by a column read access
command to the same bank, followed by another
column read access command to an open bank in a
different rank. Figure 12.12 shows that the interface
of the SDRAM memory system presents the memory
system as asynchronousstate machinethat responds
to commands issued from the memory controller.
Specifically, Figure 12.12 shows that a row activation
is started in an SDRAM device by the device latch-

ing the command and addresses on therising edge
of the clock signal. The SDRAM device then decodes
the command and transitions the state machine on

the DRAM device that is appropriate to the specific
commandreceived. In Figure 12.12, two cycles after
the row activation command, the row-column delay
timeis satisfied, and the row is then assumed bythe
memory controller to be open. The memorycontrol-
ler then places the column read access command on
the command bus, and fcag time later, the SDRAM
device begins to return data from the just-opened row
to the memory controller. In Figure 12,12, the SDRAM
devices are programmed to return four consecutive
columnsofdata for each column access command,so

four consecutive columnsof data are placed onto the
data bus by the DRAM device without further interac-
tion from the memory controller. Finally, Figure 12.12
subtly illustrates that the synchronous interface of
the SDRAM memorysystem is only a convenientillu-
sion. For the case of two column read commandsto

different ranks, the change in the bus master of the
data bus on back-to-back clock cycles leads to some
minor uncertainty on thetiming.

Die Photo and a TSOPPackage
Figure 12.13 shows the die photograph of a 256-

Mbit SDRAM device from Micron. In the figure,
much of the surface area of the silicon die is domi-

nated by the regular structures of the DRAM arrays.
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FIGURE 12.13: 256-Mbit SDRAM device from Micron. (Photo courtesy of Micron.) 

14 Pwr/Gnd 
16 Data 
15 Addr 
7Cmd 
1 Clk 
1 NC 

FIGURE 12.14: TSOP for an SDRAM device. 

In this case, roughly 70% of the silicon surface is used 
by the DRAM arrays, and the rest of the area is taken 
up by 110 pads, sense amplifiers, decoders, and the 
minimal control logic. The SDRAM device shown in 
Figure 12.13 is manufactured on a DRAM -optimized, 
0.11-!!m process with three layers of metal intercon
nects and six layers of polysilicon. The die size of the 
SDRAM device is approximately 45 mm2. 

SDRAM devices are packaged in a low-cost Thin, 
Small Outline Package (TSOP). Figure 12.14 shows 
a 54-pin TSOP for an SDRAM device with a 16-bit
wide data bus. In ax16 SDRAM device, 14 pins on the 
54-pin TSOP are used for power and ground, 16 pins 
are used for the data bus, 15 pins are used for the 
address bus, 7 pins are used for the command bus, 
and 1 pin is used for the clock signal. 

PClOO-The Proliferation of Extended, Rigorous 
DRAM Standardization and Qualification Processes 

In April 1998, Intel Corp. introduced a new sys
tem controller that was the first controller to operate 
the SDRAM memory system at 100 MHz. Prior to the 
rollout of the 440BX AGPset, engineers at Intel discov
ered that memory modules manufactured by differ
ent module manufacturers, possibly utilizing different 
DRAM devices from different manufacturers, may not 
inter-operate in a seamless manner when placed into 
the same SDRAM memory system despite the fact that 
each module individually meets technical require
ments for 100-MHz operation according to JEDEC stan
dards specification. To ensure the success of the 440BX 
system controller chipset and the associated Pentium 
II processor platform, Intel Corp., in conjunction with 
DRAM device, DRAM module, and system manu
facturers, adopted a more stringent set of standards 
for 100-MHz SDRAM memory. This set of stringent 
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FIGURE 12.13: 256-Mbit SDRAM device from Micron. (Photo courtesy of Micron.)
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FIGURE 12.14: TSOP for an SDRAM device.

In this case, roughly 70% ofthesilicon surfaceis used
by the DRAM arrays, andtherestof the area is taken
up by I/O pads, sense amplifiers, decoders, and the
minimal control logic. The SDRAM device shown in
Figure 12.13 is manufactured on a DRAM-optimized,
0.11-um process with three layers of metal intercon-
nects and six layers of polysilicon. The die size of the
SDRAM deviceis approximately 45 mm?.

SDRAMdevicesare packaged in a low-cost Thin,
Small Outline Package (TSOP). Figure 12.14 shows
a 54-pin TSOP for an SDRAM device with a 16-bit-
wide data bus. In ax16 SDRAM device, 14 pins on the
54-pin TSOPare used for power and ground, 16 pins
are used for the data bus, 15 pins are used for the
address bus, 7 pins are used for the commandbus,
and1 pin is used forthe clock signal.

PC100—The Proliferation of Extended, Rigorous
DRAM Standardization and Qualification Processes

In April 1998, Intel Corp. introduced a new sys-
tem controller that was the first controller to operate
the SDRAM memory system at 100 MHz.Prior to the
rollout of the 440BX AGPset, engineersat Intel discov-
ered that memory modules manufactured by differ-
ent module manufacturers, possibly utilizing different
DRAM devices from different manufacturers, may not
inter-operate in a seamless manner whenplaced into
the same SDRAM memory system despite the fact that
each module individually meets technical require-
ments for 100-MHz operation according to JEDECstan-
dardsspecification. To ensure the successof the 440BX
system controller chipset and the associated Pentium
II processor platform, Intel Corp., in conjunction with
DRAM device, DRAM module, and system manu-
facturers, adopted a more stringent set of standards
for 100-MHz SDRAM memory. This set of stringent
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requirements for SDRAM memory to operate at 100 
MHzwas referred to as the PClOO standard. 

The PC100 SDRAM standard ensured module 
inter-operability by further decreasing the allowable 
timing margins on the chip and module interface. 
The decreased timing margins placed more strin
gent requirements on SDRAM device and SDRAM 
memory module manufacturers. In an effort to alle
viate the demand placed on these manufacturers, 
Intel began to provide reference designs of SDRAM 
memory modules complete with bills of materials 
that specified prequalified SDRAM parts, schemat
ics that illustrated connection points on a memory 
module, and Gerber files that specified the con
nections within the PCB layers of a memory mod
ule, as well as the values and placement of resistors 
and capacitors on a memory module. The refer
ence design approach reduced the burden placed 
on memory module manufacturers and allowed the 
PClOO standard to proliferate. Consequently, PC100 
SDRAM memory modules quickly gained popularity 
as end-users were assured of high performance and 
trouble-free memory system configuration, regard
less of configuration and manufacturer of the DRAM 
device or modules. 

Subsequent to the PC100 standardization effort, 
Intel attempted to shift industry memory system 
architecture to Direct RDRAM. Consequently, Intel 

Single 
Channel 
SO RAM 
Controller 

-

did not drive the 133-MHz PC133 standardiza
tion effort. Nevertheless, the qualification path set 
down by Intel to ensure compatibility between dif
ferent manufacturers was used to drive subsequent 
standard qualification efforts for faster SDRAM and 
DDRx memory systems. Currently, the module stan
dardization effort to ensure trouble-free inter-oper
ability resides in a subcomittee within JEDEC. 

12.3.2 Double Data Rate SDRAM (DDR SDRAM) 
The Double Data Rate (DDR) Synchronous DRAM 

device evolved from, and subsequently replaced, the 
SDRAM device as the mainstream commodity DRAM 
device. Consequently, DDR SDRAM device architec
ture closely resembles SDRAM device architecture. 
The primary difference between DDR SDRAM device 
architecture and the SDRAM device architecture is 
that the SDRAM device operates the data bus at the 
same data rate as the address and command busses, 
while the DDR SDRAM device operates the data bus at 
twice the data rate of the address and command bus
ses. The reason that the data bus of the DDR SDRAM 
device operates at twice the data rate of the address 
and command busses is that signal lines on the data 
bus of the traditional SDRAM memory system topol
ogy are more lightly loaded than signal lines on the 
address and command busses. Figure 12.15 shows 

DIMM data bus width I 
dvice data bus width 
= M number of devices 
per rank 

"Mesh Topology" - DataBus 

Total number of devices 
=N*M 

FIGURE 12.15: SDRAM memory system topology shows uneven loading on the different busses. Electrical loading on the address 
bus is much heavier than on the data bus. 
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requirements for SDRAM memory to operate at 100
MHzwasreferred to as the PCLO0 standard.

The PC100 SDRAM standard ensured module

inter-operability by further decreasing the allowable
timing margins on the chip and module interface.
The decreased timing margins placed more strin-
gent requirements on SDRAM device and SDRAM
memory module manufacturers. In aneffort to alle-
viate the demand placed on these manufacturers,
Intel began to provide reference designs of SDRAM
memory modules complete with bills of materials
that specified prequalified SDRAM parts, schemat-
ics that illustrated connection points on a memory
module, and Gerber files that specified the con-
nections within the PCB layers of a memory mod-
ule, as well as the values and placementof resistors
and capacitors on a memory module. The refer-
ence design approach reduced the burden placed
on memory module manufacturers and allowed the
PC100 standard to proliferate. Consequently, PC100
SDRAM memory modules quickly gained popularity
as erid-users were assured of high performance and
trouble-free memory system configuration, regard-
less of configuration and manufacturer of the DRAM
device or modules.

Subsequent to the PC100 standardization effort,
Intel attempted to shift industry memory system
architecture to Direct RDRAM. Consequently, Intel

did not drive the 133-MHz PC133 standardiza-

tion effort. Nevertheless, the qualification path set
down by Intel to ensure compatibility between dif-
ferent manufacturers was used to drive subsequent
standard qualification efforts for faster SDRAM and
DDRx memory systems. Currently, the module stan-
dardization effort to ensure trouble-free inter-oper-
ability resides in a subcomittee within JEDEC.

12.3.2 Double Data Rate SDRAM (DDR SDRAM)

The Double Data Rate (DDR) Synchronous DRAM
device evolved from, and subsequently replaced, the
SDRAM device as the mainstream commodity DRAM
device. Consequently, DDR SDRAM device architec-
ture closely resembles SDRAM device architecture.
The primary difference between DDR SDRAM device
architecture and the SDRAM device architecture is

that the SDRAM device operates the data bus at the
same data rate as the address and command busses,

while the DDR SDRAM device operates the data bus at
twice the data rate of the address and command bus-
ses. The reason that the data bus of the DDR SDRAM

device operates at twice the data rate of the address
and commandbussesis that signal lines on the data
bus of the traditional SDRAM memory system topol-
ogy are more lightly loaded than signal lines on the
address and command busses. Figure 12.15 shows
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FIGURE 12.15: SDRAM memory system topology shows unevenloading on the different busses. Electrical loading on the address
bus is much heavier than on the data bus.
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the general topology of the SDRAM memory system 
where there are N ranks of DRAM devices in the mem
ory system with M ranks of DRAM devices per rank. In 
the topology shown in Figure 12.15, each pin on the 
address and command bus may drive as many as N 
* M loads, whereas the pins on the data bus are lim
ited to the maximum of N loads. Consequently, the 
data bus can switch states at a much higher rate as 
compared to the address and command busses. DDR 
SDRAM devices are architected to take advantage of 
the imbalance in loading characteristics and operate 
the data bus at twice the data rate as the command 
and address busses. 

DDR SDRAM-Access Protocol 
Figure 12.16 illustrates basic concepts of data access 

to a DDR SDRAM memory system. A total of three 
commands are shown: a row activation command to 
bank i of rank n, followed by a column read access 
command to the same bank, followed by another 
column read access command to an open bank in a 
different rank. Figure 12.16 shows that data transfer 
occurs at twice the rate on the data bus as compared 
to the address and command bus. Figure 12.16 also 
shows that the DDR SDRAM memory system uses the 

fsurst 

DQS------+---------+---, 

data strobe signal (DQS), a signal not found in previ
ous-generation SDRAM devices, to provide a source
synchronous timing reference signal between the 
source and the destination. In DDR SDRAM devices, 
the DQS signal is controlled by the device that sends 
the data on the data bus. In the case of a read com
mand, the DQS signal is used by the DRAM device 
to indicate the timing of read data delivery to the 
memory controller. In the case of a write command, 
the DQS signal is used by the memory controller to 
indicate the timing of write data delivery from the 
memory controller to the DRAM device. 

The timing diagram in Figure 12.16 shows a one
cycle bubble between data bursts from different 
ranks of DRAM devices. The one-cycle bubble exists 
because the DQS signal is a shared signal used by all 
data sources in the memory system. Consequently, 
one idle cycle is needed for one bus master to hand 
off control of the DQS signal line to another bus mas
ter, and the one-cycle bubble appears on the data bus 
as a natural result. 

DDR SDRAM 1/0 Interface 
Figure 12.17 presents a block diagram view of the 

DDR SDRAM device 1/0 interface. As Figure 12.16 

DATA~----+---------+-------~L~L~4-1L-~L--~L~L~L_JL-~L------------------

~ one cycle bubble inserted in 
row 

activation 
to rank n 

column 
access 
to rank n 

column 
access 
to rank m 

FIGURE 12.16: Accessing data in a DDR SDRAM memory system. 

pipelined reads to different 
ranks (DOS hand-off) 
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the general topology of the SDRAM memory system
where there are Vranks ofDRAM devices in the mem-

ory system withMranks ofDRAM devicesper rank.In
the topology shown in Figure 12.15, each pin on the
address and command bus may drive as many as N
* M loads, whereas the pins on the data busare lim-
ited to the maximum of N loads. Consequently, the
data bus can switch states at a much higher rate as
compared to the address and command busses. DDR
SDRAM devices are architected to take advantage of
the imbalancein loading characteristics and operate
the data bus at twice the data rate as the command
and address busses.

DDR SDRAM-AccessProtocol

Figure 12.16 illustratesbasicconcepts ofdataaccess
to a DDR SDRAM memorysystem. A total of three
commandsare shown:a row activation command to

bank i of rank n, followed by a column read access
command to the same bank, followed by another
column read access command to an open bank in a
different rank. Figure 12.16 showsthat data transfer
occurs at twice the rate on the data bus as compared
to the address and commandbus. Figure 12.16 also
showsthat the DDR SDRAM memory system uses the

data strobe signal (DQS), a signal not foundin previ-
ous-generation SDRAM devices, to provide a source-
synchronous timing reference signal between the
source and the destination. In DDR SDRAM devices,

the DQSsignal is controlled by the device that sends
the data on the data bus. In the case of a read com-

mand, the DQSsignal is used by the DRAM device
to indicate the timing of read data delivery to the
memory controller. In the case of a write command,
the DQSsignal is used by the memory controller to
indicate the timing of write data delivery from the
memory controller to the DRAM device.

The timing diagram in Figure 12.16 shows a one-
cycle bubble between data bursts from different
ranks of DRAM devices. The one-cycle bubble exists
because the DQSsignal is a shared signal used by all
data sources in the memory system. Consequently,
oneidle cycle is needed for one bus master to hand
off control of the DQSsignal line to another bus mas-
ter, and the one-cycle bubble appears on the data bus
as a natural result.

DDR SDRAM 1|/O Interface

Figure 12.17 presents a block diagram viewof the
DDR SDRAM device I/O interface. As Figure 12.16
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FIGURE 12.16: Accessing data ina DDR SDRAM memory system.
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FIGURE 12.17: DDR SDRAM device 1/0. 
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registers 

illustrates, DDR SDRAM memory systems trans
fer data on both edges of the DQS strobe signal. 
However, despite the increase in the rate of data 
transfer on the device interface, the rate of internal 
data transfer in the DDR SDRAM device is not simi
larly increased. Instead, in DDR SDRAM devices, the 
rate of data transfer is internally halved so that data 
movement occurs internally at twice the width, but 
half the rate of the device interface. DRAM device 
manufacturers have adopted the terminology of 
M-bit prefetch to describe the data rate multiplica
tion architecture, where M represents the multipli
cation factor between the DRAM device's internal 
width of data movement and the width of the data 
bus on the device interface. In this nomenclature, 
DDR SDRAM devices are said to have a 2-bit prefetch 
architecture where 2 * N bits are moved internally 
at rate Y, but the DDR SDRAM device provides an 
N-bit-wide interface to the memory system that 
moves data at rate 2 * Y. 

Aside from the difference in the I/0 interface of 
the DRAM device, DDR SDRAM device architecture 
is otherwise identical to SDRAM device architecture. 
Consequently, some DRAM manufacturers created 
unified designs that can be bonded out as a DDR 
SDRAM device of data width X or an SDRAM device of 

out to DRAM 
device interface 

/ 

data width 2 * X. These unified designs allowed these 
manufacturers to quickly shift wafer allocations to 
meet shifting market demands. However, these unified 
designs typically cost several percentage points of die 
overhead, so their use was limited to the transitional 
period between SDRAM and DDR SDRAM devices. 

Series Stub Terminated Signaling Protocol 

Aside from the changes to the II 0 architecture 
of the DRAM device, the signaling protocol used 
by the DDR SDRAM device also differed from the 
signaling protocol used by the SDRAM device. The 
signaling protocol used in DDR SDRAM devices 
had to meet two conditions: better signal integ
rity to achieve the higher data rate and a signaling 
protocol that would still permit the DRAM device 
core and the DRAM device interface to share a com
mon, yet lower voltage level. The 2.5-V Series Stub 
Terminated Logic (SSTL-2) signaling protocol met 
the requirement for DRAM manufacturers to simul
taneously achieve the higher signaling rates found 
in DDR SDRAM memory systems and to lower 
the device voltage from the 3.3 V used by SDRAM 
devices to 2.5 V. Consequently, SSTL-2 is used in all 
DDR SDRAM devices. 
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FIGURE 12.17: DDR SDRAM device1/0.

illustrates, DDR SDRAM memory systems trans-
fer data on both edges of the DQSstrobe signal.
However, despite the increase in the rate of data
transfer on the device interface, the rate of internal
data transfer in the DDR SDRAM device is not simi-

larly increased. Instead, in DDR SDRAM devices, the
tate of data transfer is internally halved so that data
movementoccurs internally at twice the width, but
half the rate of the device interface. DRAM device

manufacturers have adopted the terminology of
M-bit prefetch to describe the data rate multiplica-
tion architecture, where M represents the multipli-
cation factor between the DRAM device's internal
width of data movement and the width of the data

bus on the device interface. In this nomenclature,

DDR SDRAM devicesare said to have a 2-bit prefetch
architecture where 2 * N bits are moved internally
at rate Y, but the DDR SDRAM device provides an
N-bit-wide interface to the memory system that
movesdata at rate 2 * Y.

Aside from the difference in the 1/O interface of

the DRAM device, DDR SDRAM device architecture
is otherwise identical to SDRAM device architecture.

Consequently, some DRAM manufacturers created
unified designs that can be bonded out as a DDR
SDRAM device of datawidth X or an SDRAM device of

data width 2 * X. ‘These unified designs allowed these
manufacturers to quickly shift wafer allocations to
meetshifting market demands. However, these unified
designs typically cost several percentage pointsof die
overhead, so their use was limited to the transitional

period between SDRAM and DDR SDRAM devices.

Series Stub Terminated Signaling Protocal
Aside from the changes to the I/O architecture

of the DRAM device, the signaling protocol used
by the DDR SDRAMdevice also differed from the
signaling protocol used by the SDRAM device. The
signaling protocol used in DDR SDRAM devices
had to meet two conditions: better signal integ-
rity to achieve the higher data rate and a signaling
protocol that would still permit the DRAM device
core and the DRAM device interface to share a com-

mon, yet lower voltage level. The 2.5-V Series Stub
Terminated Logic (SSTL-2) signaling protocol met
the requirement for DRAM manufacturers to simul-
taneously achieve the higher signaling rates found
in DDR SDRAM memory systems and to lower
the device voltage from the 3.3 V used by SDRAM
devices to 2.5 V. Consequently, SSTL-2 is used in all
DDR SDRAMdevices.
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Figure 12.18 illustrates the idealized signal input 
and output characteristics for an SSTL-2 inverter. The 
figure shows that SSTL-2 differs from Low-Voltage 
Transistor-Transistor Logic (LVTTL) in that SSTL-2 
uses a common reference voltage Vref to differentiate 
between a logically high voltage state and a logically 
low voltage state. The use of the common voltage 
reference enables SSTL-2 devices to enjoy better 
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FIGURE 12.18: SSTL-2 signaling in DDR SDRAM devices. 
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voltage margins than LVTTL, despite the decrease in 
the overall voltage range from 3.3 to 2.5 V. 

12.3.3 DDRi SDRAM 
In the search for an evolutionary replacement to 

the DDR SDRAM device as the commodity DRAM 
device of choice, DRAM device manufacturers 
sought to achieve higher device data rates and lower 
power dissipation characteristics without substan
tially increasing the complexity, which translates 
to higher manufacturing cost, of the DRAM device. 
The DDR2 SDRAM device architecture was devel
oped by a consortium of DRAM device and system 
manufacturers at JEDEC to meet these stringent 
requirements. The DDR2 SDRAM device was able to 
meet the requirement of a higher data transfer rate 
without substantially increasing the manufacturing 
cost of the DRAM device by further increasing the 
prefetch length, from 2 bits in DDR SDRAM device 
architecture to 4 bits. In theM-bit prefetch nomen
clature, DDR2 SDRAM devices move 4 * Nbits inter
nally at rate Y, but provide an N-bit-wide interface to 
the memory system that moves data at a rate of 4 * Y. 
Figure 12.19 presents a block diagram view of the 
DDR2 SDRAM device 1/0 interface. The figure shows 
that DDR2 SDRAM devices further double the inter
nal datapath of the DRAM device compared to that of 
a comparable DDR SDRAM device. 

'- elk --------------------------

FIGURE 12.19: DDR2 SDRAM device 1/0 intertace. 
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Figure 12,18 illustrates the idealized signal input
and output characteristics for an SSTL-2 inverter. The
figure shows that SSTL-2 differs from Low-Voltage
Transistor-Transistor Logic (LVITL) in that SSTL-2
uses a common reference voltage V,e¢ to differentiate
betweena logically high voltage state and a logically
low voltage state. The use of the common voltage
reference enables SSTL-2 devices to enjoy better
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FIGURE 12.18: SSTL-2 signaling in DDR SDRAM devices.

voltage margins than LVITL, despite the decrease in
the overall voltage range from 3.3 to 2.5 V.

12.3.3 DDR2 SDRAM

In the search for an evolutionary replacement to
the DDR SDRAM device as the commodity DRAM
device of choice, DRAM device manufacturers

sought to achieve higher device data rates and lower
power dissipation characteristics without substan-
tially increasing the complexity, which translates
to higher manufacturing cost, of the DRAM device.
The DDR2 SDRAM device architecture was devel-

oped by a consortium of DRAM device and system
manufacturers at JEDEC to meet these stringent
requirements. The DDR2 SDRAM device was able to
meetthe requirementof a higher data transfer rate
without substantially increasing the manufacturing
cost of the DRAM device by further increasing the
prefetch length, from 2 bits in DDR SDRAM device
architecture to 4 bits. In the M-bit prefetch nomen-
clature, DDR2 SDRAM devices move4 * N bits inter-

nally at rate Y, but provide an N-bit-wide interface to
the memorysystem that moves data at a rate of 4* Y.
Figure 12.19 presents a block diagram view of the
DDR2 SDRAM device I/O interface. The figure shows
that DDR2 SDRAM devices further double the inter-

nal datapath of the DRAM device comparedto that of
a comparable DDR SDRAM device.
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FIGURE 12.19: DDR2 SDRAM device1/0 interface.
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Figure 12.19 also shows another subtle difference 
between DDR and DDR2 SDRAM devices. The 1/0 
interface of the DDR2 SDRAM device has an addi
tional signal to control the termination characteris
tic of the input pin. The On-Die Termination (ODT) 
signal can be controlled by a DDR2 SDRAM memory 
controller to dynamically adjust the electrical char
acteristics of the memory system, depending on the 
configuration of the specific memory system. 

12.3.4 Protocol and Architectural Differences 
The evolutionary relationship between DDR 

SDRAM and DDR2 SDRAM device architectures 
means that the two devices architectures are substan
tially similar to each other. However, there are subtle 
architectural and protocol differences that separate 
the DDR2 SDRAM device from the DDR SDRAM 
device. For example, DDR2 SDRAM devices can sup
port posted CAS commands, and DDR2 devices now 
mandate a delay between the column write com
mand and data from the memory controller. 

Figure 12.20 illustrates two pipelined transactions 
to different banks in a DDR2 SDRAM device. The figure 
shows that the DDR2 SDRAM device is programmable 
to the extent that it can hold a column access command 

for a certain number of cycles before it executes the 
command. The posted CAS command feature allows a 
DDR2 SDRAM memory controller to treat a row acti
vation command and a column access command as 
a unitary command pair to be issued in consecutive 
cycles rather than two separate commands that must 
be controlled and timed separately. In Figure 12.20, 
the additional hold time for the CAS command is three 
cycles, and it is labelled as tAL, for Additional Latency. 
Figure 12.20 also shows that the DDR2 SDRAM device 
now requires a write delay that is equivalent to tCAs - 1 
number of cycles. With the addition of tAL, column read 
command timing can be simply referred to as Read 
Latency, or tRL• and column write command timing 
can be simply referred to as Write Latency, or tWL. 

Differential Strobes and FBGA Packages 
In addition to dynamic termination control, DDR2 

SDRAM device architecture also contains other fea
tures that differentiate it from DDR SDRAM device 
architecture. For example, DDR2 SDRAM devices can 
optionally support a differential DQS signal, while 
DDR SDRAM devices only support a single ended 
DQS signal. The differential DQS signal enables the 
DDR2 SDRAM device to bolster the signal integrity 

column read ___ 
command timing '-----__ 1A_____ _ __ ,_A_s ____ _./ 

;y---
tRL = tAL+ feAS 

column write _ 
command timing fewo = teAs - 1 

FIGURE 12.20: A posted column read command and a posted column write command in a DDR2 SDRAM system. 
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Figure 12.19 also shows anothersubtle difference
between DDR and DDR2 SDRAM devices. The I/O
interface of the DDR2 SDRAM device has an addi-

tional signal to control the termination characteris-
tic of the input pin. The On-Die Termination (ODT)
signal can be controlled bya DDR2 SDRAM memory
controller to dynamically adjust the electrical char-
acteristics of the memory system, depending on the
configuration of the specific memory system.

12.3.4 Protocol and Architectural Differences

The evolutionary relationship between DDR
SDRAM and DDR2 SDRAM device architectures
meansthat the two devices architectures are substan-

tially similar to each other. However, there are subtle
architectural and protocol differences that separate
the DDR2 SDRAM device from the DDR SDRAM

device. For example, DDR2 SDRAM devices can sup-
port posted CAS commands, and DDR2 devices now
mandate a delay between the column write com-
mand and data from the memory controller.

Figure 12.20 illustrates two pipelined transactions
to different banks ina DDR2 SDRAM device.Thefigure
shows that the DDR2 SDRAM device is programmable
to the extentthatit canhold acolumn access command

Clock —

for a certain numberof cycles before it executes the
command.The posted CAS commandfeature allows a
DDR2 SDRAM memory controller to treat a row acti-
vation command and a column access command as

a unitary command pair to be issued in consecutive
cycles rather than two separate commands that must
be controlled and timed separately. In Figure 12.20,
the additional hold time for the CAS commandis three

cycles, andit is labelled as t,;, for Additional Latency.
Figure 12.20 also shows that the DDR2 SDRAM device
now requires a write delay that is equivalentto tcas—1
numberofcycles.With the addition of #4, columnread
command timing can be simplyreferred to as Read
Latency, or fg, and column write command timing
can be simply referred to as Write Latency, or fy.

Differential Strobes and FBGA Packages
In addition to dynamic termination control, DDR2

SDRAMdevice architecture also contains otherfea-
tures that differentiate it from DDR SDRAM device

architecture. For example, DDR2 SDRAM devices can
optionally support a differential DQS signal, while
DDR SDRAM devices only support a single ended
DQSsignal. The differential DQS signal enables the
DDR2 SDRAM device to bolster the signal integrity
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FIGURE 12.20: A posted column read command and a posted column write command in a DDR2 SDRAM system.
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476 Memory Systems: Cache, DRAM, Disk 

FIGURE 12.21: A DDR SDRAM device in a TSOP and a DDR2 SDRAM device in an FBGA package. (Photos courtesy of Micron.) 

of the reference strobe, thus enabling it to operate at 
higher data rates. In addition to illustrating the pro
gression of the posted column read and posted col
umn write commands, Figure 12.20 also shows that 
data for column read commands, sent by the DRAM 
devices, is edge-aligned to the data strobe signal, 
while data for column write commands, sent by the 
DRAM controller, is center-aligned to the DQS and 
DQS# data strobe signals.2 

Finally, Figure 12.21 shows a DDR SDRAM device 
in a TSOP and a DDR2 SDRAM device in a Fine Ball 
Grid Array (FGBA) package. FBGA packaging is more 
expensive than TSOP, but the ball grid contacts pres
ent less electrical parasitics for the signal transmis
sion line. Consequently, FBGA packaging is required 
for the higher data rate DDR2 devices, while it remains 
optional for DDR SDRAM devices. 

12.3.5 DDR3 SDRAM 
Having learned many lessons in the evolutionary 

development of DDR and DDR2 SDRAM devices, 
DRAM device and systems manufacturers have 

continued on the path of further increasing DRAM 
device prefetch lengths to enable higher device 
data rates in the next -generation commodity DRAM 
device-DDR3 SDRAM. The DDR3 SDRAM device 
continues the technique of increasing prefetch 
lengths and employs a prefetch length of 8. Con
sequently, DDR3 SDRAM devices are expected to 
attain data rates that range between 800 Mbps per 
pin to 1.6 Gbps per pin, doubling the range of 400 to 
800 Mbps per pin for DDR2 SDRAM devices.3 

DDR3 SDRAM devices also contain additional 
enhancements notfoundinDDR2 SDRAM devices. For 
example, DDR3 SDRAM devices of all capacities have 
at least 8 banks of independent DRAM arrays, while the 
8-bank architecture is limited to DDR2 devices with 
capacities of 1 Gbit or larger. DDR3 SDRAM devices will 
also have two features that may enable them to reduce 
refresh power consumption. One optional feature that 
will enable DDR3 SDRAM devices to reduce refresh 
power consumption is a temperature-dependent self
refresh mode. In this self-refresh mode, the rate of 
refresh and current of the self-refresh circuitry will be 
adjusted automatically by the DDR3 device, depending 

2Read data in SDRAM devices is edge-aligned to the clock signal, while write data is center-aligned to the clock signal. The 
data timing described herein for DDR2 is similar for DDR, DDR2, and DDR3 SDRAM devices. 
3At the time of the writing of this text, discussions are underway to extend the range ofDDR3 data rate past2 Gbps. 
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FIGURE 12.21: A DDR SDRAM device in a TSOP and a DDR2 SDRAM device in an FBGA package. (Photos courtesy of Micron.)

of the reference strobe, thus enabling it to operate at
higher data rates. In addition to illustrating the pro-
gression of the posted column read and posted col-
umn write commands, Figure 12.20 also shows that
data for column read commands, sent by the DRAM
devices, is edge-aligned to the data strobe signal,
while data for column write commands, sent by the
DRAM controller, is center-aligned to the DQS and
DQS#data strobesignals.”

Finally, Figure 12.21 shows a DDR SDRAM device
in a TSOP and a DDR2 SDRAM device in a Fine Bail

Grid Array (FGBA) package. FBGA packaging is more
expensive than TSOP, butthe ball grid contacts pres-
ent less electrical parasitics for the signal transmis-
sion line. Consequently, FBGA packaging is required
for the higher data rate DDR2devices, while itremains
optional for DDR SDRAM devices.

12.3.5 DDR3 SDRAM

Having learned many lessons in the evolutionary
development of DDR and DDR2 SDRAM devices,
DRAM device and systems manufacturers have

 

continued on the path of further increasing DRAM
device prefetch lengths to enable higher device
data rates in the next-generation commodity DRAM
device—DDR3 SDRAM. The DDR3 SDRAM device

continues the technique of increasing prefetch
lengths and employs a prefetch length of 8. Con-
sequently, DDR3 SDRAM devices are expected to
attain data rates that range between 800 Mbpsper
pin to 1.6 Gbps perpin, doubling the range of 400 to
800 Mbpsper pin for DDR2 SDRAM devices.

DDR3 SDRAM devices also contain additional
enhancementsnotfound inDDR2 SDRAM devices. For

example, DDR3 SDRAMdevicesofall capacities have
at least 8 banks ofindependent DRAM arrays, while the
8-bank architecture is limited to DDR2 devices with

capacities of 1 Gbit or larger. DDR3 SDRAM deviceswill
also have two features thatmay enable them to reduce
refresh power consumption. One optional feature that
will enable DDR3 SDRAM devices to reduce refresh

power consumptionis a temperature-dependentself-
refresh mode. In this self-refresh mode, the rate of

refresh. and currentof the self-refresh circuitry will be
adjusted automaticallybythe DDR3 device, depending

Read data in SDRAM devicesis edge-alignedto the clock signal, while write data is center-alignedto the clocksignal. The
data timing described herein for DDR2 is similar for DDR, DDR2, and DDR3 SDRAM devices.
Satthe time of the writingofthis text, discussions are underway to extend the range ofDDR3 datarate past 2 Gbps.
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FIGURE 12.22: Commodity DRAM device timing and data rate scaling trends. 

on the temperature of the device. The second feature 
that will enable DDR3 devices to reduce refresh power 
is that a DDR3 device can be programmed to refresh 
only a subset of the rows that contain data, rather than 
all of the rows once per fresh loop.4 These features, 
in combination with the lower 1.5 V supply voltage, 
enable DDR3 devices to consume less power per unit 
of storage or unit of bandwidth. 

Unfortunately, the high data transfer rate ofDDR3 
SDRAM devices requires significant trade-off in 
memory system configuration flexibility, a trade-off 
that will limit the utility of the device in unbuffered 
memory systems. To reach the high data nite of DDR3 
SDRAM devices, DRAM device and system manufac
turers have imposed the limit of two ranks of DRAM 
devices in a memory system, and the two ranks of 
DRAM devices are assumed to be located close to 
each other. Consequently, computer system manu
facturers will not be able to design and market com
puters with traditional, unbuffered memory systems 
that still allow end-users to flexibly configure the 
capacity of the memory system as could be done with 
DDR and DDR2 SDRAM memory systems. 

4Partial array refresh is also present in DDR2 SDRAM devices. 

12.3.6 Scaling Trends of Modern-Commodity 
DRAM Devices 

In the decade since the definition of the SDRAM 
standard, SDRAM devices and their descendants 
have continued on a general scaling trend of expo
nentially higher data rates and slowly decreasing tim
ing parameter values for each generation of DRAM 
devices. Table 12.2 contains a summary of timing 
parameter values for selected SDRAM, DDR SDRAM, 
and DDR2 SDRAM devices. Table 12.2 shows that 
fundamental device operation latencies in terms of 
wall dock time have gradually decreased with suc
cessive generations of DRAM devices, while DRAM 
device data rates have increased at a much higher 
rate. Consequently, DRAM device operation latencies 
have, in general, increased in terms of cycles, despite 
the fact that the latency values in nanoseconds have 
decreased in general. 

Figure 12.22 shows the scaling trends of commod
ity DRAM devices from 1998 to 2006. In the time 
period illustrated in Figure 12.22, random row cycle 
times in commodity DRAM devices decreased on 
the order of 7% per year. In contrast, the data rate of 
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FIGURE 12.22: Commodity DRAM device timing and data rate scaling trends.

on the temperature of the device. The second feature
that will enable DDR3 devices to reduce refresh power
is that a DDR3 device can be programmedto refresh
only a subsetofthe rows that contain data, rather than
all of the rows onceperfresh loop.* These features,
in combination with the lower 1.5 V supply voltage,
enable DDR3 devices to consume less power per unit
of storage or unit ofbandwidth.

Unfortunately, the high data transfer rate of DDR3
SDRAM devices requires significant trade-off in
memory system configurationflexibility, a trade-off
that will limit the utility of the device in unbuffered
memory systems.To reach the high data rate of DDR3
SDRAM devices, DRAM device and system manufac-
turers have imposed the limit of two ranks of DRAM
devices in a memory system, and the tworanks of
DRAM devices are assumed to be located close to

each other. Consequently, computer system manu-
facturers will not be able to design and market com-
puters with traditional, unbuffered memory systems
that still allow end-users to flexibly configure the
capacity ofthe memorysystem as could be done with
DDR and DDR2 SDRAM memory systems.
 

‘Partial array refresh is also present in DDR2 SDRAM devices.

12.3.6 Scaling Trends of Modern-Commodity
DRAM Devices

In the decade since the definition of the SDRAM
standard, SDRAM devices and their descendants

have continued on a general scaling trend of expo-
nentiallyhigher data rates and slowly decreasing tim-
ing parameter values for each generation of DRAM
devices. Table 12.2 contains a summary of timing
parametervalues for selected SDRAM, DDR SDRAM,
and DDR2 SDRAMdevices. Table 12.2 shows that

fundamental device operation latencies in terms of
wall clock time have gradually decreased with suc-
cessive generations, of DRAM devices, while DRAM
device data rates have increased at a much higher
rate. Consequently, DRAM device operation latencies
have, in general, increased in termsof cycles, despite
the fact that the latency values in nanoseconds have
decreased in general.

Figure 12.22 showsthe scaling trends of commod-
ity DRAM devices from 1998 to 2006. In the time
period illustrated in Figure 12.22, random row cycle
times in commodity DRAM devices decreased on
the order of 7% per year. In contrast, the data rate of
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Chapter 12 EVOLUTIONARY DEVELOPMENTS OF DRAM DEVICE ARCHITECTURE 479 

TABLE 12.3 Quick summary of SDRAM and DDRx SDRAM devices 

Supply voltage 3.3V 2.5a V 1.8 v 1.5 v 
Signaling LVTTL SSTL-2 SSTL-18 SSTL-15 

Bank count 4b 4 4c 8 

Data rate range 66N133 200N400 400N800 800N1600 

Prefetch length 1 2 4 8 

Internal x4 4 8 16 32 
datapath X8 8 16 32 64 
width 

X16 16 32 64 128 

a400-Mbps DDR SDRAM standard voltage set at 2.6 V. 
b16-Mbit density SDRAM devices only have 2 banks in each device. 
c256- and 512-Mbit devices have 4 banks; 1-, 2-, and 4-Gbit DDR2 SDRAM devices have 8 banks in each device. 

commodity DRAM devices doubled every three years. 
Consequently, the relatively constant row cycle times 
and rapidly increasing data rates mean that longer 
requests or a larger number of requests must be kept 
in flight by the DRAM memory controller to sustain 
high bandwidth utilization. 

Figure 12.22 also shows an anomaly in that the 
refresh cycle time tRFC has increased rather than 
decreased in successive generations of DRAM 
devices, unlike the scaling trends for other tim
ing parameters. Although the tRFC values reported 
in Table 12.2 are technically correct, the illustrated 
trend is somewhat misleading. That is, tRFC increased 
for the DDR2 devices examined over that for the DDR 
SDRAM devices due to the fact that the DDR SDRAM 
devices examined in Table 12.2 are 512-Mbit devices, 
whereas the DDR2 SDRAM devices examined in 
Table 12.2 are 1-Gbit devices. In this case, the larger 
capacity means that a larger number of cells must be 
refreshed, and the 1-Gbit DDR2 DRAM device must 
take longer to perform a refresh command or draw 
more current to refresh twice the number of DRAM 
storage bits in the same amount of time as the 512-
Mbit DDR SDRAM device. Table 12.2 shows that 
DRAM manufacturers have, in general, chosen to 
increase the refresh cycle time tRFC• rather than sig
nificantly increase the current draw needed to per
form a refresh command. Consequently, the refresh 

cycle time tRFC has not decreased in successive gen
erations of DRAM devices when the general trend of 
increasing capacity in each generation is taken into 
account. 

Table 12.3 contains a summary of modern
commodity SDRAM devices, showing the general 
trends of lower supply voltages to the devices and 
higher operating data rates. Table 12.3 also summa
rizes the effect of the increasing prefetch length in 
SDRAM, DDR SDRAM, DDR2 SDRAM, and DDR3 
SDRAM devices. Table 12.3 shows the worrying trend 
that the increasing data rate of commodity DRAM 
devices has been achieved at the expense of increas
ing granularity of data movem1nt. That is, in a X4 
SDRAM device, the smallest unft of data movement 
is a single column of 4 bits. With increasing prefetch 
length, the smallest unit of data movement has also 
increased proportionally. The increasing granularity 
of data movement means that the commodity DRAM 
system is losing randomness of data access, and the 
higher device bandwidth is achieved only by stream
ing data from spatially adjacent address locations. 
The situation is being compounded with the fact 
that X8 DRAM devices are far outselling X4 DRAM 
devices, and X4 DRAM devices are only being used 
in memory systems that require maximum capacity. 
Consequently, X4 DRAM devices are now selling at a 
price premium over X8 and X16 DRAM devices. 
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4400-Mbps DDR SDRAMstandard voltage setat 2.6 V.
>46-Mbit density SDRAM devices only have 2 banks in each device.
°256- and 512-Mbit devices have 4 banks; 1-, 2-, and 4-Gbit DDR2 SDRAM devices have 8 banksin each device.

commodity DRAM devices doubled every three years.
Consequently, the relatively constant row cycle times
and rapidly increasing data rates mean that longer
requests or a larger numberof requests must be kept
in flight by the DRAM memory controller to sustain
high bandwidth utilization.

Figure 12.22 also shows an anomaly in that the
refresh cycle time fgrc has increased rather than
decreased in successive generations of DRAM
devices, unlike the scaling trends for other tim-
ing parameters. Although the tppc values reported
in Table 12.2 are technically correct, the illustrated
trend is somewhat misleading.Thatis, tapc increased
for the DDR2 devices examinedoverthat forthe DDR
SDRAMdevices dueto the fact that the DDR SDRAM

devices examined in Table 12.2 are 512-Mbit devices,
whereas the DDR2 SDRAM devices examined in

Table 12.2 are 1-Gbit devices. In this case, the larger
capacity meansthat a larger numberofcells must be
refreshed, and the 1-Gbit DDR2 DRAM device must

take longer to perform a refresh command or draw
morecurrentto refresh twice the number of DRAM

storage bits in the same amountof timeas the 512-
Mbit DDR SDRAM device. Table 12.2 shows that
DRAM manufacturers have, in general, chosen to
increase the refresh cycle time fprc, rather than sig-
nificantly increase the current draw needed to pet-
form a refresh command. Consequently, the refresh

cycle time tprc has not decreased in successive gen-
erations of DRAM devices whenthe general trend of
increasing capacity in each generation is taken into
account.

Table 12.3 contains a summary of modern-
commodity SDRAM devices, showing the general
trends of lower supply voltages to the devices and
higher operating data rates. Table 12.3 also summa-
rizes the effect of the increasing prefetch length in
SDRAM, DDR SDRAM, DDR2 SDRAM, and DDR3

SDRAM devices. Table 12.3 shows the worrying trend
that the increasing data rate of commodity DRAM
devices has been achieved at the expenseof increas-
ing granularity of data movement. That is, in a x4
SDRAM device, the smallest unit of data movement
is a single column of 4 bits. With increasing prefetch
length, the smallest unit of data movement hasalso
increased proportionally. The increasing granularity
of data movement meansthat the commodity DRAM
system is losing randomness of data access, and the
higher device bandwidth is achieved only by stream-
ing data from spatially adjacent address locations.
The situation is being compounded with the fact
that X8 DRAM devices are far outselling 4 DRAM
devices, and x4 DRAM devices are only being used
in memorysystems that require maximum capacity.
Consequently, x4 DRAM devices are nowselling at a
price premium over <8 and X16 DRAM devices.
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The larger granularity of data movement has serious 
implications in terms of random access performance 
as well as memory system reliability. For example, in 
a DDR2 SDRAM memory system, the loss of a single 
device will take out 16 bits of data in a X4 device and 
32 bits of data in a X8 device. Consequently, a mini
mum data bus width of 144 bits is needed, in combi
nation with sophisticated error correction hardware 
circuitry to cover for the loss of 16 bits of data in a X4 
device and 32 bits of data in a X 8 device. 

12.4 High Bandwidth Path 
In 1990, the 80386 processor was the dominant 

desktop processor, and memory bandwidth was not 
a limiting issue as it is in more modern memory sys
tems. However, in that same year, Rambus Corp. was 
founded with a focus to design high -speed chip inter
faces, specifically memory system interfaces. Ram bus 
Corp.'s focus on high-speed signaling technology led 
it to design high bandwidth memory interfaces and 
systems that differ radically from commodity DRAM 
memory systems in terms of signaling protocol, sys
tem topology, device architecture, and access pro
tocol. As a result of its singular focus on high device 
and system bandwidth, the high bandwidth path of 
DRAM device architecture evolution is dominated by 
memory systems developed by Rambus Corp. 

In the years since its founding, Rambus Corp. has 
had various levels of contribution and involvement in 
different memory systems. However, two high band
width memory systems are often cited when Rambus 
technology is brought up for discussion: the Direct 
Rambus Dynamic Random-Access Memory (Direct 
RDRAM) memory system and the Extreme Data Rate 
(XDR) memory system. In this section, the unique 
features of these two memory systems are singled out 
for examination. 

12.4.1 Direct RDRAM 
The Direct RDRAM device and system architectures 

are radically different from the conventional, com
modity DRAM device and system architectures. In this 
section, we begin with the fundamental difference 

between the Direct RDRAM memory system and the 
commodity, cost-focused DRAM memory systems by 
starting with an examination of the high-speed sig
naling technology developed by Rambus, the Rambus 
Signaling Level (RSL) signaling protocol. RSL enabled 
Rambus Corp. to design high-speed DRAM device 
interfaces. However, the relatively slow DRAM cir
cuits designed for use in low-cost commodity DRAM 
devices mean that the high-speed RSL signaling pro
tocol must be coupled with suitable device and system 
architectures to attain high values of practical, sustain
able bandwidth. In the following sections, the signaling 
technology, system architecture, device architecture, 
and access protocol of the Direct RDRAM memory 
system are systematically examined. The systematic 
examination of the Direct RDRAM memory system 
architecture begins with an examination ofRSL. 

The Rambus Signaling Level (RSL) 
The RSL was Rambus' first signaling technology. RSL 

was designed as a high-speed, singled-ended, multi
drop, bidirectional bus signaling technology. RSL is 
designed as a signaling technology that can support a 
variable number of loads on the same bus-between 
1 and 32 DRAM devices can be connected to the same 
bus. RSL debuted with data rates of 500 Mbps and 
reached over 1.2 Gbps in various configurations. 

Figure 12.23 shows that the RSL is defined to swing 
between 1.0 and 1.8 V. RSL is designed to operate as 
a high-speed signaling system that makes use of cur
rent mode output drivers with carefully controlled 
slew rates to deliver low-voltage signals across trans
missions lines with carefully controlled impedance 
characteristics. 

Memory System Architecture 
The system architecture of the Direct RDRAM 

memory system differs dramatically from system 
architectures of SDRAM and DDRx SDRAM mem
ory systems. The key elements of the Direct RDRAM 
memory system architecture that differentiate it from 
SDRAM and DDRx SDRAM memory system archi
tectures are path-matched address, command and 
data bus topology, separate row and column address 
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------- logic low= 1.8V 
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FIGURE 12.23: Direct RDRAM signaling: Rambus signaling levels. 

channels with encoded command packets, separate 
data channel, multiple cycle, packet-based com
mand and address assertion from memory controller 
to memory device, and the absence of a critical word 
forwarding data burst. 

The system architecture of the Direct RDRAM 
memory system was designed to sustain high pin
bandwidth regardless of the number of DRAM 
devices in the memory system. The motivation for 
this design decision is that it allows for a high degree 
of performance scalability with multiple channels of 
memory, regardless of the number of DRAM devices 
per channel. In theory, an embedded system with a 
single channel memory system with a single DRAM 
device in the memory system can enjoy as much pin
bandwidth as a server system with multiple chan
nels of memory and fully populated with 32 devices 
per channel. Unlike high data rate DDR2 and DDR3 
memory systems that rely on multiple ranks of DRAM 
devices to collectively provide sufficient bandwidth 
to saturate the channel, a single-rank Direct RDRAM 
memory system can provide as much bandwidth as a 
multi-rank Direct RDRAM memory system. 

Device Architecture 

Figure 12.24 illustrates the device organization of 
a 288-Mbit Direct RDRAM device with 32 interleaved 
and dependent (32d) banks internally. The Direct 
RDRAM device can be architected to contain differ
ent numbers of banks. The organization illustrated 

in Figure 12.24 contains 32 dependent banks. 5 In the 
32d Direct RDRAM device architecture, each bank is 
split into two halves, an upper half bank and a lower 
half bank, and adjacent banks share common sets 
of sense amplifiers. That is, the lower half of bank i 
shares the same set of sense amplifiers with the upper 
half of bank i + 1. Consequently, adjacent banks i and 
i + 1 cannot both be open at the same time. 

One difference between Direct RDRAM memory 
systems versus SDRAM and DDRx SDRAM mem
ory systems is that SDRAM and DDRx SDRAM 
memory systems rely on wide data busses with a 
non-power-of-two number of devices in parallel 
to provide the requisite number of data and check 
bits for error detection and correction. In contrast, 
a single Direct RDRAM device may form the entire 
data bus width of a Direct RDRAM memory system. 
Consequently, different versions of Direct RDRAM 
devices are used in different Direct RDRAM mem
ory systems. Direct RDRAM memory systems that 
do not require error correction use Direct RDRAM 
devices with a 16-bit-wide data bus, and Direct 
RDRAM memory systems that require error correc
tion use Direct RDRAM devices with an 18-bit-wide 
data bus. Figure 12.24 illustrates a Direct RDRAM 
device with an 18-bit-wide data bus. The figure 
shows that the 18-bit-wide data bus is organized as 
two separate 9-bit-wide data busses. 

Unlike SDRAM and DDRx SDRAM devices where a 
given command and the associated address are sent 
in a single clock cycle, Direct RDRAM devices encode 

5 A 4 independent ( 4i) banks per device architecture was promoted as a cost reduction initiative for desktop systems that 
are typically configured with multiple DRAM systems on a given RIMM. However the initiative did not gain traction, and 
the 32d device architecture was the primary device architecture at the 256-/288-Mbit device node. 
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FIGURE 12.24: Split (32 interleaved) bank architecture of a Direct RDRAM device. 

Netlist Ex 2034 
Samsung v Netlist 

IPR2022-00996 
 
 
 

482 MemorySystems: Cache, DRAM,Disk

 

 

  
 

   
 

  
  

 
  
 

    
 
 

 
    

  

 
 
 

 
 

 
 
 

 

  

  

 
 

   

 
 
 

     
 

 
 
 

   

 

    
 

 
 

    

 
 

  
 

 
 

  

 
 

 
 

 
 

  
 
 

DQBS..0 CTMCTMN=SCK, CFMCFMN DQAS..0ROW2..ROWO cup 210% coua.coto °°l S101 | \~— —_™ 7
RCLK

| roHP4 |

| | | 1:8 DEMUX |

| TCLK | | RCLK | |
| |—Gonirot | Packet Decode |
| Registers _ COLX|COLC COLM |el BERSBX |
| REFR DEVID jy DX”, OC MAMBO
| | | |
| |

| Mux
Row Decode

|~Tact PRER RD/WR

Fa zce OLag

¥ el eg a5 ‘ cae el 9 2
& = = xEa = >

Bee PS
: : -ba o e e 2_

SSS Fe ag 9 |
a 2 ar Bz) Zz t—- |
a< Js ze ag S
" OFS aaje] ]

|

| Ee <>34o Bank 16 a
FE ag

=——s an

\ a ~| Bank 18 .
| e e 8e 4 .

ES I Bank 29 Be
Fal Bank 30 ag
Fo 3]

bi |—_— —_— — —_ — a

 
 

FIGURE 12.24: Split (32 interleaved) bank architecture of a Direct RDRAM device.
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the command and address into a multi-cycle packet 
that must be buffered, de-multiplexed, and decoded 
by the Direct RDRAM device. In the case of a column 
read command, a read command packet (40 bits in 
size) is sent over the 5-bit-wide COL[4:0] column 
command bus on both the rising edge and the falling 
edge of the clock-from-master (CFM) clock signal. The 
40-bit-wide packet is received and decoded by the 
Direct RDRAM device into COLX, COLC, and COLM 
command and address fields. The Direct RDRAM 
device then moves the requested data from the array 
of sense amplifiers through the 8:1 multiplexor onto 
the data bus. In this manner, the data prefetch archi
tecture of Direct RD RAM devices is very similar to the 
internal device architecture ofDDR3 SDRAM devices. 
However, unlike DDR3 SDRAM devices, Direct 
RDRAM devices do not support burst reordering to 
send the critical word first. 

Topology 

To take advantage of the high-speed signaling sys
tem, Rambus designed a new system topology for 
Direct RDRAM. Figure 12.25 shows that each Direct 
RDRAM device appears on a Direct DRAM channel as 
a single load. Figure 12.25 presents a topological view 
of the Direct RDRAM memory system with the mem
ory controller connected to two memory modules, 
and each module contains four memory devices. The 
memory module for the Direct RDRAM memory sys
tem is referred to as a Ram bus In-line Memory Module 
CRIMM) by Rambus. Each memory device illustrated 
in the Direct RDRAM memory system in Figure 12.25 

DR DRAM 
Memory 

controller 

presents a 16-bit -wide data interface to the data bus. 
In Figure 12.25, all of the Direct RDRAM devices are 
connected on the same channel with a 16-bit-wide 
data bus. In essence, each Direct RDRAM device is a 
single rank of memory in a Direct RDRAM memory 
system. 

In a Direct RDRAM memory system, the clock
from-master signal, the clock-to-master signal, the 
column address and command bus, the row address 
and command bus, and the two 8-bit-wide data 
busses are routed in parallel. Unlike the mesh topol
ogy of the SDRAM and the DDRx SDRAM memory 
systems, the topology of the Direct RDRAM mem
ory system allows all of the signal interfaces of the 
DRAM device to operate with minimal skew rela
tive to the system clock signals. The Direct RDRAM 
memory system uses a scheme where the clock sig
nals propagate alongside data signals to minimize 
timing skew between clock and data. The mini
mal clock-data timing skew means that the Direct 
RDRAM memory system can avoid the insertion of 
idles in the protocol to account for timing uncer
tainties and achieve high bandwidth efficiency. The 
arrangement of the memory device in the Direct 
RDRAM memory system also means that with more 
devices, the bus turnaround time increases and 
results in longer memory latency. 

Access Protocol 

The memory-access protocol of the Direct RDRAM 
memory system is quite different from access proto
cols of traditional memory systems such as SDRAM, 

RIMM1 
~ -----

Direct 
RDRAM 
device 

16 bit wide data bus ~:-+---f-l---++---t'--H--tL-+t----t'-+t-1-e+--t'-t+--tL-++--+'-1-+--+L-+t--+
Address and command~,-L--t--'-t--+---'+-+---'+-+-'-t,-L-e---L-+--'+--+-Y--+---'+--+---'-t~--e 

clock from master -+---i-+---'-+___J'--+_L__t--L-..j.._t-+----'---t-L-t-.L-+---'--..,.._--._ 
clock to master L ______ .J L ______ .J 

FIGURE 12.25: Direct RDRAM system topology. 
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the commandand address into a multi-cycle packet
that must be buffered, de-multiplexed, and decoded
by the Direct RDRAM device.In the case of a column
read command, a read command packct (40 bits in
size) is sent over the 5-bit-wide COL[4:0] column

commandbuson boththerising edge andthefalling
edge ofthe clock-from-master (CFM)clock signal. The
40-bii-wide packet is received and decoded by the
Direct RDRAM device into COLX, COLC, and COLM
command and address fields. The Direct RDRAM

device then moves the requested data from the array
of sense amplifiers through the 8:1 multiplexor onto
the data bus. In this manner, the data prefetch archi-
tecture of Direct RDRAM devicesis very similar to the
internal device architecture ofDDR3 SDRAM devices.

However, unlike DDR3 SDRAM devices, Direct

RDRAM devices do not support burst reordering to
send thecritical word first.

Topology
To take advantageof the high-speed signaling sys-

tem, Rambus designed a new system topology for
Direct RDRAM.Figure 12.25 shows that each Direct
RDRAMdevice appears on a Direct DRAM channel as
a single load. Figure 12.25 presents a topological view
of the Direct RDRAM memorysystem with the mem-
ory controller connected to two memory modules,
and each module contains four memory devices. The
memory module for the Direct RDRAM memotysys-
tem is referred to as a Rambus In-line MemoryModule
(RIMM) by Rambus. Each memory device illustrated
in the Direct RDRAM memory system in Figure 12.25

RIMM 0DRDRAM

presents a 16-bit-wide data interface to the data bus.
In Figure 12.25, all of the Direct RDRAM devices are
connected on the same channel with a 16-bit-wide

data bus. In essence, each Direct RDRAM deviceis a

single rank of memory in a Direct RDRAM memory
system.

In a Direct RDRAM memorysystem, the clock-
from-master signal, the clock-to-master signal, the
column address and commandbus, the row address
and command bus, and the two 8-bit-wide data

bussesare routed in parallel. Unlike the mesh topol-
ogy of the SDRAM and the DDRx SDRAM memory
systems, the topology of the Direct RDRAM mem-
ory system allowsall of the signal interfaces of the
DRAM device to operate with minimal skew rela-
tive to the system clock signals. The Direct RDRAM
memory system uses a scheme wherethe clocksig-
nals propagate alongside data signals to minimize
timing skew between clock and data. The mini-
mal clock-data timing skew means that the Direct
RDRAM memory system can avoid the insertion of
idles in the protocol to account for timing uncer-
tainties and achieve high bandwidth efficiency. The
arrangement of the memory device in the Direct
RDRAM memory system also means that with more
devices, the bus turnaround time increases and

results in longer memorylatency.

Access Protocol

The memory-access protocol of the Direct RDRAM
memory system is quite different from access proto-
cols of traditional memory systems such as SDRAM,

RIMM 1 Direct
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FIGURE 12.25: Direct RDRAM system topology.
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DDRSDRAM, and DDR2 SDRAM memory systems. As 
a consequence of the matched topology of the clock, 
data, and command and address busses, the Direct 
RDRAM memory controller encodes all commands 
and addresses into packets6 and transmits them in 8 
half cycles, 7 a period of time called an octcycle, from 
the controller to the DRAM device. In the case of row 
commands, the Direct RDRAM controller encodes 
the row address and access commands into row 
access command packets that are 24 bits in length 
and transports the 24-bit-long packets from the con
troller to a Direct RDRAM device over 3 signal wires in 
8 half cycles. In the case of column access commands, 
the Direct RDRAM controller encodes the column 
addresses and column access commands into pack
ets that are 40 bits in length for transport to a Direct 
RDRAM device over 5 signal wires in 8 half cycles. 

The Direct RDRAM memory system transports 
data in a manner that is similar to the command 
transport mechanism. In the case of a column read 
command, 128 bits of data are transported from a 
single Direct RDRAM device over 16 signal wires 
in 8 half cycles to the memory controller. The tim
ing of a memory read command in a Direct RDRAM 
memory system is illustrated in three separate steps 
in Figure 12.26. The figure shows that the Direct 
RDRAM memory controller first packs and encodes 
a row activation command and then transmits the 
packed row activation command over the span of 

Data Bus 

four clock cycles in step 1. The packed column access 
command is then transmitted to the Direct RDRAM 
device in step 2. Finally, in step 3, data is returned 
to the controller by a given Direct RDRAM device 
(device 0 in Figure 12.26) in over 8 half cycles. The 
128 bits, or 16 bytes, of data are also referred to as a 
dualoct by Rambus. 

One interesting detail about the Direct RDRAM 
memory-access protocol illustrated in Figure 12.26 
is that the Direct RDRAM controller began to trans
mit the column read command almost immediately 
after the row access command, before tRcD timing 
had been satisfied. The reason that the transmis
sion of the column read command can begin almost 
immediately after the transmission of the row access 
command is that each command packet must be buff
ered, decoded, and then executed by the addressed 
Direct RDRAM device. Consequently, the column 
access command shown as step 2 in Figure 12.26 is 
not decoded until the transmission of the command 
has been completed and the entire packet has been 
received by the Direct RDRAM device. The optimal 
timing to minimize delay is then to coincide the row
activation-to-column-access delay with the end of 
the column access packet as shown in Figure 12.26. 

The Direct RDRAM memory system is designed to 
sustain high bandwidth throughput, and the Direct 
RDRAM memory-access protocol allows a large com
bination of different memory-access commands to be 

~~~~~~~~~~~~~~~c~!lu ·~~u~lcJ~I~ ~~~~ 

row activation tRCD 
command (RAS to CAS 

delay) 

tcAC 
(CAS access 

delay) 

CD Activation command asserted to DRAM device 
@Column Access command sent to DRAM device 
@ Data (dualoct) returned by DRAM device 

FIGURE 12.26: A row activation command followed by a column read command in a Direct RDRAM system. 

6The command and address packets are not network packets with a header and payload. Rather, these packets are simply 
multi-cycle, fixed-duration, predefined format, command and address data sent by the controller to the DRAM device. 
7The Direct RDRAM memory system sends and receives data, commands, and addresses on each edge of a clock signal. 
Consequently, in the Direct RDRAM memory system, the time period of 8 half cycles is equal to 4 full clock cycles. 
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DDRSDRAM,and DDR2 SDRAM memory systems. As
a consequenceof the matched topology of the clock,
data, and command and address busses, the Direct

RDRAM memory controller encodes all commands
and addresses into packets® and transmits them in 8
half cycles,’ a period oftime called an ocicycle, from
the controller to the DRAM device. In the case of row

commands, the Direct RDRAM controller encodes
the row address and access commands into row

access command packets that are 24 bits in length
and transports the 24-bit-long packets from the con-
troller to a Direct RDRAMdeviceover 3 signal wires in
8 half cycles. In the case of column access commands,
the Direct RDRAM controller encodes the column

addresses and column access commandsinto pack-
ets that are 40 bits in length for transport to a Direct
RDRAM device over 5 signal wires in 8 half cycles.

The Direct RDRAM memory system transports
data in a manner that is similar to the command

transport mechanism. In the case of a column read
command, 128 bits of data are transported from a
single Direct RDRAM device over 16 signal wires
in 8 half cycles to the memory controller. The tim-
ing of amemory read command in a Direct RDRAM
memory system is illustrated in three separate steps
in Figure 12.26. The figure shows that the Direct
RDRAM memorycontroller first packs and encodes
a row activation command and then transmits the

packed row activation command over the span of

four clock cycles in step 1.'The packed columnaccess
commandis then transmitted to the Direct RDRAM

device in step 2. Finally, in step 3, data is returned
to the controller by a given Direct RDRAM device
(device 0 in Figure 12.26) in over 8 half cycles. The
128 bits, or 16 bytes, of data are also referred to as a
dualoctby Rambus.

One interesting detail about the Direct RDRAM
memory-access protocol illustrated in Figure 12.26
is that the Direct RDRAM controller began to trans-
mit the column read command almost immediately
after the row access command, before tacp timing
had been satisfied. The reason that the transmis-

sion of the column read commandcan begin almost
immediately after the transmission of the row access
command is that each commandpacketmustbe buff-
ered, decoded, and then executed by the addressed
Direct RDRAM device. Consequently, the column
access command shown asstep 2 in Figure 12.26is
not decodeduntil the transmission of the command

has been completed and the entire packet has been
received by the Direct RDRAM device. The optimal
timing to minimize delay is then to coincide the row-
activation-to-column-access delay with the end of
the column access packet as shown in Figure 12.26.

The Direct RDRAM memory system is designed to
sustain high bandwidth throughput, and the Direct
RDRAM memory-access protocolallows a large com-
binationofdifferent memory-access commandsto be
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FIGURE 12.26: A row activation command followed by a column read commandin a Direct RDRAM system. 

®The commandand addresspackets are not network packets with a header and payload. Rather, these packets are simply
multi-cycle, fixed-duration, predefined format, commandand address data sent by the controller to the DRAM device.
*The Direct RDRAM memory system sends andreceives data, commands, and addresses on each edgeofa clock signal.
Consequently, in the Direct RDRAM memory system,the time period of 8 half cycles is equal to 4 full clock cycles,
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issued by the memory controller consecutively with
out the need for idle cycles. Figure 12.27 illustrates 
the full utilization of the data bus by showing three 
consecutive column read commands that return data 
to the memory controller without the presence of any 
idle cycles between data packets on the data bus. Fig
ure 12.27 shows two consecutive column read com
mands to device #0, followed by a third command 
sent to device #1. The figure then shows the return of 
data by the memory devices after the appropriate CAS 
delay. In theory, no idle cycles are needed in between 

Column Cmd 

Data Bus 

column read commands, since the data transmis
sion on the data bus is synchronized by the common 
clock-to-master signal, even in the case where the 
column read commands are sent to different Direct 
RDRAM devices in the Direct RDRAM channel.8 

The Write-to-Read Turnaround Issue 
Figure 12.28 illustrates the problematic case of a 

column read command that follows a column write 
command in commodity DRAM devices such as a 

fcAC data packet data packet data packet 
(CAS access delay) 

G) Column Access command sent to DRAM device #0 ® Data packet returned by DRAM device #0 

®Column Access command sent to DRAM device #0 ® Data packet returned by DRAM device #0 
@Column Access command sent to DRAM device #1 @ Data packet returned by DRAM device #1 

FIGURE 12.27: A row activation command followed by a column read command in a Direct RDRAM system. 
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DDRSDRAM 
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FIGURE 12.28: 1/0 gating sharing problem for read following write to same rank of DRAM devices-commodity DDRx SDRAM. 

8In theory, although no idle cycles are needed in between any two column read commands to open pages in a Direct 
RDRAM memory system, idle cycles are sometimes inserted into Direct RDRAM memory systems between column access 
commands to reduce the activity rate of the Direct RDRAM device and to reduce the peak power dissipation of Direct 
RDRAM memory systems and Direct RDRAM devices. 
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issued by the memorycontrollcr consecutively with-
out the need for idle cycles. Figure 12.27 illustrates
the full utilization of the data bus by showing three
consecutive column read commandsthat return data

to the memorycontrollerwithout the presence of any
idle cycles between data packets onthe data bus. Fig-
ure 12.27 shows two consecutive column read com-

mands to device #0, followed by a third command
sent to device #1. The figure then showsthe return of
data by the memorydevicesafter the appropriate CAS
delay. In theory, no idle cycles are needed in between

  

 

column read commands, since the data transmis-

sion on the data bus is synchronized by the common
clock-to-master signal, even in the case where the
column read commandsare sent to different Direct

RDRAM devices in the Direct RDRAM channel.®

The Write-to-Read Turnaround Issue

Figure 12.28 illustrates the problematic case of a
cohimn read command that follows a column write

command in commodity DRAM devices such as a
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FIGURE 12.27: A row activation commandfollowed by a column read commandin a Direct RDRAM system.
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FIGURE 12.28: 1/0 gating sharing problem for read following write to same rank of DRAM devices—commodity DDRx SDRAM.

®Tn theory, although noidle cycles are needed in between any two column read commandsto open pagesin a Direct
RDRAMmemory system, idle cycles are sometimesinserted into Direct RDRAM memory systems between columnaccess
commandsto reducetheactivity rate of the Direct RDRAM device and to reduce the peak powerdissipation of Direct
RDRAM memorysystems and Direct RDRAM devices.
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DDR SDRAM device. The figure illustrates that despite 
the existence of separate read and write FIF buffers 
and drivers, both read data and write data must share 
the use of internal and external data busses through 
the 1/0 gating structure. The sharing of the data bus
ses means that write data must be driven into and 
through the internal data busses to the selected bank 
of sense amplifiers before data for a subsequent read 
command to the same device can be placed onto the 
internal data bus. The bottleneck of the internal data 
bus leads directly to long write-to-read turnaround 
times in high data rate DRAM devices. 

Write Buffer in Direct RDRAM Devices 
To reduce the long write-read turnaround 

time in high data rate DRAM devices, Rambus 
designed Direct RDRAM devices and XDR DRAM 
devices with specialized structures to alleviate the 

write-to-read turnaround problem. The solution to 
the write-to-read turnaround problem implemented 
in the Direct RDRAM device is through the use of a 
write buffer. The existence of the write buffer in the 
Direct RDRAM device means that as soon as data is 
written into the write buffers, the 1/0 gating resource 
can be used by a subsequent column read com
mand. Figure 12.29 illustrates the sequence of three 
column access commands to a Direct RDRAM device: 
a column write command followed by a column read 
command that is, in turn, followed by a retire com
mand. Figure 12.29 illustrates that the write-to-read 
turnaround time is significantly reduced through the 
use of the write buffer. Essentially, actions typically 
performed by column write commands are separated 
into a write-into-write-buffer command and a retire
from-write-buffer-into-sense-amplifier command. 
The separation of the column write command 
enables a subsequent read command to be issued 

3 

FIGURE 12.29: A write-to-read-to-retire command sequence in a Direct RDRAM device. 
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DDRSDRAM device.Thefigure illustrates that despite
the existence of separate read and write FIF buffers
and drivers, both read data and write data must share

the use of internal and external data busses through
the I/O gating structure. The sharing of the data bus-

_ ses meansthat write data must be driven into and
through the internal data bussesto the selected bank
of sense amplifiers before data for a subsequent read
command to the same device can be placed onto the
intemal data bus. The bottleneck of the internal data

bus leads directly to long write-to-read turnaround
times in high data rate DRAM devices.

Write Buffer in Direct RDRAM Devices

To reduce the long write-read turnaround
time in high data rate DRAM devices, Rambus
designed Direct RDRAM devices and XDR DRAM
devices with specialized structures to alleviate the

write-to-read turnaround problem. The solution to
the write-to-read turnaround problem implemented
in the Direct RDRAM device is through the use of a
write buffer. The existence of the write buffer in the
Direct RDRAM device meansthat as soon as datais

written into the write buffers, the I/O gating resource
can be used by a subsequent column read com-
mand. Figure 12.29 illustrates the sequence of three
column access commandsto a Direct RDRAM device:

a column write command followed by a column read
commandthatis, in turn, followed by a retire com-
mand. Figure 12.29 illustrates that the write-to-read
turnaroundtimeis significantly reduced through the
use of the write buffer. Esscntially, actions typically
performed by column write commandsare separated
into a write-into-write-buffer commandanda retire-

from-write-buffer-into-sense-amplifier command.
The separation of the column write command
enables a subsequent read commandto be issued
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FIGURE 12.29: A write-to-read-to-retire command sequencein a Direct RDRAM device.
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immediately after a column write command since 
the column write command does not have to imme
diately drive the data through the internal datapath 
and into the sense amplifiers. 

The use of the write buffer by the Direct RDRAM 
device has several implications from the perspective 
of the memory-access protocol. First, a column write 
command places write data temporarily in the write 
buffer, but addresses of subsequent column read com
mands are not checked against addresses of pending 
data in the write buffer by the Direct RDRAM device. 
The interesting result is that a column read command 
that immediately follows a column write command 
to the exact same location in a Direct RDRAM device 
will read stale data from the sense amplifiers while 
the most recent data is held in the write buffers. The 
use of the write buffer by the Direct RDRAM device 
thus requires the memory controller to keep track of 
the addresses of column write commands that have 
not yet been retired from the write buffer to enforce 
memory consistency. 

The use of write buffers to alleviate the write-to
read turnaround time directly increases the com
plexity of the DRAM device as well as the complexity 
of the DRAM memory controller. In the case of the 
DRAM device, die area devoted to the write buf
fer increases the die cost of the DRAM device. From 
the perspective of the memory-access protocol, the 
memory controller has to manage a new retire-write
data command, further increasing its complexity. 

12.4.2 Technical and Pseudo· Technical Issues 
of Direct RDRAM 

In the late 1990s, the Direct RDRAM memory sys
tem was chosen by Intel Corp. as the next-genera
tion memory system that would replace the 100-MHz 
SDRAM memory system. However, due to a number 
of issues, Direct RDRAM memory systems failed to 
gain market acceptance and did not replace SDRAM 
as the mainstream memory system. Instead, a more 
moderate evolutionary path of DDRx SDRAM mem
ory systems replaced the SDRAM memory system. 
The issues that prevented Direct RDRAM memory 
systems from gaining market acceptance consisted 
of a number of technical issues that were primarily 

engineering trade-offs and a number of non-technical 
issues that were related to the licensing of the Direct 
RDRAM memory system by Rambus Corp. to DRAM 
device manufacturers and system design houses. 
In this chapter, the focus is placed on the techni
cal issues rather than the business decisions that 
impacted the failure of the Direct RDRAM memory 
system to achieve commodity status. Moreover, the 
challenges faced by Direct RDRAM memory systems 
in attempting a revolutionary break from the com
modity SDRAM memmy system are quite interesting 
from the perspective that future memory systems that 
attempt similar revolutionary breaks will have to over
come similar challenges faced by the Direct RDRAM 
memory system. Consequently, the engineering 
trade-offs that increased the cost of implementation 
or reduced the performance advantage of the Direct 
RDRAM memory systems are examined in detail. 

Die Size Overhead 
In practical terms, the Direct RDRAM memory sys

tem increased memory device complexity to obtain 
higher pin-bandwidth and increased data transport 
efficiency. For example, the baseline Direct RDRAM 
device contained 16 or 32 dependent banks, requir
ing separate bank control circuitry and arrays of sense 
amplifiers. Each Direct DRAM device also contained 
circuitry to carefully manage the electrical character
istics of the Direct RDRAM device. The high -speed RSL 
signaling interface further required separate I/0 volt
age rings for the DirectRDRAM device. Collectively, the 
sophisticated architectural features and electrical con
trol circuitry added significantly to the die cost. Con
sequently, Direct RDRAM devices were approximately 
20-30% larger than SDRAM devices at the 64-Mbit 
node. This die size overhead resulted from a comb ina
tion of the required circuit overhead and the fact that 
these first -generation devices were designed for speed 
rather than die size. Fortunately, the circuit overhead 
of Direct RDRAM devices was relatively constant in 
terms of the number of transistors. Consequently, 
the die size overhead of Direct RDRAM devices, as 
a percentage of die area, decreases with increasing 
DRAM device capacity. At the 128-Mbit density node, 
Toshiba produced an SDRAM device with a die size of 
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91.7 mm2, while its Direct RDRAM device on the same 
process had a die size of 103 mm2, making the die 
size overhead 12% for Toshiba at the 128-Mbit node. 
The die size overhead for Direct RDRAM devices was 
expected to drop below 10% for the 256-Mbit density 
node and decrease further at higher density nodes. 

Sophisticated System Engineering Requirement 

The high system-level signaling rates of the Direct 
RDRAM memory system required careful control and 
understanding of the electrical characteristics of the 
memory controller I/0 interface, the system board, 
the memory modules, and the DRAM device package 
and I/0 interface. Analogously, the issues in imple
menting Direct RDRAM memory systems were simi
lar to the issues that necessitated the PClOO standard, 
and the solutions were similar: significant amounts 
of engineering resources had to be devoted to design 
a high data rate memory system. Consequently, 
system manufacturers were reluctant to devote the 
engineering resources required to implement Direct 
RDRAM memory systems. In particular, some low
cost-focused system manufacturers lacked the engi
neering resources required to design low-cost Direct 
RDRAM memory systems. 

One issue that illustrated the importance of engi
neering resources in the deployment of cost -effective 
Direct RDRAM memory systems is the issue of multi
layer system boards. The Direct RDRAM memory 
system architecture required matching signal flight 
times for parallel signals on various command and 
data busses. To minimize crosstalk and ensure signal 
integrity, first -generation proof-of-concept system 
boards that implemented Direct RDRAM memory 
systems were designed on 8-layer PCBs, and many 
second-generation system boards that shipped com
mercially with Direct RDRAM memory systems were 
designed on 6-layer PCBs. Compared to commodity 
systems that used 4-layer PCBs, the 6-layer system 
board further increased cost to the early implementa
tion of Direct RDRAM memory systems. Finally, with 
the passage of time and the devotion of engineering 
resources by Rambus and various system manufac
turers, the system-level cost issue of Direct RDRAM 
memory systems was eventually brought to parity 

with commodity systems as Direct RDRAM memory 
systems on 4-layer PCBs were proven to be practical. 

Advanced Packaging and Testing Equipment 

Requirement 

The high signaling rate Direct RDRAM device 
required careful control of the electrical characteristics 
of the DRAM device package and I/0 interface. Con
sequently, Direct RDRAM devices could not use simi
lar low-cost TSOPs and SOJ packages that were used 
for SDRAM devices. Instead, Direct RDRAM devices 
were shipped with BGA packages that minimized 
the impedance contributions of the pin interface of 
the package. Figure 12.30 illustrates one type of BGA 
packaging used for Direct RDRAM devices. Unfortu
nately, the use of the BGA package further added cost 
to DRAM device and memory module manufactur
ers that were not accustomed to the new packaging. 
For example, memory module manufacturers could 

Direct 
RDRAM 
device in 
WBGA 
package 

memory 
module 
PCB 

FIGURE 12.30: Edge view of a Wirebond Ball Grid Array (WBGA) 
Direct RDRAM device mounted on a memory module. 
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91.7 mm”,while its Direct RDRAM device on the same
process had a die size of 103 mm*, makingthe die
size overhead 12% for Toshiba at the 128-Mbit node.
The die size overhead for Direct RDRAM devices was

expected to drop below 10% for the 256-Mbit density
node and decrease further at higher density nodes.

Sophisticated System Engineering Requirement
The high system-level signaling rates of the Direct

RDRAMmemory system required careful control and
understandingofthe electrical characteristics of the
memory controller I/O interface, the system board,
the memory modules, and the DRAM device package
and I/O interface. Analogously, the issues in imple-
menting Direct RDRAM memory systems were simi-
lar to the issues that necessitated the PC100 standard,

and the solutions were similar: significant amounts
of engineering resources hadto be devoted to design
a high data rate memory system. Consequently,
system manufacturers were reluctant to devote the
engineering resources required to implement Direct
RDRAM memory systems. In particular, some low-
cost-focused system manufacturers lacked the engi-
neering resources required to design low-cost Direct
RDRAM memorysystems.

Oneissue thatillustrated the importanceof engi-
neering resources in the deploymentof cost-effective
Direct RDRAM memory systemsis the issue of multi-
layer system boards. The Direct RDRAM memory
system architecture required matching signal flight
times for parallel signals on various command and
data busses. To minimize crosstalk and ensure signal
integrity, first-generation proof-of-concept system
boards that implemented Direct RDRAM memory
systems were designed on 8-layer PCBs, and many
second-generation system boards that shipped com-
mercially with Direct RDRAM memory systems were
designed on 6-layer PCBs. Compared to commodity
systems that used 4-layer PCBs, the 6-layer system
board further increasedcostto the early implementa-
tion of Direct RDRAM memory systems. Finally, with
the passage of time and the devotion of engineering
resources by Rambus and various system manufac-
turers, the system-level cost issue of Direct RDRAM
memory systems was eventually brought to parity

with commodity systems as Direct RDRAM memory
systems on 4-layer PCBs were provento be practical.

Advanced Packaging and Testing Equipment
Requirement

The high signaling rate Direct RDRAM device
required carefulcontrol oftheelectrical characteristics
of the DRAM device package andI/O interface. Con-
sequently, Direct RDRAM devices could not use simi-
lar low-cost TSOPs and SOJ packages that were used
for SDRAM devices. Instead, Direct RDRAM devices

were shipped with BGA packages that minimized
the impedance contributions of the pin interface of
the package. Figure 12.30 illustrates one type of BGA
packaging used for Direct RDRAM devices. Unfortu-
nately, the use of the BGA package further added cost
to DRAM device and memory module manufactur-
ers that were not accustomed to the new packaging.
For example, memory module manufacturers could

Direct memory
RDRAM rT moduledevice in PCB
WBGA
package —
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FIGURE 12.30: Edge view of a WirebondBall Grid Array (WBGA)
Direct RDRAM device mounted on a memory module.
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not visually inspect the solder connections between 
the EGA package and the memory module as they 
could with SOJ and TSOPs. Consequently, new equip
ment had to be purchased to handle the new packag
ing, further increasing the cost delta between Direct 
RDRAM memory systems and the then-commodity 
SDRAM and DDR SDRAM memory systems. 

Heat Density-Heat Spreader-Enforced Idle 

Cycles 

In the classical mesh topology of SDRAM and 
DDRx SDRAM memory systems, multiple DRAM 
devices are connected in parallel to form a given 
rank of memory. Moreover, high data rate DDR2 and 
DDR3 SDRAM devices do not contain enough banks 
in parallel in a single rank configuration to fully 
saturate the memory channel. Consequently, the 
on-chip and in-system data movements associated 
with any given command issued by the memory con
troller are always distributed across multiple DRAM 
devices in a single rank and also typically across dif
ferent ranks in standard 64- or 72-bit-wide SDRAM 
and DDRx SDRAM memory systems. In contrast, the 
Direct RDRAM memory system is architected for high 
bandwidth throughput, and a single Direct RDRAM 
device provides full bandwidth for a given channel 
of Direct RDRAM devices. However, the ability of the 
single Direct RDAM device to provide full bandwidth 
to the memory channel means that the on-chip and 
in-system data movements associated with a giv
en command issued by the memory controller are 
always limited to a single DRAM device. More
over, Figure 12.31 illustrates that in the worst-case 

DR DRAM 
Memory 

controller 

i 6 bit wide data bus 

/ RIMMO 
__ _L __ _ 

I 
I 

memory-access pattern, a sustainable stream of 
row activation and column access commands can 
be pipelined to a single device in a given channel of 
the Direct RDRAM memory system. Consequently, 
localized hot spots associated with high access rates 
to a given device can appear and disappear on dif
ferent sections of the Direct RDRAM channel. The 
localized hot spots can, in turn, change the electrical 
characteristics of the transmission lines that Direct 
RDRAM memory systems rely on to deliver com
mand and data packets, thus threatening the func
tional correctness of the memory system itself. To 
counter the problem of localized hot spots in Direct 
RDRAM memory systems, Rambus Corp. deployed 
two solutions: heat spreaders and new command 
issue rules designed to limit access rates to a given 
Direct RDRAM device. Unfortunately, the use of heat 
spreaders on the RIMMs further increased the cost 
of the Direct RDRAM memory system, and the new 
command issue rules further increased controller 
complexity and decreased available memory band
width in the Direct RDRAM memory system. 

Low Request Rate Systems 

The Direct RDRAM memory system provided a 
revolutionary approach to memory system archi
tecture that required significant cost adders in many 
different components of the memory system. Conse
quently, first-generation Direct RDRAM memory sys
tems were significantly more expensive than SDRAM 
memory systems. However, these first -generation 
Direct RDRAM memory systems were used in Pen
tium III-based computer systems, and these Direct 

RIMMi __ L ___ , 
I 
I 

Direct 
RDRAM 
device 

L _______ L ______ _ 

FIGURE 12.31: Worst-case memory-access pattern can create localized hot spots in DRDRAM system topology. 
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not visually inspect the solder connections between
the BGA package and the memory module as they
could with SOJ and TSOPs. Consequently, new equip-
ment had to be purchased to handle the new packag-
ing, further increasing the cost delta between Direct
RDRAM memory systems and the then-commodity
SDRAM and DDR SDRAM memorysystems.

Heat Density-—Heat Spreader—Enlorced Idle
Cycles

In the classical mesh topology of SDRAM and
DDRx SDRAM memory systems, multiple DRAM
devices are connected in parallel ta form a given
rank of memory. Moreover, high data rate DDR2 and
DDR3 SDRAM devices do not contain enough banks
in parallel in a single rank configuration to fully
saturate the memory channel. Consequently, the
on-chip and in-system data movements associated
with any given commandissued by the memory con-
troller are always distributed across multiple DRAM
devices in a single rank and also typically across dif-
ferent ranks in standard 64- or 72-bit-wide SDRAM

and DDRx SDRAM memorysystems. In contrast, the
Direct RDRAM memoty system is architected for high
bandwidth throughput, and a single Direct RDRAM
device provides full bandwidth for a given channel
of Direct RDRAM devices. However, the ability of the
single Direct RDAM device to provide full bandwidth
to the memory channel meansthat the on-chip and
in-system data movements associated with a giv-
en command issued by the memory controller are
always limited to a single DRAM device. More-
over, Figure 12.31 illustrates that in the worst-case

DRDRAM 4 RIMM 0
Memory —_—— TTL

memory-access pattern, a sustainable stream of
row activation and column access commands can

be pipelined to a single device in a given channcl of
the Direct RDRAM memory system. Consequently,
localized hot spots associated with high access rates
to a given device can appear and disappear on dif-
ferent sections of the Direct RDRAM channel. The

localized hot spots can, in turn, changetheelectrical
characteristics of the transmission lines that Direct

RDRAM memory systems rely on to deliver com-
mand and data packets, thus threatening the func-
tional correctness of the memory system itself. To
counter the problem of localized hot spots in Direct
RDRAM memory systems, Rambus Corp. deployed
two solutions: heat spreaders and new command
issue rules designed to limit access rates to a given
Direct RDRAM device. Unfortunately, the use of heat
spreaders on the RIMMsfurther increased the cost
of the Direct RDRAM memory system, and the new
command issue rules further increased controller

complexity and decreased available memory band-
width in the Direct RDRAM memory system.

Low Request Rate Systems
The Direct RDRAM memory system provided a

revolutionary approach to memory system archi-
tecture that required significant cost adders in many
different components of the memory system. Conse-
quently, first-generation Direct RORAM memory sys-
tems were significantly more expensive than SDRAM
memory systems. However, these first-generation
Direct RDRAM memory systems were used in Pen-
tium I[]-based computer systems, and these Direct
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FIGURE 12.31: Worst-case memory-access pattern can create localized hot spots in DRDRAM system topology.
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RDRAM memory systems did not illustrate signifi
cant performance benefits over SDRAM -based mem
ory systems to justify their cost premium. 

premium. Unfortunately, the average consumer could 
not envision the advanced processors that were yet 
to come, but could readily observe that the Direct 
RDRAM memory system did not present significant 
performance advantage over SDRAM memory sys
tems when attached to Pentium III -based systems. 

Figure 12.32 shows that in the memory-access 
sequence of a Direct RDRAM memory system, the 
controller first sends a packet command to the Direct 
RDRAM device, and then the DRAM device buffers the 
command, decodes it, moves the data to the I/0 inter-
face, and then bursts that data over 8 half cycles back Different Devices for Different Systems 

to the controller. Memory access in the Direct RDRAM In a Direct RDMM memory system, a single Direct 
memory system thus suffers from the additional RDRAM device retm:ns a dualoct for a given col
latency components of command transmission to the umn access command. J-!g_wever, memory systems 
DRAM device and data burst time back to the cor:ttrgJ: ___ _d_esig~dfo±-feliaBillWfequire additional data storage 
ler. Consequently, the_§I:>BAM-mennJty-system has locations to store check bits. In traditional commod
lo~§'idle--systenrlatency as compared to the Direct itymemory systems, the check bits are stored in addi
RDRAM memory system. Figure 12.32 illustrates that tional DRAM devices as the width of the data bus is 
theadv(!ntage of the Direct RDRAM memory system is increased from 64 to 72 bits. Consequently, the same 
that its higher bandwidth and higher efficiency allows DRAM devices can be used in desktop computers that 
it to return data with lower average latency when it is do not require error correction and in high-end serv
coupled with a processor that has a high rate ofmem- ers that do. In contrast, the 16-bit data bus width of 
ory access. Unfortunately, first -generation Direct the Direct RDRAM memory system means that it was 
RDRAM memory systems were primarily coupled to not practical to create an analogous memory system 
uniprocessor Pentium III -based systems that did not where a single logical channel of memory consists of 
and could not sustain a high rate of memory access. 9 physical channels of Direct RDRAM devices in par
Potentially, Direct RDRAM memory systems coupled allel. Aside from the extraordinary cost of 9 physical 
to advanced high-frequency, multi-threaded, and channels of Direct RDRAM memory, a single column 
multi-core processors would have provided the tan- access command to such a memory system would 
gible performance benefit that could justify the cost move 144 bytes of data, a granularity that is too large 
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RDRAM memory systems did notillustrate signifi-
cant performancebenefits over SDRAM-based mem-
ory systemsto justify their cost premium.

Figure 12.32 shows that in the memory-access
sequence of a Direct RDRAM memory system, the
controller first sends a packet commandto the Direct
RDRAM device, and then the DRAM device buffers the
command, decodesit, movesthe data to the I/O inter-

face, and then bursts that data over 8 half cycles back
to the controller. Memory accessin the Direct RDRAM
memory system thus suffers from the additional
latency components of command transmissionto the
DRAM device and data burst time back to the control-__
ler. Consequently, theSDRAM memorysystem has
lower_idle-systeri Tatency as compared to the Direct

~RDRAM memory system. Figure 12.32 illustrates that
theadvantage ofthe Direct RDRAM memory system is
that its higher bandwidth and higherefficiency allows
it to return data with loweraverage latency when it is
coupled with a processor that has a high rate of mem-
ory access. Unfortunately, first-generation Direct
RDRAM memory systems were primarily coupled to
uniprocessor Pentium III-based systems that did not
and could not sustain a high rate of memory access.
Potentially, Direct RDRAM memorysystems coupled
to advanced high-frequency, multi-threaded, and
multi-core processors would have provided the tan-
gible performance benefit that could justify the cost

  

          
 
 

             
 

 

premium. Unfortunately, the average consumer could
not envision the advanced processors that were yet
to come, but could readily observe that the Direct
RDRAM memory system did not present significant
performance advantage over SDRAM memory sys-
tems whenattached to Pentium III-based systems.

Different Devices for Different Systems
Ina Direct RDRAM memory system,a single Direct

RDRAM device returns a dualoct for a given col-
umn access command, However, memory systems

_designedforreliabilityrequire additional data storage
locations to store checkbits. In traditional commod-

itymemory systems,the checkbits are stored in addi-
tional DRAM devices as the width of the data busis

increased from 64 to 72 bits. Consequently, the same
DRAMdevices can be used in desktop computers that
do not require error correction and in high-end serv-
ers that do. In contrast, the 16-bit data bus width of

the Direct RDRAM memorysystem meansthatitwas
not practical to create an analogous memory system
wherea single logical channel of memory consists of
9 physical channels of Direct RDRAM devicesin par-
allel. Aside from the extraordinary cost of 9 physical
channels of Direct RDRAM memory, a single column
access command to such a memory system would
move 144 bytes of data, a granularity that is too large
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FIGURE 12.33: Basic topology of the XDR memory system. 

for the cacheline sizes of all mainstream processors. 9 

Consequently, different versions of Direct RDRAM 
devices had to be designed for error correcting mem
orysystems and systems that didnotrequire error cor
rection. At the 64-Mbit density node, 64-Mbit Direct 
RDRAM devices with 16-bit-wide data busses were 
available alongside 72-Mbit Direct RDRAM devices 
with 18-bit-wide data busses. Similarly, 144-, 288-, 
and 576-Mbit Direct RDRAM devices were available 
alongside 128-, 256-, and 512-Mbit devices in each 
density node, respectively. The different versions 
of Direct RDRAM devices split the volume demand 
for Direct RDRAM devices, providing yet another 
obstacle that hindered cost-reduction efforts in 
Direct RDRAM memory systems. 

Lessons for Future Memory Systems 

The Direct RDRAM memory system introduced a 
high level of complexity and new cost adders into the 
memory system, but the fact that it was coupled to 
a relatively low-frequency Pentium III-based system 
meant that it did not demonstrate its best-case per
formance advantage over lower cost SDRAM and DDR 
SDRAM memory systems. Consequently, it met a great 
deal of resistance and encountered numerous obsta
cles in its way of reaching high volume production 

status, approaching price paritywith SDRAM memory 
systems and demonstrating a tangible performance 
advantage in production systems. Ultimately, the 
Direct RDRAM memory system failed to reach com
modity status. However, the technical challenges 
faced by Direct RDRAM memory systems were impor
tant lessons that Rambus Corp. heeded in the design 
of its next-generation high bandwidth memory 
system, the XDR memory system. 

12.4.3 XDR Memory System 
Rambus Corp., having learned valuable lessons 

from the drawbacks of the Direct RDRAM memory 
system, proceeded to design its next-generation high 
bandwidth memory system that avoided many of 
the technical pitfalls that hindered acceptance of the 
Direct RDRAM memory system. The Extreme Data 
Rate (XDR) memory system has been designed to 
further increase DRAM device and memory system 
signaling rate, yet at the same time to reduce system 
design complexity and DRAM device overhead. 

Topology 

Figure 12.33 illustrates the basic system topol
ogy of the XDR memory system. The figure shows 

9Intel's Itanium and IBM's server-oriented POWER processors do have 128-byte cachelines, but neither system seriously 
contemplated such a memory system. 
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FIGURE 12.33: Basic topology of the XDR memory system.

for the cachelinesizes of all mainstream processors.?
Consequently, different versions of Direct RDRAM
devices had to be designedfor error correcting mem-
ory systems and systemsthat didnot require error cor-
rection. At the 64-Mbit density node, 64-Mbit Direct
RDRAM devices with 16-bit-wide data busses were

available alongside 72-Mbit Direct RDRAM devices
with 18-bit-wide data busses. Similarly, 144-, 288-,
and 576-Mbit Direct RDRAM devices were available

alongside 128-, 256-, and 512-Mbit devices in each
density node, respectively. The different versions
of Direct RDRAM devicessplit the volume demand
for Direct RDRAM devices, providing yet another
obstacle that hindered cost-reduction efforts in

Direct RDRAM memorysystems.

Lessonsfor Future Memory Systems
The Direct RDRAM memory system introduced a

high level of complexity and newcost adders into the
memory system, but the fact that it was coupled to
a relatively low-frequency Pentium IlI-based system
meant that it did not demonstrate its best-case per-
formance advantage over lower costSDRAM and DDR
SDRAM memory systems. Consequently, itmeta great
deal of resistance and encountered numerousobsta-

cles in its way of reaching high volume production
 

status, approachingpriceparitywith SDRAM memory
systems and demonstrating a tangible performance
advantage in production systems. Ultimately, the
Direct RDRAM memory system failed to reach com-
modity status. However, the technical challenges
faced by Direct RDRAM memorysystemswere impor-
tant lessons that Rambus Corp. heededin the design
of its next-generation high bandwidth memory
system, the XDR memory system.

12.4.3 XDR Memory System

Rambus Corp., having learned valuable lessons
from the drawbacks of the Direct RDRAM memory
system, proceeded to design its next-generation high
bandwidth memory system that avoided many of
the technical pitfalls that hindered acceptanceof the
Direct RDRAM memory system. The Extreme Data
Rate (KDR) memory system has been designed to
further increase DRAM device and memory system
signaling rate, yet at the same time to reduce system
design complexity and DRAM device overhead.

Topology
Figure 12.33 illustrates the basic system topol-

ogy of the XDR memory system. The figure shows

‘Intel’s Itanium and IBM’s server-oriented POWER processors do have 128-byte cachelines, but neither system seriously
contemplated such a memory system.
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that in the XDR memory system, as in DDRx SDRAM 
systems, the command-and-address busses operates 
at a relatively lower data rate as compared to the data 
bus. In the XDR memory system, the command and 
address datapath is a path-length-matched, unidirec
tional datapath that the XDR memory controller uses 
to broadcast command and address information to 
DRAM devices. Figure 12.33 also shows that the XDR 
controller uses FlexPhase to do skew compensation 
on the datapath-removes skew on read data coming 
into the controller and adds skew to ensure that write 
data reaches DRAM device interface in sync. 

Device Architecture 
Figure 12.34 illustrates the device organization 

of an XDR device. The XDR DRAM device is char
acterized by numerous features that distinguish it 
from the Direct RDRAM device. For example, the 
XDR DRAM device has a prefetch length of 16, so 
the minimum burst length is 16. However, the XDR 
device architecture has been designed with vari
able device data bus width control so that a device 
may be configured with a data bus width as low as 1 
bit. Consequently, the minimum granularity of data 
movement in such a device may be as small as 16 
bits. Figure 12.34 also shows that the XDR device 
is internally organized into two different, odd and 
even, bank sets. 

Finally, Figure 12.34 shows that the XDR device 
differs from the Direct RDRAM device in that unlike 
the Direct RDRAM device, the XDR DRAM device has 
a common command bus that is used by row access 
commands as well as column access commands. 
Moreover, unlike the Direct RDRAM device, the XDR 
DRAM device does not have a write buffer. Instead, 
it relies on the differing bank sets and an intelligent 
controller to alleviate the write-to-read data bus 
turnaround issue. 

Signaling 
Figure 12.35 shows the octal data rate signaling 

system that Rambus Corp. introduced with the XDR 
memory system. In this signaling system, a relatively 
slow master clock signal (400-800 MHz) is shared by 

both the memory controller and the DRAM device. The 
DRAM device and the memory controller use current 
mirrors to transmit differential signals that are locked 
in-phase with the system clock signal, but operate at 
four times the frequency of the system clock signal. 
Data is transmitted on both edges of the signal, so 8 
1-bit symbols per pin pair are transmitted in every 
clock cycle. The low voltage swing, point-to-point, 
differential signaling enables high bandwidth in com
modity ASIC and DRAM processor technologies at the 
cost of higher power consumption. 

FlexPhase 
In the XDR memory system, Rambus Corp. uses 

a system of bit-adjustable DLL circuitry to remove 
bit-to-bit signal skew from the high-speed parallel 
data bus. This system of bit-adjustable DLL circuitry 
is referred to as FlexPhase. Figure 12.35 shows how 
Rambus uses the FlexPhase circuit to account for dif
ferences in signal flight time. FlexPhase takes care 
of data-to-data skew, and it can be recalibrated to 
lock in new phase differentials to account for ther
mal drifts between cold and warm systems. Figure 
12.35 shows that the FlexPhase circuitry is placed 
in the controller interface. In this manner, the Flex
Phase technology removes the path-length matching 
requirement from the XDR memory system without 
increasing the cost of the DRAM device. In this case, 
the additional cost is paid for in terms of increased 
controller sophistication. 

XDR Early Read After Write 
To counter the various drawbacks of a write buffer 

in Direct RDRAM devices, Rambus did not include 
write buffers in the design of its next-generation, 
high-performance XDR DRAM device. Instead, XDR 
DRAM devices are architected to support a feature 
that Rambus refers to as the Early Read After Write 
(ERAW) feature. Essentially, XDR devices avoid the 
large write-to-read command overhead by using sepa
rate internal paths for banks separated into odd and 
even sets. In this organization, a read command can 
proceed in parallel with a write command, as long as 
the read and write commands are directed to banks in 
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FIGURE 12.35: Octal data rate signaling using per-bit FlexPhase de-skewing and PLL in an XDR memory system. 

different bank sets. Figure 12.36 shows that although 
the write-to-read turnaround overhead still occupies 
several cycles, the overhead is much smaller than if the 
write and read commands are issued to the same set 
of banks. 

1i.5 Low Latency 
The proliferation of low-cost commodity DRAM 

devices means that high-speed, low-latency SRAM 
devices have been pushed into increasingly small 
niches as design engineers seek to use DRAM devices 
wherever they can to reduce system cost. However, 
even as DRAM devices replace SRAM in more 
and more applications, the desire for lower-than
commodity-DRAM latency characteristics remains. 
Consequently, DRAM device manufacturers have 
been developing specialty low-latency DRAM devices 
as semi-commodity, moderately low-latency replace
ments for SRAM replacement application. 1Wo fami
lies of DRAM devices, the Reduced Latency DRAM 
(RLDRAM) and Fast Cycle DRAM (FCRAM), have 
been designed specifically to target the low-latency 
SRAM replacement market. 

12.5.1 Reduced Latency DRAM (RLDRAM) 
RLDRAM is a low-latency DRAM device with ran

dom access latency as low as 10-12 ns and row cycle 
times as low as 20 ns. The first-generation RLDRAM 
device was designed by Infineon to meet the 
demands of the market for networking equipment. 
Subsequently, Micron was brought in as a partner to 
co-develop RLDRAM and provide a second source. 
However, Infineon has since abandoned RLDRAM 
development, and Micron proceeded ahead to 
develop the second-generation RLDRAM II. RLDRAM 
and RLDRAM II were designed for use in embedded 
applications. Primarily, RLDRAM is designed for the 
network market. However, it may also be used for 
other applications where cost is less of a concern, 
low latency is a highly desirable feature, and smaller
than-commodity-DRAM capacity is not an issue. For 
example, RLDRAM may be used as a large lookup table 
or a large off-chip cache. RLDRAM has been designed 
with an SRAM -like mentality in that it is designed for 
SRAM-like random access to any part of the DRAM 
device; row address and column addresses are com
bined together and sent as a single access command. 
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FIGURE 12.35: Octal data rate signaling using per-bit FlexPhase de-skewing and PLL in an XDR memory system.

different bank sets, Figure 12.36 showsthat although
the write-to-read turnaround overhead still occupies
several cycles, the overhead is much smaller than ifthe
write and read commandsare issued to the sameset
of banks.

12.5 Low Latency
The proliferation of low-cost commodity DRAM

devices means that high-speed, low-latency SRAM
devices have been pushed into increasingly small
niches as design engineers seek to use DRAM devices
wherever they can to reduce system cost. However,
even as DRAM devices replace SRAM in more
and more applications, the desire for lower-than-
commodity-DRAM latency characteristics remains.
Consequently, DRAM device manufacturers have
been developing specialty low-latency DRAM devices
as semi-commodity, moderately low-latency replace-
ments for SRAM replacement application. Two fami-
lies of DRAM devices, the Reduced Latency DRAM
(RLDRAM) and Fast Cycle DRAM (FCRAM), have
been designed specifically to target the low-latency
SRAM replacement market.

12.5.1 Reduced Latency DRAM (RLDRAM)

RLDRAMis a low-latency DRAM device with ran-
dom access latency as low as 10-12 ns and row cycle
times as low as 20 ns. The first-generation RLDRAM
device was designed by Infineon to meet the
demands of the market for networking equipment.
Subsequently, Micron was broughtin as a partner to
co-develop RLDRAM andprovide a second source.
However, Infineon has since abandoned RLDRAM

development, and Micron proceeded ahead to
develop the second-generation RLDRAM II. RLDRAM
and RLDRAM II were designed for use in embedded
applications. Primarily, RLDRAM is designed for the
network market. However, it may also be used for
other applications where cost is less of a concern,
low latency is a highly desirable feature, and smaller-
than-commodity-DRAM capacity is not an issue. For
example, RLDRAM maybe used as alarge lookup table
or a large off-chip cache, RLDRAM hasbeen designed
with an SRAM-like mentality in that it is designed for
SRAM-like random access to any part of the DRAM
device; row address and column addresses are com-

bined together and sentas a single access command.
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FIGURE 12.36: Read following write in an XDR DRAM device that supports ERAW. 

12.5.2 Fast Cycle DRAM (FCRAM) 
In contrast to RLDRAM, Fujitsu and Toshiba's 

FCRAM achieves low-latency data access by seg
menting the data array into multiple sub arrays, only 
one of which is driven during a row-activation com
mand. The sub-row activation process effectively 
decreases the size of an array and improves access 
time. Unlike RLDRAM, FCRAM was designed with a 
DDRxSDRAM-like mentality, where row access com
mands and column access commands are sent sepa
rately, and the FCRAM command set was designed 
specifically to mimic the DDRx SDRAM command 
set. The purpose of the commonality is to enable 
controller designs that can use either FCRAM or 
commodity DDRx SDRAM devices. Finally, differing 

from RLDRAM devices, FCRAM was designed with a 
DIMM specification. 

1i.6 Interesting Alternatives 

12.6.1 Virtual Channel Memory (VCDRAM) 
Virtual channel adds a substantial SRAM cache to 

the DRAM that is used to buffer large blocks of data 
(called segments) that might be needed in the future. 
The SRAM segment cache is managed explicitly by 
the memory controller. The design adds a new step 
in the DRAM-access protocol: a row activate opera
tion moves a page of data into the sense amplifiers; 
"prefetch" and "restore" operations (data-read and 
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FIGURE 12.36: Read following write in an XDR DRAM device that supports ERAW.

12.5.2 Fast Cycle DRAM (FCRAM)

In contrast to RLDRAM, Fujitsu and Toshiba's
FCRAM achieves low-latency data access by seg-
menting the data array into multiple subarrays, only
one of whichis driven during a row-activation com-
mand. The sub-row activation process effectively
decreases the size of an array and improves access
time. Unlike RLDRAM, FCRAM wasdesigned with a
DDRx SDRAM-like mentality, where row access com-
mandsand column access commandsare sent sepa-
rately, and the FCRAM commandset was designed
specifically to mimic the DDRx SDRAM command
set. The purpose of the commonality is to enable
controller designs that can use either FCRAM or
commodity DDRx SDRAM devices. Finally, differing

from RLDRAM devices, FCRAM wasdesigned with a
DIMMspecification.

12.6 Interesting Alternatives

12.6.1 Virtual Channel Memory (VCDRAM)
Virtual channel adds a substantial SRAM cache to

the DRAM that is used to buffer large blocks of data
(called segments) that might be neededin thefuture.
The SRAM segment cache is managed explicitly by
the memory controller. The design adds a new step
in the DRAM-access. protocol: a row activate opera-
tion moves a page of data into the sense amplifiers;
“prefetch” and “restore” operations (data-read and
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data-write, respectively) move data between the sense 
amps and the SRAM segment cache one segment at 
a time; and column read or write operations move a 
column of data between the segment cache and the 
output buffers. The extra step adds latency to read 
and write operations, unless all of the data required 
by the application fits in the SRAM segment cache. 

12.6.2 Enhanced SDRAM (ESDRAM) 
Like EDO DRAM, ESDRAM adds an SRAM latch 

to the DRAM core, but whereas EDO added the latch 
after the column multiplexor, ESDRAM adds it before 
the column multiplexor. Therefore, the latch is as 

wide as a DRAM page. Though expensive, the scheme 
allows for better overlap of activity. For instance, it 
allows row precharge to begin immediately without 
having to close out the row (it is still active in the 
SRAM latch). In addition, the scheme allows a write
around mechanism whereby an incoming write can 
proceed without the need to close out the currently 
active row. Such a feature is useful for write-back · 
caches, where the data being written at any given 
time is not likely to be in the same row as data that 
is currently being read from the DRAM. Therefore, 
handling such a write delays future reads to the same 
row. In ESDRAM, future reads to the same row are not 
delayed. 
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DRAM Memory 
Controller 

In modern computer systems, processors and 110 
devices access data in the memory system through 
the use of one or more memory controllers. Memory 
controllers manage the movement of data into and 
out of DRAM devices while ensuring protocol compli
ance, accounting for DRAM -device-specific electrical 
characteristics, timing characteristics, and, depend
ing on the specific system, even error detection and 
correction. DRAM memory controllers are often con
tained as part of the system controller, and the design 
of an optimal memory controller must consist of sys
tem-level considerations that ensure fairness in arbi
tration for access between different agents that read 
and store data in the same memory system. 

The design and implementation of the DRAM 
memory controllers determine the access latency and 
bandwidth efficiency characteristics of the DRAM 
memory system. The previous chapters provide a 
bottom-up approach to the design and implemen
tation of a DRAM memory system. With the under
standing of DRAM device operations and system 
level provided by the previous chapters, this chapter 
proceeds to examine DRAM controller design and 
implementation considerations. 

13.1 DRAM Controller Architecture 
The function of a DRAM memory controller is 

to manage the flow of data into and out of DRAM 
devices connected to that DRAM controller in the 
memory system. However, due to the complexity of 
DRAM memory-access protocols, the large num
bers of timing parameters, the innumerable combi
nations of memory system organizations, different 

workload characteristics, and different design goals, 
the design space of a DRAM memory controller for 
a given DRAM device has nearly as much freedom in 
the design space as the design space of a processor 
that implements a specific instruction-set architec
ture. In that sense, just as an instruction-set architec
ture defines the programming model of a processor, 
a DRAM -access protocol defines the interface pro
tocol between a DRAM memory controller and the 
system of DRAM devices. In both cases, actual per
formance characteristics depend on the specific 
microarchitectural implementations rather than the 
superficial description of a programming model or 
interface protocol. That is, just as two processors that 
support the same instruction-set architecture can 
have dramatically different performance characteris
tics depending on .the respective microarchitectural 
implementations, two DRAM memory controllers 
that support the same DRAM -access protocol can 
have dramatically different latency and sustainable 
bandwidth characteristics depending on the respec
tive microarchitectural implementations. DRAM 
memory controllers can be designed to minimize 
die size, minimize power consumption, maximize 
system performance, or simply reach a reasonably 
optimal compromise of the conflicting design goals. 
Specifically, the Row-Buffer-Management Policy, the 
Address Mapping Scheme, and the Memory Transac
tion and DRAM Command Ordering Scheme are par
ticularly important to the design and implementation 
of DRAM memory controllers. 

Due to the increasing disparity in the operating fre
quency of modern processors and the access latency 
to main memory, there is a large body of active and 
ongoing research in the architectural community 
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ing on the specific system, even error detection and
correction. DRAM memorycontrollers are often con-
tained as part of the system controller, and the design
of an optimal memory controller must consistof sys-
tem-level considerations that ensure fairnessin arbi-

tration for access between different agents that read
and store data in the same memory system.

The design and implementation of the DRAM
memorycontrollers determine the access latency and
bandwidth efficiency characteristics of the DRAM
memory system. The previous chapters provide a
bottom-up approach to the design and implemen-
tation of a DRAM memory system. With the under-
standing of DRAM device operations and system
level provided by the previous chapters, this chapter
proceeds to examine DRAM controller design and
implementation considerations.

13.1 DRAM Controller Architecture

The function of a DRAM memorycontroller is
to manage the flow of data into and out of DRAM
devices connected to that DRAM controller in the

memory system. However, due to the complexity of
DRAM memory-access protocols, the large num-
bers of timing parameters, the innumerable combi-
nations of memory system organizations, different
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workload characteristics, and different design goals,
the design space of a DRAM memory controller for
a given DRAM device has nearly as much freedom in
the design space as the design space of a processor
that implements a specific instruction-set architec-
ture. In that sense, just as an instruction-set architec-
ture defines the programming modelof a processor,
a DRAM-access protocol defines the interface pro-
tocol between a DRAM memory controller and the
system of DRAM devices. In both cases, actual per-
formance characteristics depend on the specific
microarchitectural implementations rather than the
superficial description of a programming model or
interface protocol. Thatis, just as two processorsthat
support the same instruction-set architecture can
have dramatically different performance characteris-
tics depending on the respective microarchitectural
implementations, two DRAM memory controllers
that support the same DRAM-access protocol can
have dramatically different latency and sustainable
bandwidth characteristics depending on the respec-
tive microarchitectural implementations. DRAM
memory controllers can be designed to minimize
die size, minimize power consumption, maximize
system performance, or simply reach a reasonably
optimal compromise of the conflicting design goals.
Specifically, the Row-Buffer-ManagementPolicy, the
Address Mapping Scheme, and the Memory Transac-
tion and DRAM Command Ordering Scheme are par-
ticularly importantto the design and implementation
of DRAM memory controllers.

Dueto the increasing disparity in the operatingfre-
quency of modern processors andthe access latency
to main memory, there is a large body of active and
ongoing rescarch in the architectural community

497

Netlist Ex 2034

Samsungv Netlist
IPR2022-00996



498 Memory Systems: Cache, DRAM, Disk 

devoted to the performance optimization of the 
DRAM memory controller. Specifically, the Address 
Mapping Scheme, designed to minimize bank address 
conflicts, has been studied by Lin et al. [2001] and 
Zhang et al. [2002a]. DRAM Command and Memory 
Transaction Ordering Schemes have been studied by 
Briggs et al. [2002], Cuppu et al. [1999], Hur and Lin 
[2004], McKee et al. [1996a], and Rixner et al. [2000]. 
Due to the sheer volume of research into optimal 
DRAM controller designs for different types of DRAM 
memory systems and worldoad characteristics, this 
chapter is not intended as a comprehensive sum
mary of all prior work. Rather, the text in this chapter 
describes the basic concepts of DRAM memory con
troller design in abstraction, and relevant research on 
specific topics is referenced as needed. 

Figure 13.1 illustrates some basic components of 
an abstract DRAM memory controller. The memory 
controller accepts requests from one or more micropro
cessors and one or more 1/0 devices and provides the 
arbitration interface to determine which request agent 
will be able to place its request into the memory control
ler. From a certain perspective, the request arbitration 
logic may be considered as part of the system control
ler rather than the memory controller. However, as the 
cost of memory access continues to increase relative 
to the cost of data computation in modern processors, 
efforts in performance optimizations are combining 

DRAM memory controller 

queue 
pool 

transaction scheduling and command scheduling 
policies and examining them in a collective context 
rather than separate optimizations. For example, a 
low-priority request from an 1/0 device to an already 
open banlc may be scheduled ahead of a high-priority 
request from a microprocessor to a different row of 
the same open bank, depending on the access history, 
respective priority, and state of the memory system. 
Consequently, a discussion on transaction arbitration 
is included in this chapter. 

Figure 13.1 also illustrates that once a transaction 
wins arbitration and enters into the memory con
troller, it is mapped to a memory address location 
and converted to a sequence of DRAM commands. 
The sequence of commands is placed in queues that 
exist in the memory controller. The queues may be 
arranged as a generic queue pool, where the control
ler will select from pending commands to execute, or 
the queues may be arranged so that there is one queue 
per banlc or per rank of memory. Then, depending on 
the DRAM command scheduling policy, commands 
are scheduled to the DRAM devices through the elec
trical signaling interface. 

In the following sections, the various components 
of the memory controller illustrated in Figure 13.1 
are separately examined, with the exception of the 
electrical signaling interface. Although the electrical 
signaling interface may be one of the most critical 
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FIGURE 13.1: Illustration of an abstract DRAM memory controller. 
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devoted to the performance optimization of the
DRAM memory controller. Specifically, the Address
Mapping Scheme, designed to minimize bank address
conflicts, has been studied by Lin et al. [2001] and
Zhang et al. [2002a]. DRAM Command and Memory
Transaction Ordering Schemes have been studied by
Briggs et al. [2002], Cuppu et al. [1999], Hur and Lin
[2004], McKeeet al. [1996a], and Rixneretal. [2000].

Due to the sheer volume of research into optimal
DRAM controller designsfor different types of DRAM
memory systems and workload characteristics, this
chapter is not intended as a comprehensive sum-
mary ofall prior work. Rather, the text in this chapter
describes the basic concepts of DRAM memory con-
troller design in abstraction, and relevant research on
specific topics is referenced as needed.

Figure 13.1 illustrates some basic components of
an abstract DRAM memory controller. The memory
controller accepts requests from one or more micropro-
cessors and one or more I/O devices and provides the
arbitration interface to determine which request agent
willbe able to place its request into thememorycontrol-
ler. From a certain perspective, the request arbitration
logic may be consideredas part of the system control-
ler rather than the memory controller. However, as the
cost of memory access continues to increaserelative
to the cost of data computation in raedernprocessors,
efforts in performance optimizations are combining
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is includedin this chapter.
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components in modern, high data rate memory 
systems, the challenges of signaling are examined sep
arately in Chapter 9. Consequently, the focus in this 
chapter is limited to the digital logic components of 
the DRAM memory controller. 

13.2 Row-Buffer-Management Policy 
In modern DRAM devices, the arrays of sense 

amplifiers can also act as buffers that provide tempo
rary data storage. In this chapter, policies that man
age the operation of sense amplifiers are referred to 
as row-buffer-management policies. The two primary 
row-buffer-management policies are the open-page 
policy and the close-page policy, and depending on 
the system, different row-buffer-management poli
cies can be used to optimize performance or minimize 
power consumption of the DRAM memory system. 

13.2.1 Open-Page Row-Buffer-Management 
Policy 

In commodity DRAM devices, data access to and 
from the DRAM storage cells is a two-step process that 
requires separate row activation commands and col
umn access commands.1 In cases where the memory
access sequence possesses a high degree of temporal 
and spatial locality, memory system architects and 
design engineers can take advantage of the locality 
by directing temporally and spatially adjacent mem
ory accesses to the same row of memory. The open
page row-buffer-management policy is designed to 
favor memory accesses to the same row of memory 
by keeping sense amplifiers open and holding a row 
of data for ready access. In a DRAM controller that 
implements the open-page policy, once a row of data 
is brought to the array of sense amplifiers in a bank of 
DRAM cells, different columns of the same row can 
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be accessed again with the minimal latency of tCAs· In 
the case where another memory read access is made 
to the same row, that memory access can occur with 
minimal latency since the row is already active in the 
sense amplifier and only a column access command 
is needed to move the data from the sense amplifiers 
to the memory controller. However, in the case where 
the access is to a different row of the same bank, the 
memory controller must first precharge the DRAM 
array, engage another row activation, and then per
form the column access. 

13.2.2 Close-Page Row-Buffer-Management 
Policy 

In contrast to the open-page row-buffer-manage
ment policy, the close-page row-buffer-management 
policy is designed to favor accesses to random loca
tions in memory and optimally supports memory 
request patterns with low degrees of access locality. 
The open-page policy and closely related variant 
policies are typically deployed in memory systems 
designed for low processor count, general-purpose 
computers. In contrast, the close-page policy is typi
cally deployed in memory systems designed for large 
processor count, multiprocessor systems or specialty 
embedded systems. The reason that an open-page 
policy is typically deployed in memory systems oflow 
processor count platforms while a close-page policy 
is typically deployed in memory systems of larger 
processor count platforms is that in large systems, 
the intermixing of memory request sequences from 
multiple, concurrent, threaded contexts reduces the 
locality of the resulting memory-access sequence. 
Consequently, the probability of row hit decreases 
and the probability of bank conflict increases in these 
systems, reaching a tipping point of sorts where a 
close-page policy provides better performance for 
the computer system. However, not all large processor 

1In some DRAM devices that strive to be SRAM-like, the row-activation command and the column-access command are 
coupled into a single read or write command. These devices do not support the open-page row-buffer-management poli
cies. Typically, these DRAM devices are designed as low-latency, random-access memory and used in speciality embedded 
systems. 
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count systems use close-page memory systems. For 
example, Alpha EV7's Direct RDRAM memory system 
uses open-page policy to manage the sense amplifi
ers in the DRAM devices. The reason for this choice 
is that a fully loaded Direct RDRAM memory system 
has 32 ranks of DRAM devices per channel and 32 
split banks per rank. The large number of banks in 
the Direct RDRAM memory system means that even 
in the case where a large number of concurrent pro
cesses are accessing memory from the same memory 
system, the probability of bank conflicts remains low. 
Consequently, Alpha EV7's memory system demon
strates that the optimality in the choice of row-buffer
management policies depends on both the type and 
the number of the processor, as well as the parallel
ism available in the memory system. 

13.2.3 Hybrid (Dynamic:) Row-Buffer
Management Policies 

In modern DRAM memory controllers, the row
buffer-management policy is often neither a strictly 
open-page policy nor a strictly close-page policy, but 
a dynamic combination of the two policies. That is, 
the respective analyses of the performance and power 
consumption impact of row-buffer-management poli
cies illustrate that the optimality of the row-buffer
management policy depends on the request rate and 
access locality of the memory request sequences. To 
support memory request sequences whose request rate 
and access locality can change dramatically depending 
on the dynamic, run-time behavior of the workload, 
DRAM memory controllers designed for general-pur
pose computing can utilize a combination of access 
history and timers to dynamically control the row-buf
fer-management policy for performance optimization 
or power consumption minimization. 

Previously, the minimum ratio of memory read 
requests that must be row buffer hits for an open
page memory system to have lower read latency than 
a comparable close-page memory system was com
puted as tRP I (tRcD + tRP). The minimum ratio of row 
buffer hits means that if a sequence of bank conflicts 
occurs in rapid succession and the ratio of memory 
read requests that are row buffer hits falls below a 
precomputed threshold, the DRAM controller can 

switch to a close-page policy for better performance. 
Similarly, if a rapid succession of memory requests to 
a given bank is made to the same row, the DRAM con
troller can switch to an open-page policy to improve 
performance. One simple mechanism used in mod
ern DRAM controllers to improve performance and 
reduce power consumption is the use of a timer to 
control the sense amplifiers. That is, a timer is set to 
a predetermined value when a row is activated. The 
timer counts down with every clock tick, and when 
it reaches zero, a precharge command is issued to 
precharge the bank. In case of a row buffer hit to an 
open bank, the counter is reset to a higher value and 
the countdown repeats. In this manner, temporal 
and spatial locality present in a given memmy-access 
sequence can be utilized without keeping rows open 
indefinitely. 

Finally, row-buffer-management policies can be 
controlled on a channel-by-channel basis or on a 
bank-by-bank basis. However, the potential gains 
in performance and power savings must be traded 
off against the increase in hardware sophistication 
and design complexity of the memory controller. In 
cases where high performance or minimum power 
consumption is not required, a basic controller can 
be implemented to minimize die size impact of the 
DRAM memory controller. 

The definition of the row-buffer-management 
policy forms the foundation in the design of a DRAM 
memory controller. The choice of the row-buffer
management policy directly impacts the design of 
the address mapping scheme, the memory com
mand reordering mechanism, and the transaction 
reordering mechanism in DRAM memory control
lers. In the following sections, the address mapping 
scheme, the memory command reordering mecha
nism, and the transaction reordering mechanism are 
explored in the context of the row-buffer-management 
policy used. 

13.2.4 Performance Impact of Row-Buffer· 
Management Policies 

A formal analysis that compares the performance of 
row-buffer-management policies requires an in-depth 
analysis of system-level queuing delays, the locality 
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TABLE 13.1 Current specification for 16 256-Mbit Direct RDRAM devices in 32-bit RIMM modules 

One RDRAM device per channel in Read, balance in NAP mode 

One RDRAM device per channel in Read, balance in standby mode 

One RDRAM device per channel in Read, balance in active mode 

1195 rnA 

2548 rnA 

3206 rnA 

and rate of request arrival in the memory-access 
sequences. However, a first -order approximation of the 
performance benefits and trade-offs of different poli
cies can be made through the analysis of memory read 
access latencies. Assuming nominally idle systems, the 
read latency in a close-page memory system is simply 
tRcD + tCAs· Comparably, the read latency in an open
page memory system is as little as tCAs or as much as 
tRP + tRcD + tCAs.2 In this context, tCAs is the row buffer 
hit latency, and tRP + tRcD + tCAs is the row buffer miss 
(bank conflict) latency. If x represents the percentage 
of memory accesses that hit in an open row buffer, and 
1 - x represents the percentage of memory accesses 
that miss the row buffer, the average DRAM -access 
latency in an open-page memory system is x * (tCAs) 

+ (1 - x) * (tRP + tRCD + tCAs). Taking the formula and 
equating to the memory read latency of tRcD + tCAs in 
a close-page memory system, the minimum percent
age of memory accesses that must be row buffer hits 
for an open-page memory system to have lower aver
age memory-access latency than a close-page memory 
system can be solved for. 

Solving for x, the minimum ratio of memory read 
requests that must be row buffer hits for an open
page memory system to have lower read latency is 
simply tRp/(tRcD + tRp). That is, as tRP approaches 
infinity,3 the percentage ofrow buffer hits in an open
page memory system must be nearly 100% for the 

open-page memory system to have lower (idle system) 
memory read latency than a comparable close-page 
memory system. Alternatively, as the tRP approaches 
zero,4 an open-page system will have lower DRAM 
memory-access latency for any non-zero percentage 
of row buffer hits. Given specific values for tRcD and 
tRP specific requirements of row buffer hit versus row 
buffer miss ratio can be computed, and the result
ing ratio can be used to aid in design decisions of a 
row-buffer-management policy for a DRAM memory 
system. 

13.2.5 Power Impact of Row-Buffer
Management Policies 

The previous section presents a simple mathemat
ical exercise that compares idle system read latencies 
of an abstract open-page memory system to a com
parable close-page memory system. In reality, the 
choice of the row-buffer-management policy in the 
design of a DRAM memory controller is a complex and 
multifaceted issue. A second factor that can influence 
the selection of the row-buffer-management policy 
may be the power consumption of DRAM devices.5 

Table 13.1 illustrates the operating current ratings 
for a Direct RDRAM memory system that contains a 
total of 16 256-Mbit Direct RDRAM devices. The act of 
keeping the DRAM banks active and the DRAM device 

2That is, assuming that the probability of having to wait for tRAs of the previous row activation is equal in open-page and 
close-page memory systems. If the probability of occurrence is the same, then the latency overheads are the same and can 
be ignored. 
30r increase to a significantly higher multiple of tRCD· 
40r decrease to a small fraction of tRCD· 
5Commodity DRAM devices such as DDR2 SDRAM devices consume approximately the same amount of power in active 
standby mode as it does in pre charge standby mode, so power optimality of the paging policy is device-dependent. 
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TaBLe 13.1 Current Specification for 16 256-Mbit Direct RDRAM devicesin 32-bit RIMM modules
 Condition Seeley|

One RDRAM device per channeliin Read, alenee|in NAP mode
One RDRAM device per channelin Read, balance in standbymode
One RDRAM device per channel in Read, balancein active mode

and rate of request arrival in the memory-access
sequences. However, a first-order approximation ofthe
performance benefits and trade-offs of different poli-
cies can be made through the analysis of memory read
accesslatencies. Assuming nominally idle systems, the
read latency in a close-page memory system is simply
tacn + tcas. Comparably, the read latency in an open-
page memorysystem is aslittle as {cas or as much as
tap + tacp + teas” In this context, fcagis the row buffer
hit latency, and tgp + tacp + tcas is the row buffer miss
(bank conflict) latency. If x represents the percentage
ofmemory accessesthathit in an open row buffer, and
1 —x represents the percentage of memory accesses
that miss the row buffer, the average DRAM-access
latency in an open-page memory system is x * (fcas)
+ (1-x) * (tgp + tacp + tas). Taking the formula and
equating to the memory read latencyof tacp + tcas in
a close-page memory system, the minimum percent-
age of memory accesses that must be row buffer hits
for an open-page memory system to have lower aver-
age memory-accesslatency than a close-page memory
system can be solvedfor.

Solving for x, the minimum ratio of memory read
requests that must be row buffer hits for an open-
page memory system to have lower read latencyis
simply fgp/(tacp + tgp). That is, as typ approaches
infinity,? the percentageofrow bufferhits in an open-
page memory system must be nearly 100% for the

 

1195 mA

2548 mA
3206 mA

open-page memorysystem to have lower(idle system)
memory read latency than a comparable close-page
memory system. Alternatively, as the tgp approaches
zero,* an open-page system will have lower DRAM
memory-access latency for any non-zero percentage
of row buffer hits. Given specific values for fgacp and
tap specific requirements of row buffer hit versus row
buffer miss ratio can be computed, and the result-
ing ratio can be used to aid in design decisions of a
row-buffer-managementpolicy for a DRAM memory
system.

13.2.5 Power impact of Row-Buffer-
ManagementPolicies

Theprevioussection presents a simple mathemat-
ical exercise that comparesidle system read latencies
of an abstract open-page memory system to a com-
parable close-page memory system. In reality, the
choice of the row-buffer-management policy in the
design ofa DRAM memorycontroller is acomplexand
multifaceted issue. A secondfactor that can influence

the selection of the row-butfer-management policy
may be the power consumption of DRAM devices.5
Table 13.1 illustrates the operating current ratings
for a Direct RDRAM memory system that contains a
total of 16 256-Mbit Direct RDRAM devices. Theact of

keeping the DRAM banksactive and the DRAM device

*Thatis, assuming that the probability ofhaving to wait for ta,s of the previous row activation is equal in open-page and
close-page memory systems. If the probability of occurrence is the same, then the latency overheadsare the same and can

be ignored.
3Orincreaseto a significantly higher multiple oftgcp.
“Or decrease to a small fraction of tgcp.
5Commodity DRAM devices such as DDR2 SDRAM devices consume approximately the same amountof powerin active
standby modeasit does in precharge standby mode, so poweruptimality of the paging policy is device-dependent.
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in active standby mode requires a moderate amount 
of current draw in Direct RDRAM devices. Table 13.1 
illustrates that a lower level of power consumption in 
Direct RDRAM devices can be achieved by keeping all 
the banks inactive and the DRAM device in a power
down NAP mode. 

The power consumption characteristics of different 
DRAM device operating modes dictate that in cases 
where power consumption minimization is impor
tant, the optimality of the row-buffer-management 
policy can also depend on the memory request rate. 
That is, the close-page row-buffer-management 
policy is unambiguously better for memory request 
sequences with low access locality, but it is also better 
for power-sensitive memory systems designed for 
request sequences with relatively low request rates. 
In the power-sensitive memory systems, Table 13.1 
shows that for Direct RDRAM devices, it may be better 
to pay the cost of the row activation and precharge 
current for each column access than it is to keep the 
rows active for an indefinite amount of time waiting 
for more column accesses to the same open row. 

13.3 Address Mapping (Translation) 
Many factors can impact the latency and sustain

able bandwidth characteristics of a DRAM memory 
system. Aside from the row-buffer-management 
policy, one factor that can directly impact DRAM 
memory system performance is the address mapping 
scheme. In this text, the address mapping scheme is 
used to denote the scheme whereby a given physical 
address is resolved into indices in a DRAM memory 
system in terms of channel ID, rank ID, bank ID, row 
ID, and column ID. The task of address mapping is 
also sometimes referred to as address translation. 

In a case where the run-time behavior of the appli
cation is poorly matched with the address mapping 
scheme of the DRAM memory system, consecutive 
memory requests in the memory request sequence 
may be mapped to different rows of the same bank 
of DRAM array, resulting in bank conflicts that 
degrade performance. On the other hand, an address 
mapping scheme that is better suited to the locality 
property of the same series of consecutive memory 

requests can map them to different rows of different 
banks, where accesses to different banks can occur 
with some degree of parallelism. Fundamentally, 
the task of an address mapping scheme is to mini
mize the probability of bank conflicts in temporally 
adjacent requests and maximize the parallelism in 
the memory system. To obtain the best performance, 
the choice of the address mapping scheme is often 
coupled to the row-buffer-management policy of 
the memory controller. However, unlike hybrid row
buffer-management policies that can be dynami
cally adjusted to support different types of memory 
request sequences with different request rates and 
access locality, address mapping schemes cannot be 
dynamically adjusted in conventional DRAM mem
ory controllers. 

Figure 13.2 illustrates and compares the conven
tional system architecture against a novel system 
architecture proposed by the Impulse memory con
troller research project. The figure shows that in the 
conventional system architecture, the processor oper
ates in the virtual address space, and the TLB maps 
application addresses in the virtual address space 
to the physical address space without lmowledge or 
regard to the mapping scheme in the DRAM memory 
address. The Impulse memory controller from the 
University of Utah proposes a technique that allows a 
system to utilize part of the address space as shadow 
addresses. The shadow addressing scheme utilizes a 
novel virtual-to-physical address translation scheme 
and, in cooperation with the intelligent memory con
troller, eliminates bank conflicts between sequences 
of streaming requests by dynamically remapping 
address locations in the address space. 

Essentially, the Impulse memory controller assumes 
the system architecture where the memory controller 
is tightly integrated with the TLB. With full under
standing of the organization of the DRAM memory 
system, the Impulse memory controller is better able 
to minimize bank conflicts in mapping application 
request sequences from the virtual address space to 
the DRAM address space. 

However, Impulse memory controller research 
is based on a novel system architecture, and the 
technique is not currently utilized in contemporary 
DRAM memory controllers within the context of 
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Conventional System Architecture Impulse Memory System Architecture 

FIGURE 13.2: Comparison of conventional system architecture and the Impulse memory controller architecture. 

conventional system architectures.6 As a result, the 
discussion in the remaining sections of this chapter 
is focused on the examination of a DRAM control
ler in the context of conventional system architec
tures, and the address mapping schemes described 
herein are focused on the mapping from the physical 
address space into DRAM memory system organiza
tion indices. 

13.3.1 Available Parallelism in Memory System 
Organization 

In this section, available parallelism of channels, 
ranks, banks, rows, and columns is examined. The 
examination of available parallelism in DRAM mem
ory system organization is then used as the basis of 
discussion of the various address mapping schemes. 

Channel 
Independent channels of memory possess the 

highest degree of parallelism in the organization of 
DRAM memory systems. There are no restrictions 
from the perspective of the DRAM memory sys
tem on requests issued to different logical channels 
controlled by independent memory controllers. For 
performance-optimized designs, consecutive cach
eline accesses are mapped to different channels.? 

Rank 
DRAM accesses can proceed in parallel in differ

ent ranks of a given channel subject to the availability 
of the shared address, command, and data busses. 
However, rank-to-rank switching penalties in high
frequency, globally synchronous DRAM memory 

6Fully Buffered DIMM memory systems present an interesting path to an unconventional system architecture that the 
Impulse memory controller or an Impulse-like memory controller may be able to take advantage of. That is, with mul
tiple memory controllers controlling multiple, independent channels of Fully Buffered DIMMs, some channels may be 
designated for general-purpose access as in a conventional system architecture, while other channels may be used as high 
bandwidth, application-controlled, direct-access memmy systems. 
7The exploration of parallelism in the memory system is an attempt to extract maximum performance. For low-power 
targeted systems, different criteria may be needed to optimize the address mapping scheme. 
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conventional system architectures.® As a result, the
discussion in the remaining sections of this chapter
is focused on the examination of a DRAM control-

ler in the context of conventional system architec-
tures, and the address mapping schemes described
herein are focused on the mappingfrom the physical
address space into DRAM memory system organiza-
tion indices.

13.3.1 Available Parallelism in Memory System
Organization

In this section, available parallelism of channels,
ranks, banks, rows, and columns is examined. The

examination of available parallelism in DRAM mem-
ory system organization is then used as the basis of
discussion of the various address mapping schemes.

 

Channel

Independent channels of memory possess the
highest degree of parallelism in the organization of
DRAM memory systems. There are no restrictions
from the perspective of the DRAM memory sys-
tem on requests issued to different logical channels
controlled by independent memory controllers. For
performance-optimized designs, consecutive cach-
eline accesses are mappedto different channels.’

Rank

DRAM accesses can proceed in parallel in differ-
ent ranks ofa given channel subject to the availability
of the shared address, command, and data busses.

However, rank-to-rank switching penalties in high-
frequency, globally synchronous DRAM memory

Fully Buffered DIMM memory systemspresent an interesting path to an unconventional system architecture that the
Impulse memory controller or an Impulse-like memory controller may be able to take advantage of. Thatis, with mul-
tiple memory controllers controlling multiple, independent channels of Fully Buffered DIMMs, some channels may be
designated for general-purpose access as in a conventional system architecture, while other channels maybe used as high
bandwidth, application-controlled, direct-access memory systems,
7The exploration of parallelism in the memorysystem is an attempt to extract maximum performance. For low-power
targeted systems, different criteria may be needed to optimize the address mapping scheme.
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systems such as DDRx SDRAM memory systems 
limit the desirability of sending consecutive DRAM 
requests to different ranks. 

Bank 
Similar to the case of consecutive memory accesses 

to multiple ranks, consecutive memory accesses can 
proceed in parallel to different banks of a given rank 
subject to the availability ofthe shared address, com
mand, and data busses. In contemporary DRAM 
devices, scheduling consecutive DRAM read accesses 
to different banks within a given rank is, in general, 
more efficient than scheduling consecutive read 
accesses to different ranks since idle cycles are not 
needed to switch between different bus masters on 
the data bus. However, in most DRAM devices with
out a write buffer or separate internal datapaths for 
separate read and write data flow, a column read 
command that follows a column-write command is 
more efficiently performed to different ranks of mem
ory as compared to a column-read command that 
follows a column-write command to different banks 
of the same rank. In modern computer systems, read 
requests tend to have higher spatial locality than write 
requests due to the existence of write-back caches. 
Moreover, the number of column-read commands 
that immediately follow column-write commands 
can be minimized in advanced memory controllers by 
deferring individual write requests and instead group 
schedule them as a sequence of consecutive write 
commands. Consequently, bank addresses are typi
cally mapped lower than rank addresses in most con
trollers to favor the extraction of spatial locality from 
consecutive memory read accesses over the reduction 
of write-to-read turnaround times to open rows.8 

Row 

In conventional DRAM memory systems, only 
one row per bank can be active at any given instance 

in time provided that additional ESDRAM-like or 
VCDRAM-like row buffers are not present in the 
DRAM device. The result of the forced serialization 
of accesses to different rows of the same bank means 
that row addresses are typically mapped to the high
est memory address ranges to minimize the likeli
hood that spatially adjacent consecutive accesses are 
made to different rows of the same bank. 

Column 

In open-page memory systems, cachelines with 
sequentially consecutive addresses are optimally 
mapped to the same row of memory to support 
streaming accesses. As a result, column addresses are 
typically mapped to the lower address bits of a given 
physical address in open-page memory systems. In 
contrast, cachelines with sequentially consecutive 
addresses are optimally mapped to different rows 
and different banks of memory to support streaming 
accesses in close-page memory systems. The map
ping of sequentially consecutive cachelines to dif
ferent banks, different ranks, and different channels 
scatters requests in streaming accesses to different 
rows and favors parallelism in lieu of spatial locality. 
The result is that in close-page memory systems, the 
low address bits of the column address that denote 
the column offset within a cacheline are optimally 
mapped to the lowest address bits of the physical 
address, but the remainder of the column address is 
optimally mapped to the high address ranges compa
rable to the row addresses. 

13.3.2 Parameter of Address Mapping Schemes 
To facilitate the examination of address mapping 

schemes, parametric variables are defined in this sec
tion to denote the organization of memory systems. 
For the salce of simplicity, a uniform memory system 
is assumed throughout this chapter. Specifically, the 
memory system under examination is assumed to 

80verhead-free scheduling of consecutive column accesses to different banks of a given rank of DRAM devices has long 
been the most efficient way to schedule memory commands. However, constraints such as burst chop in DDR3 SDRAM 
devices and tFAW constraints in 8-bank DDRx SDRAM devices is now shifting the overhead distribution. Consequently, 
rank parallelism may be more favorable than bank parallelism in future DDRx SDRAM memory systems. 
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TABLE 13.2 Summary of system configuration variables 

K Independent 

L Independent Number of ranks per channel 

B Independent Number of banks per rank 

R Independent Number of rows per bank 

c Independent Number of columns per row 

v Independent Number of bytes per column 

z Independent Number of bytes per cacheline 

N Dependent 

have K independent channels of memory, and each 
channel consists of L ranks per channel, B banks 
per rank, R rows per bank, C columns per row, and V 
bytes per column. The total size of physical memory 
in the system is simply K * L * B * R * C * V. Further
more, it is assumed that each memory request moves 
data with the granularity of a cacheline. The length 
of a cacheline is defined as Z bytes, and the number 
of cachelines per row is denoted as N. The number of 
cachelines perrow is a dependent variable that can be 
computed by multiplying the number of columns per 
row by the number of bytes per column and divided 
through by the number of bytes per cacheline. That 
is, N = C *VIZ. The organization variables are sum
marized in Table 13.2. 

In general, the value of system configuration param
eters can be any positive integer. For example, a mem
ory system can have six ranks of memory per channel 
and three channels of memory in the memory system. 
However, for the sake of simplicity, system parameters 
defined in this chapter are assumed to be integer pow
ers of two, and the lowercase letters of the respective 
parameters are used to denote that power of two. For 
example, there are zb = B banks in each rank, and 
21 = L ranks in each channel of memory. A memory 
system that has the capacity of K * L * B * R * C * V bytes 
can then be indexed with k + l + b + r + c + v number 
of address bits. 

Number of cachelines per row 

13.3.3 Baseline Address Mapping Schemes 
In the previous section, the available parallelism 

of memory channels, ranks, banks, rows, and col
umns was examined in abstraction. In this section, 
two baseline address mapping schemes are estab
lished. In an abstract memory system, the total size of 
memory is simply K * L * B * R * C * V. The convention 
adopted in this chapter is that the colon (:) is used to 
denote separation in the address ranges. As a result, 
k:l:b:r:c:v not only denotes the size of the memory, 
but also the order of the respective address ranges in 
the address mapping scheme. Finally, for the sake of 
simplicity, C *Vis replaced with N * Z. That is, instead 
of the number of bytes per column multiplied by the 
number of columns per row, the number of bytes per 
cacheline multiplied by the number of cachelines per 
row can be used equivalently. The size of the memory 
system is thus K * L * B * R * N * Z, and an address 
mapping scheme for this memory system can be 
denoted as k:l:b:r:n:z. 

Open-Page Baseline Address Mapping Scheme 

In performance-optimized, open-page memory 
systems, adjacent cacheline addresses are striped 
across different channels so that streaming bandwidth 
can be sustained across multiple channels and then 
mapped into the same row, same bank, and same rank.9 

9Again, assume a uniform memory system where all channels have identical configurations in terms of banks, ranks, rows, 
and columns. 
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Taste 13.2 Summary of system configuration variables

 
 
 
 
 
 
 
 
 

Variable Dependence
Independent
Independent Number of:ranks per channel

Independent Number of banks.per.rank

Independent Number of-rows per:-bank

Independent Number of columns per row

_ Independent Number of-bytes per column

Independent Numberof:bytes per cacheline

Dependent Number: of cachelines per row

 
  

 
 
 

Number-of channels.in system

 
 

 
 
 
 

 
 
 
  

have K independent channels of memory, and each
channel consists of L ranks per channel, B banks
per rank, R rows per bank, C columnsper row, andV
bytes per column. Thetotal size of physical memory
in the systemis simply K* L* B* R* C*V. Further-
more,it is assumed that each memory request moves
data with the granularity of a cacheline. The length
of a cacheline is defined as Z bytes, and the number
of cachelines per row is denoted as N. The numberof
cachelines per row is a dependentvariable that can be
computed by multiplying the numberofcolumns per
row by the numberof bytes per column and divided
through by the numberof bytes per cacheline. That
is, N= C*V/ Z, The organization variables are sum-
marized in Table 13.2.

Ingeneral, thevalue ofsystem configuration param-
eters can be any positive integer. For example, amem-
ory system can have six ranks of memory per channel
and three channels of memory in the memory system.
However, for the sake of simplicity, system parameters
definedin this chapter are assumed to be integer pow-
ers of two, and the lowercase letters of the respective
parameters are used to denote that powerof two. For
example, there are 2b — B banks in each rank, and
2! = L ranks in each channel of memory. A memory
system that has the capacity ofK* L* B * R* C *V bytes
can then be indexed with k +1+b+r+c-+ vnumber
of addressbits.

13.3.3 Baseline Address Mapping Schemes

In the previous section, the available parallelism
of memory channels, ranks, banks, rows, and col-
umns was examined in abstraction. In this section,

two baseline address mapping schemesare estab-
lished. In an abstract memory system,the total size of
memory is simply K* L* B*R* C*V. The convention
adoptedin this chapteris that the colon (:) is used to
denote separation in the address ranges. As a result,
k:ib:r:c:v not only denotes the size of the memory,
butalso the order of the respective address ranges in
the address mapping scheme.Finally, for the sake of
simplicity, C * Vis replaced with N * Z. Thatis, instead
of the numberofbytes per column multiplied by the
numberof columns per row, the numberofbytes per
cacheline multiplied by the numberofcachelines per
row can be used equivalently. The size of the memory
system is thus K* L* B* R*N * Z, and an address
mapping scheme for this memory system can be
denotedas kcl:b:r:n:z.

Open-Page Baseline Address Mapping Scheme
In performance-optimized, open-page memory

systems, adjacent cacheline addresses are striped
across different channels so that streaming bandwidth
can be sustained across multiple channels and then
mappedinto the same row, same bank, and same rank.®

 

°Again, assume a uniform memory system whereall channels have identical configurations in terms ofbanks, ranks, rows,
and columns.
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The baseline open-page address mapping scheme is 
denoted as r:l:b:n:k:z. 

Close-Page Baseline Address Mapping Scheme 

Similar to the baseline address mapping scheme 
for open-page memory systems, consecutive cach
eline addresses are mapped to different channels in 
a close-page memory system. However, unlike open
page memory systems, mapping cachelines with 
sequentially consecutive addresses to the same bank, 
same rank, and same channel of memory will result in 
sequences of bank conflicts and greatly reduce avail
able memory bandwidth. To minimize the chances of 
bank conflict, adjacent lines are mapped to different 
channels, then to different banks, and then to differ
ent ranks in close-page memory systems. The base
line close-page address mapping scheme is denoted 
as r:n:l:b:k:z. 

13.3.4 Parallelism vs. Expansion Capability 
In modern computing systems, one capability 

that system designers often provide to end-users is 
the ability to configure the capacity of the memory 
system by adding or removing memory modules. In 
the context of address mapping schemes, the memory 
expansion capability means that respective channel, 
row, column, rank, and bank address ranges must be 
flexibly adjustable in the address mapping scheme 
depending on the configuration of the DRAM mod
ules inserted into the memory system. As an exam
ple, in contemporary desktop computer systems, 
system memory capacity can be adjusted by adding 
or removing memory modules with one or two ranks 
of DRAM devices per module. In these systems, rank 
indices are mapped to the highest address range in 
the DRAM memory system. The result of such a map
ping scheme means that an application that utilizes 
only a subset of the memory address space would 
typically make use of fewer ranks of memory than 
are available in the system. The address mapping 
scheme that allows for expansion capability thus 
presents less rank parallelism to memory accesses. 
Similarly, in cases where multiple channels can be 
configured independently and the memory system 

supports asymmetrical channel configurations, 
channel indices are also mapped to the high address 
ranges, and parallelism presented by multiple chan
nels may not be available to individual applications. 
As a result, some high-performance systems enforce 
configuration rules that dictate symmetrical channel 
configurations. 

In the respective baseline address mapping 
schemes described previously, channel and rank 
indices are mapped to the low-order address bits. 
However, in a flexible, user-configurable memory 
system, the channel and rank indices are moved 
to the high -order address bits. The result is that 
an expandable open-page memory system would 
utilize an address mapping scheme that is compa
rable to the ordering of k:l:r:b:n:z, and the k:l:r:n: 
b:z address mapping scheme would be used in an 
expandable, close-page memory system. In these 
address mapping schemes geared toward memory 
system expendability, some degrees of channel and 
rank parallelism are lost to single threaded work
loads that use only a subset of the contiguous physi
cal address space. The loss of parallelism for single 
threaded worldoads in memory systems designed 
for configuration flexibility is less of a concern for 
memory systems designed for large multi-processor 
systems. In such systems, concurrent memory 
accesses from different memory-access streams 
to different regions of the physical address space 
would malce better use of the parallelism offered by 
multiple channel and multiple ranks than the single 
threaded worldoad. 

13.3.5 Address Mapping in the Intel 82955X 
MCH 

In this section, Intel's 82955X Memory Control
ler Hub (MCH) is used as an example to illustrate 
address mapping schemes in a high-performance, 
multi-channel, multi-rank memory system. The 
82955X MCH contains two memmy controllers that 
can independently control two channels of DDR2 
SDRAM devices. Each channel in the 82955X MCH 
supports up to four ranks of DRAM devices, and 
Table 13.3 summarizes six possible rank configura
tions supported by the 82955X MCH. In practical 
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terms, system boards that utilize the 82955X MCH 
can support one or two memory modules in each 
channel, and each memory module is composed 
of one or two identically configured ranks listed in 
Table 13.3. 

The 82955X MCH supports address mapping 
schemes that are optimized for an open-page mem
ory system. The interesting aspect of the 82955XMCH 
is that it supports different mapping schemes that are 
respectively targeted to obtain higher performance 
or configuration flexibility, and the 82955X MCH can 
deploy different mapping schemes depending on the 
organization of the memory modules inserted into 
the system. Specifically, the 82955X MCH can sup
port the two channels configured with symmetric 
or asymmetric organizations of memory modules. 
Moreover, the 82955X MCH uses rank configuration 
registers to perform address mapping on a rank
by-rank basis. The topics of channel symmetry and 
per-rank address mapping in the 82955X MCH are 
examined in detail in the following sections. 

Symmetric and Asymmetric Dual Channel Modes 

In the case that the two channels are populated 
with memory modules with symmetrically matched 
capacities, the 82955XMCH can operate in symmetric 
dual channel mode. In the symmetric dual channel 
mode, sequentially consecutive cacheline addresses 
are mapped to alternating channels so that requests 
from a streaming request sequence are mapped to 
both channels concurrently. In the case where the 

TABLE 13.3 DDR2 SDRAM rank configurations 
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82955X MCH is configured with different capacities 
of memory modules in the two channels, the 82955X 
MCH operates in asymmetric dual channel mode. 
In the asymmetric dual channel mode, the physical 
address is mapped from 0 ME to the capacity of chan
nel 0 and then to the full capacity of channell. In this 
manner, requests from a streaming request sequence 
are mapped to one channel at a time unless the array 
address space spans both channels. 

Figure 13.3 illustrates a symmetric configuration 
and an asymmetric configuration for the 82955X 
MCH. The figure shows that in the symmetric config
uration, both channel 0 and channell are populated 
with a single-rank, 512-MB memory module that 
occupies rank 0 and a single-rank, 256-MB memory 
module that occupies rank 1. Although the 256-MB 
memory modules in rank 1 of both channels are not 
identical in organization, the fact that they are iden
tical in capacity is sufficient for the 82955X MCH to 
utilize the symmetric dual channel mode. In contrast, 
the asymmetric configuration example shows that 
the two channels are populated with memory mod
ules with different capacities and different numbers 
of ranks. In the asymmetric configuration, the physi
cal address space extends from 0 to 512MB in chan
nel 0 and then from 512 to 1536MB in channell. 

Address Mapping Configuration Registers 

The 82955X MCH uses configuration registers to 
support different address mapping schemes for per
formance optimization or configuration flexibility. 

128MB 4 X 8192 X 512 X 2 256 Mbitx4 4 X 8192 X 512 X 8 2 13 9 3 

256MB 4 X 8192 X 1 024 X 2 512Mbitx4 4x8192x1024x8 2 13 10 3 

256MB 4 X 8192 X 1024 X 1 256 Mbitx 8 4 X 8192 X 1024 X 8 2 13 10 3 

512MB 8x8192x1024x2 1 Gbit X 4 8x8192x1024x8 3 13 10 3 

512MB 4 X 16384 X 1024 X 1 512 Mbit x 8 4 X 16384 X 1 024 X 8 2 14 10 3 
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terms, system boards that utilize the 82955X MCH
can support one or two memory modules in each
channel, and each memory module is composed
of one or two identically configured ranks listed in
Table 13.3.

The 82955X MCH supports address mapping
schemes that arc optimized for an opcn-page mem-
ory system. The interesting aspect ofthe 82955X MCH
is that it supports different mapping schemesthatare
respectively targeted to obtain higher performance
or configurationflexibility, and the 82955X MCH can
deploy different mapping schemes dependingon the
organization of the memory modules inserted into
the system. Specifically, the 82955X MCH can sup-
port the two channels configured with symmetric
or asymmetric organizations of memory modules.
Moreover, the 82955X MCH usesrank configuration
registers to perform address mapping on a rank-
by-rank basis. The topics of channel symmetry and
per-rank address mapping in the 82955X MCH are
examinedin detail in the following sections.

Symmetric and Asymmetric Dual Channel Modes
In the case that the two channels are populated

with memory modules with symmetrically matched
capacities, the 82955xX MCH can operate in symmetric
dual channel mode. In the symmetric dual channel
mode, sequentially consecutive cacheline addresses
are mappedto alternating channels so that requests
from a streaming request sequence are mappedto
both channels concurrently. In the case where the

Taste 13.3 DDR2 SDRAM rank configurations

 
DeviceConfigurati rn: |

ela

Capacity size (col size inbytes) device count
4x 8192 x512x2 256 Mbit x4

512Mbitx4
256 Mbit x 8
1Gbitx4

512 Mbit x 8

4x 8192 x 1024x2
4% 8192 x 1024 x |

Bx 8192 x 1024 x2

Ax 16384 x 1024 x1.

82955X MCHis configured with different capacities
of memory modules in the two channels, the 82955X.
MCH operates in asymmetric dual channel mode.
In the asymmetric dual channel mode, the physical
address is mapped from 0 MBto the capacity of chan-
nel 0 and thento thefull capacity of channel 1. In this
manner, requests from a streaming request sequence
are mapped to one channelat a time unless the array
address space spans both channels.

Figure 13.3 illustrates a symmetric configuration
and an asymmetric configuration for the 82955xX
MCH.Thefigure showsthat in the symmetric config-
uration, both channel 0 and channel | are populated
with a single-rank, 512-MB memory module that
occupies rank 0 and a single-rank, 256-MB memory
module that occupies rank 1. Although the 256-MB
memory modules in rank 1 of both channels are not
identical in organization, the fact that they are iden-
tical in capacity is sufficient for the 82955X MCH to
utilize the symmetric dual channel mode.In contrast,
the asymmetric configuration example shows that
the two channels are populated with memory mod-
ules with different capacities and different numbers
of ranks. In the asymmetric configuration, the physi-
cal address space extends from 0 to 512 MR in chan-
nel 0 and then from 512 to 1536 MB in channel1.

Address Mapping Configuration Registers
The 82955X MCH uses configuration registers to

support different address mapping schemesfor per-
formance optimization or configuration flexibility.

4x 8192 x512x8
4 x B192 x 1024 x8
4 x 8192 x 1024 x8

8x 8192 x 1024 x8
4x 16384 x 1024x8 
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FIGURE 13.3: Symmetric and asymmetric channel configurations in the 82955X MCH. 

Two types of configuration registers are used in the 
82955X MCH to aid it in the task of address mapping: 
rank address boundary registers and rank architec
tural registers. 

The function of the rank address boundary register 
is to define the upper address boundaries for a given 
rank of DRAM devices. There are four rank address 
boundary registers per channel. In asymmetrical 
channel model, each register contains the highest 
addressable location of a single channel of memory. 
In symmetrical channel mode, cacheline addresses 
are interleaved between the two channels, and the 
rank address boundary registers contain the upper 
address boundaries for a given rank of DRAM devices 
for both channels of memory. The rank architectural 
registers identify the size of the row for the DRAM 
devices inserted into the system. In the 82955XMCH, 
there are four rank architectural registers per chan
nel, with one register per rank. 

Per-Rank Address Mapping Schemes 

The address mapping configuration registers are 
set at system initialization time by the 82955X MCH, 
and they contain values that reflect the capacity and 
organization of the DRAM devices in the memory 
system. With the aid of the rank address boundary 
configuration registers, the 82955X MCH can unam-

biguously resolve a physical address location to a 
given rank of memory. Then, with the aid of the rank 
architectural registers, the organization of the DRAM 
devices to the given rank of memory is also known, 
and the physical address can be further separated 
into row, bank, and column addresses. That is, the 
address mapping scheme in the 82955X MCH is gen
erated on a rank-by-rank basis. 

Figure 13.4 illustrates the address mapping 
scheme of 82955X MCH. The figure shows that in 
single channel or asymmetric dual channel mode, 
the 82955X MCH maps the three least significant 
bits of the physical address as the byte offset of the 
8-byte-wide memory module. Then, depending 
on the number of columns on the memory mod
ule, the next 9 or 10 bits of the physical address are 
used to denote the column address field. The bank 
address then follows the column address, and the 
most significant address bits are used for the row 
address. 

In the 82955X MCH, the channel address is 
mapped to different address bit fields, depend
ing on the operating mode of the memory control
ler. Figure 13.4 does not show the channel address 
field for the single channel or asymmetric channel 
mode, since each channel is a contiguous block of 
memory, and the channel address is mapped to the 
highest available physical address bit field. However, 
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Per channel, per-rank address mapping scheme for single/asymmetric channel mode 

rank rank configuration physical address 
capacity row count x bank count x 

313029282726252423222120191817161514131211109876543210 
(MB) column count x column size 

128 8192x4x512x8 10 9 8 7 6 5 4 3 2 1 o 1112jo 1J 8 7 6 5 4 3 2 1 0 X X X 

256 8192 X 4 X 1024 X 8 12 10 9 8 7 6 5 4 3 2 1 0 11 1 0 9 8 7 6 5 4 3 2 1 0 X X X 

512 16384 X 4 X 1024 X 8 1312 10 9 8 7 6 5 4 3 2 1 0 11 1 0 9 8 7 6 5 4 3 2 1 ci X X X 

512 8192x8x1024x8 12 1110 9 8 7 6 5 4 3 2 1 0 0 1 2 9 8 7 6 5 4 3 2 1 0 X X X 

1024 16384 X 8 X 1 024 X 8 131211109 8 7 6 5 4 3 2 1 0 0 1 2 9 8 7 6 5 4 3 2 1 0 X X X 

1'- _.. '- -
sin le/as mmetric channel g y 

row ID bankiD byte offset 
coiiD 

\ # ohaoiD 

per DIMM 

oymme"'' d~: l ~~ 
128 8192x4x512x8 10 9 8 7 6 5 4 3 2 1 o 11 i2lo 118 7 6 5 4 3 0 2 1 0 X X X 

256 8192 X 4 X 1024 X 8 12 io 9 8 7 6 5 4 3 2 1 0 11 1 0 9 8 7 6 5 4 3 0 2 1 0 X X X 

512 16384 X 4 X 1 024 X 8 1312 10 9 8 7 6 5 4 3 2 1 0 11 1 0 9 8 7 6 5 4 3 0 2 1 0 X X X 

512 8192 X 8 X 1024 X 8 12 11 10 9 8 7 6 5 4 3 2 1 0 10 1 2 9 8 7 6 5 4 3 0 2 1 0 X X X 

1024 16384 X 8 X 1024 X 8 131112109 8 7 6 5 4 3 2 1 olo 1 2 9 8 7 6 5 4 3 0 2 1 0 X X X 

rank rank configuration 31 302928 27 2625 24232221 2019181716151413121110 9 8 7 6 5 4 3 2 1 0 
capacity row count x bank count x 

physical address 
(MB) column count x column size 

Per-rank address mapping scheme for dual channel symmetric mode 

FIGURE 13.4: Per-rank address mapping schemes in the 82955X MCH. 

in symmetric dual channel mode, the cacheline 
addresses are interleaved between the two chan
nels, and the channel address is mapped to the 
low range of the address bit fields. Specifically, Fig
ure 13.4 shows that the address mapping schemes 
shown for the single/ asymmetric channel mode and 
the dual channel symmetric mode are essentially 
the same, and the only difference between the two 
sets of address mapping schemes is that the 6th bit 
in the physical address is used to denote the chan
nel address, and the respective addresses in the dual 

channel mode are shifted over by 1 bit position to 
the left. 

Ouick Summary of Address Mapping in the 
82955XMCH 

Figure 13.4 serves as a concrete example that illus
trates some interesting aspects of address mapping 
schemes used in contemporary memory controllers. 
In particular, the address mapping schemes illus
trated in Figure 13.4 for the 82955X MCH are classical 
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open-page-optimal address mapping schemes. For 
example, Figure 13.4 shows that in the single/asym
metric channel mode, the address mapping scheme 
in the 82955X MCH can be represented as k:l:r:b:n:z, 
and in the symmetric dual channel mode, the address 
mapping scheme can be represented as l:r:b:n:k:z. In 
both cases, the column address fields are mapped 
to the low address ranges so that spatially adjacent 
memory address locations can be directed to the same 
open page. Similarly, in the various address mapping 
schemes illustrated in Figure 13.4, the 82955X MCH 
shows that the side effect of granting the end-users 
the ability to configure the memory system with dif
ferently organized memory modules is that rank par
allelism to spatially adjacent memory accesses is lost. 
Although the rank address field is not explicitly illus
trated in Figure 13.4, the use of the address bound
ary registers and per-rank address mapping schemes 
means that the rank address field is mapped to the 
high address ranges above the row address field. 

Figure 13.4 shows that the 82955X MCH has been 
cleverly designed so that most ofthe bit positions are 
directed to the same address fields regardless of the 
organization of the memory modules in the memory 
system. For example, Figure 13.4 shows that physi
cal address bits 16 through 26 are used to denote 
row addresses 0 through 10 in the single I asymmetric 
channel mode, regardless of the number and type of 
memory modules placed in the memory system. In 
this manner, only a few bit positions will have to be 
dynamically adjusted depending on the organiza
tion of the memory system, and bit positions shown 
with the grey background in Figure 13.4 are always 
directed to the same address fields. 

Finally, the address mapping scheme in the 82955X 
MCH means that single threaded streaming applica
tions often cannot take advantage of the parallelism 
afforded by multiple ranks and the two channels 
in asymmetric channel mode. Fortunately, multi
processor and multi-threaded processor systems 
with concurrently executing contexts can access dif
ferent regions of memory and may be able to take 
advantage of the parallelism afforded by the multiple 

ranks and multiple channels in asymmetric channel 
mode. However, the amount of achievable parallel
ism depends on the specific access request sequences 
and the locations of the data structures accessed by 
the concurrently executing process contexts. 

13.3.6 Bank Address Aliasing (Stride Collision) 
One additional issue in the consideration of an 

address mapping scheme is the problem of bank 
address aliasing. The problem of bank address alias
ing occurs when arrays whose respective sizes are rel
atively large powers-of-two are accessed concurrently 
with strided accesses to the same bank. Figure 13.4 
shows that in a system that uses 1-GB DDR2 SDRAM 
memory modules with the 82955XMCH in dual chan
nel mode, the bank address for each access is obtained 
from physical address bit positions 14 through 16. 
That is, in this system configuration, all contiguously 
allocated arrays that are aligned on address boundar
ies that are integer multiples of 217 bytes from each 
other would have array elements that map to identi
cal banks for all corresponding array elements. 

For example, the task of array summation, where 
the array elements of arrays A and B are added 
together and then stored into array C, requires that 
the corresponding elements of A, B, and C be accessed 
concurrently. In the case where arrays A, B, and C are 
contiguously allocated by the system and mapped to 
integer multiples of 128-kB address boundaries from 
each other, then array elements A[i], B[i], and C[i], 
would be mapped to different rows within the same 
bank for all valid array indices i, resulting in multiple 
bank conflicts for each step of the array summation 
process in the system described above. 

In general, the bank address aliasingproblemcan be 
alleviated by several different methods. One method 
that can alleviate the bank address aliasing problem 
is the conscientious application of padding or offsets 
to large arrays so that bank conflicts are not generated 
throughout concurrent array accesses to those large 
arrays.10 A second method that can alleviate the bank 
address aliasing problem is the conscientious design 

10A simple offset insertion increased STREAM Triad bandwidth by 25% in a test system with an Intel i875P system controller. 
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of a memory management unit that can purposefully 
allocate large arrays to non-contiguous pages in the 
physical address space. In this manner, the chance of 
a bank conflict changes from a guaranteed event that 
occurs for every single access to the array to a proba
bilistic event that depends on the number of banks 
and ranks in the memory system. Finally, improved 
address mapping schemes have been proposed to 
alleviate the bank address aliasing problem, and they 
are described in the following section. 

Hardware Solution to the Address Aliasing Problem 
The bank address aliasing problem has been inves

tigated by Lin et al. [2001) and Zhang et al. [2000). 
The schemes proposed by Lin and Zhang are simi
lar to schemes applied to different memory systems. 
The basic idea of taking the row address and bit
wise XOR'ed with the bank address to generate new 
bank addresses that are not aligned for concurrent 
accesses to large arrays is common to both designs. 
However, the generous rank and bank parallelism in 
the fully configured Direct RDRAM memory system 
allowed Lin to create a 1:1 mapping that permutes 
the available number of banks through the entire 
address space in the system configuration exam
ined. In contrast, Zhang illustrated a more modest 
memory system where the page index was larger 
than the bank index. The mapping scheme described 
by Zhang is shown in Figure 13.5. Figure 13.5 shows 
that the problem for the scheme described by Zhang 
is that there are relatively few banks in contemporary 
SDRAM and DDRx SDRAM memory systems, and 

page index 
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for a DRAM memory system with zb banks, there are 
only zb possible permutations in a 1:1 mapping that 
maps a physical address to the memory address. In 
the bank address permutation scheme for the con
ventional SDRAM-type memory system proposed by 
Zhang, the address aliasing problem is simply shifted 
to a larger granularity. That is, without the bank per
mutation scheme illustrated in Figure i3.5, arrays 
aligned on address boundaries of z(b+pl bytes would 
suffer a bank conflict on every pair of concurrent array 
accesses. The implementation of the bank permuta
tion scheme means that arrays aligned on address 
boundaries of 2(b+p) bytes no longer suffer from the 
same address aliasing problem, but arrays that are 
aligned on address boundaries of2(b+p+b) bytes con
tinue to suffer a bank conflict on every pair of concur
rent array accesses. Essentially, there are not enough 
banks to rotate through the entire address space in 
a contemporary memory system to completely avoid 
the memory address aliasing problem. 

13.4 Performance Optimization 
The performance characteristic of a modern DRAM 

memory controller depends on implementation
specific DRAM command and memory transaction 
ordering policies. A DRAM controller can be designed 
to minimize complexity without regard to perfor
mance or designed to extract the maximum perfor
mance from the memory system by implementing 
aggressive DRAM command and memory transaction 
ordering policies. DRAM command and transaction 

page offset 

FIGURE 13.5: Address mapping scheme proposed by Zhang et al. [2000]. 
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of a memory managementunit that can purposefully
allocate large arrays to non-contiguous pages in the
physical addressspace. In this manner, the chanceof
a bank conflict changes from a guaranteed eventthat
occurs for every single accessto the array to a proba-
bilistic event that depends on the number of banks
and ranks in the memory system. Finally, improved
address mapping schemes have been proposed to
alleviate the bank addressaliasing problem, and they
are described in the following section.

Hardware Solution to the Address Aliasing Problem
The bank addressaliasing problem has been inves-

tigated by Lin et al. [2001] and Zhanget al. [2000}.
The schemes proposed by Lin and Zhangare simi-
lar to schemesapplied to different memory systems.
The basic idea of taking the row address and bit-
wise XOR’ed with the bank address to generate new
bank addresses that are not aligned for concurrent
accessesto large arrays is commonto both designs.
However, the generous rank and bank parallelism in
the fully configured Direct RDRAM memory system
allowed Lin to create a 1:1 mapping that permutes
the available number of banks through the entire
address space in the system configuration exam-
ined. In contrast, Zhang illustrated a more modest
memory system where the page index was larger
than the bank index. The mapping schemedescribed
by Zhang is shown in Figure 13.5. Figure 13.5 shows
that the problem for the scheme described by Zhang
is that there are relatively few bariks in contemporary
SDRAMand DDRx SDRAM memory systems, and
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for a DRAM memory system with 2b banks, there are
only 2° possible permutationsin a 1:1 mapping that
maps a physical address to the memory address. In
the bank address permutation scheme for the con-
ventional SDRAM-type memory system proposed by
Zhang, the addressaliasing problem is simply shifted
to a larger granularity. Thatis, without the bank per-
mutation schemeillustrated in Figure 13.5, arrays
aligned on address boundaries of 2*P) bytes would
suffer a bank conflict on every pair ofconcurrent array
accesses. The implementation of the bank permuta-
tion scheme meansthat arrays aligned on address
boundaries of 2*P) pytes no longer suffer from the
same address aliasing problem, but arrays that are
aligned on address boundaries of2+P*») pytes con-
tinue to suffer a bank conflict on every pair of concur-
rent array accesses. Essentially, there are not enough
banks to rotate through the entire address space in
a contemporary memory system to completely avoid
the memoryaddressaliasing problem.

13.4 Performance Optimization
The performancecharacteristic of amodern DRAM

memory controller depends on implementation-
specific DRAM command and memory transaction
ordering policies. A DRAM controller can be designed
to minimize complexity without regard to perfor-
manceor designed to extract the maximum perfor-
mance from the memory system by implementing
aggressive DRAM command and memory transaction
ordering policies. DRAM commandand tiansaction
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FIGURE 13.5: Address mapping scheme proposed by Zhang et al. [2000].
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ordering policies have been studied by Briggs et al. 
[2002], Cuppu et al. [1999], Hur and Lin [2004], McKee 
et al. [1996], Lin et al. [2001], and Rixner et al. [2000].1n 
studies performed by Briggs et al., Cuppu et al., McKee 
et al., Lin et al., and Rixner et al., various DRAM-cen
tric scheduling schemes are examined. In the study 
performed by Huret al., the observation is noted that 
the ideal DRAM scheduling algorithm depends not 
only on the optimality of scheduling to the DRAM 
memory system, but also on the requirement of the 
application. In particular, the integration of DRAM 
memory controllers with the processor core onto the 
same silicon die means that the processor core can 
interact directly with the memory controller and pro
vide direct feedback to select the optimal DRAM com
mand scheduling algorithm. 

The design of a high-performance DRAM memory 
controller is further complicated by the emergence 
of modern, high-performance, multi-threaded pro
cessors and multi-core processors. While the use of 
multi-threading has been promoted as a way to hide 
the effects of memory-access latency in modern com
puter systems, the net effect of multi-threaded and 
multi-core processors on a DRAM memory system 
is that the intermixed memory request stream from 
the multiple threaded contexts to the DRAM memory 
system disrupts the row locality of the request pat
tern and increases bank conflicts [Lin et al. 2001]. As 
a result, an optimal DRAM controller design not only 
has to account for the idiosyncrasies of specific DRAM 
memory systems, application-specific requirements, 
but also the type and number of processing elements 
in the system. 

The large number of design factors that a design 
engineer must consider underlines the complexity 
of a high-performance DRAM memory controller. 
Fortunately, some basic strategies exist in common 
for the design of high-performance DRAM mem
ory controllers. Specifically, the strategies of bank
centric organization, write caching, and seniors 
first are common to many high-performance DRAM 
controllers, while specific adaptive arbitration algo
rithms are unique to specific DRAM controllers and 
systems. 

13.4.1 Write Caching 
One strategy deployed in many modern DRAM 

controllers is the strategy of write caching. The basic 
idea for write caching is that write requests are typi
cally non -critical in terms oflatency, but read requests 
are typically critical in terms oflatency. As a result, it 
is typically desirable to defer write requests and allow 
read requests to proceed ahead of write requests, as 
long as the memory ordering model of the system 
supports this optimization and the functional cor
rectness of programs is not violated. Furthermore, 
DRAM devices are typically poorly designed to sup
port back-to-backread and write requests. In particu
lar, a column read command that occurs immediately 
after a column write command typically incurs a large 
penalty in the data bus turnaround time in conven
tional DDRx SDRAM devices due to the fact that the 
column read command must await the availability 
of the internal datapath of the DRAM device that is 
shared between read and write commands. 

FIGURE 13.6: Write command following read command to open banks. 
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ordering policies have been studied by Briggs et al. The large number of design factors that a design
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tric scheduling schemes are examined. In the study ory controllers. Specifically, the strategies of bank-
performed by Huret al., the observation is noted that centric organization, write caching, and seniors
the ideal DRAM scheduling algorithm depends not first are common to many high-performance DRAM
only on the optimality of scheduling to the DRAM controllers, while specific adaptive arbitration algo-
memory system, but also on the requirement of the rithms are unique to specific DRAM controllers and
application. In particular, the integration of DRAM—systems.
memory controllers with the processor core onto the
samesilicon die means that the processor core can
interact directly with the memory controller and pro- 13-41 Write Caching
vide direct feedback to select the optimal DRAM com- One strategy deployed in many modern DRAM
mandscheduling algorithm. controllers is the strategy of write caching. The basic

The design ofa high-performance DRAM memory idea for write caching is that write requests are typi-
controller is further complicated by the emergence _callynon-criticalin terms oflatency, but read requests
of modern, high-performance, multi-threaded pro- are typically critical in terms of latency. Asaresult, it
cessors and multi-core processors. While the use of_is typically desirable to defer write requests and allow
multi-threading has been promoted as away to hide read requests to proceed aheadof write requests, as
the effects of memory-access latencyinmoderncom- long as the memory ordering model of the system
puter systems, the net effect of multi-threaded and supports this optimization and the functional cor-
multi-core processors on a DRAM memory system rectness of programs is not violated. Furthermore,
is that the intermixed memory request stream from DRAM devicesare typically poorly designed to sup-
the multiple threaded contexts tothe DRAM memory_portback-to-back read andwrite requests.In particu-
system disrupts the row locality of the request pat- lar, acolumn read commandthat occurs immediately
tern and increases bank conflicts [Lin et al. 2001]. As after acolumnwrite commandtypically incurs a large
aresult, an optimal DRAM controller design not only penalty in the data bus turnaroundtime in conven-
has to account for theidiosyncrasies of specificDRAM tional DDRx SDRAM devices dueto the fact that the
memory systems, application-specific requirements, column read command must await the availability
but also the type and numberofprocessing elements of the internal datapath of the DRAM device thatis
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FIGURE 13.7: Per-bank organization of DRAM request queues. 

Figure 13.6 repeats the illustration of a column 
read command that follows a write command and 
shows that, due to the differences in the direction of 
data flow between read and write commands, sig
nificant overheads exist when column read and write 
commands are pipelined back to back. The strategy 
of write caching allows read requests that may be 
critical to application performance to proceed ahead 
of write requests, and the write caching strategy can 
also reduce read-write overheads when combined 
with a strategy to burst multiple write requests to the 
memory system consecutively. One memory con
troller that utilizes the write caching strategy is Intel's 
i8870 system controller which can buffer upwards of 
8 kB of write data to prioritize read requests over write 
requests. However, in systems that implement write 
caching, significant overhead in terms of latency or 
hardware complexity may exist due to the fact that 
the address of all pending read requests must be 
checked against the address of cached writes, and 
the memory controller must provide the consistency 
guarantee to ensure the correctness of memory
access ordering. 

I Bank n -1 

'--y--J 
queue depth 

or resource· 
availability based. 

13.4.i Request Queue Organizations 
To control the flow of data between the DRAM 

memory controller and DRAM devices, memory 
transactions are translated into sequences of DRAM 
commands in modern DRAM memory controllers. To 
facilitate the pipelined execution of these DRAM com
mands, the DRAM commands may be placed into a 
single queue or multiple queues. With the DRAM com
mands organized in the request queuing structure, the 
DRAM memory controller can then prioritize DRAM 
commands based on many different factors, includ
ing, but not limited to, the priority of the request, the 
availability of resources to a given request, the bank 
address of the request, the age of the request, or the 
access history of the agent that made the request. 

One organization that can facilitate the pipelined 
execution of DRAM commands ina high-performance 
DRAM memory controller is the per-bank queuing 
organization.l1 In the per-bank queuing structure, 
memory transaction requests, assumed to be of equal 
priority, are sorted and directed to different queues 
on a bank-by-bank basis. Figure 13.7 shows one 
organization of a set of request queues organized on a 

llThe per-bank request queuing construct is an abstract construct. Memory ~ontroller~ can utili.ze a un~fie~ queue with 
sophisticated hardware to perform the transaction reordering and bank rotatwn descnbed herem, albeit With greater 
difficulty. 
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per-bank basis. In the organization illustrated in 
Figure 13.7, memory transaction requests are trans
lated into memory addresses and directed into dif
ferent request queues based on their respective bank 
addresses. In an open-page memory controller with 
request queues organized comparably to Figure 13.7, 
multiple column commands can be issued from a 
given request queue to a given bank if the column 
access commands are directed to the same open row. 
In the case where a given request queue has exhausted 
all pending requests to the same open row and all 
other pending requests in the queue are addressed 
to different rows, the request queue can then issue a 
precharge command and allow the next bank to issue 
commands into the memory system.12 

Figure 13.7 shows that one way to schedule requests 
from the per-bank queuing structure is to rotate the 
scheduling priority in a round-robin fashion from 
bank to bank. The round-robin, bank-rotation com
mand scheduling scheme can effectively hide DRAM 
banlc conflict overhead to a given bank if there are suf
ficient numbers of pending requests to other banks 
that can be processed before the scheduling priority 
rotates back to the same bank. In a close-page mem
ory controller, the round-robin bank-rotation scheme 
maximizes the temporal distance between requests to 
any given bank without sophisticated logic circuits to 
resolve against starvation. However, the round-robin 
scheme may not always produce optimal scheduling, 
particularly, for open-page memory controllers. In 
open-page memory controllers, the address mapping 
scheme maps spatially adjacent cachelines to open 
rows, and multiple requests to an open row may be 
pending in a given queue. As a result, a weight-based 
priority scheduling scheme, where the queue with 
the largest number of pending requests, is prioritized 
ahead of other queues with fewer pending requests, 

may be more optimal than a strictly round-robin 
priority scheduling scheme. 13 

The per-bank queue organization may be favored 
in large memory systems where high request rates are 
directed to relatively few banks. In memory systems 
where there are relatively lower access rates to a large 
number of banks in the system, dedicated per-banks 
queues are less efficient in organizing requests. In 
these memory systems, the queue structure may 
be more optimally organized as a pool of general
purpose queue entries where each queue entry can 
be directed to different banks as needed. 

13.4.3 Refresh Management 
One issue that all modern DRAM controllers must 

deal with to ensure the integrity of data stored in 
DRAM devices is the refresh function. In the case 
where a modern memory system is inactive for a 
short period of time, all DRAM devices can make 
use of a DRAM device controlled self-refresh mode, 
where the DRAM memory controller can be tempo
rarily powered down and placed into a sleep state 
while the DRAM device controls its own refresh func
tion. However, the entry into and exit out of the self
refresh mode is typically performed under the explicit 
control of the DRAM memory controller, and the self
refresh action is not engaged in during normal opera
tions in most modern DRAM devices. 

One exception to the explicit management of the 
refresh function by the memory controller can be 
found in some pseudo-static DRAM devices such 
as MobileRAM, where temperature-compensated 
self-refresh is used as part of the normal operat
ing mode to minimize refresh power consumption. 
Moreover, the hidden self-refresh removes the com
plexity of refresh control from the memory controller 

12The bank-centric organization assumes that all requests from different agents are of equal priority and access rates from 
different agents are comparable. In practical terms, additional safeguards must be put in place to prevent the scenario 
where a constant stream of requests to an open row starves other requests to different rows. In some controllers, a limit 
is placed on the maximum number of consecutive column commands that can be scheduled to an open row before the 
open row is closed to prevent starvation and to ensure some degree of fairness to requests made to different rows of the 
same bank. 
13Weight-based schemes must also be constrained by age considerations to prevent starvation. 
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FIGURE 13.8: Priority-based scheduling for refresh requests. 

and contributes to the illusion of the MobileRAM 
DRAM device as a pseudo-static memory device. The 
timing and interval of the DRAM refresh action in 
these devices are hidden from the memory control
ler. Therefore, in the case where a memory request 
from the memory controller collides with the hidden 
refresh action, the pseudo-static DRAM device asserts 
a wait signal to inform the memory controller that the 
data return from the pseudo-static DRAM device will 
be delayed until after the self-refresh action within the 
pseudo-static DRAM device is completed and the wait 
signal is deasserted by the pseudo-static DRAM device. 
However, a wait signal from the pseudo-static DRAM 
device that can delay state transition in the memory 
controller effectively introduces a slow signal path 
into the memory controller and effectively limits the 
operating frequency of the memory controller. Conse
quently, the explicit wait state signal that enables the 
hidden self-refresh function in normal operating mode 
is only used in relatively low-frequency, pseudo-static 
DRAM-based memory systems designed for battery
operated mobile platforms, and the refresh function 
in DRAM devices targeted for high-frequency DRAM 
memory systems remains under the purview of the 
DRAM memory controller. 

To ensure the integrity of data stored in DRAM 
devices, each DRAM row that contains valid data 
must be refreshed at least once per refresh period, 
typically 32 or 64 ms in duration.14 In terms of a 
DRAM device that requires 8192 refresh commands 

every refresh period, mathematics dictate that an 
all-banks-concurrent refresh command must be 
issued to the DRAM device once every 7.8 ps for the 
device with a 64-ms period requirement. Fortunately, 
DRAM refresh commands can be deferred for short 
periods of time to allow latency-critical memory read 
requests to proceed ahead. Consequently, the DRAM 
controller need not adhere to a strict requirement of 
having to send an all-banks-concurrent refresh com
mand to the DRAM device every7.8 ps. To take advan
tage of the fact that refresh commands can be deferred 
within a reasonable timing window, Figure 13.8 shows 
an organization of the queuing structure where the 
microprocessor request stream is separated into read 
and write request queues and the request commands 
are placed into the refresh queue at a constant rate of 
one refresh command every 7.8 ps. In the structure 
illustrated in Figure 13.8, each refresh request is attrib
uted with a count that denotes the number of cycles 
that the request has been deferred. In this manner, 
in the case that the refresh request is below a preset 
deferral threshold, all read and write requests will have 
priority over the refresh request. 15 In the case where 
the system is idle with no other pending read or write 
requests, the refresh request can then be sent to the 
DRAM devices. In the case where the system is filled 
with pending read and write requests but a DRAM 
refresh request has nearly exceeded the maximum 
deferral time, that DRAM refresh request will then 
receive the highest scheduling priority to ensure that 

14Some DRAM devices contain additional registers to define the ranges of rows that need to be refreshed. In these devices, 
the refresh action can be ignored for certain rows that do not contain valid data. 
15The maximum refresh request deferral time is defined in the device data sheet for DRAM devices. In modern DRAM 
devices such as DDR2 SDRAM devices, the period DRAM refresh command can be deferred for as long a 97.8-rs refresh 
command intervals. 
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FIGURE 13.8: Priority-based scheduling for refresh requests.

and contributes to the illusion of the MobileRAM

DRAM device as a pseudo-static memory device. The
timing and interval of the DRAM refresh action in
these devices are hidden from the memory control-
ler. Therefore, in the case where a memory request
from the memory controller collides with the hidden
refresh action, the pseudo-static DRAM device asserts
await signal to inform the memory controller that the
data return from the pseudo-static DRAM device will
be delayeduntil after the self-refresh actionwithin the
pseudo-static DRAM device is completed and the wait
signal is deassertedbythe pseudo-static DRAM device.
However, a wait signal from the pseudo-static DRAM
device that can delay state transition in the memory
controller effectively introduces a slow signal path
into the memory controller and effectively limits the
operating frequency ofthe memorycontroller. Conse-
quently, the explicit wait state signal that enables the
hiddenself-refresh function innormaloperatingmode
is only used inrelatively low-frequency, pseudo-static
DRAM-based memory systems designed for battery-
operated mobile platforms, and the refresh function
in DRAM devices targeted for high-frequency DRAM
memory systems remains under the purview of the
DRAM memory controller.

To ensure the integrity of data stored in DRAM
devices, each DRAM row that contains valid data

must be refreshed at least once per refresh period,
typically 32 or 64 ms in duration.'* In terms of a
DRAM device that requires 8192 refresh commands
 

every refresh period, mathematics dictate that an
all-banks-concurrent refresh command must be

issued to the DRAM device once every 7.8 js for the
device with a 64-ms period requirement. Fortunately,
DRAM refresh commands can be deferred for short

periodsof time to allow latency-critical memory read
requests to proceed ahead. Consequently, the DRAM
controller need not adhere to a strict requirement of
having to send anall-banks-concurrent refresh com-
mand to the DRAM device every 7.8 ps. To take advan-
tage ofthe fact that refresh commandscanbe deferred
within a reasonable timing window, Figure 13.8 shows
an organization of the queuing structure whcre the
microprocessor request stream is separated into read
and write request queues and the request commands
are placed into the refresh queue at a constant rate of
one refresh command every 7.8 ps. In the structure
illustrated in Figure 13.8, each refresh requestis attrib-
uted with a count that denotes the numberof cycles
that the request has been deferred. In this manner,
in the case that the refresh request is below a preset
deferral threshold,all read and write requests will have
priority over the refresh request.! In the case where
the system is idle with no other pending read or write
requests, the refresh request can then be sent to the
DRAM devices. In the case where the system is filled
with pending read and write requests but a DRAM
refresh request has nearly exceeded the maximum
deferral time, that DRAM refresh request will then
receive the highest scheduling priority to ensure that

Msome DRAM devices contain additional registers to define the ranges of rows that needto be refreshed.In these devices,
the refresh action can be ignored for certain rows that do not contain valid data.
15The maximumrefresh request deferral timeis defined in the device data sheet for DRAM devices. In modern DRAM
devices such as DDR2 SDRAM devices, the period DRAM refresh commandcan be deferred for as long a 97.8-us refresh
commandintervals.
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TABLE 13.4 Refresh cycle times of DDR2 SDRAM devices 

256 Mbit 4 8192 

512 Mbit 4 16384 

1 Gbit 8 16384 

2 Gbit 8 32768 

4 Gbit 8 65536 

the refresh request occurs within the required time 
period to ensure data integrity in the memory system. 

One feature under consideration that could fur
ther increase the complexity of future DRAM memory 
controllers is the functionality of per-bank refresh. 
Table 13.4 illustrates that tRFC> the refresh cycle time, 
is increasing with each generation of higher density 
DRAM devices, and the bandwidth overhead of the 
refresh functionality grows proportionally.16 One pro
posal to minimize the bandwidth impact of DRAM 
refresh is to replace or supplement the all-banks
concurrent refresh command with separate refresh 
commands that refresh one row in one bank at a time 
as opposed to refreshing one row in all banks within a 
rank of DRAM devices concurrently.17 

The performance benefit of the separate per-bank 
refresh command can be easily computed since each 
per-bank refresh command need only respect the 
tRc row cycle time constraint rather than the tRFC 

refresh cycle time constraint. However, one caveat of 
the per-bank refresh command proposal is that the 
fine-grained control of the refresh function on a per
banlc basis means that the complexity of the DRAM 
memory controller must increase proportionally 
to deal with separate refresh requests to each bank, 

8192 55 75 

8192 55 105 

8192 54 127.5 

8192 54 197.5 

8192 54 327.5 

and the queueing structure required may be far more 
complex than the sample queuing structure illus
trated in Figure 13.7. Finally; the all-banks-concur
rent refresh command also serves as a time period 
where the DRAM device can perform housekeeping 
duties such as signal recalibration between DRAM 
devices and the memory controller. Without the all
banks-concurrent refresh command, DRAM devices 
would lose the guaranteed time period where circuits 
within the DRAM devices are active, but the interface 
of the DRAM devices are idle to perform these types 
of housekeeping duties. 

13.4.4 Agent-Centric Request Queuing 
Organization 

In previous sections, techniques to maximize 
bandwidth utilization and decrease effective read 
latency were examined. However, one issue that was 
left out of previous discussions is that regardless of 
the performance techniques deployed, an overrid
ing consideration in the design of a modern DRAM 
memory controller is one of fairness. That is, in any 
transaction request reordering mechanism, anti
starvation safeguards must exist to ensure that no 

16There are more than 8192 rows in higher density DDR2 SDRAM devices, but the number of refresh commands per 
64-ms time period remains constant. For example, the 4-Gbit DDR2 device must refresh 8 rows of data with each refresh 
command. 
17The refresh command is a relatively energy-intensive operation. The instantaneous power draw oflarge, multi-rank 
memory systems, where all ranks are refreshed concurrently with a single refresh command, could significantly increase the 
peak power consumption profile of the memory system. To linlit the peak power consumption profile, some DRAM memory 
controllers are designed to refresh each rank of DRAM devices separately and scheduled some time apart from each other. 
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controllers is the functionality of per-bank refresh.
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is increasing with each generation of higher density
DRAM devices, and the bandwidth overhead of the

refresh functionality grows proportionally. 16 One pro-
posal to minimize the bandwidth impact of DRAM
refresh is to replace or supplement the all-banks-
concurrent refresh command with separate refresh
commandsthat refresh one row in one bankat a time

as opposedto refreshing one row inall banks within a
rank of DRAM devices concurrently.‘

The performancebenefit of the separate per-bank
refresh commandcan be easily computed since each
per-bank refresh command need only respect the
tac row cycle time constraint rather than the tgrc
refresh cycle time constraint. However, one caveat of
the per-bank refresh command proposal is that the
fine-grained control of the refresh function on a per-
bank basis means that the complexity of the DRAM
memory controller must increase proportionally
to deal with separate refresh requests to each bank,
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and the queueing structure required may be far more
complex than the sample queuing structure illus-
trated in Figure 13.7. Finally, the all-banks-concur-
rent refresh command also serves as a time period
where the DRAM device can perform housekeeping
duties such as signal recalibration between DRAM
devices and the memory controller. Without theall-
banks-concurrent refresh command, DRAM devices

would lose the guaranteed time period wherecircuits
within the DRAM devicesareactive, but the interface

of the DRAM devices are idle to perform these types
of housekeeping duties.

13.4.4 Agent-Centric Request Queuing
Organization

In previous sections, techniques to maximize
bandwidth utilization and decrease effective read

latency were examined. However, one issue that was
left out of previous discussions is that regardless of
the performance techniques deployed, an overrid-
ing consideration in the design of a modern DRAM
memory controller is one of fairness. That is, in any
transaction request reordering mechanism, anti-
starvation safeguards must exist to ensure that no

16There are more than 8192 rowsin higher density DDR2 SDRAM devices, but the numberofrefresh commandsper
64-ms time period remains constant. For example, the 4-Gbit DDR2 device must refresh 8 rows of data with each refresh
command.

1’The refresh commandisa relatively energy-intensive operation. The instantaneous power draw oflarge, multi-rank
memory systems, where all ranksare refreshed concurrently with a single refresh command,couldsignificantly increase the
peak power consumption profile of the memory system.To limit the peak power consumption profile, some DRAM memory
controllers are designed tu refresh each rank ofDRAM devices separately and scheduled some time apart from each other.
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request can be deferred for an indefinite period of 
time. The anti-starvation safeguards are particularly 
important in the context of multiple agents that 
share use of the same memory system. In particular, 
the issues of fairness and performance optimization 
for multiple agents with drastically different request 
rates and address sequences must be carefully traded 
off against each other. For example, a microprocessor 
running a typical application may require relatively 
low bandwidth, but read requests from the processor 
must be considered as latency critical. In contrast, 
a graphics processor that is connected to the same 
memory system may require a large amount of guar
anteed bandwidth, but individual memory transac
tion requests from the graphics processor may be 
deferred in favor of requests from the microprocessor. 
Finally, memory transaction requests from relatively 
low-bandwidth and low-priority 1/0 devices may be 
deferred, but these requests cannot be deferred for 
an indefinite period of time so as to cause starvation 
for the I/ 0 devices. That is, in the context of multiple 
agents that share a common memory system, better 
performance may be measured in terms of achiev
ing an equitable balance in the usage of the memory 
system rather than obtaining the absolute maximum 
bandwidth from the DRAM devices. 

low latency agents 

Chapter 13 DRAM MEMORY CONTROLLER 517 

The conflicting requirements of fairness and 
performance are important considerations that must 
be accounted for by the DRAM memory controller's 
scheduling mechanism. Fortunately, the schedul
ing mechanism used to deal with the DRAM device 
refresh requirement can be broadly extended to deal 
with a broad range of agents that require low latency 
or guaranteed bandwidth. That is, DRAM refresh com
mands can be considered as a sequence of requests 
from an agent that requires some amount of guar
anteed bandwidth from the DRAM memory system. 
This agent, along with a number of other agents that 
require differing amounts of guaranteed bandwidth, 
must share the memory system with other agents that 
have no fixed requirements in terms of bandwidth, 
but must have low average access latency. 

Figure 13.9 shows an organization of the queu
ing structure where the memory controller selects 
between requests from low-latency agents and guar
anteed bandwidth agents. Figure 13.9 shows that 
requests from low-bandwidth and guaranteed band
width agents are directed to a two-level queuing struc
ture, where requests are first sent to a pending queue 
and then moved to a scheduling queue under respec
tive rate-controlled conditions. The rate controls 
ensure that the non-latency critical request agents 
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FIGURE 13.9: Sample system-level arbiter design. 
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request can be deferred for an indefinite period of
time. The anti-starvation safeguards are particularly
important in the context of multiple agents that
share use of the same memory system,In particular,
the issues of fairness and performance optimization
for multiple agents with drastically different request
rates and address sequences mustbe carefully traded
off against each other. For example, a microprocessor
running a typical application may require relatively
low bandwidth, but read requests from the processor
must be considered as latency critical. In contrast,
a graphics processor that is connected to the same
memory system may require a large amountof guar-
anteed bandwidth, but individual memory transac-
tion requests from the graphics processor may be
deferred in favor of requests from the microprocessotr.
Finally, memory transaction requests from relatively
low-bandwidth and low-priority I/O devices may be
deferred, but these requests cannot be deferred for
an indefinite period of time so as to cause starvation
for the I/O devices. Thatis, in the context of multiple
agents that share a common memory system,better
performance may be measured in terms of achiev-
ing an equitable balancein the usage of the memory
system rather than obtaining the absolute maximum
bandwidth from the DRAM devices.

low latency agents

guaranteed bandwidth
agents(i.e. refresh)

low bandwidth,
low priority agents

venta
queues

The conflicting requirements of fairness and
performanceare important considerations that must
be accounted for by the DRAM memorycontroller's
scheduling mechanism. Fortunately, the schedul-
ing mechanism used to deal with the DRAM device
refresh requirement can be broadly extended to deal
with a broad range of agents that require low latency
or guaranteedbandwidth.Thatis, DRAM refresh com-
mands can be considered as a sequence of requests
from an agent that requires some amount of guar-
anteed bandwidth from the DRAM memory system.
This agent, along with a numberof other agents that
require differing amounts of guaranteed bandwidth,
must share the memorysystemwith other agents that
have no fixed requirements in terms of bandwidth,
but must have low average accesslatency.

Figure 13.9 shows an organization of the queu-
ing structure where the memory controller selects
between requests from low-latency agents and guar-
anteed bandwidth agents. Figure 13.9 shows that
requests from low-bandwidth and guaranteed band-
width agents are directed to a two-level queuing struc-
ture, where requestsare first sent to a pending qucuc
and then movedto a scheduling queue underrespec-
tive rate-controlled conditions. The rate controls

ensure that the non-latency critical request agents

SD») ee
——

FSSTT >4 I
based

schedulingI scheduling to DRAM
control queues

 

FIGURE 13,9: Sample system-level arbiter design.
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cannot saturate the memory system with requests 
at the expense of other agents. In the queuing struc
ture illustrated in Figure 13.9, requests from the low
latency agents are typically scheduled with the highest 
priority; except when the scheduling queue for the 
guaranteed bandwidth agents are full. To ensure that 
the bandwidth guarantees are met, the scheduling 
priority must favor the guaranteed bandwidth agents 
in the case where the shared scheduling queue for the 
guaranteed bandwidth agents is full. 

In the previous section, DRA.l\tl -centric request 
scheduling algorithms are examined in the context of 
obtaining the highest performance from the DRAM 
memory system, given that all requests are equal in 
importance and that requests can be freely reordered 
for better performance. However, in a system where 
multiple agents must share the use of the memory sys
tem, not all requests from different agents are equal 
in importance. As a result, to obtain better perfor
mance in the system as a whole, both DMM-centric 
and agent-centric algorithms must be considered. 
Figure 13.9 thus illustrates a two-level scheduling 
algorithm to ensure fairness and system throughput. 

13.4.5 Feedback-Directed Scheduling 
In modern computer systems, memory access is per

formed by the memory controller on behalf of proces
sors or intelligent!/ 0 devices. Memory-access requests 
are typically encapsulated in the form of transaction 
requests that contain the type, address, and data for 
the request in the case of write requests. However, in 
the majority of systems, transaction requests typically 
do not contain information to allow a memory control
ler to prioritize the transactions based on the specific 
requirements of the workload. Rather, memory con
trollers typically rely on the type, the access history, the 
requesting agent, and the state of the memory system 
to prioritize and schedule the memory transactions. 
In one recent study performed by Hur and Lin [2004], 
the use of a history-based arbiter that selects among 
different scheduling policies is examined in detail. In 
this study, the memory-access request history is used 
to select from different prioritization policies dynami
cally, and speedups between 5 and 60% are observed 
on some benchmarks. 

The exploration of a history-based DRAM transac
tion and command scheduling algorithm by Hur and 
Lin is enabled by the use of a processor with an inte
grated DRAM controller, the IBM POWERS. The trend 
in the integration of memory controllers and proces
sors means that the memory controllers will gain 
access to transaction scheduling information that 
they could not access as stand alone controllers. 

As more processors are designed with integrated 
DRAM memory controllers, these processors can 
communicate directly with the DRAM memory con
trollers and schedule DRAM commands based not 
only on the availability of resources within the DRAM 
memory system, but also on the DRAM command
access history. In particular, as multi-threaded and 
multi-core processors are integrated with DRAM 
memory controllers, these DRAM memory control
lers not only have to be aware of the availability of 
resources within the DRAM memory system, but 
they must also be aware of the state and access his
tory of the respective threaded contexts on the pro
cessor in order to achieve the highest performance 
possible. 

13.5 Summary 
An analogy that may be made for the trans

action queuing mechanism of a modern, high
performance DRAM memory controller is one that 
compares the transaction queuing mechanism of a 
high-performance DRAM controller to the instruc
tion Reorder Buffer (ROB) of high-performance 
microprocessors that dynamically convert assem
bly instructions into internal microoperations that 
the processor executes out of order. In the ROB, 
the microprocessor accepts as input a sequence of 
assembly instructions that it converts to microop
erations. In the transaction queue of the memory 
controller, the transaction queue accepts read and 
write requests that it must convert to DRAM com
mands that the memory controller then attempts to 
execute. Similar to the microoperations in the ROB, 
DRAM commands can be scheduled subject to the 
ordering constraints of the transaction requests and 
availability of the resources. 
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