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I, James L. Mullins, PhD, declare as follows:

I. INTRODUCTION

1. I have been retained in this matter by Apple Inc. (“Petitioner” or
“Apple”) in the above-captioned infer partes review relating to U.S. Patent
9,860,044 to provide an opinion on a specific document.

2. I am presently Dean Emeritus of Libraries and Esther Ellis Norton
Professor Emeritus at Purdue University. My career as a professional and
academic/research spanned more than 44 years including library positions at
Indiana University, Villanova University, Massachusetts Institute of Technology,
and Purdue University. Appendix A is a true and correct copy of my curriculum
vitae describing my background and experience.

3. In 2018, I founded the firm Prior Art Documentation Librarian
Services, LLC, located at 205 St. Cuthbert, Williamsburg, VA 23188 after
purchasing the intellectual property of and successor to Prior Art Documentation,
LLC located at 711 South Race Street, Urbana, IL 61801. Further information about
my firm, Prior Art Documentation Librarian Services, LLC (PADLS), is available

at www.priorartdoclib.com.

4. I have been retained by Petitioner to offer my opinion on the
authenticity and dates of public accessibility of various documents. For this service,

I am being paid my usual hourly fee of $275.00. I have no stake in the outcome of
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this proceeding or any related litigation or administrative proceedings, and my
compensation in no way depends on the substance of my testimony or the outcome
of this proceeding.

II. BACKGROUND AND QUALIFICATIONS

5. I received a Bachelor of Arts degree in History, Religion and Political
Science in 1972 as well as a Master of Arts degree in Library Science in 1973
from the University of lowa. [received my Ph.D. in Academic Library Management
in 1984 from Indiana University. Over the past forty-four years, I have held various
positions and as a leader in the field of library and information sciences.

6. I am presently Dean Emeritus of Libraries and Esther Ellis Norton
Professor Emeritus at Purdue University, and have been since January 1, 2018. I
have been previously employed as follows:

° Dean of Libraries and Professor and Esther Ellis Norton Professor,

Purdue University, West Lafayette, IN (2004-2017)

° Assistant/Associate Director for Administration, Massachusetts
Institute of Technology (MIT) Libraries, Cambridge, MA (2000-
2004)

o University Librarian and Director, Falvey Memorial Library,

Villanova University, Villanova, PA (1996-2000)
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o Director of Library Services, Indiana University South Bend, South

Bend, IN (1978-1996)

o Part-time Instructor, School of Library and Information Science,

Indiana University, Bloomington, IN (1979-1996)

° Associate Law Librarian, and associated titles, Indiana University
School of Law, Bloomington, IN (1974-1978)

o Catalog Librarian, Assistant Professor, Georgia Southern College
(now University), Statesboro, GA (1973-1974)

7. I am a member of the American Library Association (“ALA”), where
I served as the chair of the Research Committee of the Association of College and
Research Libraries (“ACRL”). My service to ALA included service on the editorial
board of the most prominent library journal, College and Research Libraries. 1 also
served on the Standards Committee, College Section of the Association of College
and Research Libraries, where 1 was instrumental in developing a re-issue of the
Standards for College Libraries in 2000.

8. [ am an author of numerous publications in the field of library science,
and have given presentations in library sciences at national and international
conferences. During more than 44 years as an academic librarian and library
science scholar, I have gained extensive experience with catalog records and online

library management systems (LMS) built using Machine-Readable Cataloging
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(“MARC”) standards. As an academic library administrator, I have had
responsibility to ensure that students were educated to identify, locate, assess, and
integrate information garnered from research library resources. I have also
facilitated the research of faculty colleagues either directly or through the
provision of and access to the requisite print and/or digital materials and services
at the universities where I worked.

9. Based on my experience identified above and detailed in my
curriculum vitae, which is attached hereto as Appendix A, I consider myself to be an
expert in the field of library science and academic library administration. I have
previously offered my opinions on the public availability and authenticity of
documents in over 40 cases. I have been deposed in one case.

III. BACKGROUND ON PUBLIC ACCESSIBILITY

A.  Scope of This Declaration

10. I am not a lawyer, and I am not rendering an opinion on the legal
question of whether a particular document is, or is not, a “printed publication”
under the law. I am, however, rendering my expert opinion on the authenticity of
the document referenced herein and when and how this document was disseminated
or otherwise made available to the extent that persons interested and ordinarily
skilled in the subject matter or art, exercising reasonable diligence, could have

located the document.
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11. I am informed by counsel that an item is considered authentic if there
is sufficient evidence to support a finding that the item is what it is claimed to be. |
am also informed that authenticity can be established based on the contents of the
document itself, such as the appearance, content, substance, internal patterns, or
other distinctive characteristics of the item.

12. T am informed by counsel that a given reference qualifies as “publicly
accessible” if it was disseminated or otherwise made available such that a person
interested in and ordinarily skilled in the relevant subject matter could locate it
through the exercise of ordinary diligence.

13.  While I understand that the determination of public accessibility under
the foregoing standard rests on a case-by-case analysis of the facts particular to
an individual publication, I also understand that a printed publication is rendered
“publicly accessible” if it is cataloged and indexed by a library such that a person
interested in the relevant subject matter could locate it (i.e., I understand that
cataloging and indexing by a library is sufficient, though there are other ways that
a printed publication may qualify as “publicly accessible””). One manner of
sufficient indexing is indexing according to subject matter. I understand that it is
not necessary to prove someone actually looked at the printed publication in order
to show it was publicly accessible by virtue of a library’s cataloging and indexing

thereof. I understand that cataloging and indexing by a single library of a single
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instance of a particular printed publication is sufficient. I understand that, even if
access to a library is restricted, a printed publication that has been cataloged and
indexed therein is publicly accessible so long as a presumption is raised that the
portion of the public concerned with the relevant subject matter would know of the
printed publication. I also understand that the cataloging and indexing of
information that would guide a person interested in the relevant subject matter to
the printed publication, such as the cataloging and indexing of an abstract for the
printed publication, is sufficient to render the printed publication publicly
accessible.

14. I understand that evidence showing the specific date when a printed
publication became publicly accessible is not necessary. Rather, routine business
practices, such as general library cataloging and indexing practices, can be used to
establish an approximate date on which a printed publication became publicly
accessible.

B.  Person of Ordinary SKkill in the Art

15. In forming the opinions expressed in this declaration, I have reviewed
the documents and appendices referenced herein. These materials are records
created in the ordinary course of business by publishers, libraries, indexing
services, and others. From my years of experience, I am familiar with the process

for creating many of these records, and I know that these records are created by
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people with knowledge of the information contained within the record. Further,
these records are created with the expectation that researchers and other members
of the public will use them. All materials cited in this declaration and its
appendices are of a type that experts in my field would reasonably rely upon and
refer to in forming their opinions.

16. I have been informed by counsel that the subject matter of this
proceeding relates to the use of modulation and coding schemes in a wireless
communication network.

17. I have been informed by counsel that a “person of ordinary skill in
the art at the time of the inventions” (POSITA) is a hypothetical person who is
presumed to be familiar with the relevant field and its literature at the time of the
inventions. This hypothetical person is also a person of ordinary creativity, capable
of understanding the scientific principles applicable to the pertinent field.

18. I have been informed by counsel that persons of ordinary skill in this
subject matter or art would have included someone with a Master’s degree in
Electrical Engineering, Computer Science, Applied Mathematics, Physics or
equivalent and three to five years of experience working with wireless digital
communication systems including physical layer of such systems, and that
additional education might compensate for less experience, and vice-versa. It is my

opinion that such a person would have been actively engaged in academic research
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and learning through study and practice in the field, and possibly through formal
instruction through the bibliographic resources relevant to his or her research. By
the 2000s, such a person would have had access to a vast array of print resources,
including at least the documents referenced below, as well as to a fast-changing set
of online resources.

C. Library Catalog Records and Other Resources

19. Some background on MARC (Machine-Readable Cataloging)
formatted records, OCLC, and WorldCat is helpful to understand the library
catalog records discussed in this declaration. I am fully familiar with the library
cataloging standard known as the MARC standard, which is an industry-wide
standard method of storing and organizing library catalog information.! MARC
practices have been consistent since the MARC format was developed by the
Library of Congress in the 1960s, and by the early 1970s became the U.S. national
standard for disseminating bibliographic data. By the mid-1970s, MARC format
became the international standard, and persists through the present. A MARC-
compatible library is one that has a catalog consisting of individual MARC records

for each of its items. The underlying MARC format (computer program) underpins

! The full text of the standard is available from the Library of Congress at

http://www .loc.gov/marc/bibliographic/.
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the online public access catalog (OPAC) that is available to library users to locate
a particular holding of a library. Today, MARC is the primary communications
protocol for the transfer and storage of bibliographic metadata in libraries.> The
MARC practices discussed below were in place during the 2000s time frame
relevant to the documents referenced herein.

20.  Online Computer Library Center (OCLC) is a not-for-profit worldwide
consortium of libraries. Similar to MARC standards, OCLC’s practices have been
consistent since the 1970s through to the present. Accordingly, the OCLC practices

discussed below were in place during the time frame discussed in my opinions

2 Almost every major library in the world uses a catalog that is MARC-compatible.
See, e.g., Library of Congress, MARC Frequently Asked Questions (FAQ),
https://www.loc.gov/marc/faq.html (last visited Jan. 24, 2018) (“MARC is the
acronym for MAchine-Readable Cataloging. It defines a data format that emerged
from a Library of Congress-led initiative that began nearly forty years ago.
It provides the mechanism by which computers exchange, use, and interpret
bibliographic information, and its data elements make up the foundation of most
library catalogs used today.”). MARC is the ANSI/NISO Z39.2-1994 (reaffirmed

2009) standard for Information Interchange Format.
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section. OCLC was created “to establish, maintain and operate a computerized
library network and to promote the evolution of library use, of libraries themselves,
and of librarianship, and to provide processes and products for the benefit of library
users and libraries, including such objectives as increasing availability of library
resources to individual library patrons and reducing the rate of rise of library per-
unit costs, all for the fundamental public purpose of furthering ease of access to and
use of the ever- expanding body of worldwide scientific, literary and educational

993

knowledge and information.” Among other services, OCLC and its members are

responsible for maintaining the WorldCat database (http://www.worldcat.org/), used
by libraries throughout the world.

21. Libraries worldwide use the machine-readable MARC format for
catalog records. MARC-formatted records include a variety of subject access points
based on the content of the document being cataloged. A MARC record for a
particular work comprises several fields, each of which contains specific data about

the work. Each field is identified by a standardized, unique, three-digit code

3 OCLC Online Computer Library Center, Inc., Amended Articles of Incorporation
of OCLC Online Computer Library Center, Inc., Third Article (OCLC, Dublin,

Ohio) Revised November 30, 2016, https://www.oclc.org/content/dam/oclc/

membership/articles-of-incorporation.pdf.

10
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corresponding to the type of data that follows. For example, a work’s title is recorded
in field 245, the primary author of the work 1s recorded in field 100, a work’s
International Standard Book Number (“ISBN”) is recorded in field 020, and the
work’s Library of Congress call number (assigned by Library of Congress) is
recorded in field 050. Some fields can contain subfields, which are indicated by
letters. For example, a work’s publication date is recorded in field 260 under the
subfield “c.”

22. The MARC Field 040, subfield “a,” identifies the library or other entity
that created the catalog record in the MARC format. The MARC Field 008
identifies the date when this first MARC record was created. The MARC Field
005 1identifies the most recent catalog activity including location assignment, by
the holding library, that is, the library which owns the book and is identified in the
OPAC.

23.  MARC records also include several fields that include subject matter
classification information. An overview of MARC record fields is available through
the Library of Congress.* For example, 6XX fields are termed “Subject Access

Fields.”> Among these, for example, is the 650 field; this is the “Subject Added

4 See http://www.loc.gov/marc/bibliographic/.

> See http://www.loc.gov/marc/bibliographic/bd6xx.html.

11
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Entry — Topical Term” field.® The 650 field is a “[s]ubject added entry in which the
entry element is a topical term.” Id. The 650 field entries “are assigned to a
bibliographic record to provide access according to generally accepted thesaurus-
building rules (e.g., Library of Congress Subject Headings (LCSH), Medical
Subject Headings (MeSH)).” Id. Thus, a researcher can easily discover material
relevant to a topic of interest with a search using the terms employed in the MARC
Fields 6XX.

24.  Further, MARC records include call numbers, which themselves
include a classification number. For example, the 050 field is dedicated as the

“Library of Congress Call Number™’

as assigned by the Library of Congress. A
defined portion of the Library of Congress Call Number is the classification
number, and “source of the classification number is Library of Congress
Classification and the LC Classification-Additions and Changes.” Id. Thus,
included in the 050 field is a subject matter classification. As an example:
TKS5105.59 indicates books on computer networks — security measures. When a

local library assigns a classification number, most often a Library of Congress

derived classification number created by a local library cataloger or it could be a

¢ See http://www.loc.gov/marc/bibliographic/bd650.html.

7 See http://www.loc.gov/marc/bibliographic/bd050.html.

12
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Dewey Decimal classification number for example, 005.8, computer networks —
security measures, it appears in the 090 field. In either scenario, the MARC record
includes a classification number in the call number field that represents a subject
matter classification.

25. The 9XX fields, which are not part of the standard MARC 21 format,’
were defined by OCLC for use by the Library of Congress, processing or holding
notes for a local library, and for internal OCLC use. For example, the 955 field is
reserved for use by the Library of Congress to track the progress of a new acquisition
from the time it is submitted for Cataloging in Publication (CIP) review until it is
published and fully cataloged and publicly available for use within the Library of
Congress. Fields 901-907, 910, and 945-949 have been defined by OCLC for local
use and will pass OCLC validation. Fields 905, 910, 980 etc., are often used by an
individual library for internal processing purposes, for example the date of receipt
or cataloging and/or the initials of the cataloger.

26. WorldCat 1s the world’s largest public online catalog, maintained by
the OCLC, a not-for-profit international library consortium, and built with the

records created by the thousands of libraries that are members of OCLC. OCLC

8 See https://www.oclc.org/bibformats/en/9xx.html.

13

IPR2022-00648
Apple EX1023 Page 15



Declaration of James L. Mullins, PhD
Patent No. 9,860,044

provides bibliographic and abstract information to the public based on MARC-
compliant records through its OCLC WorldCat database. WorldCat requires no
knowledge of MARC tags and code and does not require a login or password.
WorldCat is easily accessible through the World Wide Web to all who wish to search
it; there are no restrictions to be a member of a particular community, etc. The date
a given catalog record was created (corresponding to the MARC Field 008) appears
in some detailed WorldCat records as the Date of Entry but not necessarily all.
WorldCat does not provide a view of the underlying MARC format for a specific
WorldCat record. In order to see the underlying MARC format the researcher must
locate the book in a holding library listed among those shown in WorldCat, and
search the online public catalog (OPAC) of a holding library. Whereas WorldCat
records are widely available, the availability of library specific MARC formatted
records varies from library to library. When a specific library wishes to make the
underlying MARC format available there will be a link from the library’s OPAC
display, often identified as a MARC record or librarian/staff view.

27.  When a MARC record is created by the Library of Congress or an
OCLC member institution, the date of creation for that record is automatically

populated in the fixed field (008), with characters 00 through 05 in year, month, day

14
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format (YYMMDD).” Therefore, the MARC record creation date reflects the date
on which the publication associated with the record was first cataloged. Thereafter,
the local library’s computer system may automatically update the date in field 005
every time the library updates the MARC record (e.g., to reflect that an item has
been moved to a different shelving location within the library, or a reload of the
bibliographic data with the introduction of a new library management system that
creates and manages the OPAC).

D. Monograph Publications

28. Monograph publications are written on a single topic, presented at
length and distinguished from an article and include books, dissertations, and
technical reports. A library typically creates a catalog record when the monograph
1s acquired by the library. First, it will search OCLC to determine if a record has
already been created by the Library of Congress or another OCLC institution. If a
record is found in OCLC, the record is downloaded into the library’s LMS (Library
Management System) that includes typically the OPAC (online public access
catalog by which researchers locate a particular library holding in a user-friendly

format), acquisitions, cataloging, and circulation integrated functions. Once the

 Some of the newer library catalog systems also include hour, minute, second

(HHMMSS).

15
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item 1s downloaded into the library’s LMS, the library adds its identifier to the
OCLC database so when a search is completed on WorldCat, the library will be
indicated as an owner of the title. Once a record is created in a Library’s LMS, it is
searchable and viewable through the library’s OPAC, typically by author, title, and
subject heading, at that library and from anywhere in the world through the internet
by accessing that library’s OPAC. The OPAC also connects with the circulation
function of the library, which typically indicates whether the record is available, in
circulation, etc., with 1its call number and Ilocation in a specific
departmental/disciplinary library, if applicable. The OPAC not only provides
immediate bibliographic access on-site, it also facilitates the interlibrary loan
process, which is when one publication is loaned from one library to another.

29. O’Reilly Online Learning - O’Reilly learning provides individuals,
teams, and businesses with expert-created and curated information covering all the
areas that will shape our future—including artificial intelligence, operations, data,

UX design, finance, leadership, and more.!°

10 See https://www.oreilly.com/online-learning/.
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30. Google Books - find a book, click on the “Buy this book™ and “Borrow
this book™ links to see where it can be purchased as an e-book from the Google
Play Store.!!

31.  Wisconsin TechSearch (WTS)— WTS is a set of services offered by the
University of Wisconsin Libraries. WTS offers an array of article delivery and
research services to any retrieving information, regardless of whether the individual
is affiliated with the University of Wisconsin.'2

IV. OPINION REGARDING AUTHENTICITY AND PUBLIC
ACCESSIBILITY

A. Stefania Sesia, Issam Toufik, and Matthew Baker, editors. LTE:
The UMTS Long Term Evolution from Theory to Practice. 2d
edition. Wiley, 2011. (“Sesia”)

Authentication

32. I have been asked to opine on a book edited by Stefania Sesia, [ssam
Toufik, and Matthew Baker titled. LTE: The UMTS Long Term Evolution from
Theory to Practice. 2d edition. published by Wiley in 2011. Sesia contains 752

pages, 32 Chapters, and an Index.

11 See https://books.google.com/googlebooks/about/index.html.

12 See (https://wts.wisc.edu/).

17
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33. I have evaluated the Sesia reference several ways: (1) by assessing
Sesia 2011, Exhibit 1013, provided to me by counsel; (2) by downloading Sesia
from the Wiley Online Library through the Purdue University Libraries; and (3) by
accessing and reviewing the OPAC and MARC records for Sesia at the Library of
Congress. Attachment A-1 is a download of Sesia that includes the entire book. This
digital version was accessible to me from the Wiley Online Library through Purdue
University Libraries, and was downloaded on February 5, 2021.13
The digital version of Sesia is available to anyone for a fee through the Wiley Online
Library.'*

34.  Attachment B-1 is a true and correct copy of the Library of Congress
OPAC (online catalog). Typically, I would have had scans of the print copy of Sesia

owned by the Library of Congress, however, due to the pandemic, the Library of

13 See https://onlinelibrary-wiley-com.ezproxy.lib.purdue.edu/doi/pdf/10.1002/

9780470978504.

14 See https://www.google.com/books/edition/LTE The UMTS Long Term
Evolution/g0lficnQ6eUC?hl=en& gbpv=1&dq=LTE+-+the +tUMTS+long+term
+evolution+%35Belectronictresource%5D+:+from+theory+to+practice&pg=PR21

&printsec=frontcover.

18
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Congress has been and remains closed at the time of this declaration and hence, I
am unable to obtain scans of Sesia owned by the Library of Congress. Therefore, I
will draw upon the OPAC and MARC records to verify the ownership, date of
receipt and availability of Sesia at the Library of Congress.

35. In Attachment B-1 the document cataloged in this record 1s as verified
by the fields listing under personal name: Sesia, Stefania; title: LTE: The UMTS Long
Term Evolution from Theory to Practice. 2d edition. published by Wiley in 2011 and
ISBN: 9780470660256.

36. Sesia could have been located in the Library of Congress OPAC by
searching for the editors: Stefania Sesia, Issam Toufik, and Matthew Baker; title:
LTE: The UMTS Long Term Evolution from Theory to Practice and/or by the
following subject headings.: Universal Mobile Telecommunication Systems, and/or
Long-Term Evolution (Telecommunications).

37. To verify authenticity of Attachment A-1 and Attachment B-1, I
assessed the title page, copyright page and table of contents, from both, they are
identical. Having located Sesia in a research library, the Library of Congress, and
in a publisher data base, Wiley Online Library, 1 can verify that Sesia is an
authentic document published by Wiley in 2011 in print and also made available in
digital format.

38. I conclude and affirm that Sesia is an authentic document.

19
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Public Accessibility

39.  Attachment C-1 is the MARC record I downloaded from the Library
of Congress OPAC. The MARC format provides information about the processing
of Sesia by the Library of Congress. As mentioned above, the 9XX field in the
MARC format is allocated to local libraries to enter information specific to that
library. The Library of Congress has reserved the 955 field to indicate date of receipt
ofthe published book and cataloging/indexing. The MARC record is a record created
and maintained by Federal employees of the Library of Congress.

The MARC 955 field 1n this record reads:

955__ |b xj12 2010-09-14 |c xj12 2010-09-14 ONIX (telework) to STM |w
rd11 2010-10- 19 |a xn02 2011-11-21 2 copies rec’d., to CIP ver. |f xj16

2012-04-10 copy 1 and 2 to BCCD

40. The 955 record indicates the processing Sesia began 2010-09-14
(September 14, 2010) and finished cataloging/processing on 2012-04-10 (April 4,
2012). The physical copy of Sesia at the Library of Congress would have been
available for public access within one week to ten days, consistent with library
practice and procedures I witnessed during my professional work as a librarian,
after it finished processing (labeling and transfer to the shelf) on April 4, 2012,
therefore, Sesia would have been available at the Library of Congress no later than

April 14, 2012.

20
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41. Sesia was then accessible through Library of Congress OPAC. Once
Sesia was entered into the general collection of the Library of Congress, members of
the public could access the book by having it brought to either the Jefferson or
Adams Reading Rooms. The collections of the Library of Congress are searchable
by subject matter, author, or title such that a skilled researcher could find works
in which they were interested. For example, a member of the public could have
located a copy of Sesia by searching for the editors: Stefania Sesia, Issam Toufik,
and Matthew Baker; title: LTE: The UMTS Long Term Evolution from Theory to
Practice and/or by the following subject headings: Universal Mobile
Telecommunication Systems,; and/or Long-Term Evolution (Telecommunications).

42. Members of the public could read, study, and make notes about a
selected work in the Reading Rooms. Further, members of the public were
permitted to make photocopies of portions of the works while in the Reading
Rooms. Accordingly, a copy of Sesia was accessible to the general public when it
was available at the Library of Congress.

43.  Attachment D-1, the WorldCat entry for Sesia, I obtained by
completing a search on WorldCat on February 5, 2021. Attachment D-1 shows that
Sesia is the document associated with this WorldCat entry, as verified by the
editors: Stefania Sesia, Issam Toufik, and Matthew Baker; title: LTE: The UMTS

Long Term Evolution from Theory to Practice and by ISBN: 9780470660256
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Declaration of James L. Mullins, PhD
Patent No. 9,860,044

44.  When I searched WorldCat for holdings of Sesia in the District of
Columbia, the Library of Congress was sixth on the among the 770 libraries shown
as holding Sesia worldwide.

45. The search discussed above could have been performed anywhere in
the world by anyone who accessed WorldCat and its predecessor database through
an OCLC member.

Conclusion

46. 1 conclude that Sesia is an authentic document and would have been
publicly accessible through the Library of Congress no later than April 14, 2012.

V. AVAILABILITY FOR CROSS-EXAMINATION

47. In signing this Declaration, I recognize that this Declaration will
be filed as evidence in a contested case before the Patent Trial and Appeal Board
of the U.S. Patent and Trademark Office. I also recognize that [ may be subject to
cross-examination in the case and that cross-examination will take place within the
United States. If cross-examination is required of me, I will appear for cross-
examination within the United States during the time allotted for cross-

examination.
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Declaration of James L. Mullins, PhD
Patent No. 9,860,044

VI. RIGHT TO SUPPLEMENT

48. 1 reserve the right to supplement my opinions in the future to
respond to any arguments that the Patent Owner raises and to take into account

new information as it becomes available to me.

VII. SIGNATURE

49.  1declare that all statements made herein of my own knowledge are true
and that all statements made on information and belief are believed to be true; and
further that these statements were made with the knowledge that willful false
statements and the like so made are punishable by fine or imprisonment, or both,
under Section 1001 of Title 18 of the United States Code.

50. Ideclare under penalty of perjury that the foregoing is true and correct.

Dated: Deppn s /[ 3 L4/

es L. Mullins, PhD
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JAMES L. MULLINS, PhD

Prior Art Documentation Librarian Services, LLC
205 Saint Cuthbert, Williamsburg, VA 23188
jImullins@priorartdoclib.com

ph. 765 479 4956
Prior Art Documentation Librarian Services, LLC. (PADLS). Founded January 2018. As of

December, 2021, 112 declarations have been completed for 38 law firms; four depositions scheduled,

three cancelled a few days prior, and one was held, and was successful for my client.

Library Experience:

2018-present Dean Emeritus of Libraries & Esther Ellis Norton Professor Emeritus.

2011 - 2017  Dean of Libraries & Esther Ellis Norton Professor, Purdue University.
2004 - 2011  Dean of Libraries & Professor, Purdue University.

2000 - 2004  Assistant/Associate Director for Administration, MIT Libraries,

Massachusetts Institute of Technology.

1996 - 2000  University Librarian & Director, Falvey Memorial Library. Villanova University.
1978 - 1996  Director of Library Services, Indiana University South Bend.

1974 - 1978  Associate Librarian, Indiana University Bloomington, School of Law.

1973 - 1974  Instructor/Catalog Librarian. Georgia Southern College (now University).
Teaching Experience:

1977 - 1996 Associate Professor (part-time), School of Library and Information Science, Indiana
University. Subjects taught: Cataloging, Management, and Academic Librarianship.

Education:

The University of lowa. Honors Bachelor of Arts in History, Religion & Political Science, 1972.

The University of lowa. Master of Arts in Library Science, 1973.

Indiana University. Doctor of Philosophy. Concentration: Academic Library Administration.

Emphasis: Law Librarianship, 1984.
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Awards and Recognition:

2017 Wilmeth Active Learning Center/Library of Engineering and Science, Grand Reading Room, was
announced by President Mitch Daniels, Purdue University, that it would be re-named the James L.
Mullins Reading Room to honor his leadership and reputation in the academic library profession.
September 2017. Portrait unveiled December 2017.

2017 Distinguished Alumnus Award by the School of Informatics and Computing, Indiana University,
Bloomington. Given June 25, 2017.

2016 Hugh C. Atkinson Memorial Award, jointly sponsored by the four divisions of the American
Library Association (ALA), June 27, 2016.

2015 ACRL Excellence in University Libraries Award, April 23, 2015.

Named Esther Ellis Norton Professor of Library Science by Purdue Trustees, December 11, 2011.
International Review Panel to evaluate the University of Pretoria Library, February 20 — 24, 2011.

Pretoria, South Africa.
Publications: (selected)

“An Academic ‘Ecotone’: The Wilmeth Active Learning Center, Purdue University” to be published in

Designing Academic Libraries, Association of College and Research Libraries, 2022.

A Purdue Icon: creation, life, and legacy, edited by James L. Mullins, Founder’s Series, Purdue
University Press, 138pp., August 2017.

“The policy and institutional framework.” In Research Data Management, Practical Strategies for
Information Professionals, edited by Ray, J M. Purdue University Press, pp.25-44, 2014.
“DataCite: linking research to data sets and content.” In Benson, P and Silver, S. What Editors
Want: An Author’s Guide to Scientific Journal Publishing. University of Chicago Press, pp. 21-23,
December 2012.

“Library Publishing Services: Strategies for Success,” with R. Crow, O. lvins, A. Mower, C.
Murray-Rust, J. Ogburn, D Nesdill, M. Newton, J. Speer, C. Watkinson. Scholarly Publishing and
Academic Resources Coalition (SPARC), version 2.0, March 2012.

“The Changing Definition and Role of Collections and Services in the University Research

Library.” Indiana Libraries, Vol 31, Number 1 (2012), pp.18-24.

“Are MLS Graduates Being Prepared for the Changing and Emerging Roles that Librarians must now
assume within Research Libraries?”” Journal of Library Administration. Volume 52, Issue 1, 2012, p.

124-132
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Baykoucheva, Svetla. What Do Libraries Have to Do with e-Science?: An Interview with James L.
Mullins, Dean of Purdue University Libraries. Chem. Inf. Bull. [Online] 2011, 63 (1), 45-49.
http://www.acscinf.org/publications/bulletin/63-1/mullins.php (accessed Mar 16, 2011).

“The Challenges of e-Science Data-set Management and Scholarly Communication for Domain
Sciences and Technology: a Role for Academic Libraries and Librarians,” chapter in, The Digital
Deluge: Can Libraries Cope with e-Science?” Deanna B. Marcum and Gerald George, editors, Libraries
Unlimited/Teacher Ideas Press, 2009. (a monograph publication of the combined proceedings of the
KIT/CLIR proceedings).

“Bringing Librarianship to e-Science,” College and Research Libraries. vol. 70, no. 3, May 2009,
editorial.

“The Librarian’s Role in e-Science” Joho Kanri (Journal on Information Processing and Management),
Japan Science and Technology Agency (formerly Japan Information Center of Science and
Technology), Tokyo, Japan. Translated into Japanese by Taeko Kato. March 2008.

The Challenge of e-Science Data-set Management to Domain Sciences and Engineering: a Role for
Academic Libraries and Librarians,” KIT (Kanazawa Institute of Technology)/CLIR (Council of
Library and Information Resources) International Roundtable for Library and Information Science, July

5-6, 2007. Developments in e-science status quo and the challenge, The Japan Foundation, 2007.

“An Administrative Perspective,” Chapter 14, Proven Strategies for Building an Information Literacy
Program, Susan Curzon and Lynn Lampert, editors, Neal-Schuman Publishers, Inc., New York, 2007.
pp. 229-237.

Library Management and Marketing in a Multicultural World, proceedings of the IFLA Management
and Marketing (M&M) Section, Shanghai, China, August 16-17, 2006, edited. K.G. Saur, Munchen,
Germany, June 2007. 390 pp.

Top Ten Assumptions for the Future of Academic Libraries and Librarians: a report from the ACRL
Research Committee, with Frank R. Allen and Jon R. Hufford. College & Research Libraries, April
2007, vol.68, no.4. pp.240-241, 246.

To Stand the Test of Time: Long-term Stewardship of Digital Data Sets in Science and Engineering. A
report to the National Science Foundation from the ARL Workshop on New Collaborative
Relationships: the Role of Academic Libraries in the Digital Data Universe. September 26-27, 20086,
Arlington, VA. p.141. http://www.arl.org/bm~doc/digdatarpt.pdf
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“Enabling Interaction and Quality in a Distributed Data DRIS,” Enabling Interaction and Quality:
Beyond the Hanseatic League. 8" International Conference on Current Research Information Systems,
with D. Scott Brandt and Michael Witt. Promoted by euro CRIS. Leuven University Press, 2006. pp.55-
62. Editors: Anne Garns Steine Asserson and Eduard J. Simons.

"Standards for College Libraries, the final version approved January 2000," prepared by the ACRL
College Libraries Standards Committee (member), C&RL News, March 2000, p.175-182.

"Standards for College Libraries: a draft,” prepared by the ACRL College Libraries Section, Standards
Committee (member), C&RL News, May 1999, p. 375-381.

"Statistical Measures of Usage of Web-based Resources,” The Serials Librarian, vol. 36, no. 1-2 (1999)
p. 207-10.

"An Opportunity: Cooperation between the Library and Computer Services," in Building Partnerships:
Computing and Library Professionals. Edited by Anne G. Lipow and Sheila D. Creth. Berkeley and San
Carlos, CA, Library Solutions Press, 1995. p. 69-70.

"Faculty Status of Librarians: A Comparative Study of Two Universities in the United Kingdom and
How They Compare to the Association of College and Research Libraries Standards, " in Academic
Librarianship, Past, Present, and Future: a Festschrift in Honor of David Kaser. Englewood, Colorado;
Libraries Unlimited, 1989. p. 67-78. Review in: College & Research Libraries, vol. 51, no. 6. November
1990, p. 573-574.

Presentations: (Representative)

“How Long the Odyssey? Transitioning the Library and Librarians to Meet the Needs and Expectations
of the 21° Century University,” David Kaser Lecture, School of Informatics & Computing, Indiana
University, Bloomington, IN, November 16, 2015.

Presentation at University of Cape Town, Cape Town, South Africa, August 20, 2015.

“The Challenge of Discovering Science and Technology Information,” Moderator, International
Federation of Library Associations (IFLA) Science and Technological Libraries Section Program, Cape
Town, South Africa, August 18, 2015.

“An Odyssey in Data Management: Purdue University,” International Federation of Library
Associations (IFLA) Research Data Management: Finding Our Role — A program of the Research Data
Alliance, Cape Town, South Africa, August 17, 2015.

Presentation at University of Pretoria, Pretoria, South Africa, August 11, 2015.
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Co-Convener with Sarah Thomas, Harvard University, at the Harvard Purdue Symposium on Data
Management, Harvard University, Cambridge, MA, June 15-18, 2015.

“Strategic Communication,” panel discussion on the Director's role and perspective on library
communications at Committee on Institutional Cooperation (CIC) Center for Library Initiatives (CLI)
Annual Conference, University of Illinois Urbana-Champaign, May 20, 2015.

“Issues in Data Management,” panel discussion moderated by Catherine Woteki, United States
Undersecretary for Research, Education & Economics at 20" Agriculture Network Information
Collaborative (AgNIC) Annual Meeting in the National Agricultural Library, Beltsville, MD, May 6,
2015.

“Active learning/IMPACT & the Active Learning Center at Purdue University,” Florida Institute of
Technology, Melbourne, FL, February 11, 2015.

“Science+art=creativity: libraries and the new collaborative thinking,” panel moderator, International
Federation of Library Associations (IFLA) 80" General Conference and Assembly, Lyon, France,
August 19, 2014.

“Purdue University The Active Learning Center—A new concept for a library,” Association of
University Architects 59" Annual National Conference, University of Notre Dame, South Bend, IN,
June 23, 2014.

“Big Data & Implications for Academic Libraries,” keynote speaker, Greater Western Library Alliance
(GWLA) Cyber-infrastructure Conference, Kansas City, MO, May 28, 2014.

“Research Infrastructure,” panel moderator, Association of Research Libraries (ARL) 164" Membership
Meeting, Ohio State University, Columbus, OH, May 7, 2014.

“An Eight Year Odyssey in Data Management: Purdue University,” International Association of
Scientific and Technological University Libraries (IATUL) 2013 Workshop Research Data
Management: Finding Our Role, University of Oxford, UK, December 2013.

“Purdue University Libraries & Press: from collaboration to integration,” Ithaka Sustainable
Scholarship, The Evolving Digital Landscape: New Roles and Responsibilities in Higher Education,
libraries as publishers, New York, New York, October 2013.

“Tsinghua and Purdue: Research Libraries for the 21 Century,” Tsinghua University, Tsinghua, China,
August 2013.
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“Purdue Publishing Experience in the Libraries Publishing Coalition,” Association of American
University Presses Annual Meeting, Press-Library Coalition Panel, Boston, Massachusetts, June 21,
2013.

“Indiana University Librarians Day: Purdue University Libraries Ready for the 21% Century,” Indiana
University Purdue University Indianapolis (IUPUI), June 7, 2013.

“Purdue University Libraries and Open Access; CNI Project Update,” Coalition for Networked
Information, San Antonio, TX, April 5, 2013.

Memorial Resolution, honoring Joseph Brannon, to the Board of the Association of College & Research
Libraries, Seattle, WA, January 2013.

“An overview of sustaining e-Science collaboration in an Academic Research Library—the Purdue
experience,” Duraspace e-Science Institute webcast, October 17, 2012.

“The Role of Libraries in Data Curation, Access, and Preservation: an International Perspective, “ Panel
Moderator, 78" General Conference and Assembly, International Federation of Library Associations,
Helsinki, Finland, August 15, 2012.

“21% Century Libraries,” moderator of First Plenary Session, International Association of Technological
University Libraries 33" Annual Conference, Singapore, June 4, 2012.

“Planning for New Buildings on Campus,” panel presenter, University of Calgary Building Symposium
on Designing Libraries for the 21% Century, Calgary, Alberta, Canada, May 17, 2012.

“Data Management and e-Science, the Purdue Response.” Wiley-Blackwell Executive Seminar-2012,
Washington, DC, March 23, 2012.

“An overview of Sustaining e-Science Collaboration in Academic Research Libraries and the Purdue
Experience.” Leadership & Career Development Program Institute, Association of Research Libraries
(ARL). Houston, TX, March 21, 2012.

“An overview of Data Activities at Purdue University in response to Data Management Requirements.”
Coalition for Academic Scientific Computation (CASC). Arlington, VA, September 8, 2011.

“Getting on Track with Tenure,” Association of College and Research Libraries (ACRL) Research
Program Committee. Washington, DC, June 26, 2011.

“Integration of the Press and Libraries Collaboration to Promote Scholarly Communication,”
Association of Library Collections & Technical Services (ALCTS) Scholarly Communication Interest

Group — American Library Association, New Orleans, Louisiana, June 25, 2011.
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“Cooperation for improving access to scholarly communication,” with N. Lossau (Germany), C.
Mazurek (Poland), J. Stokker (Australia), panel moderator and presenter, Second Plenary Session,
International Association of Scientific and Technological University Libraries (IATUL) 32" Conference
2011, Warsaw, Poland. May 29-June 2, 2011.

“Riding the Wave of Data,” STM Annual Spring Conference 2011. Trailblazing & transforming
scholarly publishing 2011. Washington, D.C., April 28, 2011.

“Confronting old assumptions to assume new roles: physical and operational integration of the Press and
Libraries at Purdue University,” keynote speaker, 2011 BioOne Publishers & Partners Meeting.
Washington, D. C., April 22, 2011.

“Are MLS Graduates Being Prepared for the Changing and Emerging Roles that Librarians must now
assume within Research Libraries?” University of Oklahoma Libraries Seminar, March 4, 2011,
Oklahoma City, Oklahoma.

“The Future Role of University Librarians,” the University of Cape Town, South Africa, February 25,
2011.

“New Roles for Librarians: the Application of Library Science to Scientific/Technical Research —
Purdue University — a case study. International Council for Science and Technology (ICSTI); Ottawa,
Canada. June 9, 2009.

“Reinventing Science Librarianship: Models for the Future,” Association of Research Libraries /
Coalition for Networked Information. October 16-17", 2008, Arlington, VA. Moderator and convener of
Data Curation: Issues and Challenges.

“Practical Implementation and Opportunities Created at Purdue University,” African Digital Curation
Conference, Pretoria, South Africa, (live video transmission), February 12, 2008.

Keynote speaker. “Scholarly Communication & Academe: The Winter of Our Discontent,” XXVII
Charleston Conference on Issues in Book and Serial Acquisition, Charleston, South Carolina. November
8, 2007.

Keynote speaker. “Enabling Access to Scientific & Technical Data-sets in e-Science: a role for Library
and Archival Sciences,” Greater Western Library Alliance (GWLA), Tucson, Arizona. September 17,
2007. A meeting of library directors and vice presidents for research of member institutions.

“The Challenge of e-Science Data-set Management to Domain Sciences and Engineering: a Role for

Academic Libraries and Librarians,” KIT (Kanazawa Institute of Technology)/CLIR (Council of
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Library and Information Resources) International Roundtable for Library and Information Science, July
5-6, 2007. Invited to participate by the Deputy Librarian of Congress.

International Association of Technological University Libraries (IATUL), Stockholm, Sweden. June 8,
2007. Invited paper, Enabling International Access to Scientific Data-sets: creation of the Distributed
Data Curation Center (D2C2).

“A New Collaboration for Librarians: The Principles of Library and Archival Sciences Applied to the
Curation of Datasets,” Symposium of the Libraries and the College of Engineering, University of
Louisville, April 6, 2007.

“Purdue University Libraries: Through Pre-eminent Innovation and Creativity, Meeting the Challenges
of the Information Age,” Board of Trustees, Purdue University, February 15, 2007.

ARL Workshop on New Collaborative Relationships: The Role of Academic Libraries in the Digital
Data Universe, September 26-27, 2006, Arlington, VA. Invited participant.

NARA and SDSC: A partnership. A panel before the National Science Foundation, June 27, 2006.
Arlington, VA. Invited participant.

“Kaleidoscope of Scientific Literacy: fusing new connections,” with Diane Rein, American Library
Association, Association of College and Research Libraries, Science & Technology Section, Annual
Conference, New Orleans, June 26", 2006.

“Leadership for Learning: Building a Culture of Teaching in Academic Libraries — an administrative
perspective,” American Library Association, Association of College and Research Libraries, Instruction
Section, Annual Conference, New Orleans, June 25", 2006.

“Building an interdisciplinary research program in an academic library:

how the Libraries’associate dean for research makes a difference at Purdue University,” International
Association of Technological University Libraries (IATUL), Porto, Portugal, May 23rd, 2006.
“Enabling Interaction and Quality in a Distributed Data DRIS,” Enabling Interaction and Quality:
Beyond the Hanseatic League. 8" International Conference on Current Research Information Systems,
with D. Scott Brandt and Michael Witt. Promoted by euro CRIS, Bergen, Norway, May 12th, 2006,
Brandt, and Witt presented in person

“Interdisciplinary Research,” with D. Scott Brandt, Coalition for Networked Information (CNI) Spring
Meeting: Project Briefing, Washington, D.C., April 3", 2006.

“An Interview with Purdue’s James Mullins,” a podcast submitted by Matt Pasiewicz, on Educause

Connect, http://connect.educause.edu/James_L_Mullins_Interview_CNI_2005
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“Managing Long-Lived Digital Data-sets and their Curation: Interdisciplinary Policy Issues,” Managing
Digital Assets Forum, Association of Research Libraries (ARL), Washington, D.C., October 28", 2005.
“The Odyssey of a Librarian.” Indiana Library Federation (ILF), District 2 Meeting, South Bend,
Indiana. October 4th, 2005.

"New College Library Standards," Standards Committee Presentation, ALA, Chicago, July 7, 2000.
SUNY Library Directors, Lake George, New York. “The College Library Standards: a Tool for
Assessment.” April 5, 2000.

Tri-State College Library Association, Finding You Have Talents You Never Knew You Had, Penn State
Great Valley, March 25, 2000.

Using Web Statistics, American Library Association, New Orleans, June 24, 1999.

Keynote speaker at the JSTOR Workshop, January 29, 30, 1999. University of Pennsylvania,
Philadelphia, PA.

"The New Standards for Electronic Resources Statistics," Society of Scholarly Publishers, Washington,
D.C., September 17, 1998.

"Evaluating Online Resources: Now that you've got them what do you do?," joint presenter with Chuck
Hamaker, LSU, at the NASIG Conference, Boulder, Colorado. June 1998.

"What Employers Are Looking for in New Librarians?" Pennsylvania Library Association, Philadelphia.
September 26, 1997.

"The Theory of Matrix Management" panel presentation of the Comparative Library Organization
Committee of the Library Organization and Management Section of the Library Administration and
Management Association, a division of the American Library Association, Annual Meeting, Chicago,
June 24, 1990.

Professional Involvement: (summary of recent emphasis)

The focus for my professional involvement and research has moved recently toward managing massive
data-sets. This has resulted in working with faculty in the sciences and technology to determine how
librarians can collaborate in managing, curating, and preserving data-sets for future access and
documentation. This has included various speaking opportunities as well as participation in planning
with the National Science Foundation (NSF) on ways in which librarians can be integrated more
completely into the funded research process. Participation in the Kanazawa Institute of
Technology/Council of Library Resources Roundtable was particularly rewarding and provided new

opportunities to share with international colleagues the issues surrounding data-set management. | was
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the champion for the creation of the Distributed Data Curation Center (D2C2) at Purdue University
(http://d2c2.lib.purdue.edu/)

Throughout my career, beginning with my dissertation, | have been actively involved with assessing and
evaluating libraries. In the fall of 1999, | contacted twenty-two academic library directors to determine
whether the need was also felt by others. The response was overwhelmingly affirmative. This resulted in
a meeting at ALA Midwinter, January 2000. A formal meeting followed at Villanova University in April
2000. As convener, | helped to form the University Libraries Group (ULG), modeled after the Oberlin
Group for college libraries. The ULG is made up of university libraries that support diverse wide-
ranging programs through doctoral level and have a level of support that places them in the top tier of
academic institutions. A few of the member libraries, along with Villanova, are William and Mary,
Wake Forest, Lehigh, Carnegie-Mellon, Tufts, Marquette, Miami of Ohio, and Southern Methodist.

In 1994 appointed to the Standards Committee, College Section, Association of College and Research
Libraries. During the next six years, the Committee concentrated on changing the focus of the standards
from quantitative analysis of input and output factors to emphasis on assessment of the outcome.
Culmination of the work was a re-issue of the Standards for College Libraries in 2000. The knowledge
gained through my work experience enabled me to formulate the changes needed in the standards. This
work allowed for close collaboration with accrediting agencies, both professional and regional.

During this same time another focus emerged, the impact of digital resources. Through my work on the
JSTOR Statistics Task Force, standards were developed on the collection of use of electronic databases.
This Standard was later adopted in 1998 by the International Consortium of Library Consortia (ICOLC).
In 2002, the American Library Association appointed me to serve as the liaison to the Marketing and
Management Section of the International Federation of Library Associations (IFLA).

Professional Service: (representative list)

Nominations Committee, Association of Research Libraries (ARL), 2016.

Steering Committee, Scholarly Publishing and Academic Resources Coalition (SPARC), 2016 — 2017.
“Excellence in Library Services,” Chair, Review Team, University of Hong Kong, Hong Kong, August
24-27, 2015.

Chair, Management Advisory Board, 2015-2017; Member, Scientific Advisory Board, arXiv, Cornell
University, 1/1/2013 — present.

Advisory Board for the Wayne State University School of Library and Information Science, July 2012 —

present.
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Advisory Board for Microsoft Academic Search, 2012 — 2015. Redmond, WA.

Transforming Research Libraries, a Strategic Direction Steering Committee of the Association of
Research Libraries (ARL), 2012-2015.

Science and Technology section, representing ARL, International Federation of Library Associations
(IFLA), Chair, 2013 — 2017; Member, 2011 to present.

Member of University of Pretoria, South Africa, Library Review Committee. August 2013.

Co-chair, Local Arrangements Planning Committee for 2013 Conference, Association of College and
Research Libraries (ACRL), a division of the American Library Association (ALA).

Association of Research Libraries Leadership & Career Development Program Mentor, 2011-2017.
e-Science Task Force, Association of Research Libraries. July 2006 — present. Chair, October 2011 —
October 2012.

Board of Directors, International Association of Technological University Libraries (IATUL). January
2008 — December 2014.

Midwest Collaborative for Library Services (MCLS); Board Member, October 2010 — December 2012.
Chair, Library Directors, Committee on Institutional Cooperation (CIC), July 2010 — June 2012.
Board of Directors, Association of Research Libraries (ARL); October 2008 — October 2011.
Scholarly Communication Steering Committee, Association of Research Libraries (ARL)

2008-2011.

Editorial Board, College and Research Libraries, Association of College and Research Libraries,
American Library Association. January 2008 — December 2014.

Chair, Organizing Committee for IATUL Conference 2010, June 21-24, 2010, Purdue University, West
Lafayette, Indiana/Chicago, Illinois.

Conference Planning Committee for National Conference of the Association of College and Research
Libraries, 2009, Seattle, Washington.

Research Committee, Association of College and Research Libraries, ACRL, division of ALA. 2002-
2007, chair, 2005-2007.

Association of Research Libraries, Search and Screen Committee, Executive Director. March — January
2008.

Center for Research Libraries, Board of Directors. April 2006 — April 2012.

Academic Libraries of Indiana, Board of Directors, 2004 — present. Vice-president, 2005-2007.
President, 2007- 2009.
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ALA Representative to the International Federation of Library Associations (IFLA), Marketing and
Management (M&M) Section, initial term 2003-2007, re-appointed for second term, 2007-2011.

Invited to represent Research Libraries at the ACRL/3M Wonewok Retreat to assess Marketing of
Academic Libraries, October 2002.

Hugh A. Atkinson Award Committee, LAMA Representative, ALA, 2001-2005.

Program Committee, Library Administrators and Management Association (LAMA), a division of ALA.
1996-2001.

ACRL, Standards and Accreditation Committee, a division of ALA. Liaison to RBMS Section of
ACRL. 1997-2002.

Elected to the Executive Committee of LAMA, LOMS, a division of the American Library Association,
1998-2000. Nominated as Chair/Elect for 2003 — 2005.

Columbia University Press Advisory Committee. 1996 - 2000.

LITA/LAMA Conference Evaluation Committee, Pittsburgh, Pennsylvania, October 1996.

"New Learning Communities,” Coalition for Networked Information, Indianapolis. November 19-21,
1995. Facilitator for invitational, national conference committed to developing collaborative learning
and teaching techniques, involving librarians.

Planning Committee-Evaluation. LITA/LAMA 1996 Conference, Pittsburgh. This first conference, to be
held jointly between two divisions of ALA, will focus on new technologies within libraries.

Indiana Cooperative Library Services Authority (INCoLSA), elected to Executive Committee, April
1991, served as President in 1993-94. INCoLSA is a statewide network of academic, public, school, and
special libraries that supports library cooperation for cataloging, interlibrary loan, collection
development and application of new technologies.

Governor’s Conference on Libraries and Information Services. Served on Planning Committee,
Academic Libraries Representative, appointed by the Governor to represent academic libraries in
Indiana, Chair, Finance Committee, April 1989-July 1991.

Indiana Library Endowment Foundation Board, 1984-92. Charter Member, 1984, President, 1988-1992.
2004-2005.

University Service: (Summary)

Served on search and screen committees for senior positions including chancellor, dean, and directors;
most recently | have been asked to serve on the search committee for the provost of Purdue University.
At MIT service included the Library Council & appointment to the Administrative Council by President
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Foreword

GSM, and its evolution through GPRS, EDGE, WCDMA and HSPA, is the technology stream
of choice for the vast majority of the world’s mobile operators. Users have experienced
increasing data rates, together with a dramatic reduction in telecommunications charges;
they now expect to pay less but receive more. Therefore, in deciding the next steps, there
must be a dual approach: seeking considerable performance improvement but at reduced
cost. Improved performance must be delivered through systems which are cheaper to install
and maintain. LTE and LTE-Advanced represent these next steps and will be the basis on
which future mobile telecommunications systems will be built.

Many articles have already been published on the subject of LTE, varying from doctoral
theses to network operator analyses and manufacturers’ product literature. By their very
nature, those publications have viewed the subject from one particular perspective, be it
academic, operational or promotional. A very different approach is taken with this book.
The authors come from a number of different spheres within the mobile telecommunications
ecosystem and collectively bring a refreshing variety of perspectives. What binds the authors
together is a thorough knowledge of the subject material which they have derived from their
long experience within the standards-setting environment, the 3™ Generation Partnership
Project (3GPP). LTE discussions started within 3GPP in 2004, so it is not a particularly new
subject. In order to fully appreciate the thinking that conceived this technology, however, it
is necessary to have followed the subject from the very beginning and to have witnessed the
discussions that took place from the outset. Moreover, it is important to understand the thread
that links academia, through research to standardization since it is widely acknowledged that
by this route impossible dreams become market realities. Considerable research work has
taken place to prove the viability of the technical basis on which LTE is founded and it is
essential to draw on that research if any attempt is made to explain LTE to a wider audience.
The authors of this book have not only followed the LTE story from the beginning but many
have also been active players in WCDMA and its predecessors, in which LTE has its roots.

This book provides a thorough, authoritative and complete tutorial of the LTE system,
now fully updated and extended to include LTE-Advanced. It gives a detailed explanation
of the advances made in our theoretical understanding and the practical techniques that will
ensure the success of this ground-breaking new radio access technology. Where this book is
exceptional is that the reader will learn not just how LTE works but why it works.

I am confident that this book will earn its rightful place on the desk of anyone who needs
a thorough understanding of the LTE and LTE-Advanced technology, the basis of the world’s
mobile telecommunications systems for the next decade.

Adrian Scrase, ETSI Vice-President,
International Partnership Projects
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Preface to the Second Edition

Research workers and engineers toil unceasingly on the development of wireless
telegraphy. Where this development can lead, we know not. However, with
the results already achieved, telegraphy over wires has been extended by this
invention in the most fortunate way. Independent of fixed conductor routes and
independent of space, we can produce connections between far-distant places,
over far-reaching waters and deserts. This is the magnificent practical invention
which has flowered upon one of the most brilliant scientific discoveries of our
time!

These words accompanied the presentation of the Nobel Prize for Physics to Guglielmo
Marconi in December 1909.

Marconi’s success was the practical and commercial realization of wireless telegraphy —
the art of sending messages without wires — thus exploiting for the first time the amazing
capability for wireless communication built into our universe. While others worked on
wireless telephony — the transmission of audio signals for voice communication — Marconi
interestingly saw no need for this. He believed that the transmission of short text messages
was entirely sufficient for keeping in touch.

One could be forgiven for thinking that the explosion of wireless voice communication
in the intervening years has proved Marconi wrong; but the resurgence of wireless data
transmission at the close of the twentieth century, beginning with the mobile text messaging
phenomenon, or ‘SMS’, reveals in part the depth of insight Marconi possessed.

Nearly 100 years after Marconi received his Nobel prize, the involvement of thousands
of engineers around the world in major standardization initiatives such as the 3" Generation
Partnership Project (3GPP) is evidence that the same unceasing toil of research workers and
engineers continues apace.

While the first mobile communications standards focused primarily on voice communi-
cation, the emphasis now has returned to the provision of systems optimized for data. This
trend began with the 3'¢ Generation Wideband Code Division Multiple Access (WCDMA)
system designed in the 3GPP, and is now reaching fulfilment in its successor, the Long-Term
Evolution (LTE). LTE was the first cellular communication system optimized from the outset
to support packet-switched data services, within which packetized voice communications are
just one part. Thus LTE can truly be said to be the heir to Marconi’s heritage — the system,
unknown indeed to the luminaries of his day, to which his developments have led.

LTE is an enabler. It is not technology for technology’s sake, but technology with a
purpose, connecting people and information to enable greater things to be achieved. It is
already providing higher data rates than ever previously achieved in mobile communications,
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combined with wide-area coverage and seamless support for mobility without regard for
the type of data being transmitted. To provide this level of functionality and flexibility, it
is inevitable that the complexities of the LTE system have far surpassed anything Marconi
could have imagined.

One aim of this book, therefore, is to chart an explanatory course through the LTE
specifications, to support those who design LTE equipment.

The LTE specification documents themselves do not tell the whole story. Essentially
they are a record of decisions taken — decisions which are often compromises between
performance and cost, theoretical possibility and practical constraints. We aim therefore to
give the reader a detailed insight into the evaluations and trade-offs which lie behind the
technology choices inherent in LTE. The specifications also continue to develop, as new
releases are produced, and this Second Edition is therefore fully updated to cover Release 9
and the first release of LTE-Advanced, Release 10.

Since the first version of LTE was developed, the theoretical understanding which gave rise
to LTE has continued to advance, as the ‘unceasing toil’ of thousands of engineers continues
with the aim of keeping pace with the explosive growth of mobile data traffic. Where the first
version of LTE exploited Multiple-Input Multiple-Output (MIMO) antenna techniques to
deliver high data rates, the evolution of LTE towards LTE-Advanced extends such techniques
further for both downlink and uplink communication, together with support for yet wider
bandwidths; meanwhile, heterogeneous (or hierarchical) networks, relaying and Coordinated
MultiPoint (CoMP) transmission and reception start to become relevant in LTE-Advanced.

It is particularly these advances in underlying scientific understanding which this book
seeks to highlight.

In selecting the technologies to include in LTE and LTE-Advanced, an important consid-
eration is the trade-off between practical benefit and cost of implementation. Fundamental
to this assessment is ongoing enhancement in understanding of the radio propagation
environment and scenarios of relevance to deployments of LTE and LTE-Advanced. This
has been built on significant advances in radio-channel modelling.

The advances in techniques and theoretical understanding continue to be supported by
developments in integrated circuit technology and signal processing power which render
them feasible where they would have been unthinkable only a few years ago.

Changes in spectrum availability and regulation also influence the development path of
LTE towards LTE-Advanced, reinforcing the need for the new technology to be adaptable,
capable of being scaled and enhanced to meet new global requirements and deployed in a
wide range of different configurations.

With this breadth and depth in mind, the authorship of the chapters of the second edition
of this book is even wider than that of the first edition, and again is drawn from all fields of
the ecosystem of research and development that has underpinned the design of LTE. They
work in the 3GPP standardization itself, in the R&D departments of companies active in
LTE, for network operators as well as equipment manufacturers, in universities and in other
collaborative research projects. They are uniquely placed to share their insights from the full
range of perspectives.

To borrow Marconi’s words, where LTE and LTE-Advanced will lead, we know not; but
we can be sure that these will not be the last developments in wireless telegraphy.

Matthew Baker, Stefania Sesia and Issam Toufik
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Introduction and Background
Thomas Sélzer and Matthew Baker

1.1 The Context for the Long Term Evolution of UMTS

1.1.1 Historical Context

The Long Term Evolution of UMTS is one of the latest steps in an advancing series of mobile
telecommunications systems. Arguably, at least for land-based systems, the series began in
1947 with the development of the concept of cells by Bell Labs, USA. The use of cells
enabled the capacity of a mobile communications network to be increased substantially, by
dividing the coverage area up into small cells each with its own base station operating on a
different frequency.

The early systems were confined within national boundaries. They attracted only a small
number of users, as the equipment on which they relied was expensive, cumbersome and
power-hungry, and therefore was only really practical in a car.

The first mobile communication systems to see large-scale commercial growth arrived
in the 1980s and became known as the ‘First Generation’ systems. The First Generation
used analogue technology and comprised a number of independently developed systems
worldwide (e.g. AMPS (Analogue Mobile Phone System, used in America), TACS (Total
Access Communication System, used in parts of Europe), NMT (Nordic Mobile Telephone,
used in parts of Europe) and J-TACS (Japanese Total Access Communication System, used
in Japan and Hong Kong)).

Global roaming first became a possibility with the development of the ‘Second Genera-
tion” system known as GSM (Global System for Mobile communications), which was based
on digital technology. The success of GSM was due in part to the collaborative spirit in which
it was developed. By harnessing the creative expertise of a number of companies working

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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2 LTE - THE UMTS LONG TERM EVOLUTION

together under the auspices of the European Telecommunications Standards Institute (ETSI),
GSM became a robust, interoperable and widely accepted standard.

Fuelled by advances in mobile handset technology, which resulted in small, fashionable
terminals with a long battery life, the widespread acceptance of the GSM standard exceeded
initial expectations and helped to create a vast new market. The resulting near-universal
penetration of GSM phones in the developed world provided an ease of communication
never previously possible, first by voice and text message, and later also by more advanced
data services. Meanwhile in the developing world, GSM technology had begun to connect
communities and individuals in remote regions where fixed-line connectivity was non-
existent and would be prohibitively expensive to deploy.

This ubiquitous availability of user-friendly mobile communications, together with
increasing consumer familiarity with such technology and practical reliance on it, thus
provides the context for new systems with more advanced capabilities. In the following
section, the series of progressions which have succeeded GSM is outlined, culminating in the
development of the system known as LTE — the Long Term Evolution of UMTS (Universal
Mobile Telecommunications System).

1.1.2 LTE in the Mobile Radio Landscape

In contrast to transmission technologies using media such as copper lines and optical
fibres, the radio spectrum is a medium shared between different, and potentially interfering,
technologies.

As a consequence, regulatory bodies — in particular, ITU-R (International Telecommuni-
cation Union — Radiocommunication Sector) [1], but also regional and national regulators
— play a key role in the evolution of radio technologies since they decide which parts of
the spectrum and how much bandwidth may be used by particular types of service and
technology. This role is facilitated by the standardization of families of radio technologies
— a process which not only provides specified interfaces to ensure interoperability between
equipment from a multiplicity of vendors, but also aims to ensure that the allocated spectrum
is used as efficiently as possible, so as to provide an attractive user experience and innovative
services.

The complementary functions of the regulatory authorities and the standardization
organizations can be summarized broadly by the following relationship:

Aggregated datarate = bandwidth X spectral efficiency
S~———— ————
regulation and licences technology
(ITU-R, regional regulators) and standards

On a worldwide basis, ITU-R defines technology families and associates specific parts
of the spectrum with these families. Facilitated by ITU-R, spectrum for mobile radio
technologies is identified for the radio technologies which meet ITU-R’s requirements to
be designated as members of the International Mobile Telecommunications (IMT) family.
Effectively, the IMT family comprises systems known as “Third Generation’ (for the first
time providing data rates up to 2 Mbps) and beyond.

From the technology and standards angle, three main organizations have recently been
developing standards relevant to IMT requirements, and these organisations continue to shape
the landscape of mobile radio systems as shown in Figure 1.1.
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Figure 1.1: Approximate timeline of the mobile communications standards landscape.

The uppermost evolution track shown in Figure 1.1 is that developed in the 3™ Generation
Partnership Project (3GPP), which is currently the dominant standards development group
for mobile radio systems and is described in more detail below.

Within the 3GPP evolution track, three multiple access technologies are evident: the
‘Second Generation® GSM/GPRS/EDGE family' was based on Time- and Frequency-
Division Multiple Access (TDMA/FDMA); the ‘Third Generation’ UMTS family marked the
entry of Code Division Multiple Access (CDMA) into the 3GPP evolution track, becoming
known as Wideband CDMA (owing to its 5 MHz carrier bandwidth) or simply WCDMA;
finally LTE has adopted Orthogonal Frequency-Division Multiplexing (OFDM), which is the
access technology dominating the latest evolutions of all mobile radio standards.

In continuing the technology progression from the GSM and UMTS technology families
within 3GPP, the LTE system can be seen as completing the trend of expansion of service
provision beyond voice calls towards a multiservice air interface. This was already a key aim
of UMTS and GPRS/EDGE, but LTE was designed from the start with the goal of evolving
the radio access technology under the assumption that all services would be packet-switched,
rather than following the circuit-switched model of earlier systems. Furthermore, LTE is
accompanied by an evolution of the non-radio aspects of the complete system, under the
term ‘System Architecture Evolution” (SAE) which includes the Evolved Packet Core (EPC)
network. Together, LTE and SAE comprise the Evolved Packet System (EPS), where both
the core network and the radio access are fully packet-switched.

I The maintenance and development of specifications for the GSM family was passed to 3GPP from ETSL
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The standardization of LTE and SAE does not mean that further development of the
other radio access technologies in 3GPP has ceased. In particular, the enhancement of
UMTS with new releases of the specifications continues in 3GPP, to the greatest extent
possible while ensuring backward compatibility with earlier releases: the original ‘Release
99’ specifications of UMTS have been extended with high-speed downlink and uplink
enhancements (HSDPA? and HSUPA? in Releases 5 and 6 respectively), known collectively
as ‘HSPA’ (High-Speed Packet Access). HSPA has been further enhanced in Release 7
(becoming known as HSPA+) with higher-order modulation and, for the first time in a
cellular communication system, multistream ‘MIMO’# operation, while Releases 8, 9 and
10 introduce support for multiple 5 MHz carriers operating together in downlink and uplink.
These backward-compatible enhancements enable network operators who have invested
heavily in the WCDMA technology of UMTS to generate new revenues from new features
while still providing service to their existing subscribers using legacy terminals.

The first version of LTE was made available in Release 8 of the 3GPP specification series.
It was able to benefit from the latest understanding and technology developments from HSPA
and HSPA+, especially in relation to optimizations of the protocol stack, while also being
free to adopt radical new technology without the constraints of backward compatibility or
a 5 MHz carrier bandwidth. However, LTE also has to satisfy new demands, for example
in relation to spectrum flexibility for deployment. LTE can operate in Frequency-Division
Duplex (FDD) and Time-Division Duplex (TDD) modes in a harmonized framework
designed also to support the evolution of TD-SCDMA (Time-Division Synchronous Code
Division Multiple Access), which was developed in 3GPP as an additional branch of the
UMTS technology path, essentially for the Chinese market.

A second version of LTE was developed in Release 9, and Release 10 continues the
progression with the beginning of the next significant step known as LTE-Advanced.

A second evolution track shown in Figure 1.1 is led by a partnership organization similar
to 3GPP and known as 3GPP2. CDMA2000 was developed based on the American ‘IS-
95’ standard, which was the first mobile cellular communication system to use CDMA
technology; it was deployed mainly in the USA, Korea and Japan. Standardization in 3GPP2
has continued with parallel evolution tracks towards data-oriented systems (EV-DO), to a
certain extent taking a similar path to the evolutions in 3GPP. It is important to note that LTE
will provide tight interworking with systems developed by 3GPP2, which allows a smooth
migration to LTE for operators who previously followed the 3GPP2 track.

The third path of evolution has emerged from the IEEE 802 LAN/MANS standards
committee, which created the ‘802.16° family as a broadband wireless access standard. This
family is also fully packet-oriented. It is often referred to as WiMAX, on the basis of a so-
called ‘System Profile’ assembled from the 802.16 standard and promoted by the WiMAX
Forum. The WiMAX Forum also ensures the corresponding product certification. While the
first version, known as 802.16-2004, was restricted to fixed access, the following version
802.16e includes basic support of mobility and is therefore often referred to as ‘mobile
WiMAX’. However, it can be noted that in general the WiMAX family has not been designed
with the same emphasis on mobility and compatibility with operators’ core networks as the

2High-Speed Downlink Packet Access.
3High-Speed Uplink Packet Access.
4Multiple-Input Multiple-Output antenna system.
SLocal Area Network / Metropolitan Area Network.
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Figure 1.3: The Working Group structure of 3GPP. Reproduced by permission of © 3GPP.

All documents submitted to 3GPP are publicly available on the 3GPP website,® including
contributions from individual companies, technical reports and technical specifications.

In reaching consensus around a technology, the WGs take into account a variety of
considerations, including but not limited to performance, implementation cost, complexity
and compatibility with earlier versions or deployments. Simulations are frequently used
to compare performance of different techniques, especially in the WGs focusing on the
physical layer of the air interface and on performance requirements. This requires consensus
first to be reached around the simulation assumptions to be used for the comparison,
including, in particular, understanding and defining the scenarios of interest to network
operators.

The LTE standardization process was inaugurated at a workshop in Toronto in November
2004, when a broad range of companies involved in the mobile communications business
presented their visions for the future evolution of the specifications to be developed in 3GPP.
These visions included both initial perceptions of the requirements which needed to be
satisfied, and proposals for suitable technologies to meet those requirements.

The requirements are reviewed in detail in Section 1.2, while the key technologies are
introduced in Section 1.3.

Swww.3gpp.org.
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INTRODUCTION AND BACKGROUND 7

1.2 Requirements and Targets for the Long Term
Evolution

Discussion of the key requirements for the new LTE system led to the creation of a formal
‘Study Item’ in 3GPP with the specific aim of ‘evolving’ the 3GPP radio access technology
to ensure competitiveness over a ten-year time-frame. Under the auspices of this Study Item,
the requirements for LTE Release 8 were refined and crystallized, being finalized in June
2005.

They can be summarized as follows:

o reduced delays, in terms of both connection establishment and transmission latency;
e increased user data rates;

e increased cell-edge bit-rate, for uniformity of service provision;

e reduced cost per bit, implying improved spectral efficiency;

o greater flexibility of spectrum usage, in both new and pre-existing bands;

o simplified network architecture;

e seamless mobility, including between different radio-access technologies;

e reasonable power consumption for the mobile terminal.

It can also be noted that network operator requirements for next generation mobile systems
were formulated by the Next Generation Mobile Networks (NGMN) alliance of network
operators [2], which served as an additional reference for the development and assessment
of the LTE design. Such operator-driven requirements have also guided the development of
LTE-Advanced (see Chapters 27 to 31).

To address these objectives, the LTE system design covers both the radio interface and the
radio network architecture.

1.2.1 System Performance Requirements

Improved system performance compared to existing systems is one of the main requirements
from network operators, to ensure the competitiveness of LTE and hence to arouse market
interest. In this section, we highlight the main performance metrics used in the definition of
the LTE requirements and its performance assessment.

Table 1.1 summarizes the main performance requirements to which the first release of LTE
was designed. Many of the figures are given relative to the performance of the most advanced
available version of UMTS, which at the time of the definition of the LTE requirements was
HSDPA/HSUPA Release 6 — referred to here as the reference baseline. It can be seen that the
target requirements for LTE represent a significant step from the capacity and user experience
offered by the third generation mobile communications systems which were being deployed
at the time when the first version of LTE was being developed.

As mentioned above, HSPA technologies are also continuing to be developed to offer
higher spectral efficiencies than were assumed for the reference baseline. However, LTE has
been able to benefit from avoiding the constraints of backward compatibility, enabling the
inclusion of advanced MIMO schemes in the system design from the beginning, and highly
flexible spectrum usage built around new multiple access schemes.
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Table 1.1: Summary of key performance requirement targets for LTE Release 8.

Absolute Release 6
requirement (for comparison) Comments
- > 100 Mbps 14.4 Mbps LTE in 20 MHz FDD,
Peak transmission rate 2 % 2 spatial multiplexing.
- Reference: HSDPA in 5 MHz
Peak spectral efficiency | > 5 bps/Hz 3 bps/Hz FDD, single antenna transmission
A LTE: 2 x 2 spatial multiplexing,
é Average cell spectral 1621 Interference Rejection Combining
§ tfici %1 P bis/Hacell 0.53 bps/Hz/cell | (IRC) receiver [3].
g | cmeeney pS ce Reference: HSDPA, Rake
A receiver [4], 2 receive antennas
Cell edge spectral >0.04 0.06 As above,
efficiency bps/Hz/user 0.02 bps/Hz/user 10 users assumed per cell
Broadcast spectral Dedicated carrier for
efficiency > 1 bps/Hz A broadcast mode
L. > 50 MbpS 11 MbpS L:TE in 20 MHz FDD,. )
Peak transmission rate single antenna transmission.
Reference: HSUPA in 5 MHz
» Peak spectral efficiency > 2.5 bps/Hz 2 bps/Hz FDD, single antenna transmission
é LTE: single antenna transmission,
9« | Average cell spectral >0.66 1.0 IRC receiver [3].
= efficiency bps/Hz/cell 0.33 bps/Hz/cell Reference: HSUPA, Rake
receiver [4], 2 receive antennas
Cell edge spectral >0.02 0.03 As above,
efficiency bps/Hz/user 0.01 bps/Hz/user 10 users assumed per cell
User plane latency <10 ms LTE target approximately one
(two way radio delay) fifth of Reference.
E IConnectlon set up <100 ms Idle state — active state
2 atency
v Operating bandwidth 1.4 20 MHz 5 MHz gﬁ;l requirement started at 1.25
VolIP capacity NGMN preferred target expressed in [2] is > 60 sessions/MHz/cell

The requirements shown in Table 1.1 are discussed and explained in more detail below.
Chapter 26 shows how the overall performance of the LTE system meets these requirements.

1.2.1.1 Peak Rates and Peak Spectral Efficiency

For marketing purposes, the first parameter by which different radio access technologies
are usually compared is the peak per-user data rate which can be achieved. This peak data
rate generally scales according to the amount of spectrum used, and, for MIMO systems,
according to the minimum of the number of transmit and receive antennas (see Section 11.1).

The peak data rate can be defined as the maximum throughput per user assuming the whole
bandwidth being allocated to a single user with the highest modulation and coding scheme
and the maximum number of antennas supported. Typical radio interface overhead (control
channels, pilot signals, guard intervals, etc.) is estimated and taken into account for a given
operating point. For TDD systems, the peak data rate is generally calculated for the downlink
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INTRODUCTION AND BACKGROUND 9

and uplink periods separately. This makes it possible to obtain a single value independent of
the uplink/downlink ratio and a fair system comparison that is agnostic of the duplex mode.
The maximum spectral efficiency is then obtained simply by dividing the peak rate by the
used spectrum allocation.

The target peak data rates for downlink and uplink in LTE Release 8 were set at 100 Mbps
and 50 Mbps respectively within a 20 MHz bandwidth,” corresponding to respective peak
spectral efficiencies of 5 and 2.5 bps/Hz. The underlying assumption here is that the terminal
has two receive antennas and one transmit antenna. The number of antennas used at the
base station is more easily upgradeable by the network operator, and the first version of the
LTE specifications was therefore designed to support downlink MIMO operation with up to
four transmit and receive antennas. The MIMO techniques enabling high peak data rates are
described in detail in Chapter 11.

When comparing the capabilities of different radio communication technologies, great
emphasis is often placed on the peak data rate capabilities. While this is one indicator of how
technologically advanced a system is and can be obtained by simple calculations, it may not
be a key differentiator in the usage scenarios for a mobile communication system in practical
deployment. Moreover, it is relatively easy to design a system that can provide very high peak
data rates for users close to the base station, where interference from other cells is low and
techniques such as MIMO can be used to their greatest extent. It is much more challenging to
provide high data rates with good coverage and mobility, but it is exactly these latter aspects
which contribute most strongly to user satisfaction.

In typical deployments, individual users are located at varying distances from the base
stations, the propagation conditions for radio signals to individual users are rarely ideal,
and the available resources must be shared between many users. Consequently, although the
claimed peak data rates of a system are genuinely achievable in the right conditions, it is rare
for a single user to be able to experience the peak data rates for a sustained period, and the
envisaged applications do not usually require this level of performance.

A differentiator of the LTE system design compared to some other systems has been the
recognition of these ‘typical deployment constraints’ from the beginning. During the design
process, emphasis was therefore placed not only on providing a competitive peak data rate
for use when conditions allow, but also importantly on system level performance, which was
evaluated during several performance verification steps.

System-level evaluations are based on simulations of multicell configurations where
data transmission from/to a population of mobiles is considered in a typical deployment
scenario. The sections below describe the main metrics used as requirements for system level
performance. In order to make these metrics meaningful, parameters such as the deployment
scenario, traffic models, channel models and system configuration need to be defined.

The key definitions used for the system evaluations of LTE Release 8 can be found
in an input document from network operators addressing the performance verification
milestone in the LTE development process [5]. This document takes into account deployment
scenarios and channel models agreed during the LTE Study Item [6], and is based on an
evaluation methodology elaborated by NGMN operators in [7]. The reference deployment
scenarios which were given special consideration for the LTE performance evaluation
covered macrocells with base station separations of between 500 m and 1.7 km, as well as
microcells using MIMO with base station separations of 130 m. A range of mobile terminal

TFour times the bandwidth of a WCDMA carrier.

IPR2022-00648
Apple EX1023 Page 83
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speeds were studied, focusing particularly on the range 3—30 km/h, although higher mobile
speeds were also considered important.

1.2.1.2 Cell Throughput and Spectral Efficiency

Performance at the cell level is an important criterion, as it relates directly to the number
of cell sites that a network operator requires, and hence to the capital cost of deploying the
system. For LTE Release 8, it was chosen to assess the cell level performance with full-queue
traffic models (i.e. assuming that there is never a shortage of data to transmit if a user is given
the opportunity) and a relatively high system load, typically 10 users per cell.

The requirements at the cell level were defined in terms of the following metrics:

o Average cell throughput [bps/cell] and spectral efficiency [bps/Hz/cell];
e Aaverage user throughput [bps/user] and spectral efficiency [bps/Hz/user];

o Cell-edge user throughput [bps/user] and spectral efficiency [bps/Hz/user] (the metric
used for this assessment is the 5-percentile user throughput, obtained from the
cumulative distribution function of the user throughput).

For the UMTS Release 6 reference baseline, it was assumed that both the terminal and
the base station use a single transmit antenna and two receive antennas; for the terminal
receiver the assumed performance corresponds to a two-branch Rake receiver [4] with linear
combining of the signals from the two antennas.

For the LTE system, the use of two transmit and receive antennas was assumed at the base
station. At the terminal, two receive antennas were assumed, but still only a single transmit
antenna. The receiver for both downlink and uplink is assumed to be a linear receiver with
optimum combining of the signals from the antenna branches [3].

The original requirements for the cell level metrics were only expressed as relative gains
compared to the Release 6 reference baseline. The absolute values provided in Table 1.1 are
based on evaluations of the reference system performance that can be found in [8] and [9] for
downlink and uplink respectively.

1.2.1.3 Voice Capacity

Unlike full queue traffic (such as file download) which is typically delay-tolerant and does
not require a guaranteed bit-rate, real-time traffic such as Voice over IP (VoIP) has tight delay
constraints. It is important to set system capacity requirements for such services — a particular
challenge in fully packet-based systems like LTE which rely on adaptive scheduling.

The system capacity requirement is defined as the number of satisfied VoIP users, given
a particular traffic model and delay constraints. The details of the traffic model used for
evaluating LTE can be found in [5]. Here, a VoIP user is considered to be in outage (i.e. not
satisfied) if more than 2% of the VoIP packets do not arrive successfully at the radio receiver
within 50 ms and are therefore discarded. This assumes an overall end-to-end delay (from
mobile terminal to mobile terminal) below 200 ms. The system capacity for VoIP can then be
defined as the number of users present per cell when more than 95% of the users are satisfied.

The NGMN group of network operators expressed a preference for the ability to support
60 satisfied VoIP sessions per MHz — an increase of two to four times what can typically be
achieved in the Release 6 reference case.
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1.2.1.4 Mobility and Cell Ranges

LTE is required to support communication with terminals moving at speeds of up to
350 km/h, or even up to 500 km/h depending on the frequency band. The primary scenario
for operation at such high speeds is usage on high-speed trains — a scenario which is
increasing in importance across the world as the number of high-speed rail lines increases
and train operators aim to offer an attractive working environment to their passengers. These
requirements mean that handover between cells has to be possible without interruption —
in other words, with imperceptible delay and packet loss for voice calls, and with reliable
transmission for data services.

These targets are to be achieved by the LTE system in typical cells of radius up to 5 km,
while operation should continue to be possible for cell ranges of 100 km and more, to enable
wide-area deployments.

1.2.1.5 Broadcast Mode Performance

The requirements for LTE included the integration of an efficient broadcast mode for high rate
Multimedia Broadcast/Multicast Services (MBMS) such as mobile TV, based on a Single
Frequency Network mode of operation as explained in detail in Chapter 13. The spectral
efficiency requirement is given in terms of a carrier dedicated to broadcast transmissions —
i.e. not shared with unicast transmissions.

In broadcast systems, the system throughput is limited to what is achievable for the users
in the worst conditions. Consequently, the broadcast performance requirement was defined in
terms of an achievable system throughput (bps) and spectral efficiency (bps/Hz) assuming a
coverage of 98% of the nominal coverage area of the system. This means that only 2% of the
locations in the nominal coverage area are in outage — where outage for broadcast services is
defined as experiencing a packet error rate higher than 1%. This broadcast spectral efficiency
requirement was set to 1 bps/Hz [10].

While the broadcast mode was not available in Release 8 due to higher prioritization of
other service modes, Release 9 incorporates a broadcast mode employing Single Frequency
Network operation on a mixed unicast-broadcast carrier.

1.2.1.6 User Plane Latency

User plane latency is an important performance metric for real-time and interactive services.
On the radio interface, the minimum user plane latency can be calculated based on signalling
analysis for the case of an unloaded system. It is defined as the average time between the
first transmission of a data packet and the reception of a physical layer acknowledgement.
The calculation should include typical HARQ?® retransmission rates (e.g. 0-30%). This
definition therefore considers the capability of the system design, without being distorted
by the scheduling delays that would appear in the case of a loaded system. The round-trip
latency is obtained simply by multiplying the one-way user plane latency by a factor of two.

LTE is also required to be able to operate with an IP-layer one-way data-packet latency
across the radio access network as low as 5 ms in optimal conditions. However, it is
recognized that the actual delay experienced in a practical system will be dependent on
system loading and radio propagation conditions. For example, HARQ plays a key role in

8Hybrid Automatic Repeat reQuest — see Section 10.3.2.5.
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maximizing spectral efficiency at the expense of increased delay while retransmissions take
place, whereas maximal spectral efficiency may not be essential in situations when minimum
latency is required.

1.2.1.7 Control Plane Latency and Capacity

In addition to the user plane latency requirement, call setup delay was required to be
significantly reduced compared to previous cellular systems. This not only enables a good
user experience but also affects the battery life of terminals, since a system design which
allows a fast transition from an idle state to an active state enables terminals to spend more
time in the low-power idle state.

Control plane latency is measured as the time required for performing the transitions
between different LTE states. LTE is based on only two main states, ‘RRC_IDLE’ and
‘RRC_CONNECTED?’ (i.e. ‘active’) (see Section 3.1).

LTE is required to support transition from idle to active in less than 100 ms (excluding
paging delay and Non-Access Stratum (NAS) signalling delay).

The LTE system capacity is dependent not only on the supportable throughput but also
on the number of users simultaneously located within a cell which can be supported by
the control signalling. For the latter aspect, LTE is required to support at least 200 active-
state users per cell for spectrum allocations up to 5 MHz, and at least 400 users per cell for
wider spectrum allocations; only a small subset of these users would be actively receiving or
transmitting data at any given time instant, depending, for example, on the availability of data
to transmit and the prevailing radio channel conditions. An even larger number of non-active
users may also be present in each cell, and therefore able to be paged or to start transmitting
data with low latency.

1.2.2 Deployment Cost and Interoperability

Besides the system performance aspects, a number of other considerations are important
for network operators. These include reduced deployment cost, spectrum flexibility and
enhanced interoperability with legacy systems — essential requirements to enable deployment
of LTE networks in a variety of scenarios and to facilitate migration to LTE.

1.2.2.1 Spectrum Allocations and Duplex Modes

As demand for suitable radio spectrum for mobile communications increases, LTE is required
to be able to operate in a wide range of frequency bands and sizes of spectrum allocations
in both uplink and downlink. LTE can use spectrum allocations ranging from 1.4 to 20 MHz
with a single carrier and addresses all frequency bands currently identified for IMT systems
by ITU-R [1] including those below 1 GHz.

This will include deploying LTE in spectrum currently occupied by older radio access
technologies — a practice often known as ‘spectrum refarming’.

New frequency bands are continually being introduced for LTE in a release-independent
way, meaning that any of the LTE Releases can be deployed in a new frequency band once
the Radio-Frequency (RF) requirements have been specified [11].

The ability to operate in both paired and unpaired spectrum is required, depending on
spectrum availability (see Chapter 23). LTE provides support for FDD, TDD and half-duplex
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FDD operation in a unified design, ensuring a high degree of commonality which facilitates
implementation of multimode terminals and allows worldwide roaming.

Starting from Release 10, LTE also provides means for flexible spectrum use via
aggregation of contiguous and non-contiguous spectrum assets for high data rate services
using a total bandwidth of up to 100 MHz (see Chapter 28).

1.2.2.2 Inter-Working with Other Radio Access Technologies

Flexible interoperation with other radio access technologies is essential for service continuity,
especially during the migration phase in early deployments of LTE with partial coverage,
where handover to legacy systems will often occur.

LTE relies on an evolved packet core network which allows interoperation with various
access technologies, in particular earlier 3GPP technologies (GSM/EDGE and UTRAN?) as
well as non-3GPP technologies (e.g. WiFi, CDMA2000 and WiMAX).

However, service continuity and short interruption times can only be guaranteed if
measurements of the signals from other systems and fast handover mechanisms are integrated
in the LTE radio access design. LTE therefore supports tight inter-working with all legacy
3GPP technologies and some non-3GPP technologies such as CDMA2000.

1.2.2.3 Terminal Complexity and Cost

A key consideration for competitive deployment of LTE is the availability of low-cost
terminals with long battery life, both in stand-by and during activity. Therefore, low terminal
complexity has been taken into account where relevant throughout the LTE system, as well
as designing the system wherever possible to support low terminal power consumption.

1.2.2.4 Network Architecture Requirements

LTE is required to allow a cost-effective deployment by an improved radio access network
architecture design including:

e Flat architecture consisting of just one type of node, the base station, known in LTE as
the eNodeB (see Chapter 2);

o Effective protocols for the support of packet-switched services (see Chapters 3 to 4);

e Open interfaces and support of multivendor equipment interoperability;

o efficient mechanisms for operation and maintenance, including self-optimization
functionalities (see Chapter 25);

e Support of easy deployment and configuration, for example for so-called home base
stations (otherwise known as femto-cells) (see Chapter 24).

9Universal Terrestrial Radio Access Network.
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e Different spectrum bandwidths can be utilized without changing the fundamental
system parameters or equipment design;

e Transmission resources of variable bandwidth can be allocated to different users and
scheduled freely in the frequency domain;

o Fractional frequency re-use and interference coordination between cells are facilitated.

Extensive experience with OFDM has been gained in recent years from deployment
of digital audio and video broadcasting systems such as DAB, DVB and DMB.!? This
experience has highlighted some of the key advantages of OFDM, which include:

e Robustness to time-dispersive radio channels, thanks to the subdivision of the wide-
band transmitted signal into multiple narrowband subcarriers, enabling inter-symbol
interference to be largely constrained within a guard interval at the beginning of each
symbol;

o Low-complexity receivers, by exploiting frequency-domain equalization;

e Simple combining of signals from multiple transmitters in broadcast networks.

These advantages, and how they arise from the OFDM signal design, are explained in
detail in Chapter 5.

By contrast, the transmitter design for OFDM is more costly, as the Peak-to-Average
Power Ratio (PAPR) of an OFDM signal is relatively high, resulting in a need for a highly-
linear RF power amplifier. However, this limitation is not inconsistent with the use of OFDM
for downlink transmissions, as low-cost implementation has a lower priority for the base
station than for the mobile terminal.

In the uplink, however, the high PAPR of OFDM is difficult to tolerate for the transmitter
of the mobile terminal, since it is necessary to compromise between the output power required
for good outdoor coverage, the power consumption, and the cost of the power amplifier. SC-
FDMA, which is explained in detail in Chapter 14, provides a multiple-access technology
which has much in common with OFDMA - in particular the flexibility in the frequency
domain, and the incorporation of a guard interval at the start of each transmitted symbol
to facilitate low-complexity frequency-domain equalization at the receiver. At the same
time, SC-FDMA has a significantly lower PAPR. It therefore resolves to some extent the
dilemma of how the uplink can benefit from the advantages of multicarrier technology while
avoiding excessive cost for the mobile terminal transmitter and retaining a reasonable degree
of commonality between uplink and downlink technologies.

In Release 10, the uplink multiple access scheme is extended to allow multiple clusters of
subcarriers in the frequency domain, as explained in Section 28.3.6.

1.3.2 Multiple Antenna Technology

The use of multiple antenna technology allows the exploitation of the spatial-domain as
another new dimension. This becomes essential in the quest for higher spectral efficiencies.
As will be detailed in Chapter 11, with the use of multiple antennas the theoretically
achievable spectral efficiency scales linearly with the minimum of the number of transmit
and receive antennas employed, at least in suitable radio propagation environments.

2Digital Audio Broadcasting, Digital Video Broadcasting and Digital Mobile Broadcasting.
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Figure 1.6: Fast scheduling and link adaptation.

together with the new dimensions of frequency and space, has further extended the field
of cross-layer techniques between the MAC and physical layers to include the following
techniques in LTE:

o Adaptive scheduling in both the frequency and spatial dimensions;

o Adaptation of the MIMO configuration including the selection of the number of spatial
layers transmitted simultaneously;

e Link adaptation of modulation and code-rate, including the number of transmitted
codewords;

e Several modes of fast channel state reporting.

These different levels of optimization are combined with very sophisticated control
signalling.

1.3.4 User Equipment Categories

In practice it is important to recognize that the market for UEs is large and diverse, and
there is therefore a need for LTE to support a range of categories of UE with different
capabilities to satisfy different market segments. In general, each market segment attaches
different priorities to aspects such as peak data rate, UE size, cost and battery life. Some
typical trade-offs include the following:

o Support for the highest data rates is key to the success of some applications, but
generally requires large amounts of memory for data processing, which increases the
cost of the UE.

e UEs which may be embedded in large devices such as laptop computers are often
not significantly constrained in terms of acceptable power consumption or the number
of antennas which may be used; on the other hand, other market segments require
ultra-slim hand-held terminals which have little space for multiple antennas or large
batteries.

The wider the range of UE categories supported, the closer the match which may be made
between a UE’s supported functionality and the requirements of a particular market segment.
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However, support for a large number of UE categories also has drawbacks in terms of
the signalling overhead required for each UE to inform the network about its supported
functionality, as well as increased costs due to loss of economies of scale and increased
complexity for testing the interoperability of many different configurations.

The first release of LTE was therefore designed to support a compact set of five categories
of UE, ranging from relatively low-cost terminals with similar capabilities to UMTS HSPA,
up to very high-capability terminals which exploit the LTE technology to the maximum extent
possible.

The five Release 8 UE categories are summarized in Table 1.2. It can be seen that the
highest category of Release 8 LTE UE possesses peak data rate capabilities far exceeding the
LTE Release 8 targets. Full details are specified in [12].

Table 1.2: Categories of LTE user equipment in Releases 8 and 9.

UE category
1 2 3 4 5

Supported downlink data rate (Mbps) 10 50 100 150 300
Supported uplink data rate (Mbps) 5 25 50 50 75
Number of receive antennas required 2 2 2 2 4
Number of downlink MIMO layers supported 1 2 2 2 4
Support for 64QAM modulation in downlink ¢/ ¢ v v v

Support for 64QAM modulation in uplink ® % 3 3 v

Relative memory requirement 1 49 49 73 146

for physical layer processing
(normalized to category 1 level)

Additional UE categories are introduced in Release 10, and these are explained in
Section 27.5.

The LTE specifications deliberately avoid large numbers of optional features for the UEs,
preferring to take the approach that if a feature is sufficiently useful to be worth including
in the specifications then support of it should be mandatory. Nevertheless, a very small
number of optional Release 8 features, whose support is indicated by each UE by specific
signalling, are listed in [12]; such features are known as ‘UE capabilities’. Some additional
UE capabilities are added in later releases.

In addition, it is recognized that it is not always possible to complete conformance testing
and Inter-Operability Testing (IOT) of every mandatory feature simultaneously for early
deployments of LTE. Therefore, the development of conformance test cases for LTE was
prioritized according to the likelihood of early deployment of each feature. Correspondingly,
Feature Group Indicators (FGls) are used for certain groups of lower priority mandatory
features, to enable a UE to indicate whether IOT has been successfully completed for those
features; the grouping of features corresponding to each FGI can be found in Annex B.1
of [13]. For UEs of Release 9 and later, it becomes mandatory for certain of these FGIs to
be set to indicate that the corresponding feature(s) have been implemented and successfully
tested.
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1.3.5 From the First LTE Release to LTE-Advanced

As a result of intense activity by a larger number of contributing companies than ever before
in 3GPP, the specifications for the first LTE release (Release 8) had reached a sufficient level
of completeness by December 2007 to enable LTE to be submitted to ITU-R as a member
of the IMT family of radio access technologies. It is therefore able to be deployed in IMT-
designated spectrum, and the first commercial deployments were launched towards the end
of 2009 in northern Europe.

Meanwhile, 3GPP has continued to improve the LTE system and to develop it to address
new markets. In this section, we outline the new features introduced in the second LTE
release, Release 9, and those provided by LTE Release 10, which begins the next significant
step known as LTE-Advanced.

Increasing LTE’s suitability for different markets and deployments was the first goal of
Release 9. One important market with specific regulatory requirements is North America.
LTE Release 9 therefore provides improved support for Public Warning Systems (PWS)
and some accurate positioning methods (see Chapter 19). One positioning method uses the
Observed Time Difference of Arrival (OTDOA) principle, supported by specially designed
new reference signals inserted in the LTE downlink transmissions. Measurements of these
positioning reference signals received from different base stations allow a UE to calculate its
position very accurately, even in locations where other positioning means such as GPS fail
(e.g. indoors). Enhanced Cell-ID-based techniques are also supported.

Release 9 also introduces support for a broadcast mode based on Single Frequency
Network type transmissions (see Chapter 13).

The MIMO transmission modes are further developed in Release 9, with an extension
of the Release 8 beamforming mode to support two orthogonal spatial layers that can be
transmitted to a single user or multiple users, as described in Section 11.2.2.3. The design of
this mode is forward-compatible for extension to more than two spatial layers in Release 10.

Release 9 also addresses specific deployments and, in particular, low power nodes (see
Chapter 24). It defines new requirements for pico base stations and home base stations,
in addition to improving support for Closed Subscriber Groups (CSG). Support for self-
optimization of the networks is also enhanced in Release 9, as described in Chapter 25.

1.3.5.1 LTE-Advanced

The next version of LTE, Release 10, develops LTE to LTE-Advanced. While LTE Releases 8
and 9 already satisfy to a large extent the requirements set by ITU-R for the IMT-Advanced
designation [14] (see Section 27.1), Release 10 will fully satisfy them and even exceed them
in several aspects where 3GPP has set more demanding performance targets than those of
ITU-R. The requirements for LTE-Advanced are discussed in detail in Chapter 27.

The main Release 10 features that are directly related to fulfilment of the IMT-Advanced
requirements are:

e Carrier aggregation, allowing the total transmission bandwidth to be increased up to
100 MHz (see Chapter 28);

¢ Uplink MIMO transmission for peak spectral efficiencies greater than 7.5 bps/Hz and
targeting up to 15 bps/Hz (see Chapter 29);

IPR2022-00648
Apple EX1023 Page 93



20 LTE — THE UMTS LONG TERM EVOLUTION

e Downlink MIMO enhancements, targeting peak spectral efficiencies up to 30 bps/Hz
(see Chapter 29).

Besides addressing the IMT-Advanced requirements, Release 10 also provides some
new features to enhance LTE deployment, such as support for relaying (see Chapter 30),
enhanced inter-cell interference coordination (see Chapter 31) and mechanisms to minimize
the need for drive tests by supporting extended measurement reports from the terminals (see
Chapters 25 and 31).

1.4 From Theory to Practice

With commercial deployment of LTE now a reality, the advances in theoretical understanding
and technology which underpin the LTE specifications are being exploited practically. This
book is written with the primary aim of illuminating the transition from the underlying
academic progress to the realization of useful advances in the provision of mobile communi-
cation services. Particular focus is given to the physical layer of the Radio Access Network
(RAN), as it is here that many of the most dramatic technical advances are manifested. This
should enable the reader to develop an understanding of the background to the technology
choices in the LTE system, and hence to understand better the LTE specifications and how
they may be implemented.

Parts I to IV of the book describe the features of LTE Releases 8 and 9, including
indications of the aspects that are further enhanced in Release 10, while the details of the
major new features of Release 10 are explained in Part V.

Part I sets the radio interface in the context of the network architecture and protocols,
including radio resource management aspects, as well as explaining the new developments
in these areas which distinguish LTE from previous systems.

In Part II, the physical layer of the RAN downlink is covered in detail, beginning with
an explanation of the theory of the new downlink multiple access technology, OFDMA, in
Chapter 5. This sets the context for the details of the LTE downlink design in Chapters 6 to 9.
As coding, link adaptation and multiple antenna operation are of fundamental importance in
fulfilling the LTE requirements, two chapters are then devoted to these topics, covering both
the theory and the practical implementation in LTE.

Chapter 12 shows how these techniques can be applied to the system-level operation of
the LTE system, focusing on applying the new degrees of freedom to multi-user scheduling
and interference coordination.

Finally for the downlink, Chapter 13 covers broadcast operation — a mode which has its
own unique challenges in a cellular system but which is nonetheless important in enabling a
range of services to be provided to the end user.

Part III addresses the physical layer of the RAN uplink, beginning in Chapter 14 with an
introduction to the theory behind the new uplink multiple access technology, SC-FDMA.
This is followed in Chapters 15 to 18 with an analysis of the detailed uplink structure
and operation, including the design of the associated procedures for random access, timing
control and power control which are essential to the efficient operation of the uplink.

This leads on to Part IV, which examines a number of aspects of LTE related to its
deployment as a mobile cellular system. Chapter 19 explains the UE positioning techniques
introduced in Release 9. Chapter 20 provides a thorough analysis of the characteristics
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of the radio propagation environments in which LTE systems will be deployed, since an
understanding of the propagation environment underpins much of the technology adopted
for the LTE specifications. The new technologies and bandwidths adopted in LTE also have
implications for the radio-frequency implementation of the mobile terminals in particular,
and some of these are analysed in Chapter 21. The LTE system is designed to operate not
just in wide bandwidths but also in a diverse range of spectrum allocation scenarios, and
Chapter 23 therefore addresses the different duplex modes applicable to LTE and the effects
that these may have on system design and operation. Chapter 24 addresses aspects of special
relevance to deployment of low-power base stations such as Home eNodeBs and picocells,
while Chapter 25 explains the advanced techniques for self-optimization of the network.
Part IV concludes with a dedicated chapter examining a wide range of aspects of the overall
system performance achievable with the first release of LTE.

Finally, Part V explains in detail the major new features included in Release 10 for
LTE-Advanced, as 3GPP continues to respond to the ever-higher expectations of end-users.
Chapters 28 to 30 address the technologies of carrier aggregation, enhanced MIMO and
relaying respectively, and Chapter 31 covers enhanced Inter-Cell Interference Coordination,
Minimization of Drive Tests and Machine-Type Communications. Chapter 32 provides
an evaluation of the system performance achievable with LTE-Advanced Release 10, and
concludes with a further look into the future.
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Network Architecture

Sudeep Palat and Philippe Godin

2.1 Introduction

As mentioned in the preceding chapter, LTE has been designed to support only Packet-
Switched (PS) services, in contrast to the Circuit-Switched (CS) model of previous cellular
systems. It aims to provide seamless Internet Protocol (IP) connectivity between User
Equipment (UE) and the Packet Data Network (PDN), without any disruption to the end
users’ applications during mobility. While the term ‘LTE’ encompasses the evolution of the
radio access through the Evolved-UTRAN' (E-UTRAN), it is accompanied by an evolution
of the non-radio aspects under the term ‘System Architecture Evolution’ (SAE) which
includes the Evolved Packet Core (EPC) network. Together LTE and SAE comprise the
Evolved Packet System (EPS).

EPS uses the concept of EPS bearers to route IP traffic from a gateway in the PDN
to the UE. A bearer is an IP packet flow with a defined Quality of Service (QoS). The
E-UTRAN and EPC together set up and release bearers as required by applications. EPS
natively supports voice services over the IP Multimedia Subsystem (IMS) using Voice over
IP (VoIP), but LTE also supports interworking with legacy systems for traditional CS voice
support.

This chapter presents the overall EPS network architecture, giving an overview of the
functions provided by the Core Network (CN) and E-UTRAN. The protocol stack across
the different interfaces is then explained, along with an overview of the functions provided
by the different protocol layers. Section 2.4 outlines the end-to-end bearer path including
QoS aspects, provides details of a typical procedure for establishing a bearer and discusses
the inter-working with legacy systems for CS voice services. The remainder of the chapter
presents the network interfaces in detail, with particular focus on the E-UTRAN interfaces

"Universal Terrestrial Radio Access Network.

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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28 LTE - THE UMTS LONG TERM EVOLUTION

e GMLC. The GMLC contains functionalities required to support LoCation Services
(LCS). After performing authorization, it sends positioning requests to the MME and
receives the final location estimates.

e Home Subscriber Server (HSS). The HSS contains users’ SAE subscription data
such as the EPS-subscribed QoS profile and any access restrictions for roaming (see
Section 2.2.3). It also holds information about the PDNs to which the user can connect.
This could be in the form of an Access Point Name (APN) (which is a label according
to DNS? naming conventions describing the access point to the PDN), or a PDN
Address (indicating subscribed IP address(es)). In addition, the HSS holds dynamic
information such as the identity of the MME to which the user is currently attached
or registered. The HSS may also integrate the Authentication Centre (AuC) which
generates the vectors for authentication and security keys (see Section 3.2.3.1).

o P-GW. The P-GW is responsible for IP address allocation for the UE, as well as QoS
enforcement and flow-based charging according to rules from the PCRF. The P-GW is
responsible for the filtering of downlink user IP packets into the different QoS-based
bearers. This is performed based on Traffic Flow Templates (TFTs) (see Section 2.4).
The P-GW performs QoS enforcement for Guaranteed Bit Rate (GBR) bearers. It also
serves as the mobility anchor for inter-working with non-3GPP technologies such
as CDMA2000 and WiMAX networks (see Section 2.4.2 and Chapter 22 for more
information about mobility).

o S-GW. All user IP packets are transferred through the S-GW, which serves as the local
mobility anchor for the data bearers when the UE moves between eNodeBs. It also
retains the information about the bearers when the UE is in idle state (known as EPS
Connection Management IDLE (ECM-IDLE), see Section 2.2.1.1) and temporarily
buffers downlink data while the MME initiates paging of the UE to re-establish the
bearers. In addition, the S-GW performs some administrative functions in the visited
network, such as collecting information for charging (e.g. the volume of data sent
to or received from the user) and legal interception. It also serves as the mobility
anchor for inter-working with other 3GPP technologies such as GPRS® and UMTS*
(see Section 2.4.2 and Chapter 22 for more information about mobility).

e MME. The MME is the control node which processes the signalling between the UE
and the CN. The protocols running between the UE and the CN are known as the
Non-Access Stratum (NAS) protocols.

The main functions supported by the MME are classified as:

Functions related to bearer management. This includes the establishment, mainte-
nance and release of the bearers, and is handled by the session management layer in
the NAS protocol.

Functions related to connection management. This includes the establishment of the
connection and security between the network and UE, and is handled by the connection
or mobility management layer in the NAS protocol layer.

2Domain Name System.
3General Packet Radio Service.
4Universal Mobile Telecommunications System.
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NAS control procedures are specified in [1] and are discussed in more detail in the
following section.

Functions related to inter-working with other networks. This includes handing over
of voice calls to legacy networks and is explained in more detail in Section 2.4.2.

o E-SMLC. The E-SMLC manages the overall coordination and scheduling of resources
required to find the location of a UE that is attached to E-UTRAN. It also calculates
the final location based on the estimates it receives, and it estimates the UE speed and
the achieved accuracy. The positioning functions and protocols are explained in detail
in Chapter 19.

2.2.1.1 Non-Access Stratum (NAS) Procedures

The NAS procedures, especially the connection management procedures, are fundamentally
similar to UMTS. The main change from UMTS is that EPS allows concatenation of some
procedures so as to enable faster establishment of the connection and the bearers.

The MME creates a UE contextwhen a UE is turned on and attaches to the network.
It assigns to the UE a unique short temporary identity termed the SAE-Temporary Mobile
Subscriber Identity (S-TMSI) which identifies the UE context in the MME. This UE
context holds user subscription information downloaded from the HSS. The local storage
of subscription data in the MME allows faster execution of procedures such as bearer
establishment since it removes the need to consult the HSS every time. In addition, the UE
context also holds dynamic information such as the list of bearers that are established and the
terminal capabilities.

To reduce the overhead in the E-UTRAN and the processing in the UE, all UE-related
information in the access network can be released during long periods of data inactivity. The
UE is then in the ECM-IDLE state. The MME retains the UE context and the information
about the established bearers during these idle periods.

To allow the network to contact an ECM-IDLE UE, the UE updates the network as to
its new location whenever it moves out of its current Tracking Area (TA); this procedure
is called a ‘Tracking Area Update’. The MME is responsible for keeping track of the user
location while the UE is in ECM-IDLE.

When there is a need to deliver downlink data to an ECM-IDLE UE, the MME sends a
paging message to all the eNodeBs in its current TA, and the eNodeBs page the UE over
the radio interface. On receipt of a paging message, the UE performs a service request
procedure which results in moving the UE to the ECM-CONNECTED state. UE-related
information is thereby created in the E-UTRAN, and the bearers are re-established. The
MME is responsible for the re-establishment of the radio bearers and updating the UE
context in the eNodeB. This transition between the UE states is called an ‘idle-to-active
transition’. To speed up the idle-to-active transition and bearer establishment, EPS supports
concatenation of the NAS and AS> procedures for bearer activation (see also Section 2.4.1).
Some inter-relationship between the NAS and AS protocols is intentionally used to allow
procedures to run simultaneously, rather than sequentially as in UMTS. For example, the
bearer establishment procedure can be executed by the network without waiting for the
completion of the security procedure.

3 Access Stratum — the protocols which run between the eNodeBs and the UE.
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e Radio Resource Management. This covers all functions related to the radio bearers,
such as radio bearer control, radio admission control, radio mobility control, schedul-
ing and dynamic allocation of resources to UEs in both uplink and downlink.

o Header Compression. This helps to ensure efficient use of the radio interface by
compressing the IP packet headers which could otherwise represent a significant
overhead, especially for small packets such as VoIP (see Section 4.2.2).

e Security. All data sent over the radio interface is encrypted (see Sections 3.2.3.1 and
4.2.3).

o Positioning. The E-UTRAN provides the necessary measurements and other data to
the E-SMLC and assists the E-SMLC in finding the UE position (see Chapter 19).

o Connectivity to the EPC. This consists of the signalling towards the MME and the
bearer path towards the S-GW.

On the network side, all of these functions reside in the eNodeBs, each of which can
be responsible for managing multiple cells. Unlike some of the previous second- and third-
generation technologies, LTE integrates the radio controller function into the eNodeB. This
allows tight interaction between the different protocol layers of the radio access network, thus
reducing latency and improving efficiency. Such distributed control eliminates the need for
a high-availability, processing-intensive controller, which in turn has the potential to reduce
costs and avoid ‘single points of failure’. Furthermore, as LTE does not support soft handover
there is no need for a centralized data-combining function in the network.

One consequence of the lack of a centralized controller node is that, as the UE moves, the
network must transfer all information related to a UE, i.e. the UE context, together with any
buffered data, from one eNodeB to another. As discussed in Section 2.3.1.1, mechanisms are
therefore needed to avoid data loss during handover. The operation of the X2 interface for
this purpose is explained in more detail in Section 2.6.

An important feature of the S1 interface linking the access network to the CN is known as
S1-flex. This is a concept whereby multiple CN nodes (MME/S-GWs) can serve a common
geographical area, being connected by a mesh network to the set of eNodeBs in that area
(see Section 2.5). An eNodeB may thus be served by multiple MME/S-GWs, as is the case
for eNodeB#2 in Figure 2.3. The set of MME/S-GW nodes serving a common area is called
an MME/S-GW pool , and the area covered by such a pool of MME/S-GWs is called a pool
area. This concept allows UEs in the cell(s) controlled by one eNodeB to be shared between
multiple CN nodes, thereby providing a possibility for load sharing and also eliminating
single points of failure for the CN nodes. The UE context normally remains with the same
MME as long as the UE is located within the pool area.

2.2.3 Roaming Architecture

A network run by one operator in one country is known as a Public Land Mobile Network
(PLMN). Roaming, where users are allowed to connect to PLMNs other than those to which
they are directly subscribed, is a powerful feature for mobile networks, and LTE/SAE is
no exception. A roaming user is connected to the E-UTRAN, MME and S-GW of the visited
LTE network. However, LTE/SAE allows the P-GW of either the visited or the home network
to be used, as shown in Figure 2.4. Using the home network’s P-GW allows the user to access
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The Radio Resource Control (RRC) protocol is known as ‘Layer 3’ in the AS protocol
stack. It is the main controlling function in the AS, being responsible for establishing the
radio bearers and configuring all the lower layers using RRC signalling between the eNodeB
and the UE. These functions are detailed in Section 3.2.

2.4 Quality of Service and EPS Bearers

In a typical case, multiple applications may be running in a UE at the same time, each one
having different QoS requirements. For example, a UE can be engaged in a VoIP call while
at the same time browsing a web page or downloading an FTP file. VoIP has more stringent
requirements for QoS in terms of delay and delay jitter than web browsing and FTP, while the
latter requires a much lower packet loss rate. In order to support multiple QoS requirements,
different bearers are set up within EPS, each being associated with a QoS.

Broadly, bearers can be classified into two categories based on the nature of the QoS they
provide:

¢ Minimum Guaranteed Bit Rate (GBR) bearers which can be used for applications
such as VoIP. These have an associated GBR value for which dedicated transmission
resources are permanently allocated (e.g. by an admission control function in the
eNodeB) at bearer establishment/modification. Bit rates higher than the GBR may be
allowed for a GBR bearer if resources are available. In such cases, a Maximum Bit
Rate (MBR) parameter, which can also be associated with a GBR bearer, sets an upper
limit on the bit rate which can be expected from a GBR bearer.

e Non-GBR bearers which do not guarantee any particular bit rate. These can be used
for applications such as web browsing or FTP transfer. For these bearers, no bandwidth
resources are allocated permanently to the bearer.

In the access network, it is the eNodeB’s responsibility to ensure that the necessary QoS
for a bearer over the radio interface is met. Each bearer has an associated Class Identifier
(QCI), and an Allocation and Retention Priority (ARP).

Each QCI is characterized by priority, packet delay budget and acceptable packet loss
rate. The QCI label for a bearer determines the way it is handled in the eNodeB. Only a
dozen such QClIs have been standardized so that vendors can all have the same understanding
of the underlying service characteristics and thus provide the corresponding treatment,
including queue management, conditioning and policing strategy. This ensures that an LTE
operator can expect uniform traffic handling behaviour throughout the network regardless
of the manufacturers of the eNodeB equipment. The set of standardized QCIs and their
characteristics (from which the PCRF in an EPS can select) is provided in Table 2.1
(from Section 6.1.7 in [5]).

The priority and packet delay budget (and, to some extent, the acceptable packet loss rate)
from the QCI label determine the RLC mode configuration (see Section 4.3.1), and how
the scheduler in the MAC (see Section 4.4.2.1) handles packets sent over the bearer (e.g. in
terms of scheduling policy, queue management policy and rate shaping policy). For example,
a packet with a higher priority can be expected to be scheduled before a packet with lower
priority. For bearers with a low acceptable loss rate, an Acknowledged Mode (AM) can be
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Table 2.1: Standardized QoS Class Identifiers (QCIs) for LTE.

Resource Packet delay ~ Packet error
QCI  type Priority  budget (ms) loss rate Example services
1 GBR 2 100 1072 Conversational voice
GBR 4 150 1073 Conversational video (live
streaming)
3 GBR 5 300 107° Non-conversational video
(buffered streaming)
4  GBR 3 50 1073 Real time gaming
5  Non-GBR 1 100 1076 IMS signalling
6 Non-GBR 7 100 1073 Voice, video (live streaming),
interactive gaming
7 Non-GBR 6 300 107° Video (buffered streaming)
8 Non-GBR 8 300 107° TCP-based (e.g. WWW, e-mail)

chat, FTP, p2p file sharing,
progressive video, etc.
9 Non-GBR 9 300 1076

used within the RLC protocol layer to ensure that packets are delivered successfully across
the radio interface (see Section 4.3.1.3).

The ARP of a bearer is used for call admission control — i.e. to decide whether or
not the requested bearer should be established in case of radio congestion. It also governs
the prioritization of the bearer for pre-emption with respect to a new bearer establishment
request. Once successfully established, a bearer’s ARP does not have any impact on the
bearer-level packet forwarding treatment (e.g. for scheduling and rate control). Such packet
forwarding treatment should be solely determined by the other bearer-level QoS parameters
such as QCI, GBR and MBR.

An EPS bearer has to cross multiple interfaces as shown in Figure 2.7 — the S5/S8 interface
from the P-GW to the S-GW, the S1 interface from the S-GW to the eNodeB, and the radio
interface (also known as the LTE-Uu interface) from the eNodeB to the UE. Across each
interface, the EPS bearer is mapped onto a lower layer bearer, each with its own bearer
identity. Each node must keep track of the binding between the bearer IDs across its different
interfaces.

An S5/S8 bearer transports the packets of an EPS bearer between a P-GW and an S-GW.
The S-GW stores a one-to-one mapping between an S1 bearer and an S5/S8 bearer. The
bearer is identified by the GTP tunnel ID across both interfaces.

An S1 bearer transports the packets of an EPS bearer between an S-GW and an eNodeB.
A radio bearer [6] transports the packets of an EPS bearer between a UE and an eNodeB. An
E-UTRAN Radio Access Bearer (E-RAB ) refers to the concatenation of an S1 bearer and the
corresponding radio bearer. An eNodeB stores a one-to-one mapping between a radio bearer
ID and an S1 bearer to create the mapping between the two. The overall EPS bearer service
architecture is shown in Figure 2.8.
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As part of the procedure by which a UE attaches to the network, the UE is assigned an IP
address by the P-GW and at least one bearer is established, called the default bearer, and it
remains established throughout the lifetime of the PDN connection in order to provide the UE
with always-on IP connectivity to that PDN. The initial bearer-level QoS parameter values
of the default bearer are assigned by the MME, based on subscription data retrieved from
the HSS. The PCEF may change these values in interaction with the PCRF or according
to local configuration. Additional bearers called dedicated bearers can also be established
at any time during or after completion of the attach procedure. A dedicated bearer can be
either GBR or non-GBR (the default bearer always has to be a non-GBR bearer since it is
permanently established). The distinction between default and dedicated bearers should be
transparent to the access network (e.g. E-UTRAN). Each bearer has an associated QoS, and if
more than one bearer is established for a given UE, then each bearer must also be associated
with appropriate TFTs. These dedicated bearers could be established by the network, based
for example on a trigger from the IMS domain, or they could be requested by the UE. The
dedicated bearers for a UE may be provided by one or more P-GWs.

The bearer-level QoS parameter values for dedicated bearers are received by the P-GW
from the PCRF and forwarded to the S-GW. The MME only transparently forwards those
values received from the S-GW over the S11 reference point to the E-UTRAN.

2.4.1 Bearer Establishment Procedure

This section describes an example of the end-to-end bearer establishment procedure across
the network nodes using the functionality described in the previous sections.

A typical bearer establishment flow is shown in Figure 2.9. Each of the messages is
described below.

‘When a bearer is established, the bearers across each of the interfaces discussed above are
established.

The PCRF sends a ‘PCC’ Decision Provision’ message indicating the required QoS for
the bearer to the P-GW. The P-GW uses this QoS policy to assign the bearer-level QoS
parameters. The P-GW then sends to the S-GW a ‘Create Dedicated Bearer Request’ message
including the QoS and UL TFT to be used in the UE.

The S-GW forwards the Create Dedicated Bearer Request message (including bearer QoS,
UL TFT and S1-bearer ID) to the MME (message 3 in Figure 2.9).

The MME then builds a set of session management configuration information including
the UL TFT and the EPS bearer identity, and includes it in the ‘Bearer Setup Request’
message which it sends to the eNodeB (message 4 in Figure 2.9). The session management
configuration is NAS information and is therefore sent transparently by the eNodeB to
the UE.

The Bearer Setup Request also provides the QoS of the bearer to the eNodeB; this
information is used by the eNodeB for call admission control and also to ensure the necessary
QoS by appropriate scheduling of the user’s IP packets. The eNodeB maps the EPS bearer
QoS to the radio bearer QoS. It then signals a ‘RRC Connection Reconfiguration’ message
(including the radio bearer QoS, session management configuration and EPS radio bearer
identity) to the UE to set up the radio bearer (message 5 in Figure 2.9). The RRC Connection
Reconfiguration message contains all the configuration parameters for the radio interface.

"Policy Control and Charging.
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Radio
network S1-AP
layer

SCTP
Transport P
network
layer Data link layer

Physical layer

Figure 2.13: SI-MME control plane protocol stack. Reproduced by permission of © 3GPP.

of the data link layer. For example, this enables the operator to start deployment using IP
version 4 with the data link tailored to the network deployment scenario.

2.5.1.2 User Plane

Figure 2.14 shows the protocol structure of the S1 user plane, which is based on the GTP/
User Datagram Protocol (UDP) IP stack which is already well known from UMTS networks.

GTP-U

UDP

IPv6 (RFC 2460)
and/or
IPv4 (RFC 791)

Data link layer

Physical layer

Figure 2.14: S1-U user plane protocol stack. Reproduced by permission of © 3GPP.

One of the advantages of using GTP-User plane (GTP-U) is its inherent facility to identify
tunnels and also to facilitate intra-3GPP mobility.
The IP version number and the data link layer have been left fully optional, as for the

control plane stack.

A transport bearer is identified by the GTP tunnel endpoints and the IP address (source
Tunnelling End ID (TEID), destination TEID, source IP address, destination IP address).

The S-GW sends downlink packets of a given bearer to the eNodeB IP address (received in
S1-AP) associated to that particular bearer. Similarly, the eNodeB sends upstream packets of
a given bearer to the EPC IP address (received in S1-AP) associated to that particular bearer.
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Vendor-specific traffic categories (e.g. real-time traffic) can be mapped onto Differentiated
Services (Diffserv) code points (e.g. expedited forwarding) by network O&M (Operation and
Maintenance) configuration to manage QoS differentiation between the bearers.

2.5.2 Initiation over S1

The initialization of the SI-MME control plane interface starts with the identification of
the MME:s to which the eNodeB must connect, followed by the setting up of the Transport
Network Layer (TNL).

With the support of the S1-flex function in LTE, an eNodeB must initiate an S1 interface
towards each MME node of the pool area to which it belongs. This list of MME nodes of the
pool together with an initial corresponding remote IP address can be directly configured in the
eNodeB at deployment (although other means may also be used). The eNodeB then initiates
the TNL establishment with that IP address. Only one SCTP association is established
between one eNodeB and one MME.

During the establishment of the SCTP association, the two nodes negotiate the maximum
number of streams which will be used over that association. However, multiple pairs of
streams'! are typically used in order to avoid the head-of-line blocking issue mentioned
above. Among these pairs of streams, one particular pair must be reserved by the two nodes
for the signalling of the common procedures (i.e. those which are not specific to one UE).
The other streams are used for the sole purpose of the dedicated procedures (i.e. those which
are specific to one UE).

Once the TNL has been established, some basic application-level configuration data for
the system operation is automatically exchanged between the eNodeB and the MME through
an ‘S1 SETUP’ procedure initiated by the eNodeB. This procedure is one case of a Self-
Optimizing Network process and is explained in detail in Section 25.3.1.

Once the S1 SETUP procedure has been completed, the S1 interface is operational.

2.5.3 Context Management over S1

Within each pool area, a UE is associated to one particular MME for all its communications
during its stay in this pool area. This creates a context in this MME for the UE. This particular
MME is selected by the NAS Node Selection Function (NNSF) in the first eNodeB from
which the UE entered the pool.

Whenever the UE becomes active (i.e. makes a transition from idle to active mode) under
the coverage of a particular eNodeB in the pool area, the MME provides the UE context
information to this eNodeB using the ‘INITIAL CONTEXT SETUP REQUEST’ message
(see Figure 2.15). This enables the eNodeB in turn to create a context and manage the UE
while it is in active mode.

Even though the setup of bearers is otherwise relevant to a dedicated ‘Bearer Management’
procedure described below, the creation of the eNodeB context by the INITIAL CONTEXT
SETUP procedure also includes the creation of one or several bearers including the default
bearers.

At the next transition back to idle mode following a ‘UE CONTEXT RELEASE’ message
sent from the MME, the eNodeB context is erased and only the MME context remains.

Note that a stream is unidirectional and therefore pairs must be used.
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eNB MME

INITIAL CONTEXT SETUP REQUEST

INITIAL CONTEXT SETUP RESPONSE

I I
Figure 2.15: Initial context setup procedure. Reproduced by permission of © 3GPP.

2.5.4 Bearer Management over S1

LTE uses independent dedicated procedures respectively covering the setup, modification and
release of bearers. For each bearer requested to be set up, the transport layer address and the
tunnel endpoint are provided to the eNodeB in the ‘BEARER SETUP REQUEST’ message
to indicate the termination of the bearer in the S-GW where uplink user plane data must be
sent. Conversely, the eNodeB indicates in the ‘BEARER SETUP RESPONSE’ message the
termination of the bearer in the eNodeB where the downlink user plane data must be sent.

For each bearer, the QoS parameters (see Section 2.4) requested for the bearer are also
indicated. Independently of the standardized QCI values, it is also still possible to use extra
proprietary labels for the fast introduction of new services if vendors and operators agree
upon them.

2.5.5 Paging over S1

As mentioned in Section 2.5.3, in order to re-establish a connection towards a UE in idle
mode, the MME distributes a ‘PAGING REQUEST’ message to the relevant eNodeBs based
on the TAs where the UE is expected to be located. When receiving the paging request, the
eNodeB sends a page over the radio interface in the cells which are contained within one of
the TAs provided in that message.

The UE is normally paged using its S-TMSI. The ‘PAGING REQUEST’ message also
contains a UE identity index value in order for the eNodeB to calculate the paging occasions
at which the UE will switch on its receiver to listen for paging messages (see Section 3.4).

In Release 10, paging differentiation is introduced over the S1 interface to handle
Multimedia Priority Service (MPS)'? users. In case of MME or RAN overload, it is necessary
to page a UE with higher priority during the establishment of a mobile-terminated MPS call.
In case of MME overload, the MME can itself discriminate between the paging messages
and discard the lower priority ones. In case of RAN overload in some cells, the eNodeB can
perform this discrimination based on a new Paging Priority Indicator sent by the MME. The
MME can signal up to eight such priority values to the eNodeB. In case of an IMS MPS
call, the terminating UE will further set up an RRC connection with the same eNodeB that
will also get automatically prioritized. In case of a CS fallback call, the eNodeB will instead

12MPS allows the delivery of calls or complete sessions of a high priority nature, in case for example of public
safety or national security purposes, from mobile to mobile, mobile to fixed, and fixed to mobile networks during
network congestion conditions.
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signal to the UE that it must set the cause value ‘high priority terminating call’ when trying
to establish the UMTS RRC Connection.

2.5.6 Mobility over S1

LTE/SAE supports mobility within LTE/SAE, and also to other systems using both 3GPP
and non-3GPP technologies. The mobility procedures over the radio interface are defined in
Section 3.2. These mobility procedures also involve the network interfaces. The sections
below discuss the procedures over S1 to support mobility. The mobility performance
requirements from the UE point of view are outlined in Chapter 22.

2.5.6.1 Intra-LTE Mobility

There are two types of handover procedure in LTE for UEs in active mode: the S1-handover
procedure and the X2-handover procedure.

For intra-LTE mobility, the X2-handover procedure is normally used for the inter-eNodeB
handover (described in Section 2.6.3). However, when there is no X2 interface between the
two eNodeBs, or if the source eNodeB has been configured to initiate handover towards a
particular target eNodeB via the S1 interface, then an S1-handover will be triggered.

The S1-handover procedure has been designed in a very similar way to the UMTS Serving
Radio Network Subsystem (SRNS) relocation procedure and is shown in Figure 2.16: it
consists of a preparation phase involving the core network, where the resources are first
prepared at the target side (steps 2 to 8), followed by an execution phase (steps 8 to 12) and
a completion phase (after step 13).

Compared to UMTS, the main difference is the introduction of the ‘STATUS TRANSFER’
message sent by the source eNodeB (steps 10 and 11). This message has been added in order
to carry some PDCP status information that is needed at the target eNodeB in cases when
PDCEP status preservation applies for the S1-handover (see Section 4.2.4); this is in alignment
with the information which is sent within the X2 ‘STATUS TRANSFER’ message used for
the X2-handover (see below). As a result of this alignment, the handling of the handover
by the target eNodeB as seen from the UE is exactly the same, regardless of the type of
handover (S1 or X2) the network had decided to use; indeed, the UE is unaware of which
type of handover is used by the network.

The ‘Status Transfer’ procedure is assumed to be triggered in parallel with the start of data
forwarding after the source eNodeB has received the ‘HANDOVER COMMAND’ message
from the source MME. This data forwarding can be either direct or indirect, depending on
the availability of a direct path for the user plane data between the source eNodeB and the
target eNodeB.

The ‘HANDOVER NOTIFY’ message (step 13), which is sent later by the target eNodeB
when the arrival of the UE at the target side is confirmed, is forwarded by the MME to
trigger the update of the path switch in the S-GW towards the target eNodeB. In contrast to
the X2-handover, the message is not acknowledged and the resources at the source side are
released later upon reception of a ‘RELEASE RESOURCE’ message directly triggered from
the source MME (step 17 in Figure 2.16).
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Source Target Source Target

UE eNodeB eNodeB MME MME

2. HANDOVER REQUIRED
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4. HANDOVER REQUEST
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-

7. FORWARD RELOCATION RESPONSE

8. HANDOVHR COMMAND

9. HANDOVER COMMANI|

10. eNodeB STATUS TRANSFER|

10(b). Only foI direct forwarding off data
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13. HANDOVER NOTIFY

-

14a. FORWARD RELOCATION COMPLETE

14b. FORWARD RELOCATION COMPLETE ACK

16. TAU RHQUEST

-

17. RELEASE [RESOURCES

Figure 2.16: S1-based handover procedure. Reproduced by permission of © 3GPP.

2.5.6.2 Inter-RAT Mobility

One key element of the design of LTE is the need to co-exist with other Radio Access
Technologies (RATSs).

For mobility from LTE towards UMTS, the handover process can reuse the S1-handover
procedures described above, with the exception of the ‘STATUS TRANSFERS message
which is not needed at steps 10 and 11 since no PDCP context is continued.

For mobility towards CDMA?2000, dedicated uplink and downlink procedures have been
introduced in LTE. They essentially aim at tunnelling the CDMA2000 signalling between
the UE and the CDMAZ2000 system over the S1 interface, without being interpreted by the
eNodeB on the way. An ‘UPLINK S1 CDMA2000 TUNNELLING’ message is sent from the
eNodeB to the MME; this also includes the RAT type in order to identify which CDMA2000
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RAT the tunnelled CDMA2000 message is associated with in order for the message to be
routed to the correct node within the CDMA2000 system.

2.5.6.3 Mobility towards Home eNodeBs

Mobility towards HeNBs involves additional functions from the source LTE RAN node and
the MME. In addition to the E-UTRAN Cell Global Identifier (ECGI), the source RAN node
should include the Closed Subscriber Group Identity (CSG ID) and the access mode of the
target HeNB in the ‘HANDOVER REQUIRED’ message to the MME so that the MME can
perform the access control to that HeNB. If the target HeNB operates in closed access mode
(see Chapter 24) and the MME fails the access control, the MME will reject the handover by
sending back a ‘HANDOVER PREPARATION FAILURE’ message. Otherwise the MME
will accept and continue the handover while indicating to the target HeNB whether the UE is
a ‘CSG member’ if the HeNB is operating in hybrid mode. A detailed description of mobility
towards the HeNB and the associated call flow is provided in Chapter 24.

2.5.7 Load Management over S1

Three types of load management procedures apply over S1: a normal ‘load balancing’
procedure to distribute the traffic, an ‘overload’ procedure to overcome a sudden peak in
the loading and a ‘load rebalancing’ procedure to partially/fully ofload an MME.

The MME load balancing procedure aims to distribute the traffic to the MMEs in the pool
evenly according to their respective capacities. To achieve that goal, the procedure relies
on the normal NNSF present in each eNodeB as part of the S1-flex function. Provided that
suitable weight factors corresponding to the capacity of each MME node are available in
the eNodeBs beforehand, a weighted NNSF done by every eNodeB in the network normally
achieves a statistically balanced distribution of load among the MME nodes without further
action. However, specific actions are still required for some particular scenarios:

e If a new MME node is introduced (or removed), it may be necessary temporarily to
increase (or decrease) the weight factor normally corresponding to the capacity of this
node in order to make it catch more (or less) traffic at the beginning until it reaches an
adequate level of load.

e In case of an unexpected peak in the loading, an ‘OVERLOAD’ message can be
sent over the S1 interface by the overloaded MME. When received by an eNodeB,
this message calls for a temporary restriction of a certain type of traffic. An MME
can adjust the reduction of traffic it desires by defining the number of eNodeBs to
which it sends the ‘OVERLOAD’ message and by defining the types of traffic subject
to restriction.Two new rejection types are introduced in Release 10 to combat CN
Overload:

— ‘reject low priority access’, which can be used by the MME to reduce access of
some low-priority devices or applications such as Machine-Type Communication
(MTC) devices (see Section 31.4);

— ‘permit high priority sessions’, to allow access only to high-priority users and
mobile-terminated services.
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o Finally, if the MME wants to force rapidly the offload of part or all of its UEs, it will
use the rebalancing function. This function forces the UEs to reattach to another MME
by using a specific ‘cause value’ in the ‘UE Release Command S1° message. In a first
step it applies to idle mode UEs and in a second step it may also apply to UEs in
connected mode (if the full MME offload is desired, e.g. for maintenance reasons).

2.5.8 Trace Function

In order to trace the activity of a UE in connected mode, two types of trace session can be
started in the eNodeB:

o Signalling-Based Trace. This is triggered by the MME and is uniquely identified by a
trace identity. Only one trace session can be activated at a time for one UE. The MME
indicates to the eNodeB the interfaces to trace (e.g. S1, X2, Uu) and the associated trace
depth. The trace depth represents the granularity of the signalling to be traced from the
high-level messages down to the detailed ASN.1'3 and is comprised of three levels:
minimum, medium and maximum. The MME also indicates the IP address of a Trace
Collection Entity where the eNodeB must send the resulting trace record file. If an X2
handover preparation has started at the time when the eNodeB receives the order to
trace, the eNodeB will signal back a TRACE FAILURE INDICATION message to the
MME, and it is then up to the MME to take appropriate action based on the indicated
failure reason. Signalling-based traces are propagated at X2 and S1 handover.

e Management-Based Trace. This is triggered in the eNodeB when the conditions
required for tracing set by O&M are met. The eNodeB then allocates a trace identity
that it sends to the MME in a CELL TRAFFIC TRACE message over S1, together
with the Trace Collection Entity identity that shall be used by the MME for the trace
record file (in order to assemble the trace correctly in the Trace Collection Entity).
Management-based traces are propagated at X2 and S1 handover.

In Release 10, the trace function supports the Minimization of Drive Tests (MDT) feature,
which is explained in Section 31.3.

2.5.9 Delivery of Warning Messages

Two types of warning message may need to be delivered with the utmost urgency over a
cellular system, namely Earthquake and Tsunami Warning System (ETWS)) messages and
Commercial Mobile Alert System (CMAS) messages (see Section 13.7). The delivery of
ETWS messages is already supported since Release 8 via the S1 Write-Replace Warning
procedure which makes it possible to carry either primary or secondary notifications over
S1 for the eNodeB to broadcast over the radio. The Write-Replace Warning procedure also
includes a Warning Area List where the warning message needs to be broadcast. It can
be a list of cells, tracking areas or emergency area identities. The procedure also contains
information on how the broadcast is to be performed (for example, the number of broadcasts
requested).

13 Abstract Syntax Notation One
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In contrast to ETWS, the delivery of CMAS messages is only supported from Release 9
onwards. One difference between the two public warning systems is that in ETWS the
eNodeB can only broadcast one message at a time, whereas CMAS allows the broadcast of
multiple concurrent warning messages over the radio. Therefore an ongoing ETWS broadcast
needs to be overwritten if a new ETWS warning has to be delivered immediately in the same
cell. With CMAS, a new Kill procedure has also been added to allow easy cancellation of an
ongoing broadcast when needed. This Kill procedure includes the identity of the message to
be stopped and the Warning Area where it is to be stopped.

2.6 The E-UTRAN Network Interfaces: X2 Interface

The X2 interface is used to inter-connect eNodeBs. The protocol structure for the X2 interface
and the functionality provided over X2 are discussed below.

2.6.1 Protocol Structure over X2

The control plane and user plane protocol stacks over the X2 interface are the same as over
the S1 interface, as shown in Figures 2.17 and 2.18 respectively (with the exception that
in Figure 2.17 the X2-AP (X2 Application Protocol) is substituted for the S1-AP). This also
means again that the choice of the IP version and the data link layer are fully optional. The use
of the same protocol structure over both interfaces provides advantages such as simplifying
the data forwarding operation.

Radio

network X2-AP
layer
SCTP
Transport 1P
network
layer Data link layer
Physical layer

Figure 2.17: X2 signalling bearer protocol stack. Reproduced by permission of © 3GPP.

2.6.2 Initiation over X2

The X2 interface may be established between one eNodeB and some of its neighbour
eNodeBs in order to exchange signalling information when needed. However, a full mesh
is not mandated in an E-UTRAN network. Two types of information may typically need to
be exchanged over X2 to drive the establishment of an X2 interface between two eNodeBs:
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GTP-U

UDP

IPv6 (RFC 2460)
and/or
IPv4 (RFC 791)

Data link layer

Physical layer

Figure 2.18: Transport network layer for data streams over X2. Reproduced by permission
of © 3GPP.

load or interference related information (see Section 2.6.4) and handover related information
(see mobility in Section 2.6.3).

Because these two types of information are fully independent of one another, it is possible
that an X2 interface may be present between two eNodeBs for the purpose of exchanging
load or interference information, even though the X2-handover procedure is not used to hand
over UEs between those eNodeBs.!*

The initialization of the X2 interface starts with the identification of a suitable neighbour
followed by the setting up of the TNL.

The identification of a suitable neighbour may be done by configuration, or alterna-
tively by a self-optimizing process known as the Automatic Neighbour Relation Function
(ANRF).!3 This is described in more detail in Section 25.2.

Once a suitable neighbour has been identified, the initiating eNodeB can further set up the
TNL using the transport layer address of this neighbour — either as retrieved from the network
or locally configured. The automatic retrieval of the X2 IP address(es) via the network and
the eNodeB Configuration Transfer procedure are described in details in Section 25.3.2.

Once the TNL has been set up, the initiating eNodeB must trigger the X2 setup procedure.
This procedure enables an automatic exchange of application level configuration data relevant
to the X2 interface, similar to the S1 setup procedure already described in Section 2.5.2. For
example, each eNodeB reports within the ‘X2 SETUP REQUESTS message to a neighbour
eNodeB information about each cell it manages, such as the cell’s physical identity, the
frequency band, the tracking area identity and/or the associated PLMNs.

This automatic exchange of application-level configuration data within the X2 setup
procedure is also the core of two additional SON features: automatic self-configuration of
the Physical Cell Identities (PCIs) and RACH self-optimization. These features both aim
to avoid conflicts between cells controlled by neighbouring eNodeBs; they are explained in
detail in Sections 25.4 and 25.7 respectively.

Once the X2 setup procedure has been completed, the X2 interface is operational.

1410 such a case, the S1-handover procedure is used instead.
15Under this function the UEs are requested to detect neighbour eNodeBs by reading the Cell Global Identity
(CGI) contained in the broadcast information.
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e Data forwarding may be operated per bearer in order to minimize data loss.

e The MME is only informed at the end of the handover procedure once the handover is
successful, in order to trigger the path switch.

e The release of resources at the source side is directly triggered from the target eNodeB.

For those bearers for which in-sequence delivery of packets is required, the ‘STATUS
TRANSFER’ message (step 8) provides the Sequence Number (SN) and the Hyper Frame
Number (HFN) which the target eNodeB should assign to the first packet with no sequence
number yet assigned that it must deliver. This first packet can either be one received
over the target S1 path or one received over X2 if data forwarding over X2 is used (see
below). When it sends the ‘STATUS TRANSFER’ message, the source eNodeB freezes its
transmitter/receiver status — i.e. it stops assigning PDCP SNs to downlink packets and stops
delivering uplink packets to the EPC.

Mobility over X2 can be categorized according to its resilience to packet loss: the handover
can be said ‘seamless’ if it minimizes the interruption time during the move of the UE, or
‘lossless’ if it tolerates no loss of packets at all. These two modes use data forwarding of
user plane downlink packets. The source eNodeB may decide to operate one of these two
modes on a per-EPS-bearer basis, based on the QoS received over S1 for this bearer (see
Section 2.5.4) and the service in question. These two modes are described in more detail
below.

2.6.3.1 Seamless Handover

If, for a given bearer, the source eNodeB selects the seamless handover mode, it proposes
to the target eNodeB in the ‘HANDOVER REQUEST’ message to establish a GTP tunnel
to operate the downlink data forwarding. If the target eNodeB accepts, it indicates in the
‘HANDOVER REQUEST ACK’ message the tunnel endpoint where the forwarded data is
expected to be received. This tunnel endpoint may be different from the one set up as the
termination point of the new bearer established over the target S1.

Upon reception of the ‘ HANDOVER REQUEST ACK’ message, the source eNodeB can
start forwarding the data freshly arriving over the source S1 path towards the indicated tunnel
endpoint in parallel with sending the handover trigger to the UE over the radio interface. This
forwarded data is thus available at the target eNodeB to be delivered to the UE as early as
possible.

When forwarding is in operation and in-sequence delivery of packets is required, the target
eNodeB is assumed to deliver first the packets forwarded over X2 before delivering the first
ones received over the target S1 path once the S1 path switch has been performed. The end
of the forwarding is signalled over X2 to the target eNodeB by the reception of some ‘special
GTP packets” which the S-GW has inserted over the source S1 path just before switching
this S1 path; these are then forwarded by the source eNodeB over X2 like any other regular
packets.

2.6.3.2 Lossless Handover

If the source eNodeB selects the lossless mode for a given bearer, it will additionally forward
over X2 those user plane downlink packets which it has PDCP processed but are still buffered
locally because they have not yet been delivered and acknowledged by the UE. These packets
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are forwarded together with their assigned PDCP SN included in a GTP extension header
field. They are sent over X2 prior to the freshly arriving packets from the source S1 path. The
same mechanisms described above for the seamless handover are used for the GTP tunnel
establishment. The end of forwarding is also handled in the same way, since in-sequence
packet delivery applies to lossless handovers. In addition, the target eNodeB must ensure that
all the packets — including the ones received with sequence number over X2 — are delivered
in sequence at the target side. Further details of seamless and lossless handover are described
in Section 4.2.

Selective retransmission. A new feature in LTE compared to previous systems is the
optimization of the radio interface usage by selective retransmission. When lossless handover
is operated, the target eNodeB may, however, not deliver over the radio interface some of the
forwarded downlink packets received over X2 if it is informed by the UE that those packets
have already been received at the source side (see Section 4.2.6). This is called downlink
selective retransmission.

Similarly in the uplink, the target eNodeB may desire that the UE does not retransmit
packets already received earlier at the source side by the source eNodeB, for example to
avoid wasting radio resources. To operate this uplink selective retransmission scheme for one
bearer, it is necessary that the source eNodeB forwards to the target eNodeB, over another
new GTP tunnel, those user plane uplink packets which it has received out of sequence.
The target eNodeB must first request the source eNodeB to establish this new forwarding
tunnel by including in the ‘HANDOVER REQUEST ACK’ message a GTP tunnel endpoint
where it expects the forwarded uplink packets to be received. The source eNodeB must, if
possible, then indicate in the ‘STATUS TRANSFER’ message for this bearer the list of SNs
corresponding to the forwarded packets which are to be expected. This list helps the target
eNodeB to inform the UE earlier of the packets not to be retransmitted, making the overall
uplink selective retransmission scheme faster (see also Section 4.2.6).

2.6.3.3 Multiple Preparation

‘Multiple preparation’ is another new feature of the LTE handover procedure. This feature
enables the source eNodeB to trigger the handover preparation procedure towards multiple
candidate target eNodeBs. Even though only one of the candidates is indicated as target to
the UE, this makes recovery faster in case the UE fails on this target and connects to one
of the other prepared candidate eNodeBs. The source eNodeB receives only one ‘RELEASE
RESOURCE’ message from the final selected eNodeB.

Regardless of whether multiple or single preparation is used, the handover can be
cancelled during or after the preparation phase. If the multiple preparation feature is operated,
it is recommended that upon reception of the ‘RELEASE RESOURCE’ message the source
eNodeB triggers a ‘cancel’ procedure towards each of the non-selected prepared eNodeBs.

2.6.3.4 Mobility Robustness Handling

In order to detect and report the cases where the mobility is unsuccessful and results in
connection failures, specific messages are available over the X2 interface from Release 9
onwards to report handovers that are triggered too late or too early or to an inappropriate cell.
These scenarios are explained in detail in Section 25.6.
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2.6.3.5 Mobility towards Home eNodeBs via X2

In Release 10, in order to save backhaul bandwidth reduce delays, mobility between two
HeNBs does not necessarily need to use S1 handover and transit via the MME but can directly
use the X2 handover. This optimization is described in detail in Section 24.2.3.

2.6.4 Load and Interference Management Over X2

The exchange of load information between eNodeBs is of key importance in the flat
architecture used in LTE, as there is no central Radio Resource Management (RRM) node as
was the case, for example, in UMTS with the Radio Network Controller (RNC).

The exchange of load information falls into two categories depending on the purpose it
serves:

e Load balancing. If the exchange of load information is for the purpose of load
balancing, the frequency of exchange is rather low (in the order of seconds). The
objective of load balancing is to counteract local traffic load imbalance between
neighbouring cells with the aim of improving the overall system capacity. The
mechanisms for this are explained in detail in Section 25.5.

In Release 10, partial reporting is allowed per cell and per measurement. Therefore, if
a serving eNodeB does not support some measurements, it will still report the other
measurements that it does support. For each unsupported measurement, the serving
eNodeB can indicate if the lack of support is permanent or temporary.

o Interference coordination. If the exchange of load information is to optimize RRM
processes such as interference coordination, the frequency of exchange is rather high
(in the order of tens of milliseconds). A special X2 ‘LOAD INDICATION’ message
is provided over the X2 interface for the exchange of load information related to
interference management. For uplink interference management, two indicators can be
provided within the ‘LOAD INDICATION’ message: a ‘High Interference Indicator’
and an ‘Overload Indicator’. The usage of these indicators is explained in detail in
Section 12.5.

The Load Indication procedure allows an eNodeB to signal to its neighbour eNodeBs
new interference coordination intentions when applicable. This can either be frequency-
domain interference management, as explained in Sections 12.5.1 and 12.5.2, or time-domain
interference management, as explained in Section 31.2.3.

2.6.5 UE Historical Information Over X2

The provision of UE historical information is part of the X2-handover procedure and is
designed to support self-optimization of the network.

Generally, the UE historical information consists of some RRM information which is
passed from the source eNodeB to the target eNodeB within the ‘HANDOVER REQUEST’
message to assist the RRM management of a UE. The information can be partitioned into
two types:

e UE RRM-related information, passed over X2 within the RRC transparent container;
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e Cell RRM-related information, passed over X2 directly as an information element of
the ‘X2 AP HANDOVER REQUEST’ message itself.

An example of such UE historical information is the list of the last few cells visited by
the UE, together with the time spent in each one. This information is propagated from one
eNodeB to another and can be used to determine the occurrence of ping-pong between two
or three cells for instance. The length of the history information can be configured for more
flexibility.

2.7 Summary

The EPS provides UEs with IP connectivity to the packet data network. In this chapter we
have seen an overview of the EPS network architecture, including the functionalities provided
by the E-UTRAN access network and the evolved packet core network..

It can be seen that the concept of EPS bearers, together with their associated quality of
service attributes, provide a powerful tool for the provision of a variety of simultaneous
services to the end user. Depending on the nature of the application, the EPS can supply the
UE with multiple data flows with different QoSs. A UE can thus be engaged in a VoIP call
which requires guaranteed delay and bit rate at the same time as browsing the web with a
best effort QoS.

From the perspective of the network operator, the LTE system breaks new ground in terms
of its degree of support for self-optimization and self-configuration of the network via the
X2, S1 and Uu interfaces; these aspects are described in more detail in Chapter 25.
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Control Plane Protocols

Himke van der Velde

3.1 Introduction

As introduced in Section 2.2.2, the Control Plane of the Access Stratum (AS) handles radio-
specific functionalities. The AS interacts with the Non-Access Stratum (NAS), also referred
to as the ‘upper layers’. Among other functions, the NAS control protocols handle Public
Land Mobile Network!' (PLMN) selection, tracking area update, paging, authentication and
Evolved Packet System (EPS) bearer establishment, modification and release.

The applicable AS-related procedures largely depend on the Radio Resource Control
(RRC) state of the User Equipment (UE), which can be either RRC_IDLE or RRC_
CONNECTED.

A UE in RRC_IDLE performs cell selection and reselection — in other words, it decides
on which cell to camp. The cell (re)selection process takes into account the priority of each
applicable frequency of each applicable Radio Access Technology (RAT), the radio link
quality and the cell status (i.e. whether a cell is barred or reserved). An RRC_IDLE UE
monitors a paging channel to detect incoming calls, and also acquires system information.
The System Information (SI) mainly consists of parameters by which the network (E-
UTRAN) can control the cell (re)selection process.

In RRC_CONNECTED, the E-UTRAN allocates radio resources to the UE to facilitate
the transfer of (unicast) data via shared data channels.> To support this operation, the UE
monitors an associated control channel® used to indicate the dynamic allocation of the shared
transmission resources in time and frequency. The UE provides the network with reports of its

I'The network of one operator in one country.

2The Physical Downlink Shared CHannel (PDSCH) and Physical Uplink Shared CHannel (PUSCH)- see
Sections 9.2.2 and 16.2 respectively.

3The Physical Downlink Control CHannel (PDCCH) — see Section 9.3.5.

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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buffer status and of the downlink channel quality, as well as neighbouring cell measurement
information to enable E-UTRAN to select the most appropriate cell for the UE. These
measurement reports include cells using other frequencies or RATs. The UE also receives
SI, consisting mainly of information required to use the transmission channels. To extend
its battery lifetime, a UE in RRC_CONNECTED may be configured with a Discontinuous
Reception (DRX) cycle.

RRC, as specified in [1], is the protocol by which the E-UTRAN controls the UE
behaviour in RRC_CONNECTED. RRC also includes the control signalling applicable for
a UE in RRC_IDLE, namely paging and SI. The UE behaviour in RRC_IDLE is specified
in [2].

Chapter 22 gives some further details of the UE measurements which support the mobility
procedures.

Functionality related to Multimedia Broadcast/Multicast Services (MBMSs) is covered
separately in Chapter 13.

3.2 Radio Resource Control (RRC)

3.2.1 Introduction

The RRC protocol supports the transfer of common NAS information (i.e. NAS information
which is applicable to all UEs) as well as dedicated NAS information (which is applicable
only to a specific UE). In addition, for UEs in RRC_IDLE, RRC supports notification of
incoming calls (via paging).

The RRC protocol covers a number of functional areas:

e System information handles the broadcasting of SI, which includes NAS common
information. Some of the system information is applicable only for UEs in RRC_IDLE
while other SI is also applicable for UEs in RRC_CONNECTED.

o RRC connection control covers all procedures related to the establishment, modifi-
cation and release of an RRC connection, including paging, initial security activation,
establishment of Signalling Radio Bearers (SRBs) and of radio bearers carrying user
data (Data Radio Bearers, DRBs), handover within LTE (including transfer of UE RRC
context information*), configuration of the lower protocol layers,’ access class barring
and radio link failure.

o Network controlled inter-RAT mobility includes handover, cell change orders and
redirection upon connection release, security activation and transfer of UE RRC
context information.

o Measurement configuration and reporting for intra-frequency, inter-frequency and
inter-RAT mobility, includes configuration and activation of measurement gaps.

e Miscellaneous functions including, for example, transfer of dedicated NAS informa-
tion and transfer of UE radio access capability information.

4This UE context information includes the radio resource configuration including local settings not configured
across the radio interface, UE capabilities and radio resource management information.

SPacket Data Convergence Protocol (PDCP), Radio Link Control (RLC), Medium Access Control (MAC), all of
which are explained in detail in Chapter 4, and the physical layer which is explained in Chapters 5-11 and 14-18.
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Dedicated RRC messages are transferred across SRBs, which are mapped via the PDCP
and RLC layers onto logical channels — either the Common Control CHannel (CCCH) during
connection establishment or a Dedicated Control CHannel (DCCH) in RRC_CONNECTED.
System Information and Paging messages are mapped directly to logical channels — the
Broadcast Control CHannel (BCCH) and Paging Control CHannel (PCCH) respectively. The
various logical channels are described in more detail in Section 4.4.1.2.

SRBO is used for RRC messages which use the CCCH, SRB1 is for RRC messages using
DCCH, and SRB2 is for the (lower-priority) RRC messages using DCCH which only include
NAS dedicated information.® All RRC messages using DCCH are integrity-protected and
ciphered by the PDCP layer (after security activation) and use Automatic Repeat reQuest
(ARQ) protocols for reliable delivery through the RLC layer. The RRC messages using
CCCH are not integrity-protected and do not use ARQ in the RLC layer.

It should also be noted that the NAS independently applies integrity protection and

ciphering.

Figure 3.1 illustrates the overall radio protocol architecture as well as the use of radio
bearers, logical channels, transport channels and physical channels.
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Figure 3.1: Radio architecture.

For control information for which low transfer delay is more important than reliable
transfer (i.e. for which the use of ARQ is inappropriate due to the additional delay it incurs),
MAC signalling is used provided that there are no security concerns (integrity protection and
ciphering are not applicable for MAC signalling).

3.2.2 System Information

System information is structured by means of System Information Blocks (SIBs), each of
which contains a set of functionally-related parameters. The SIB types that have been defined

include:

Prior to SRB2 establishment, SRB1 is also used for RRC messages which only include NAS dedicated
information. In addition, SRB1 is used for higher priority RRC messages which only include NAS dedicated

information.
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The Master Information Block (MIB), which includes a limited number of the most
frequently transmitted parameters which are essential for a UE’s initial access to the
network.

System Information Block Type 1 (SIB1), which contains parameters needed to
determine if a cell is suitable for cell selection, as well as information about the time-
domain scheduling of the other SIBs.

System Information Block Type 2 (SIB2), which includes common and shared
channel information.

SIB3-SIB8, which include parameters used to control intra-frequency, inter-frequency
and inter-RAT cell reselection.

SIB9, which is used to signal the name of a Home eNodeB (HeNBs).

SIB10-SIB12, which include the Earthquake and Tsunami Warning Service (ETWS)
notifications and Commercial Mobile Alert System (CMAS) warning messages (See
Section 13.7).

SIB13, which includes MBMS related control information (See Section 13.6.3.2.

Three types of RRC message are used to transfer system information: the MIB message,
the SIB1 message and SI messages. An SI message, of which there may be several, includes
one or more SIBs which have the same scheduling requirements (i.e. the same transmission
periodicity). Table 3.1 provides an example of a possible system information scheduling
configuration, also showing which SIBs the UE has to acquire in the idle and connected
states. The physical channels used for carrying the SI are explained in Section 9.2.1.

Table 3.1: Example of SI scheduling configuration.

Message Content Period (ms) Applicability

MIB Most essential parameters 40 Idle and connected

SIB1 Cell access related parameters, scheduling 80 Idle and connected
information

Ist SI SIB2: Common and shared channel configuration 160 Idle and connected

2nd SI ~ SIB3: Common cell reselection information and 320 Idle only

intra-frequency cell reselection parameters other
than the neighbouring cell information
SIB4: Intra-frequency neighbouring cell

information
3rd SI ~ SIBS: Inter-frequency cell reselection information 640 Idle only
4th SI SIB6: UTRA cell reselection information 640 Idle only,
SIB7: GERAN cell reselection information depending on UE
support of UMTS
or GERAN
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3.2.2.1 Time-Domain Scheduling of System Information

The time-domain scheduling of the MIB and SIB1 messages is fixed with a periodicities of
40 ms and 80 ms respectively, as explained in Sections 9.2.1 and 9.2.2.2.

The time-domain scheduling of the SI messages is dynamically flexible: each SI message
is transmitted in a defined periodically-occurring time-domain window, while physical layer
control signalling’ indicates in which subframes® within this window the SI is actually
scheduled. The scheduling windows of the different SI messages (referred to as SI-windows)
are consecutive (i.e. there are neither overlaps nor gaps between them) and have a common
length that is configurable. SI-windows can include subframes in which it is not possible to
transmit SI messages, such as subframes used for SIB1, and subframes used for the uplink
in TDD.

Figure 3.2 illustrates an example of the time-domain scheduling of SI, showing the
subframes used to transfer the MIB, SIB1 and four SI messages. The example uses an SI-
window of length 10 subframes, and shows a higher number of ‘blind’ Hybrid ARQ (HARQ)
transmissions’ being used for the larger SI messages.

SI messages may have different periodicities. Consequently, in some clusters of SI-
windows all the SI messages are scheduled, while in other clusters only the SIs with shorter
repetition periods are transmitted. For the example of Table 3.1, the cluster of SI-windows
beginning at System Frame Number (SFN) O contains all the ST messages, the cluster starting
at SFN160 contains only the first SI message, that beginning at SFN320 contains the first and
second SI messages, and the one starting at SFN480 contains only the first SI message.

Note that Figure 3.2 shows a cluster of SI-windows where all the SI messages are
transmitted. At occasions where a given SI is not transmitted (due to a longer repetition
period), its corresponding SI-window is not used.

_____________________________________________________________________

1 Slwindow1 + Slwindow2 + Slwindow3 1 Sl window 4 E
ruuxuuruuuupuml]:’:[l:l:l:\
Radio Frame Radio Frame Radio Frame Radio Frame
with SFN=0 with SFN=1 with SFN=2 with SFN=3

MiB: M SIB1:[XI OtherSimessages:[] [0 @ M

Figure 3.2: SI scheduling example.

3.2.2.2 Validity and Change Notification

SI normally changes only at specific radio frames whose System Frame Number is given by
SFN mod N = 0, where N is configurable and defines the period between two radio frames at
which a change may occur, known as the modification period. Prior to performing a change

"The Physical Downlink Control Channel — PDCCH; see Section 9.3.5.
8 A subframe in LTE has a duration of 1 ms; see Section 6.2
9With blind HARQ retransmissions, there is no feedback to indicate whether the reception has been successful.
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of the system information, the E-UTRAN notifies the UEs by means of a Paging message
including a SystemInfoModification flag. Figure 3.3 illustrates the change of SI, with different
shading indicating different content.

' Change natification received during ' Updated information transmitted during .
! BCCH madification period n ! BCCH modification period n+1 !
¢ e =:
_r Il ] 1 T 1 11 1 '

Figure 3.3: SI modification periods. Reproduced by permission of © 3GPP.

LTE provides two mechanisms for indicating that SI has changed:

1. A paging message including a flag indicating whether or not SI has changed.

2. A value tag in SIB1 which is incremented every time one or more SI message changes.

UEs in RRC_IDLE use the first mechanism, while UEs in RRC_CONNECTED can use
either mechanism; the second being useful, for example, in cases when a UE was unable to
receive the paging messages.

UEs in RRC_IDLE are only required to receive the paging message at their normal paging
occasions — i.e. no additional wake-ups are expected to detect changes of SI. In order to
ensure reliability of reception, the change notification paging message is normally repeated
a number of times during the BCCH modification period preceding that in which the new
system information is first transmitted. Correspondingly, the modification period is expressed
as a multiple of the cell-specific default paging cycle.

UEs in RRC_CONNECTED are expected to try receiving a paging message the same
number of times per modification period as UEs in RRC_IDLE using the default paging
cycle. The exact times at which UEs in RRC_CONNECTED which are using this method
have to try to receive a paging message are not specified; the UE may perform these tries
at convenient times, such as upon wake-up from DRX, using any of the subframes which
are configured for paging during the modification period. Since the eNodeB anyway has to
notify all the UEs in RRC_IDLE, it has to send a paging message in all subframes which are
configured for paging (up to a maximum of four subframes per radio frame) during an entire
modification period. Connected mode UEs can utilize any of these subframes. The overhead
of transmitting paging messages to notify UEs of a change of SI is considered marginal, since
such changes are expected to be infrequent — at most once every few hours.

If the UE receives a notification of a change of SI, it starts acquiring SI from the start of the
next modification period. Until the UE has successfully acquired the updated SI, it continues
to use the existing parameters. If a critical parameter changes, the communication may be
seriously affected, but any service interruption that may result is considered acceptable since
it is short and infrequent.

If the UE returns to a cell, it is allowed to assume that the SI previously acquired from the
cell remains valid if it was received less than 3 hours previously and the value tag matches.
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3.2.3 Connection Control within LTE

Connection control involves:

e Security activation;
e Connection establishment, modification and release;
e DRB establishment, modification and release;

e Mobility within LTE.

3.2.3.1 Security Key Management

Security is a very important feature of all 3GPP RATSs. LTE provides security in a similar
way to its predecessors UMTS and GSM.

Two functions are provided for the maintenance of security: ciphering of both control
plane (RRC) data (i.e. SRBs 1 and 2) and user plane data (i.e. all DRBs), and integrity
protection which is used for control plane (RRC) data only. Ciphering is used in order to
protect the data streams from being received by a third party, while integrity protection allows
the receiver to detect packet insertion or replacement. RRC always activates both functions
together, either following connection establishment or as part of the handover to LTE.

The hierarchy of keys by which the AS security keys are generated is illustrated
in Figure 3.4. The process is based on a common secret key Kasvg (Access Security
Management Entity) which is available only in the Authentication Centre in the Home
Subscriber Server (HSS) (see Section 2.2.1) and in a secure part of the Universal Subscriber
Identity Module (USIM) in the UE. A set of keys and checksums are generated at the
Authentication Centre using this secret key and a random number. The generated keys,
checksums and random number are transferred to the Mobility Management Entity (MME)
(see Section 2.2.1), which passes one of the generated checksums and the random number to
the UE. The USIM in the UE then computes the same set of keys using the random number
and the secret key. Mutual authentication is performed by verifying the computed checksums
in the UE and network using NAS protocols.

Upon connection establishment, the AS derives an AS base-key Keng (eNodeB-specific)
and Next Hop (NH), from Kagme.

Kenp is used to generate three further security keys known as the AS derived-keys:
one, called Krrcint, 1S used for integrity protection of the RRC signalling (SRBs), one for
ciphering of the RRC signalling known as Krrc ene and Kypene used for ciphering of user
data (i.e. DRBs).

NH is an intermediate key used to implement ‘forward security’!? [3]. It is derived by the
UE and MME using Kasmg and Kexg When the security context is established or using Kasme
and the previous NH otherwise. NH is associated with a counter called Next hop Chaining
Counter (NCC) which is initially set to 0 at connection establishment.

In case of handover within E-UTRAN, a new AS base-key and new AS Derived-keys are
computed from the AS base-key used in the source cell. An intermediate key, Kenp- is derived
by the UE and the source eNodeB based on the Physical Cell Identity (PCI) of the target cell,

10Forward security refers to the property that, for an eNodeB sharing a K, yp with a UE, it shall be computationally
infeasible to predict any future K,yp, that will be used between the same UE and another eNodeB
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3.2.3.2 Connection Establishment and Release

Two levels of NAS states reflect the state of a UE in respect of connection establish-
ment: the EPS Mobility Management (EMM) state (EMM-DEREGISTERED or EMM-
REGISTERED) reflects whether the UE is registered in the MME, and the EPS Connection
Management (ECM) state (ECM-IDLE or ECM-CONNECTED) reflects the connectivity of
the UE with the Evolved Packet Core (EPC — see Chapter 2).

The NAS states, and their relationship to the AS RRC states, are illustrated in Figure 3.5.

1: Off ‘ Attaching ‘ 2:Idle/ ‘ Connecting to ‘ 3: Active
‘ Registered EPC '
EMM DEREGISTERED REGISTERED
ECM IDLE CONNECTED
RRC IDLE CONNECTED IDLE CONNECTED

Figure 3.5: Possible combinations of NAS and AS states.

The transition from ECM-IDLE to ECM-CONNECTED not only involves establishment
of the RRC connection but also includes establishment of the S1-connection (see Section 2.5).
RRC connection establishment is initiated by the NAS and is completed prior to S1-
connection establishment, which means that connectivity in RRC_CONNECTED is initially
limited to the exchange of control information between UE and E-UTRAN.

UEs are typically moved to ECM-CONNECTED when becoming active. It should be
noted, however, that in LTE the transition from ECM-IDLE to ECM-CONNECTED is
performed within 100 ms. Hence, UEs engaged in intermittent data transfer need not be
kept in ECM-CONNECTED if the ongoing services can tolerate such transfer delays. In any
case, an aim in the design of LTE was to support similar battery power consumption levels
for UEs in RRC_CONNECTED as for UEs in RRC_IDLE.

RRC connection release is initiated by the eNodeB following release of the S1-connection
between the eNodeB and the Core Network (CN).

Connection establishment message sequence. RRC connection establishment involves
the establishment of SRB1 and the transfer of the initial uplink NAS message. This
NAS message triggers the establishment of the S1-connection, which normally initiates a
subsequent step during which E-UTRAN activates AS-security and establishes SRB2 and
one or more DRBs (corresponding to the default and optionally dedicated EPS bearers).

Figure 3.6 illustrates the RRC connection establishment procedure, including the subse-
quent step of initial security activation and radio bearer establishment.

Step 1: Connection establishment

e Upper layers in the UE trigger connection establishment, which may be in response
to paging. The UE checks if access is barred (see Section 3.3.4.6). If this is not the
case, the lower layers in the UE perform a contention-based random access procedure
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response message, i.e. the SecurityModeComplete (or SecurityModeFailure) mes-
sage).

e E-UTRAN sends the RRCConnectionReconfiguration message including a radio
resource configuration used to establish SRB2 and one or more DRBs. This message
may also include other information such as a piggybacked NAS message or a
measurement configuration. E-UTRAN may send the RRCConnectionReconfiguration
message prior to receiving the SecurityModeComplete message. In this case, E-
UTRAN should release the connection when one (or both) procedures fail (because
the two procedures result from a single S1-procedure, which does not support partial
success).

o The UE finally returns the RRCConnectionReconfigurationComplete message.
A connection establishment may fail for a number of reasons, such as the following:

o Access may be barred (see Section 3.3.4.6).

e In case cell reselection occurs during connection establishment, the UE aborts the
procedure and informs upper layers of the failure to establish the connection.

o E-UTRAN may temporarily reject the connection establishment by including a wait
timer, in which case the UE rejects any connection establishment request until the wait
time has elapsed.

o The NAS may abort an ongoing RRC connection establishment, for example upon
NAS timer expiry.

3.2.3.3 DRB Establishment

To establish, modify or release DRBs, E-UTRAN applies the RRC connection reconfigura-
tion procedure as described in Section 3.2.3.2.

When establishing a DRB, E-UTRAN decides how to transfer the packets of an EPS
bearer across the radio interface. An EPS bearer is mapped (1-to-1) to a DRB, a DRB
is mapped (1-to-1) to a DTCH (Dedicated Traffic CHannel — see Section 4.4.1.2) logical
channel, all logical channels are mapped (n-to-1) to the Downlink or Uplink Shared Transport
CHannel (DL-SCH or UL-SCH), which are mapped (1-to-1) to the corresponding Physical
Downlink or Uplink Shared CHannel (PDSCH or PUSCH). This radio bearer mapping is
illustrated in Figure 3.1.

The radio resource configuration covers the configuration of the PDCP, RLC, MAC and
physical layers. The main configuration parameters / options include the following:

o For services using small packet sizes (e.g. VoIP), PDCP may be configured to apply
indexheader!compressionheader compression to significantly reduce the signalling
overhead.

e The RLC Mode is selected from those listed in Section 4.3.1. RLC Acknowledged
Mode (AM) is applicable, except for services which require a very low transfer delay
and for which reliable transfer is less important.

o E-UTRAN assigns priorities and Prioritized Bit-Rates (PBRs) to control how the
UE divides the granted uplink resources between the different radio bearers (see
Section 4.4.2.6).
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e Unless the transfer delay requirements for any of the ongoing services are very strict,
the UE may be configured with a DRX cycle (see Section 4.4.2.5).

e For services involving a semi-static packet rate (e.g. VoIP), semi-persistent scheduling
may be configured to reduce the control signalling overhead (see Section 4.4.2.1).
Specific resources may also be configured for reporting buffer status and radio link
quality.

e Services tolerating higher transfer delays may be configured with a HARQ profile
involving a higher average number of HARQ transmissions.

3.2.3.4 Mobility Control in RRC_IDLE and RRC_CONNECTED

Mobility control in RRC_IDLE is UE-controlled (cell-reselection), while in RRC_
CONNECTED it is controlled by the E-UTRAN (handover). However, the mechanisms used
in the two states need to be consistent so as to avoid ping-pong (i.e. rapid handing back and
forth) between cells upon state transitions. The mobility mechanisms are designed to support
a wide variety of scenarios including network sharing, country borders, home deployment
and varying cell ranges and subscriber densities; an operator may, for example, deploy its
own radio access network in populated areas and make use of another operator’s network in
rural areas.

If a UE were to access a cell which does not have the best radio link quality of the
available cells on a given frequency, it may create significant interference to the other cells.
Hence, as for most technologies, radio link quality is the primary criterion for selecting
a cell on an LTE frequency. When choosing between cells on different frequencies or
RATs the interference concern does not apply. Hence, for inter-frequency and inter-RAT
cell reselection other criteria may be considered such as UE capability, subscriber type and
call type. As an example, UEs with no (or limited) capability for data transmission may be
preferably handled on GSM, while home customers or ‘premium subscribers’ might be given
preferential access to the frequency or RAT supporting the highest data rates. Furthermore, in
some LTE deployment scenarios, voice services may initially be provided by a legacy RAT
only (as a Circuit Switching (CS) application), in which case the UE needs to be moved to
the legacy RAT upon establishing a voice call (also referred to as CS FallBack (CSFB)).

E-UTRAN provides a list of neighbouring frequencies and cells which the UE should
consider for cell reselection and for reporting of measurements. In general, such a list is
referred to as a white-list if the UE is to consider only the listed frequencies or cells —i.e. other
frequencies or cells are not available; conversely, in the case of a black-list being provided, a
UE may consider any unlisted frequencies or cells. In LTE, white-listing is used to indicate
all the neighbouring frequencies of each RAT that the UE is to consider. On the other hand,
E-UTRAN is not required to indicate all the neighbouring cells that the UE shall consider.
Which cells the UE is required to detect by itself depends on the UE state as well as on the
RAT, as explained below.

Note that for GERAN, typically no information is provided about individual cells. Only
in specific cases, such as at country borders, is signalling'?® provided to indicate the group of
cells that the UE is to consider —i.e. a white cell list.

3The ‘NCC-permitted’ parameter — see GERAN specifications.
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Mobility in idle mode. In RRC_IDLE, cell reselection between frequencies is based on
absolute priorities, where each frequency has an associated priority. Cell-specific default
values of the priorities are provided via SI. In addition, E-UTRAN may assign UE-
specific values upon connection release, taking into account factors such as UE capability
or subscriber type. In case equal priorities are assigned to multiple cells, the cells are
ranked based on radio link quality. Equal priorities are not applicable between frequencies
of different RATs. The UE does not consider frequencies for which it does not have an
associated priority; this is useful in situations such as when a neighbouring frequency is
applicable only for UEs of one of the sharing networks.

Table 3.2 provides an overview of the SI parameters which E-UTRAN may use to control
cell reselection . Other than the cell reselection priority of a frequency, no idle mode mobility-
related parameters may be assigned via dedicated signalling. Further details of the parameters
listed are provided in Section 3.3.

Mobility in connected mode. In RRC_CONNECTED, the E-UTRAN decides to which
cell a UE should hand over in order to maintain the radio link. As with RRC_IDLE, E-
UTRAN may take into account not only the radio link quality but also factors such as UE
capability, subscriber type and access restrictions. Although E-UTRAN may trigger handover
without measurement information (blind handover), normally it configures the UE to report
measurements of the candidate target cells — see Section 22.3. Table 3.3 provides an overview
of the frequency- and cell-specific parameters which E-UTRAN can configure for mobility-
related measurement reporting.

In LTE the UE always connects to a single cell only — in other words, the switching
of a UE’s connection from a source cell to a target cell is a hard handover. The hard
handover process is normally a ‘backward’ one, whereby the eNodeB which controls the
source cell requests the target eNodeB to prepare for the handover. The target eNodeB
subsequently generates the RRC message to order the UE to perform the handover, and the
message is transparently forwarded by the source eNodeB to the UE. LTE also supports a
kind of ‘forward’ handover, in which the UE by itself decides to connect to the target cell,
where it then requests that the connection be continued. The UE applies this connection re-
establishment procedure only after loss of the connection to the source cell; the procedure
only succeeds if the target cell has been prepared in advance for the handover.

Besides the handover procedure, LTE also provides for a UE to be redirected to another
frequency or RAT upon connection release. Redirection during connection establishment
is not supported, since at that time the E-UTRAN may not yet be in possession of all the
relevant information such as the capabilities of the UE and the type of subscriber (as may be
reflected, for example, by the SPID, the Subscriber Profile ID for RAT/Frequency Priority).
However, the redirection may be performed while AS-security has not (yet) been activated.
When redirecting the UE to UTRAN or GERAN, E-UTRAN may provide SI for one or more
cells on the relevant frequency. If the UE selects one of the cells for which SI is provided, it
does not need to acquire it.

Message sequence for handover within LTE. In RRC_CONNECTED, the E-UTRAN
controls mobility by ordering the UE to perform handover to another cell, which may be
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Table 3.2: List of SI parameters which may be used to control cell reselection.

Parameter | Intra-Freq. | Inter-Freq. | UTRA | GERAN | CDMA2000
Common | (SIB3) | (SIB5) | (SIB6) | (SIB7) | (SIB8)
Reselection info Q-Hyst T-Reselect T-Reselect T-Reselect
MobilityStatePars T-ReselectSF | T-ReselectSF T-ReselectSF
Q-HystSF
S-Search®
Frequency list | (SIB3) | (SIBS5) | (SIB6) | (SIB7) | (SIB8)
White frequency list | n/a + + + +
Frequency specific | Priority Priority Priority Priority Priority
reselection info® Threshseying1ow | Qoffset, Threshy gign, | Threshx migh, Threshx.gign,
Threshserving-Lowq | Threshx pigh, | Threshx ow Threshx.i ow Threshx.i ow
T-Reselect ThreshX,LOW ThreshX_HighQ,
T-ReselectSF Threshx pigng, | Threshx rowg
Threshx.i owq
T-Reselect
T-ReselectSF
Frequency specific | Q-RxLevMin Q-RxLevMin | Q-RxLevMin, | Q-RxLevMin
suitability info® MaxTxPower MaxTxPower | MaxTxPower, | MaxTxPower
Q-QualMin Q-QualMin | Q-QualMin
Cell list | (SIB4) | (SIB5) | (SIB6) | (SIB7) | (SIB8)
White cell list - - - NCC permitted® | —
Black cell list + + - - -
List of cells with Qoffset Qoffset - - -
specific info©

@ Separate parameters for intra/ inter-frequency, both for RSRP and RSRQ.

b)See Section 3.3.4.2.
(©)See Section 3.3.3.

@See GERAN specifications.

©See Section 3.3.4.3.

on the same frequency (‘intra-frequency’) or a different frequency (‘inter-frequency’). Inter-
frequency measurements may require the configuration of measurement gaps, depending on
the capabilities of the UE (e.g. whether it has a dual receiver) — see Section 22.3.

The E-UTRAN may also use the handover procedures for completely different purposes,
such as to change the security keys to a new set (see Section 3.2.3.1), or to perform
a ‘synchronized reconfiguration’ in which the E-UTRAN and the UE apply the new
configuration simultaneously.

The message sequence for the procedure for handover within LTE is shown in Figure 3.7.

The sequence is

as follows:

1. The UE may send a MeasurementReport message (see Section 3.2.5).
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configuration information which is common to all UEs in the target cell (e.g. infor-
mation required to perform random access. The message also includes the dedicated
radio resource configuration, the security configuration and the C-RNTI'> to be used
in the target cell. Although the message may optionally include the measurement
configuration, the E-UTRAN is likely to use another reconfiguration procedure for
re-activating measurements, in order to avoid the RRCConnectionReconfiguration
message becoming excessively large. If no measurement configuration information
is included in the message used to perform inter-frequency handover, the UE stops
any inter-frequency and inter-RAT measurements and deactivates the measurement gap
configuration.

4. If the UE is able to comply with the configuration included in the received RRC-
ConnectionReconfiguration message, the UE starts a timer, known as 7304, and
initiates a random access procedure (see Section 17.3), using the received Random
Access CHannel (RACH) configuration, to the target cell at the first available
occasion.'® It is important to note that the UE does not need to acquire system
information from the target cell prior to initiating random access and resuming
data communication. However, the UE may be unable to use some parts of the
physical layer configuration from the very start (e.g. semi-persistent scheduling (see
Section 4.4.2.1), the PUCCH (see Section 16.3) and the Sounding Reference Signal
(SRS) (see Section 15.6)). The UE derives new security keys and applies the received
configuration in the target cell.

5. Upon successful completion of the random access procedure, the UE stops the timer
T304. The AS informs the upper layers in the UE about any uplink NAS messages for
which transmission may not have completed successfully, so that the NAS can take
appropriate action.

For handover to cells broadcasting a Closed Subscriber Group (CSG) identity, normal
measurement and mobility procedures are used to support handover. In addition, E-UTRAN
may configure the UE to report that it is entering or leaving the proximity of cell(s)
included in its CSG whitelist. Furthermore, E-UTRAN may request the UE to provide
additional information broadcast by the handover candidate cell, for example the cell global
identity, CSG identity or CSG membership status. E-UTRAN may use a indexproximity
report ‘proximity report’ to configure measurements and to decide whether or not to request
the UE to provide additional information broadcast by the handover candidate cell. The
additional information is used to verify whether or not the UE is authorized to access the
target cell and may also be needed to identify handover candidate cells.!” Further details of
the mobility procedures for HeNBs can be found in Section 24.2.3.

15The Cell Radio Network Temporary Identifier is the RNTI to be used by a given UE while it is in a particular
cell.

16The target cell does not specify when the UE is to initiate random access in that cell. Hence, the handover
process is sometimes described as asynchronous.

17This may be the case if PCI confusion occurs, i.e. when the PCI that is included in the measurement report does
not uniquely identify the cell.
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3.2.3.5 Connection Re-Establishment Procedure

In a number of failure cases (e.g. radio link failure, handover failure, RLC unrecover-
able error, reconfiguration compliance failure), the UE initiates the RRC connection re-
establishment procedure, provided that security is active. If security is not active when one
of the indicated failures occurs, the UE moves to RRC_IDLE instead.

To attempt RRC connection re-establishment, the UE starts a timer known as 7311
and performs cell selection. The UE should prioritize searching on LTE frequencies.
However, no requirements are specified regarding for how long the UE shall refrain from
searching for other RATs. Upon finding a suitable cell on an LTE frequency, the UE
stops the timer T311, starts the timer T301 and initiates a contention based random access
procedure to enable the RRCConnectionReestablishmentRequest message to be sent. In the
RRCConnectionReestablishmentRequest message, the UE includes the identity used in the
cell in which the failure occurred, the identity of that cell, a short Message Authentication
Code and a cause.

The E-UTRAN uses the re-establishment procedure to continue SRB1 and to re-
activate security without changing algorithms. A subsequent RRC connection reconfiguration
procedure is used to resume operation on radio bearers other than SRB1 and to re-activate
measurements. If the cell in which the UE initiates the re-establishment is not prepared (i.e.
does not have a context for that UE), the E-UTRAN will reject the procedure, causing the
UE to move to RRC_IDLE.

3.2.4 Connected Mode Inter-RAT Mobility

The overall procedure for the control of mobility is explained in this section; some further
details can be found in Chapter 22.

3.2.4.1 Handover to LTE

The procedure for handover to LTE is largely the same as the procedure for handover within
LTE, so it is not necessary to repeat the details here. The main difference is that upon
handover to LTE the entire AS-configuration needs to be signalled, whereas within LTE it is
possible to use ‘delta signalling’, whereby only the changes to the configuration are signalled.

If ciphering had not yet been activated in the previous RAT, the E-UTRAN activates
ciphering, possibly using the NULL algorithm, as part of the handover procedure. The
E-UTRAN also establishes SRB1, SRB2 and one or more DRBs (i.e. at least the DRB
associated with the default EPS bearer).

3.2.4.2 Mobility from LTE

Generally, the procedure for mobility from LTE to another RAT supports both handover and
Cell Change Order (CCO), possibly with Network Assistance (NACC — Network Assisted
Cell Change). The CCO/NACC procedure is applicable only for mobility to GERAN.
Mobility from LTE is performed only after security has been activated. When used for
enhanced CSFB'® to CDMA2000, the procedure includes support for parallel handover (i.e.

18Gee Section 2.4.2.1.
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to both 1XRTT and HRPD), for handover to 1XRTT in combination with redirection to
HRPD, and for redirection to HRPD only.
The procedure is illustrated in Figure 3.8.

1. The UE may send a MeasurementReport message (see Section 3.2.5 for further
details).

2. In case of handover (as opposed to CCO), the source eNodeB requests the target Radio
Access Network (RAN) node to prepare for the handover. As part of the ‘handover
preparation request’ the source eNodeB provides information about the applicable
inter-RAT UE capabilities as well as information about the currently-established
bearers. In response, the target RAN generates the ‘handover command’ and returns
this to the source eNodeB.

3. The source eNodeB sends a MobilityFromEUTRACommand message to the UE,
which includes either the inter-RAT message received from the target (in case of
handover), or the target cell/frequency and a few inter-RAT parameters (in case of
CCO).

4. Upon receiving the MobilityFromEUTRACommand message, the UE starts the timer
T304 and connects to the target node, either by using the received radio configuration
(handover) or by initiating connection establishment (CCO) in accordance with the
applicable specifications of the target RAT.

Upper layers in the UE are informed, by the AS of the target RAT, which bearers are
established. From this, the UE can derive if some of the established bearers were not admitted
by the target RAN node.

UE Source eNodeB Target RAN

_____________________ MeasurementReport |

: Handover preparation :

e i ] 1

MobilityFromEUTRACommand

‘HANDOVER COMPLETE or
‘Connection establishment”!

Figure 3.8: Mobility from LTE.

3.24.3 CDMA2000

For CDMA2000, additional procedures have been defined to support the transfer of dedicated
information from the CDMA?2000 upper layers, which are used to register the UE’s presence
in the target core network prior to performing the handover (referred to as preregistration).
These procedures use SRB1.
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3.2.5 Measurements
3.2.5.1 Measurement Configuration

The E-UTRAN can configure the UE to report measurement information to support the
control of UE mobility. The following measurement configuration elements can be signalled
via the RRCConnectionReconfiguration message.

1. Measurement objects. A measurement object defines on what the UE should perform
the measurements — such as a carrier frequency. The measurement object may include
a list of cells to be considered (white-list or black-list) as well as associated parameters,
e.g. frequency- or cell-specific offsets.

2. Reporting configurations. A reporting configuration consists of the (periodic or
event-triggered) criteria which cause the UE to send a measurement report, as well as
the details of what information the UE is expected to report (e.g. the quantities, such as
Received Signal Code Power (RSCP) (see Section 22.3.2.1) for UMTS or Reference
Signal Received Power (RSRP) (see Section 22.3.1.1) for LTE, and the number of
cells).

3. Measurement identities. These identify a measurement and define the applicable
measurement object and reporting configuration.

4. Quantity configurations. The quantity configuration defines the filtering to be used
on each measurement.

5. Measurement gaps. Measurement gaps define time periods when no uplink or down-
link transmissions will be scheduled, so that the UE may perform the measurements.
The measurement gaps are common for all gap-assisted measurements. Further details
of the measurement gaps are discussed in Section 22.2.1.2.

The details of the above parameters depend on whether the measurement relates to an
LTE, UMTS, GERAN or CDMA2000 frequency. Further details of the measurements
performed by the UE are explained in Section 22.3. The E-UTRAN configures only a single
measurement object for a given frequency, but more than one measurement identity may use
the same measurement object. The identifiers used for the measurement object and reporting
configuration are unique across all measurement types. An example of a set of measurement
objects and their corresponding reporting configurations is shown in Figure 3.9.

In LTE it is possible to configure the quantity which triggers the report (RSCP or RSRP)
for each reporting configuration. The UE may be configured to report either the trigger
quantity or both quantities.

The RRC measurement reporting procedures include some extensions specifically to
support Self-Optimizing Network (SON) functions such as the determination of Automatic
Neighbour Relations (ANR) — see Section 25.2. The RRC measurement procedures also
support UE positioning!® by means of the enhanced cell identity method — see Section 19.4.

19See Chapter 19.
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Measurement object Object Object Measurement Report Report  Report config.
ID ID ID ID ID ID
LTE carrier frequency 1 1 1 1 1 1 Event A1
LTE carrier frequency 2 2 12 2 2 42 Event A3
UMTS carrier frequency 1 3 g 3 3 3 Event B2
UMTS carrier frequency 2 4 4 4 8 / 4 Event B2
s 5 s 2 /

GERAN set of carrier frequencies

Figure 3.9: Example measurement configuration.

3.2.5.2 Measurement Report Triggering

Depending on the measurement type, the UE may measure and report any of the following:

o The serving cell;
e Listed cells (i.e. cells indicated as part of the measurement object);

e Detected cells on a listed frequency (i.e. cells which are not listed cells but are detected
by the UE).

For some RATS, the UE measures and reports listed cells only (i.e. the list is a white-
list), while for other RATs the UE also reports detected cells. For further details, see
Table 3.3. Additionally, E-UTRAN can configure UTRAN PCI ranges for which the UE
is allowed to send a measurement reports (mainly for the support of handover to UTRAN
cells broadcasting a CSG identity).

For LTE, the following event-triggered reporting criteria are specified:

o Event Al. Serving cell becomes better than absolute threshold.

Event A2. Serving cell becomes worse than absolute threshold.

Event A3. Neighbour cell becomes better than an offset relative to the serving cell.

Event A4. Neighbour cell becomes better than absolute threshold.

Event AS. Serving cell becomes worse than one absolute threshold and neighbour cell
becomes better than another absolute threshold.

For inter-RAT mobility, the following event-triggered reporting criteria are specified:

o Event B1. Neighbour cell becomes better than absolute threshold.

e Event B2. Serving cell becomes worse than one absolute threshold and neighbour cell
becomes better than another absolute threshold.

The UE triggers an event when one or more cells meets a specified ‘entry condition’.
The E-UTRAN can influence the entry condition by setting the value of some configurable
parameters used in these conditions — for example, one or more thresholds, an offset, and/or
a hysteresis. The entry condition must be met for at least a duration corresponding to a
‘timeToTrigger’ parameter configured by the E-UTRAN in order for the event to be triggered.
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The UE scales the timeToTrigger parameter depending on its speed (see Section 3.3 for
further detail).

Figure 3.10 illustrates the triggering of event A3 when a timeToTrigger and an offset are
configured.

Measured quantity

A

Neighbouring cell
Serving cell

Offset

>< Reporting
condition met

v

—r Time
Time-to-trigger

Figure 3.10: Event triggered report condition (Event A3).

The UE may be configured to provide a number of periodic reports after having triggered
an event. This ‘event-triggered periodic reporting’ is configured by means of parameters
‘reportAmount’ and ‘reportlnterval’, which specify respectively the number of periodic
reports and the time period between them. If event-triggered periodic reporting is configured,
the UE’s count of the number of reports sent is reset to zero whenever a new cell meets the
entry condition. The same cell cannot then trigger a new set of periodic reports unless it first
meets a specified ‘leaving condition’.

In addition to event-triggered reporting, the UE may be configured to perform periodic
measurement reporting. In this case, the same parameters may be configured as for event-
triggered reporting, except that the UE starts reporting immediately rather than only after the
occurrence of an event.

3.2.5.3 Measurement Reporting

In a MeasurementReport message, the UE only includes measurement results related to a sin-
gle measurement — in other words, measurements are not combined for reporting purposes. If
multiple cells triggered the report, the UE includes the cells in order of decreasing value of the
reporting quantity —i.e. the best cell is reported first. The number of cells the UE includes in a
MeasurementReport may be limited by a parameter ‘indexmaxReportCellsmaxReportCells’.
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3.2.6 Other RRC Signalling Aspects
3.2.6.1 UE Capability Transfer

In order to avoid signalling of the UE radio access capabilities across the radio interface
upon each transition from RRC_IDLE to RRC_CONNECTED, the core network stores
the AS capabilities (both the E-UTRA and GERAN capabilities) while the UE is in
RRC_IDLE/EMM-REGISTERED. Upon S1 connection establishment, the core network
provides the capabilities to the E-UTRAN. If the E-UTRAN does not receive the (required)
capabilities from the core network (e.g. due to the UE being in EMM-DEREGISTERED), it
requests the UE to provide its capabilities using the UE capability transfer procedure. The
E-UTRAN can indicate for each RAT (LTE, UMTS, GERAN) whether it wants to receive the
associated capabilities. The UE provides the requested capabilities using a separate container
for each RAT. Dynamic change of UE capabilities is not supported, except for change of
the GERAN capabilities in RRC_IDLE which is supported by the tracking area update
procedure.

3.2.6.2 Uplink/Downlink Information Transfer

The uplink/downlink information transfer procedures are used to transfer only upper layer
information (i.e. no RRC control information is included). The procedure supports the
transfer of 3GPP NAS dedicated information as well as CDMA2000 dedicated information.

In order to reduce latency, NAS information may also be included in the RRCConnection-
SetupComplete and RRCConnectionReconfiguration messages. For the latter message, NAS
information is only included if the AS and NAS procedures are dependent (i.e. they jointly
succeed or fail). This applies for EPS bearer establishment, modification and release.

As noted earlier, some additional NAS information transfer procedures have also been
defined for CDMA2000 for preregistration.

3.2.6.3 UE Information Transfer

The UE information transfer procedure was introduced in Release 9 to support SON (see
Chapter 25). The procedure supports network optimization for mobility robustness by the
reporting, at a later point in time, of measurement information available when a radio link
failure occurs (see Section 25.6). E-UTRAN may also use the UE information transfer
procedure to retrieve information regarding the last successful random access, which it may
use for RACH optimization — see Section 25.7.

3.3 PLMN and Cell Selection

3.3.1 Introduction

After a UE has selected a PLMN, it performs cell selection — in other words, it searches for
a suitable cell on which to camp (see Chapter 7). While camping on the chosen cell, the
UE acquires the SI that is broadcast (see Section 9.2.1). Subsequently, the UE registers its
presence in the tracking area, after which it can receive paging information which is used
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to notify UEs of incoming calls. The UE may establish an RRC connection, for example to
establish a call or to perform a tracking area update.

When camped on a cell, the UE regularly verifies if there is a better cell; this is known as
performing cell reselection.

LTE cells are classified according to the service level the UE obtains on them: a suitable
cell is a cell on which the UE obtains normal service. If the UE is unable to find a suitable
cell, but manages to camp on a cell belonging to another PLMN, the cell is said to be an
acceptable cell, and the UE enters a ‘limited service’ state in which it can only perform
emergency calls (and receive public warning messages) — as is also the case when no USIM
is present in the UE. Finally, some cells may indicate via their SI that they are barred or
reserved; a UE can obtain no service on such a cell.

A category called ‘operator service’ is also supported in LTE, which provides normal
service but is applicable only for UEs with special access rights.

Figure 3.11 provides a high-level overview of the states and the cell (re)selection
procedures.

Selected PLMN Selected PLMN Selected PLMN Selected PLMN
(assumed to be) available available unavailable unavailable

Not Camped Not Camped
camped normally camped on any cell

[ CELL SELECTION } [ CELL RESELECTION } {ANY CELL SELECTION} [ CELL RESELECTION J

Figure 3.11: Idle mode states and procedures.

3.3.2 PLMN Selection

The NAS handles PLMN selection based on a list of available PLMNs provided by the AS.
The NAS indicates the selected PLMN together with a list of equivalent PLMNs, if available.
After successful registration, the selected PLMN becomes the Registered PLMN (R-PLMN).
The AS may autonomously indicate available PLMNSs. In addition, NAS may request the
AS to perform a full search for available PLMNS. In the latter case, the UE searches for the
strongest cell on each carrier frequency. For these cells, the UE retrieves the PLMN identities
from SI. If the quality of a cell satisfies a defined radio criterion, the corresponding PLMNs
are marked as high quality; otherwise, the PLMNs are reported together with their quality.

3.3.3 Cell Selection

Cell selection consists of the UE searching for the strongest cell on all supported carrier
frequencies of each supported RAT until it finds a suitable cell. The main requirement for
cell selection is that it should not take too long, which becomes more challenging with the
ever increasing number of frequencies and RATs to be searched. The NAS can speed up the
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search process by indicating the RATs associated with the selected PLMN. In addition, the
UE may use information stored from a previous access.

The cell selection criterion is known as the S-criterion and is fulfilled when the cell-
selection receive level and the quality level are above a given value: Srxlev > 0 and Squal > 0,
where

Srxlev = Qrievmeas — (Qrxlevmin — Orxlevminoffset)

Squal = Qqualmeas(Qqualmin + Qqualminoffset)

in which Qixjevmeas 1S the measured cell receive level value, also known as the RSRP (see
Section 22.3.1.1), and Qxievmin 1S the minimum required receive level in the cell. Qquaimeas
and Qguaimin are the corresponding parameters for the quality level, also known as the RSRQ.

Orxlevminoffset aNd Qquaiminoftser are offsets which may be configured to prevent ping-pong
between PLMNs, which may otherwise occur due to fluctuating radio conditions. The offsets
are taken into account only when performing a periodic search for a higher priority PLMN
while camped on a suitable cell in a visited PLMN.

The cell selection related parameters are broadcast within the SIB1 message.

For some specific cases, additional requirements are defined:

e Upon leaving connected mode, the UE should normally attempt to select the cell
to which it was connected. However, the connection release message may include
information directing the UE to search for a cell on a particular frequency.

e When performing ‘any cell selection’, the UE tries to find an acceptable cell of any
PLMN by searching all supported frequencies on all supported RATs. The UE may
stop searching upon finding a cell that meets the ‘high quality’ criterion applicable for
that RAT.

Note that the UE only verifies the suitability of the strongest cell on a given frequency.
In order to avoid the UE needing to acquire SI from a candidate cell that does not meet the
S-criterion, suitability information is provided for inter-RAT neighbouring cells.

3.3.4 Cell Reselection

Once the UE camps on a suitable cell, it starts cell reselection. This process aims to move
the UE to the ‘best’ cell of the selected PLMN and of its equivalent PLMNs, if any. As
described in Section 3.2.3.4, cell reselection between frequencies and RATSs is primarily
based on absolute priorities. Hence, the UE first evaluates the frequencies of all RATs based
on their priorities. Secondly, the UE compares the cells on the relevant frequencies based
on radio link quality, using a ranking criterion. Finally, upon reselecting to the target cell
the UE verifies the cell’s accessibility. Further rules have also been defined to allow the UE
to limit the frequencies to be measured, to speed up the process and save battery power, as
discussed in Section 3.3.4.1. Figure 3.12 provides a high-level overview of the cell reselection
procedure.

It should be noted that the UE performs cell reselection only after having camped for at
least one second on the current serving cell.
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Measurement rules
Which frequencies/ RATs to measure:
¢ high priority
o high priority + intra-frequency
o all

A4
Cell reselection
Frequency/ RAT evaluation
Cell ranking

A4

Cell access verification

Do pot Acquire and verify target cell
consider system information
target cell

Yes
Access restricted

No

Reselect to target cell

Figure 3.12: Cell reselection.

3.3.4.1 Measurement Rules

To enable the UE to save battery power, rules have been defined which limit the measure-
ments the UE is required to perform. Firstly, the UE is required to perform intra-frequency
measurements only when the quality of the serving cell is below or equal to a threshold
(‘SintraSearch’). Furthermore, the UE is required to measure other frequencies/RATs of
lower or equal priority only when the quality of the serving cell is below or equal to another
threshold (‘SnonintraSearch’). The UE is always required to measure frequencies and RATs
of higher priority. For both cases (i.e. intra-frequency and inter-frequency) the UE may
refrain from measuring when a receive level and a quality criterion is fulfilled. The required
performance (i.e. how often the UE is expected to make the measurements, and to what extent
this depends on, for example, the serving cell quality) is specified in [4].

3.3.4.2 Frequency/RAT Evaluation

E-UTRAN configures an absolute priority for all applicable frequencies of each RAT. In
addition to the cell-specific priorities which are optionally provided via SI, E-UTRAN can
assign UE-specific priorities via dedicated signalling. Of the frequencies that are indicated
in the system information, the UE is expected to consider for cell reselection only those for
which it has priorities. Equal priorities are not applicable for inter-RAT cell reselection.

The UE reselects to a cell on a higher priority frequency if the S-criterion (see
Section 3.3.3) of the concerned target cell exceeds a high threshold (Threshx_y;ign) for longer
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where Qpeqs is the measured cell received quality (RSRP) (see Section 22.3.1.1), Onysts
is a parameter controlling the degree of hysteresis for the ranking, and Qugs, is an offset
applicable between serving and neighbouring cells on frequencies of equal priority (the sum
of the cell-specific and frequency-specific offsets).

The UE reselects to the highest-ranked candidate cell provided that it is better ranked than
the serving cell for at least the duration of T'egelection- The UE scales the parameters Treselection
and Qhyy, depending on the UE speed (see Section 3.3.4.5 below).

3.3.4.4 Accessibility Verification

If the best cell on an LTE frequency is barred or reserved, the UE is required to exclude
this cell from the list of cell reselection candidates. In this case, the UE may consider
other cells on the same frequency unless the barred cell indicates (by means of field
‘intraFreqReselection’ within SIB1) that intra-frequency reselection is not allowed for a
certain duration, unless the barred cell is an inaccessible Closed Subscriber Group (CSG)
cell. If, however, the best cell is unsuitable for some other specific reason (e.g. because it
belongs to a forbidden tracking area or to another non-equivalent PLMN), the UE is not
permitted to consider any cell on the concerned frequency as a cell reselection candidate for
a maximum of 300 s.

3.3.4.5 Speed Dependent Scaling

The UE scales the cell reselection parameters depending on its speed. This applies both in
idle mode (Treselection and Qnyst) and in connected mode (timeToTrigger). The UE speed is
categorized by a mobility state (high, normal or low), which the UE determines based on
the number of cell reselections/handovers which occur within a defined period, excluding
consecutive reselections/handovers between the same two cells. The state is determined
by comparing the count with thresholds for medium and high state, while applying some
hysteresis. For idle and connected modes, separate sets of control parameters are used,
signalled in SIB3 and within the measurement configuration respectively.

3.3.4.6 Cell Access Restrictions

The UE performs an access barring check during connection establishment (see Section
3.2.3.2). This function provides a means to control the load introduced by UE-originated
traffic. There are separate means for controlling Mobile Originated (MO) calls and MO
signalling. On top of the regular access class barring, Service Specific Access Control
(SSAC) may be applied. SSAC facilitates separate control for MultiMedia TELephony
(MMTEL) voice and video calls. Most of the SSAC functionality is handled by upper layers.
In addition, separate access control exists to protect against E-UTRAN overload due to UEs
accessing E-UTRAN merely to perform CSFB to CDMA2000.

Each UE belongs to an Access Class (AC) in the range 0-9. In addition, some UEs
may belong to one or more high-priority ACs in the range 11-15, which are reserved for
specific uses (e.g. security services, public utilities, emergency services, PLMN staff). AC10
is used for emergency access. Further details, for example regarding in which PLMN the
high priority ACs apply, are provided in [5]. The UE considers access to be barred if access
is barred for all its applicable ACs.
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SIB2 may include a set of AC barring parameters for MO calls and/or MO signalling.
This set of parameters comprises a probability factor and a barring timer for AC0-9 and a
list of barring bits for AC11-15. For AC0-9, if the UE initiates a MO call and the relevant
AC barring parameters are included, the UE draws a random number. If this number exceeds
the probability factor, access is not barred. Otherwise access is barred for a duration which
is randomly selected centred on the broadcast barring timer value. For AC11-15, if the UE
initiates a MO call and the relevant AC barring parameters are included, access is barred
whenever the bit corresponding to all of the UE’s ACs is set. The behaviour is similar in the
case of UE-initiated MO signalling.

For cell (re)selection, the UE is expected to consider cells which are neither barred nor
reserved for operator or future use. In addition, a UE with an access class in the range 11-15
shall consider a cell that is (only) reserved for operator use and part of its home PLMN (or
an equivalent) as a candidate for cell reselection. The UE is never allowed to (re)select a cell
that is not a reselection candidate even for emergency access.

3.3.4.7 Any Cell Selection

When the UE is unable to find a suitable cell of the selected PLMN, it performs ‘any cell
selection’. In this case, the UE performs normal idle mode operation: monitoring paging,
acquiring SI, performing cell reselection. In addition, the UE regularly attempts to find a
suitable cell on other frequencies or RATs (i.e. not listed in SI). If a UE supporting voice
services is unable to find a suitable cell, it should attempt to find an acceptable cell on any
supported RAT regardless of the cell reselection priorities that are broadcast. The UE is not
allowed to receive MBMS in this state.

3.3.4.8 Closed Subscriber Group

LTE supports the existence of cells which are accessible only for a limited set of UEs — a
Closed Subscriber Group (CSG). In order to prevent UEs from attempting to register on a
CSG cell on which they do not have access, the UE maintains a CSG white list, i.e. a list
of CSG identities for which access has been granted to the UE. The CSG white list can be
transferred to the UE by upper layers, or updated upon successful access to a CSG cell. To
facilitate the latter, UEs support ‘manual selection” of CSG cells which are not in the CSG
white list. The manual selection may be requested by the upper layers, based on a text string
broadcast by the cell. LTE also supports hybrid cells. Like CSG cells, hybrid cells broadcast
a CSG identity; they are accessible as CSG cells by UEs whose CSG white lists include the
CSG identity, and as normal cells by all other UEs (see Section 24.2.2).

3.4 Paging

To receive paging messages from E-UTRAN, UEs in idle mode monitor the PDCCH channel
for an RNTI value used to indicate paging: the P-RNTI (see Section 9.2.2.2). The UE
only needs to monitor the PDCCH channel at certain UE-specific occasions (i.e. at specific
subframes within specific radio frames — see Section 6.2 for an introduction to the LTE radio
frame structure.). At other times, the UE may apply DRX, meaning that it can switch off its
receiver to preserve battery power.
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The E-UTRAN configures which of the radio frames and subframes are used for paging.
Each cell broadcasts a default paging cycle. In addition, upper layers may use dedicated
signalling to configure a UE-specific paging cycle. If both are configured, the UE applies the
lowest value. The UE calculates the radio frame (the Paging Frame (PF)) and the subframe
within that PF (the Paging Occasion (PO)), which E-UTRAN applies to page the UE as
follows:

SEN mod T = (T/N) x (UE_ID mod N)
i_s = [UE_ID/N] mod Ns
T = UE DRX cycle (i.e. paging cycle) = min(7¢, Tye)
N = min(T, nB)
Ns = max(1, nB/T) 3.1

where:

T. is the cell-specific default paging cycle {32, 64, 128, 256} radio frames,

T is the UE-specific paging cycle {32, 64, 128, 256} radio frames,

N is the number of paging frames within the paging cycle of the UE,

UE_ID is the IMSI?® mod 1024, with IMSI being the decimal rather than the binary
number,

i_s is an index pointing to a pre-defined table defining the corresponding subframe,

nB is the number of ‘paging subframes’ per paging cycle (across all UEs in the cell),

N is the number of ‘paging subframes’ in a radio frame that is used for paging.

Table 3.4 includes a number of examples to illustrate the calculation of the paging radio
frames (PF) and subframes (PO).

Table 3.4: Examples for calculation of paging frames and subframes.

Case | UEID T. T, T nB N Ns|PF is PO

A 147 256 256 256 64 64 1 76 0 9
B 147 256 128 128 32 32 1 76 0 9
C 147 256 128 128 256 128 2 19 1 4

In cases A and B in Table 3.4, one out of every four radio frames is used for paging, using
one subframe in each of those radio frames. For case B, there are 32 paging frames within
the UE’s paging cycle, across which the UEs are distributed based on the UE-identity. In case
C, two subframes in each radio frame are used for paging, i.e. Ns = 2. In this case, there are
128 paging frames within the UE’s paging cycle and the UEs are also distributed across the
two subframes within the paging frame. The LTE specifications include a table that indicates
the subframe applicable for each combination of Ns and i_s, which is the index that follows
from Equation (3.1). Figure 3.14 illustrates cases B and C. All the shaded subframes can be
used for paging; the darker ones are applicable for the UE with the indicated identity.

20International Mobile Subscriber Identity.
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Case B Case C
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Figure 3.14: Paging frame and paging occasion examples.

3.5 Summary

The main aspects of the Control Plane protocols in LTE can be broken down into the Cell
Selection and Reselection Procedures when the UE is in Idle Mode, and the RRC protocol
when the UE is in Connected Mode.

The roles of these protocols include supporting security, mobility both between different
LTE cells and between LTE and other radio systems, and establishment and reconfiguration
of the radio bearers which carry control information and user data.
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User Plane Protocols

Patrick Fischer, SeungJune Yi, SungDuck Chun and
YoungDae Lee

4.1 Introduction to the User Plane Protocol Stack

The LTE Layer 2 user-plane protocol stack is composed of three sublayers, as shown in
Figure 4.1:

e The Packet Data Convergence Protocol (PDCP) layer [1]: This layer processes
Radio Resource Control (RRC) messages in the control plane and Internet Protocol
(IP) packets in the user plane. Depending on the radio bearer, the main functions of the
PDCP layer are header compression, security (integrity protection and ciphering), and
support for reordering and retransmission during handover. For radio bearers which are
configured to use the PDCP layer, there is one PDCP entity per radio bearer.

e The Radio Link Control (RLC) layer [2]: The main functions of the RLC layer are
segmentation and reassembly of upper layer packets in order to adapt them to the size
which can actually be transmitted over the radio interface. For radio bearers which
need error-free transmission, the RLC layer also performs retransmission to recover
from packet losses. Additionally, the RLC layer performs reordering to compensate for
out-of-order reception due to Hybrid Automatic Repeat reQuest (HARQ) operation in
the layer below. There is one RLC entity per radio bearer.

e The Medium Access Control (MAC) layer [3]: This layer performs multiplexing
of data from different radio bearers. Therefore there is only one MAC entity per UE.
By deciding the amount of data that can be transmitted from each radio bearer and
instructing the RLC layer as to the size of packets to provide, the MAC layer aims
to achieve the negotiated Quality of Service (QoS) for each radio bearer. For the

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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uplink, this process includes reporting to the eNodeB the amount of buffered data for

transmission.
Control plane User plane
Non-
Access { NAS
Stratum Application #1
RRC
PDCP #1 PDCP #2 PDCP #3
Access RLC #1 RLC #2 RLC #3
Stratum
MAC layer )
HARQ #1 HARQ #2 HARQ #3
Physical layer

Figure 4.1: Overview of user-plane architecture.

At the transmitting side, each layer receives a Service Data Unit (SDU) from a higher
layer, for which the layer provides a service, and outputs a Protocol Data Unit (PDU) to the
layer below. The RLC layer receives packets from the PDCP layer. These packets are called
PDCP PDUs from a PDCP point of view and represent RLC SDUs from an RLC point of
view. The RLC layer creates packets which are provided to the layer below, i.e. the MAC
layer. The packets provided by RLC to the MAC layer are RLC PDUs from an RLC point
of view, and MAC SDUs from a MAC point of view. At the receiving side, the process is
reversed, with each layer passing SDUs up to the layer above, where they are received as
PDUs.

An important design feature of the LTE protocol stack is that all the PDUs and SDUs are
byte aligned." This is to facilitate handling by microprocessors, which are normally defined
to handle packets in units of bytes. In order to further reduce the processing requirements of
the user plane protocol stack in LTE, the headers created by each of the PDCP, RLC and MAC
layers are also byte-aligned. This implies that sometimes unused padding bits are needed in
the headers, and thus the cost of designing for efficient processing is that a small amount of
potentially-available capacity is wasted.

IByte alignment means that the lengths of the PDUs and SDUs are multiples of 8 bits.
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Table 4.1: Supported header compression protocols.

Reference Usage

RFC 4995 No compression
RFC 3095, RFC 4815 RTP/UDP/IP
RFC 3095, RFC 4815 UDP/IP

RFC 3095, RFC 4815 ESP/IP

RFC 3843, RFC 4815 P

RFC 4996 TCP/IP

RFC 5225 RTP/UDP/IP
RFC 5225 UDP/IP
RFC 5225 ESP/IP

RFC 5225 IP

91

The support of ROHC is not mandatory for the UE, except for those UEs which support
VoIP. UEs which support VoIP have to support at least one profile for compression of RTP,
UDP and IP.® The eNodeB controls by RRC signalling which of the ROHC profiles supported
by the UE are allowed to be used. The ROHC compressors in the UE and the eNodeB then
dynamically detect IP flows that use a certain IP header configuration and choose a suitable
compression profile from the allowed and supported profiles.

ROHC header compression operates by allowing both the sender and the receiver to store
the static parts of the header (e.g. the IP addresses of the sender/receiver), and to update these
only when they change. Furthermore, dynamic parts (for example, the timestamp in the RTP
header) are compressed by transmitting only the difference from a reference clock maintained
in both the transmitter and the receiver.

As the non-changing parts of the headers are thus transmitted only once, successful
decompression depends on their correct reception. Feedback is therefore used in order to
confirm the correct reception of initialization information for the header decompression. Fur-
thermore, the correct decompression of the received PDCP PDUs is confirmed periodically,
depending on the experienced packet losses.

As noted above, the most important use case for ROHC is VoIP. Typically, for the transport
of a VoIP packet which contains a payload of 32 bytes, the header added will be 60 bytes for
the case of IPv6 and 40 bytes for the case of IPv4’ — i.e. an overhead of 188% and 125%
respectively. By means of ROHC, after the initialization of the header compression entities,
this overhead can be compressed to four to six bytes, and thus to a relative overhead of
12.5-18.8%. This calculation is valid during the active periods, but during silence periods
the payload size is smaller so the relative overhead is higher.

SROHC is required for VoIP supported via the IP Multimedia Subsystem (IMS); in theory it could be possible to
support raw IP VoIP without implementing ROHC.

7IPv6 is the successor to the original IPv4, for many years the dominant version of IP used on the Internet, and
introduces a significantly expanded address space.
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4.2.3 Security

The security architecture of LTE was introduced in Section 3.2.3.1. The implementation of
security, by ciphering (of both control plane (RRC) data and user plane data) and integrity
protection (for control plane (RRC) data only), is the responsibility of the PDCP layer.

A PDCP Data PDU counter (known as ‘COUNT’ in the LTE specifications) is used as an
input to the security algorithms. The COUNT value is incremented for each PDCP Data PDU
during an RRC connection; it has a length of 32 bits in order to allow an acceptable duration
for an RRC connection.

During an RRC connection, the COUNT value is maintained by both the UE and
the eNodeB by counting each transmitted/received PDCP Data PDU. In order to provide
robustness against lost packets, each protected PDCP Data PDU includes a PDCP Sequence
Number (SN) which corresponds to the least significant bits of the COUNT value.® Thus if
one or more packets are lost, the correct COUNT value of a newly received packet can be
determined using the PDCP SN. This means that the associated COUNT value is the next
highest COUNT value for which the least significant bits correspond to the PDCP SN. A
loss of synchronization of the COUNT value between the UE and eNodeB can then only
occur if a number of packets corresponding to the maximum SN are lost consecutively. In
principle, the probability of this kind of loss of synchronization occurring could be minimized
by increasing the length of the SN, even to the extent of transmitting the whole COUNT value
in every PDCP Data PDU. However, this would cause a high overhead, and therefore only the
least significant bits are used as the SN; the actual SN length depends on the configuration
and type of PDU, as explained in the description of the PDCP PDU formats in Section 4.2.6.

This use of a counter is designed to protect against a type of attack known as a replay
attack, where the attacker tries to resend a packet that has been intercepted previously; the
use of the COUNT value also provides protection against attacks which aim at deriving the
used key or ciphering pattern by comparing successive patterns. Due to the use of the COUNT
value, even if the same packet is transmitted twice, the ciphering pattern will be completely
uncorrelated between the two transmissions, thus preventing possible security breaches.

Integrity protection is realized by adding a field known as ‘Message Authentication Code
for Integrity’ (MAC-I)° to each RRC message. This code is calculated based on the Access
Stratum (AS) derived keys (see Section 3.2.3.1), the message itself, the radio bearer ID, the
direction (i.e. uplink or downlink) and the COUNT value.

If the integrity check fails, the message is discarded and the integrity check failure is
indicated to the RRC layer so that the RRC connection re-establishment procedure can be
executed (see Section 3.2.3.5).

Ciphering is realized by performing an XOR operation with the message and a ciphering
stream that is generated by the ciphering algorithm based on the AS derived keys (see
Section 3.2.3.1), the radio bearer ID, the direction (i.e. uplink or downlink), and the COUNT
value.

Ciphering can only be applied to PDCP Data PDUs. PDCP Control PDUs (such as ROHC
feedback or PDCP status reports) are neither ciphered nor integrity protected.

8In order to avoid excessive overhead, the most significant bits of the COUNT value, also referred to as the Hyper
Frame Number (HFN), are not signalled but derived from counting overflows of the PDCP SN.
Note that the MAC-I has no relation to the MAC layer.
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Except for identical retransmissions, the same COUNT value is not allowed to be used
more than once for a given security key. The eNodeB is responsible for avoiding reuse of
the COUNT with the same combination of radio bearer ID, AS base-key and algorithm. In
order to avoid such reuse, the eNodeB may for example use different radio bearer IDs for
successive radio bearer establishments, trigger an intracell handover or trigger a UE state
transition from connected to idle and back to connected again (see Section 3.2).

4.2.4 Handover

Handover is performed when the UE moves from the coverage of one cell to the coverage of
another cell in RRC_CONNECTED state. Depending on the required QoS, either a seamless
or a lossless handover is performed as appropriate for each user plane radio bearer, as
explained in the following subsections.

4.2.4.1 Seamless Handover

Seamless handover is applied for user plane radio bearers mapped on RLC Unacknowledged
Mode (UM, see Section 4.3.1). These types of data are typically reasonably tolerant of losses
but less tolerant of delay (e.g. voice services). Seamless handover is therefore designed to
minimize complexity and delay, but may result in loss of some SDUs.

At handover, for radio bearers to which seamless handover applies, the PDCP entities
including the header compression contexts are reset, and the COUNT values are set to zero.
As a new key is anyway generated at handover, there is no security reason to maintain the
COUNT values. PDCP SDUs in the UE for which the transmission has not yet started will
be transmitted after handover to the target cell. In the eNodeB, PDCP SDUs that have not
yet been transmitted can be forwarded via the X2 interface!® to the target eNodeB. PDCP
SDUs for which the transmission has already started but that have not been successfully
received will be lost. This minimizes the complexity because no context (i.e. configuration
information) has to be transferred between the source and the target eNodeB at handover.

4.2.4.2 Lossless Handover

Based on the SN that is added to PDCP Data PDUs it is possible to ensure in-sequence deliv-
ery during handover, and even provide a fully lossless handover functionality, performing
retransmission of PDCP SDUs for which reception has not yet been acknowledged prior to
the handover. This lossless handover function is used mainly for delay-tolerant services such
as file downloads where the loss of one PDCP SDU can result in a drastic reduction in the
data rate due to the reaction of the Transmission Control Protocol (TCP).

Lossless handover is applied for user plane radio bearers that are mapped on RLC
Acknowledged Mode (AM, see Section 4.3.1).

For lossless handover, the header compression protocol is reset in the UE because
the header compression context is not forwarded from the source eNodeB to the target
eNodeB. However, the PDCP SNs and the COUNT values associated with PDCP SDUs are
maintained. For simplicity reasons, inter-eNodeB handover and intra-eNodeB handover are
handled in the same way in LTE.

10For details of the X2 interface, see Section 2.6.
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In normal transmission, while the UE is not handing over from one cell to another, the
RLC layer in the UE and the eNodeB ensures in-sequence delivery. PDCP PDUs that are
retransmitted by the RLC protocol, or that arrive out of sequence due to the variable delay in
the HARQ transmission, are reordered based on the RLC SN. At handover, the RLC layer in
the UE and in the eNodeB will deliver all PDCP PDUs that have already been received to the
PDCEP layer in order to have them decompressed before the header compression protocol is
reset. Because some PDCP SDUs may not be available at this point, the PDCP SDUs that are
not available in-sequence are not delivered immediately to higher layers in the UE or to the
gateway in the network. In the PDCP layer, the PDCP SDUs received out of order are stored
in the reordering buffer (see Figure 4.2). PDCP SDUs that have been transmitted but not yet
been acknowledged by the RLC layer are stored in a retransmission buffer in the PDCP layer.

In order to ensure lossless handover in the uplink, the UE retransmits the PDCP SDUs
stored in the PDCP retransmission buffer. This is illustrated in Figure 4.4. In this example the
PDCEP entity has initiated transmission for the PDCP SDUs with the sequence numbers 1 to 5;
the packets with the sequence numbers 3 and 5 have not been received by the source eNodeB,
for example due to the handover interrupting the HARQ retransmissions. After the handover,
the UE restarts the transmission of the PDCP SDUs for which successful transmission has
not yet been acknowledged to the target eNodeB. In the example in Figure 4.4 only the PDCP
SDUs 1 and 2 have been acknowledged prior to the handover. Therefore, after the handover
the UE will retransmit the packets 3, 4 and 5, although the network had already received
packet 4.

In order to ensure in-sequence delivery in the uplink, the source eNodeB, after decompres-
sion, delivers the PDCP SDUs that are received in-sequence to the gateway, and forwards
the PDCP SDUs that are received out-of-sequence to the target eNodeB. Thus, the target
eNodeB can reorder the decompressed PDCP SDUs received from the source eNodeB and
the retransmitted PDCP SDUs received from the UE based on the PDCP SNs which are
maintained during the handover, and deliver them to the gateway in the correct sequence.

In order to ensure lossless handover in the downlink, the source eNodeB forwards the
uncompressed PDCP SDUs for which reception has not yet been acknowledged by the UE
to the target eNodeB for retransmission in the downlink. The source eNodeB receives an
indication from the gateway that indicates the last packet sent to the source eNodeB. The
source eNodeB also forwards this indication to the target eNodeB so that the target eNodeB
knows when it can start transmission of packets received from the gateway. In the example in
Figure 4.5, the source eNodeB has started the transmission of the PDCP SDUs 1 to 4; due to,
for example, a handover occurring prior to the HARQ retransmissions of packet 3, packet 3
will not be received by the UE from the source eNodeB. Furthermore the UE has only sent
an acknowledgment for packets 1 and 2, although packet 4 has been received by the UE. The
target eNodeB then ensures that the PDCP SDUs that have not yet been acknowledged in the
source eNodeB are sent to the UE. Thus, the UE can reorder the received PDCP SDUs and
the PDCP SDUs that are stored in the reordering buffer, and deliver them to higher layers in
sequential order.

The UE will expect the packets from the target eNodeB in ascending order of SNs. In
the case of a packet not being forwarded from the source eNodeB to the target eNodeB,
i.e. when one of the packets that the UE expects is missing during the handover operation,
the UE can immediately conclude that the packet is lost and can forward the packets which
have already been received in sequence to higher layers. This avoids the UE having to retain
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Figure 4.4: Lossless handover in the uplink.

already-received packets in order to wait for a potential retransmission. Thus the forwarding
of the packets in the network can be decided without informing the UE.

In some cases it may happen that a PDCP SDU has been successfully received, but a
corresponding RLC acknowledgement has not. In this case, after the handover, there may be
unnecessary retransmissions initiated by the UE or the target eNodeB based on the incorrect
status received by the RLC layer. In order to avoid these unnecessary retransmissions a PDCP
status report can be sent from the eNodeB to the UE and from the UE to the eNodeB as
described in Section 4.2.6. Additionally, a PDCP ‘Status Report’ can request retransmission
of PDCP SDUs which were correctly received but failed in header decompression. Whether
to send a PDCP status report after handover is configured independently for each radio bearer.

4.2.5 Discard of Data Packets

Typically, the data rate that is available on the radio interface is smaller than the data rate
available on the network interfaces (e.g. S1'!). Thus, when the data rate of a given service is
higher than the data rate provided by the LTE radio interface, this leads to buffering in the
UE and in the eNodeB. This buffering allows the scheduler in the MAC layer some freedom
to vary the instantaneous data rate at the physical layer in order to adapt to the current radio

HFor details of the S1 interface, see Section 2.5.
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Figure 4.5: Lossless handover in the downlink.

channel conditions. Thanks to the buffering, the variations in the instantaneous data rate are
then seen by the application only as some jitter in the transfer delay.

However, when the data rate provided by the application exceeds the data rate provided
by the radio interface for a long period, large amounts of buffered data can result. This may
lead to a large loss of data at handover if lossless handover is not applied to the bearer, or to
an excessive delay for real time applications.

In the fixed internet, one of the roles typically performed by the routers is to drop packets
when the data rate of an application exceeds the available data rate in a part of the internet. An
application may then detect this loss of packets and adapt its data rate to the available rate. A
typical example is the TCP transmit window handling, where the transmit window of TCP is
reduced when a lost packet is detected, thus adapting to the available rate. Other applications
such as video or voice calls via IP can also detect lost packets, for example via RTCP (Real-
time Transport Control Protocol) feedback, and can adapt the data rate accordingly.

In order to allow these mechanisms to work, and to prevent excessive delay, a discard
function is included in the PDCP layer for LTE. This discard function is based on a timer,
where for each PDCP SDU received from the higher layers in the transmitter a timer is
started, and when the transmission of the PDCP SDU has not yet been initiated in the UE at
the expiry of this timer the PDCP SDU is discarded. If the timer is set to an appropriate value
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for the required QoS of the radio bearer, this discard mechanism can prevent excessive delay
and queuing in the transmitter.

4.2.6 PDCP PDU Formats

PDCP PDUs for user plane data comprise a ‘D/C’ field in order to distinguish Data and
Control PDUs, the formats of which are shown in Figures 4.6 and 4.7 respectively. PDCP
Data PDUs comprise a 7- or 12-bit SN as shown in Table 4.2. PDCP Data PDUs for user plane
data contain either an uncompressed (if header compression is not used) or a compressed IP
packet.

D/C PDCP SN Data MAC-I

Figure 4.6: Key features of PDCP Data PDU format. See Table 4.2 for presence of D/C and
MAC-I fields.

Table 4.2: PDCP Data PDU formats.

Sequence Applicable RLC Modes
PDU type D/C field numberlength MAC-I  (see Section 4.3.1)
User plane long SN Present 12 bits Absent AM /UM
User plane short SN Present 7 bits Absent UM
Control plane Absent 5 bits 32bits AM

Interspersed ROHC feedback /

D/C PDU type PDCP status report

Figure 4.7: Key features of PDCP Control PDU format.

PDCP Data PDUs for control plane data (i.e. RRC signalling) comprise a MAC-I field of
32-bit length for integrity protection. PDCP Data PDUs for control plane data contain one
complete RRC message.

As can be seen in Table 4.2 there are three types of PDCP Data PDU, distinguished
mainly by the length of the PDCP SN and the presence of the MAC-I field. As mentioned
in Section 4.2.3, the length of the PDCP SN in relation to the data rate, the packet size
and the packet inter-arrival rate determines the maximum possible interruption time without
desynchronizing the COUNT value which is used for ciphering and integrity protection.
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The PDCP Data PDU for user plane data using the long SN allows longer interruption
times, and makes it possible, when it is mapped on RLC Acknowledged Mode (AM) (see
Section 4.3.1.3), to perform lossless handover as described in Section 4.2.4, but implies a
higher overhead. Therefore it is mainly used for data applications with a large IP packet size
where the overhead compared to the packet size is not too significant, for example for file
transfer, web browsing, or e-mail traffic.

The PDCP Data PDU for user plane data using the short SN is mapped on RLC
Unacknowledged Mode (UM) (see Section 4.3.1.2) and is typically used for VoIP services,
where only seamless handover is used and retransmission is not necessary.

PDCP Control PDUs are used by PDCP entities handling user plane data (see Figure 4.1).
There are two types of PDCP Control PDU, distinguished by the PDU Type field in the PDCP
header. PDCP Control PDUs carry either PDCP ‘Status Reports’ for the case of lossless
handover, or ROHC feedback created by the ROHC header compression protocol. PDCP
Control PDUs carrying ROHC feedback are used for user plane radio bearers mapped on
either RLC UM or RLC AM, while PDCP Control PDUs carrying PDCP Status Reports are
used only for user plane radio bearers mapped on RLC AM.

In order to reduce complexity, a PDCP Control PDU carrying ROHC feedback carries
exactly one ROHC feedback packet — there is no possibility to transmit several ROHC
feedback packets in one PDCP PDU.

A PDCP Control PDU carrying a PDCP Status Report for the case of lossless handover
is used to prevent the retransmission of already-correctly-received PDCP SDUs, and also to
request retransmission of PDCP SDUs which were correctly received but for which header
decompression failed. This PDCP Control PDU contains a bitmap indicating which PDCP
SDUs need to be retransmitted and a reference SN, the First Missing SDU (FMS). In the case
that all PDCP SDUs have been received in sequence this field indicates the next expected SN,
and no bitmap is included.

4.3 Radio Link Control (RLC)

The RLC layer is located between the PDCP layer (the ‘upper’ layer) and the MAC layer (the
‘lower’ layer). It communicates with the PDCP layer through a Service Access Point (SAP),
and with the MAC layer via logical channels. The RLC layer reformats PDCP PDUs in order
to fit them into the size indicated by the MAC layer; that is, the RLC transmitter segments
and/or concatenates the PDCP PDUs, and the RLC receiver reassembles the RLC PDUs to
reconstruct the PDCP PDUs.

In addition, the RLC reorders the RLC PDUs if they are received out of sequence due to the
HARQ operation performed in the MAC layer. This is the key difference from UMTS, where
the HARQ reordering is performed in the MAC layer. The advantage of HARQ reordering in
RLC is that no additional SN and reception buffer are needed for HARQ reordering. In LTE,
the RLC SN and RLC reception buffer are used for both HARQ reordering and RLC-level
ARQ related operations.

The functions of the RLC layer are performed by ‘RLC entities’. An RLC entity is con-
figured in one of three data transmission modes: Transparent Mode (TM), Unacknowledged
Mode (UM), and Acknowledged Mode (AM). In AM, special functions are defined to support
retransmission. When UM or AM is used, the choice between the two modes is made by
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the eNodeB during the RRC radio bearer setup procedure (see Section 3.2.3.3), based on the
QoS requirements of the EPS bearer.'> The three RLC modes are described in detail in the
following sections.

4.3.1 RLC Entities
4.3.1.1 Transparent Mode (TM) RLC Entity

As the name indicates, the TM RLC entity is transparent to the PDUs that pass through it —
no functions are performed and no RLC overhead is added. Since no overhead is added, an
RLC SDU is directly mapped to an RLC PDU and vice versa. Therefore, the use of TM RLC
is very restricted. Only RRC messages which do not need RLC configuration can utilize the
TM RLC, such as broadcast System Information (SI) messages, paging messages, and RRC
messages which are sent when no Signalling Radio Bearers (SRBs) other than SRBO (see
Section 3.2.1) are available. TM RLC is not used for user plane data transmission in LTE.

TM RLC provides a unidirectional data transfer service — in other words, a single TM
RLC entity is configured either as a transmitting TM RLC entity or as a receiving TM RLC
entity.

4.3.1.2 Unacknowledged Mode (UM) RLC Entity

UM RLC provides a unidirectional data transfer service like TM RLC. UM RLC is
mainly utilized by delay-sensitive and error-tolerant real-time applications, especially VoIP,
and other delay-sensitive streaming services. Point-to-multipoint services such as MBMS
(Multimedia Broadcast/Multicast Service) also use UM RLC - since no feedback path is
available in the case of point-to-multipoint services, AM RLC cannot be utilized by these
services.

A block diagram of the UM RLC entity is shown in Figure 4.8.

The main functions of UM RLC can be summarized as follows:

e Segmentation and concatenation of RLC SDUs;
e Reordering of RLC PDUs;

Duplicate detection of RLC PDUs;

Reassembly of RLC SDUs.

Segmentation and concatenation. The transmitting UM RLC entity performs segmenta-
tion and/or concatenation on RLC SDUs received from upper layers, to form RLC PDUs. The
size of the RLC PDU at each transmission opportunity is decided and notified by the MAC
layer depending on the radio channel conditions and the available transmission resources;
therefore, the size of each transmitted RLC PDU can be different.

The transmitting UM RLC entity includes RLC SDUs into an RLC PDU in the order in
which they arrive at the UM RLC entity. Therefore, a single RLC PDU can contain RLC
SDUs or segments of RLC SDUs according to the following pattern:

(zero or one) SDU segment + (zero or more) SDUs + (zero or one) SDU segment.

12Evolved Packet System — see Section 2.
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the reordering timer when a missing RLC PDU is detected, and it waits for the missing RLC
PDUs until the timer expires. When the timer expires, the receiving UM RLC entity declares
the missing RLC PDUs as lost and starts to reassemble the next available RLC SDUs from
the RLC PDUs stored in the reception buffer.

The reassembly function is performed on an RLC SDU basis; only RLC SDUs for which
all segments are available are reassembled from the stored RLC PDUs and delivered to the
upper layers. RLC SDUs that have at least one missing segment are simply discarded and not
reassembled. If RLC SDUs were concatenated in an RLC PDU, the reassembly function in
the RLC receiver separates them into their original RLC SDUs. The RLC receiver delivers
reassembled RLC SDUs to the upper layers in increasing order of SNs.

An example scenario of a lost RLC PDU with HARQ reordering is shown in Figure 4.9.
A reordering timer is started when the RLC receiver receives PDU#8. If PDU#7 has not been
received before the timer expires, the RLC receiver decides that the PDU#7 is lost, and starts
to reassemble RLC SDUs from the next received RLC PDU. In this example, SDU#22 and
SDU#23 are discarded because they are not completely received, and SDU#24 is kept in the
reception buffer until all segments are received. Only SDU#21 is completely received, so it
is delivered up to the PDCP layer.

The reordering and duplicate detection functions are not applicable to RLC entities
using the Multicast Control CHannel (MCCH) or Multicast Traffic CHannel (MTCH) (see
Section 4.4.1.2). This is because the HARQ operation in the MAC layer is not used for these
channels.

4.3.1.3 Acknowledged Mode (AM) RLC Entity

In contrast to the other RLC transmission modes, AM RLC provides a bidirectional data
transfer service. Therefore, a single AM RLC entity is configured with the ability both to
transmit and to receive — we refer to the corresponding parts of the AM RLC entity as the
transmitting side and the receiving side respectively.

The most important feature of AM RLC is ‘retransmission’. An ARQ operation is
performed to support error-free transmission. Since transmission errors are corrected by
retransmissions, AM RLC is mainly utilized by error-sensitive and delay-tolerant non-real-
time applications. Examples of such applications include most of the interactive/background
type services, such as web browsing and file downloading. Streaming-type services also
frequently use AM RLC if the delay requirement is not too stringent. In the control
plane, RRC messages typically utilize the AM RLC in order to take advantage of RLC
acknowledgements and retransmissions to ensure reliability.

A block diagram of the AM RLC entity is shown in Figure 4.10.

Although the AM RLC block diagram looks complicated at first glance, the transmit-
ting and receiving sides are similar to the UM RLC transmitting and receiving entities
respectively, except for the retransmission-related blocks. Therefore, most of the UM RLC
behaviour described in the previous section applies to AM RLC in the same manner. The
transmitting side of the AM RLC entity performs segmentation and/or concatenation of
RLC SDUs received from upper layers to form RLC PDUs together with relevant AM RLC
headers, and the receiving side of the AM RLC entity reassembles RLC SDUs from the
received RLC PDUs after HARQ reordering.
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Figure 4.9: Example of PDU loss detection with HARQ reordering

In addition to performing the functions of UM RLC, the main functions of AM RLC can
be summarized as follows:

e Retransmission of RLC Data PDUs;

e Re-segmentation of retransmitted RLC Data PDUs;

Polling;

Status reporting;
Status prohibit.

Retransmission and resegmentation. As mentioned before, the most important function
of AM RLC is retransmission. In order that the transmitting side retransmits only the

missing RLC PDUs, the receiving side provides a ‘Status Report’ to the transmitting side
indicating ACK and/or NACK information for the RLC PDUs. Status reports are sent by
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e Framing Info (FI). This 2-bit field indicates whether the first and the last data field
elements are complete SDUs or partial SDUs (i.e. whether the receiving RLC entity
needs to receive multiple RLC PDUs in order to reassemble the corresponding SDU).

¢ Sequence Number (SN). For UMD PDUs, either a short (5 bits) or a long (10 bits) SN
field can be used. This field allows the receiving RLC entity unambiguously to identify
a UMD PDU, which allows reordering and duplicate-detection to take place.

o Length Indicator (LI). This 11-bit field indicates the length of the corresponding data
field element present in the UMD PDU. There is a one-to-one correspondence between
each LI and a data field element, except for the last data field element, for which the
LI field is omitted because its length can be deduced from the UMD PDU size.

4.3.2.3 Acknowledged Mode Data PDU Format

In addition to the UMD PDU header fields, the Acknowledged Mode Data (AMD) PDU
header (Figure 4.13) contains fields to support the RLC ARQ mechanism. The only difference
in the PDU fields is that only the long SN field (10 bits) is used for AMD PDUs. The
additional fields are as follows:

e Data/Control (D/C). This 1-bit field indicates whether the RLC PDU is an RLC Data
PDU or an RLC Control PDU. It is present in all types of PDU used in AM RLC.

e Resegmentation Flag (RF). This 1-bit field indicates whether the RLC PDU is an
AMD PDU or an AMD PDU segment.

o Polling (P). This 1-bit field is used to request a status report from the peer receiving
side.

Fixed part Extension part

A A
- e A

. J
Vo

Header

Figure 4.13: Key features of AMD PDU format.

4.3.24 AMD PDU Segment Format

The AMD PDU segment format (Figure 4.14) is used in case of resegmented retransmissions
(when the available resource for retransmission is smaller than the original PDU size), as
described in Section 4.3.1.3.

If the RF field indicates that the RLC PDU is an AMD PDU segment, the following
additional resegmentation related fields are included in the fixed part of the AMD PDU
header to enable correct reassembly:
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4.4 Medium Access Control (MAC)

The MAC layer is the lowest sublayer in the Layer 2 architecture of the LTE radio protocol
stack. The connection to the physical layer below is through transport channels, and the
connection to the RLC layer above is through logical channels. The MAC layer therefore
performs multiplexing and demultiplexing between logical channels and transport channels:
the MAC layer in the transmitting side constructs MAC PDUs, known as Transport Blocks
(TBs), from MAC SDUs received through logical channels, and the MAC layer in the
receiving side recovers MAC SDUs from MAC PDUs received through transport channels.

4.4.1 MAC Architecture
4.4.1.1 Overall Architecture

Figure 4.16 shows a conceptual overview of the architecture of the MAC layer.

Logical Channels

L

N
T T

,,,,,,, Controller ,,,,,,,‘ Logical Channel Prioritization ‘
I
[ Scheduling || ______. ‘ Multiplexing/De Multiplexing ‘
Random
Access DRX HARG
Control || — |77 NARM e
RACH Signalling Grant Signalling HARQ Signalling

Transport Channels

Figure 4.16: Conceptual overview of the UE-side MAC architecture.

The MAC layer consists of a HARQ entity, a multiplexing/demultiplexing entity, a logical
channel prioritization entity, a random access control entity, and a controller which performs
various control functions.

The HARQ entity is responsible for the transmit and receive HARQ operations. The
transmit HARQ operation includes transmission and retransmission of TBs, and reception
and processing of ACK/NACK signalling. The receive HARQ operation includes reception
of TBs, combining of the received data and generation of ACK/NACK signalling. In order
to enable continuous transmission while previous TBs are being decoded, up to eight HARQ
processes in parallel are used to support multiprocess ‘Stop-And-Wait” (SAW) HARQ
operation.

SAW operation means that upon transmission of a TB, a transmitter stops further
transmissions and awaits feedback from the receiver. When a NACK is received, or when a
certain time elapses without receiving any feedback, the transmitter retransmits the TB. Such
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a simple SAW HARQ operation cannot on its own utilize the transmission resources during
the period between the first transmission and the retransmission. Therefore multiprocess
HARQ interlaces several independent SAW processes in time so that all the transmission
resources can be used. Each HARQ process is responsible for a separate SAW operation and
manages a separate buffer.

In general, HARQ schemes can be categorized as either synchronous or asynchronous,
with the retransmissions in each case being either adaptive or non-adaptive.

In a synchronous HARQ scheme, the retransmission(s) for each process occur at
predefined times relative to the initial transmission. In this way, there is no need to signal
information such as HARQ process number, as this can be inferred from the transmission
timing. By contrast, in an asynchronous HARQ scheme, the retransmissions can occur at any
time relative to the initial transmission, so additional explicit signalling is required to indicate
the HARQ process number to the receiver, so that the receiver can correctly associate each
retransmission with the corresponding initial transmission. In summary, synchronous HARQ
schemes reduce the signalling overhead while asynchronous HARQ schemes allow more
flexibility in scheduling.

In an adaptive HARQ scheme, transmission attributes such as the Modulation and Coding
Scheme (MCS) and transmission resource allocation in the frequency domain can be changed
at each retransmission in response to variations in the radio channel conditions. In a non-
adaptive HARQ scheme, the retransmissions are performed without explicit signalling of
new transmission attributes — either by using the same transmission attributes as those of
the previous transmission, or by changing the attributes according to a predefined rule.
Accordingly, adaptive schemes bring more scheduling gain at the expense of increased
signalling overhead.

In LTE, asynchronous adaptive HARQ is used for the downlink, and synchronous HARQ
for the uplink. In the uplink, the retransmissions may be either adaptive or non-adaptive,
depending on whether new signalling of the transmission attributes is provided.

The details of the HARQ incremental redundancy schemes and timing for retransmissions
are explained in Section 10.3.2.5.

In the multiplexing and demultiplexing entity, data from several logical channels can be
(de)multiplexed into/from one transport channel. The multiplexing entity generates MAC
PDUs from MAC SDUs when radio resources are available for a new transmission, based
on the decisions of the logical channel prioritization entity. The demultiplexing entity
reassembles the MAC SDUs from MAC PDUs and distributes them to the appropriate
RLC entities. In addition, for peer-to-peer communication between the MAC layers, control
messages called ‘MAC Control Elements’ can be included in the MAC PDU as explained in
Section 4.4.2.7 below.

The logical channel prioritization entity prioritizes the data from the logical channels to
decide how much data and from which logical channel(s) should be included in each MAC
PDU, as explained in Section 4.4.2.6. The decisions are delivered to the multiplexing and
demultiplexing entity.

The random access control entity is responsible for controlling the Random Access
CHannel (RACH) procedure (see Section 4.4.2.3). The controller entity is responsible for
a number of functions including Discontinuous Reception (DRX) , the Data Scheduling
procedure, and for maintaining the uplink timing alignment. These functions are explained
in the following sections.
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4.4.1.2 Logical Channels

The MAC layer provides a data transfer service for the RLC layer through logical channels,
which are either Control Logical Channels (for the transport of control data such as RRC
signalling), or Traffic Logical Channels (for user plane data).

Control logical channels.

e Broadcast Control CHannel (BCCH). This is a downlink channel which is used to
broadcast System Information (SI) and any Public Warning System (PWS) messages
(see Section 13.7). In the RLC layer, it is associated with a TM RLC entity (see
Section 4.3.1).

e Paging Control CHannel (PCCH). This is a downlink channel which is used to notify
UEs of an incoming call or a change of SI. In the RLC layer, it is associated with a TM
RLC entity (see Section 4.3.1).

e Common Control CHannel (CCCH). This channel is used to deliver control
information in both uplink and downlink directions when there is no confirmed
association between a UE and the eNodeB — i.e. during connection establishment. In
the RLC layer, it is associated with a TM RLC entity (see Section 4.3.1).

e Multicast Control CHannel (MCCH). This is a downlink channel which is used
to transmit control information related to the reception of MBMS services (see
Chapter 13). In the RLC layer, it is associated with a UM RLC entity (see Section 4.3.1).

e Dedicated Control CHannel (DCCH). This channel is used to transmit dedicated
control information relating to a specific UE, in both uplink and downlink directions.
It is used when a UE has an RRC connection with eNodeB. In the RLC layer, it is
associated with an AM RLC entity (see Section 4.3.1).

Traffic logical channels.

¢ Dedicated Traffic CHannel (DTCH). This channel is used to transmit dedicated user
data in both uplink and downlink directions. In the RLC layer, it can be associated with
either a UM RLC entity or an AM RLC entity (see Section 4.3.1).

e Multicast Traffic CHannel (MTCH). This channel is used to transmit user data for
MBMS services in the downlink (see Chapter 13). In the RLC layer, it is associated
with a UM RLC entity (see Section 4.3.1).

4.4.1.3 Transport Channels

Data from the MAC layer is exchanged with the physical layer through transport channels.
Data is multiplexed into transport channels depending on how it is transmitted over the air.
Transport channels are classified as downlink or uplink as follows:
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Downlink transport channels.

e Broadcast CHannel (BCH). This channel is used to transport the parts of the SI which
are essential for access the Downlink Shared CHannel (DL-SCH). The transport format
is fixed and the capacity is limited.

e Downlink Shared CHannel (DL-SCH). This channel is used to transport downlink
user data or control messages. In addition, the remaining parts of the SI that are not
transported via the BCH are transported on the DL-SCH.

e Paging CHannel (PCH). This channel is used to transport paging information to UEs,
and to inform UEs about updates of the SI (see Section 3.2.2) and PWS messages (see
Section 13.7).

e Multicast CHannel (MCH). This channel is used to transport MBMS user data or
control messages that require MBSFN combining (see Chapter 13).

The mapping of the downlink transport channels onto physical channels is explained in
Section 6.4.

Uplink transport channels.

e Uplink Shared CHannel (UL-SCH). This channel is used to transport uplink user
data or control messages.

e Random Access CHannel (RACH). This channel is used for access to the network
when the UE does not have accurate uplink timing synchronization, or when the UE
does not have any allocated uplink transmission resource (see Chapter 17).

The mapping of the uplink transport channels onto physical channels is explained in
Chapter 16.

4.4.1.4 Multiplexing and Mapping between Logical Channels and Transport
Channels

Figures 4.17 and 4.18 show the possible multiplexing between logical channels and transport
channels in the downlink and uplink respectively.

Note that in the downlink, the DL-SCH carries information from all the logical channels
except the PCCH, MCCH and MTCH.

In the uplink, the UL-SCH carries information from all the logical channels.

4.4.2 MAC Functions
4.4.2.1 Scheduling

The scheduler in the eNodeB distributes the available radio resources in one cell among the
UEs, and among the radio bearers of each UE. The details of the scheduling algorithm are left
to the eNodeB implementation, but the signalling to support the scheduling is standardized.
Some possible scheduling algorithms are discussed in Chapter 12.

In principle, the eNodeB allocates downlink or uplink radio resources to each UE based
respectively on the downlink data buffered in the eNodeB and on Buffer Status Reports
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Figure 4.17: Downlink logical channel multiplexing. Reproduced by permission of © 3GPP.
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Figure 4.18: Uplink logical channel multiplexing. Reproduced by permission of © 3GPP.

(BSRs) received from the UE. In this process, the eNodeB considers the QoS requirements
of each configured radio bearer, and selects the size of the MAC PDU.

The usual mode of scheduling is dynamic scheduling, by means of downlink assignment
messages for the allocation of downlink transmission resources and uplink grant messages
for the allocation of uplink transmission resources; these are valid for specific single
subframes.!* These messages also indicate whether the scheduled data is to be the first
transmission of a new TB or a retransmission, by means of a 1-bit New Data Indicator (NDI);
if the value of the NDI is changed relative to its previous value for the same HARQ process,
the transmission is the start of a new TB. These messages are transmitted on the Physical
Downlink Control CHannel (PDCCH) using a Cell Radio Network Temporary Identifier (C-
RNTYI) to identify the intended UE, as described in Section 9.3. This kind of scheduling is
efficient for service types such as TCP or the SRBs, in which the traffic is bursty and dynamic
in rate.

14The dynamic uplink transmission resource grants are valid for specific single subframes for initial transmissions,
although they may also imply a resource allocation in later subframes for HARQ retransmissions.
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In addition to the dynamic scheduling, Semi-Persistent Scheduling (SPS) may be used.
SPS enables radio resources to be semi-statically configured and allocated to a UE for a
longer time period than one subframe, avoiding the need for specific downlink assignment
messages or uplink grant messages over the PDCCH for each subframe. It is useful for
services such as VoIP for which the data packets are small, periodic and semi-static in size.
For this kind of service the timing and amount of radio resources needed are predictable.
Thus the overhead of the PDCCH is significantly reduced compared to the case of dynamic
scheduling.

For the configuration of SPS, RRC signalling indicates the interval at which the
radio resources are periodically assigned. Specific transmission resource allocations in the
frequency domain, and transmission attributes such as the MCS, are signalled using the
PDCCH. The actual transmission timing of the PDCCH messages is used as the reference
timing to which the SPS interval applies. It is necessary to distinguish the PDCCH messages
which apply to SPS from those used for dynamic scheduling; hence for SPS a special
identity is used, known as the Semi-Persistent Scheduling C-RNTI (SPS-C-RNTI), which
for each UE is different from the C-RNTT used for dynamic scheduling messages. The SPS-
C-RNTT is used both for the configuration of SPS resources and for the indication of HARQ
retransmissions of semi-persistently scheduled TBs. To differentiate these two cases, the NDI
is used: for the configuration of the SPS resources, the SPS-C-RNTI with NDI set to 0 is used;
for HARQ retransmissions, the SPS-C-RNTI with NDI set to 1 is used.

Reconfiguration of resources used for SPS can be performed for cases such as transitions
between silent periods and talk spurts, or when the codec rate changes. For example, when
the codec rate for a VoIP service is increased, a new downlink assignment message or uplink
grant message can be transmitted to configure a larger semi-persistently scheduled radio
resource for the support of bigger VoIP packets.

Allocated resources for SPS can be cancelled by an explicit scheduling message on the
PDCCH using the SPS-C-RNTI indicating SPS release.'> However, because there is a risk
that scheduling messages can be lost in transmission, or the eNodeB’s decision to release the
resources may be late, an implicit mechanism to release the allocated radio resources is also
specified. In the implicit mechanism, when a certain number of MAC PDUs not containing
any MAC SDUs has been transmitted, the UE releases the radio resources.

Resources allocated for SPS can be temporarily overridden in a specific subframe by
a scheduling message using the C-RNTI. For example, if the semi-persistently scheduled
resources collide with resources configured for the Physical Random Access CHannel
(PRACH) in a certain subframe, the eNodeB may choose to allocate other resources for the
SPS in that subframe in order to avoid a collision with the PRACH.

Other factors potentially affecting the scheduling are uplink Transmission Time Interval
(TTI) bundling, designed to improve uplink coverage (see Section 14.3.2), and the config-
uration of measurement gaps during which the UE tunes its receiver to other frequencies
(see Section 22.2.1.2). In the latter case, whenever a subframe for a given HARQ process
collides with a configured measurement gap, the UE can neither receive from nor transmit to
a serving cell in that subframe. In such a case, if the UE cannot receive HARQ ACK/NACK
feedback for an uplink TB, the UE considers that HARQ ACK is received TB and does not
autonomously start a HARQ retransmission at the next transmission opportunity; to resume

I5Explicit SPS resource release messages are positively acknowledged by the UE if they relate to downlink SPS,
but not for uplink SPS.
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HARQ operation, the UE has to receive a new scheduling message. If an uplink TB cannot
be transmitted due to a measurement gap, the UE considers that HARQ NACK is received
for that TB and transmits the TB at the next opportunity.

4.4.2.2 Scheduling Information Transfer

Buffer Status Reports (BSRs) from the UE to the eNodeB are used to assist the eNodeB’s
allocation of uplink radio resources. The basic assumption underlying scheduling in LTE is
that radio resources are only allocated for transmission to or from a UE if data is available
to be sent or received. In the downlink direction, the scheduler in the eNodeB is obviously
aware of the amount of data to be delivered to each UE; however, in the uplink direction,
because the scheduling decisions are performed in the eNodeB and the buffer for the data is
located in the UE, BSRs have to be sent from the UE to the eNodeB to indicate the amount
of data in the UE that needs to be transmitted over the UL-SCH.'®

Two types of BSR are defined in LTE: a long BSR and a short BSR; which one is
transmitted depends on the amount of available uplink transmission resources for sending
the BSR, on how many groups of logical channels have non-empty buffers, and on whether
a specific event is triggered at the UE. The long BSR reports the amount of data for four
logical channel groups, whereas the short BSR reports the amount of data for only one
logical channel group. Although the UE might actually have more than four logical channels
configured, the overhead would be large if the amount of data in the UE were to be reported
for every logical channel individually. Thus, grouping the logical channels into four groups
for reporting purposes represents a compromise between efficiency and accuracy.

A BSR can be triggered in the following situations:

o whenever data arrives for a logical channel which has a higher priority than the logical
channels whose buffers previously contained data (this is known as a Regular BSR);

o whenever data becomes available for any logical channel when there was previously
no data available for transmission (a Regular BSR);

e whenever a ‘retxBSR’ timer expires and there is data available for transmission (a
Regular BSR);

e whenever a ‘periodicBSR’ timer!” expires (a Periodic BSR);

e whenever spare space in a MAC PDU can accommodate a BSR (a Padding BSR).

The ‘retxBSR’ timer provides a mechanism to recover from situations where a BSR
is transmitted but not received. For example, if the eNodeB fails to decode a MAC PDU
containing a BSR and returns a HARQ NACK, but the UE erroneously decodes the NACK
as ACK, the UE will think that transmission of the BSR was successful even though it was
not received by the eNodeB. In such a case, a long delay would be incurred while the UE

16Note that, unlike High Speed Uplink Packet Access (HSUPA), there is no possibility in LTE for a UE to transmit
autonomously in the uplink by means of a transmission grant for non-scheduled transmissions. This is because the
uplink transmissions from different UEs in LTE are orthogonal in time and frequency, and therefore if an uplink
resource is allocated but unused, it cannot be accessed by another UE; by contrast, in HSUPA, if a UE does not
use its transmission grant for non-scheduled transmissions, the resulting reduction in uplink interference can benefit
other UEs. Furthermore, the short subframe length in LTE enables uplink transmission resources to be dynamically
allocated more quickly than in HSUPA.

17Periodic BSR timer is used by RRC to control BSR reporting.
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waited for an uplink resource grant that would not be forthcoming. To avoid this, the retxBSR
timer is restarted whenever a uplink grant message is received; if no uplink grant is received
before the timer expires, the UE transmits another BSR.

If a UE does not have enough allocated UL-SCH resources to send a BSR when a trigger
for a Regular BSR occurs, the UE sends a Scheduling Request (SR) on the Physical Uplink
Control CHannel (PUCCH - see Section 16.3.7) if possible; otherwise, the random access
procedure (see Section 4.4.2.3) is used to request an allocation of uplink resources for sending
a BSR. However, if a periodic or padding BSR is triggered when the UE does not have UL-
SCH resources for a new transmission, the SR is not triggered.

Thus LTE provides suitable signalling to ensure that the eNodeB has sufficient information
about the data waiting in each UE’s uplink transmission buffer to allocate corresponding
uplink transmission resources in a timely manner.

4.4.2.3 Random Access Procedure

The random access procedure is used when a UE is not allocated with uplink radio resources
but has data to transmit, or when the UE is not time-synchronized in the uplink direction.
Control of the random access procedure is an important part of the MAC layer functionality
in LTE. The details are explained in Chapter 17.

4.4.2.4 Uplink Timing Alignment

Uplink timing alignment maintenance is controlled by the MAC layer and is important for
ensuring that a UE’s uplink transmissions arrive in the eNodeB without overlapping with the
transmissions from other UEs. The details of the uplink timing advance mechanism used to
maintain timing alignment are explained in Section 18.2.

The timing advance mechanism utilizes MAC Control Elements (see Section 4.4.2.7) to
update the uplink transmission timing. However, maintaining the uplink synchronization in
this way during periods when no data is transferred wastes radio resources and adversely
impacts the UE battery life. Therefore, when a UE is inactive for a certain period of time the
UE is allowed to lose uplink synchronization even in RRC_CONNECTED state. The random
access procedure is then used to regain uplink synchronization when the data transfer resumes
in either uplink or downlink.

4.4.2.5 Discontinuous Reception (DRX)

DRX functionality can be configured for an ‘RRC_CONNECTED’ UE'8 so that it does not
always need to monitor the downlink channels. A DRX cycle consists of an ‘On Duration’
during which the UE should monitor the PDCCH and a ‘DRX period’ during which a UE
can skip reception of downlink channels for battery saving purposes.

The parameterization of the DRX cycle involves a trade-off between battery saving and
latency. On the one hand, a long DRX period is beneficial for lengthening the UE’s battery
life. For example, in the case of a web browsing service, it is usually a waste of resources
for a UE continuously to receive downlink channels while the user is reading a downloaded

18Different DRX functionality applies to UEs which are in ‘RRC_IDLE’. These RRC states are discussed in
Chapter 3.
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monitors the PDCCH for HARQ retransmissions. The length of the DRX Retransmission
Timer is related to the degree of flexibility desired for the eNodeB’s scheduler. For optimal
UE battery consumption, it is desirable that eNodeB schedules a HARQ retransmission as
soon as the HARQ RTT timer expires. However, this requires that eNodeB always reserve
some radio resources for this, and therefore the DRX Retransmission timer can be used to
relax this scheduling limitation while limiting the amount of time for which the UE has to
monitor the PDCCH. The HARQ RTT is illustrated in Section 10.3.2.5.

4.4.2.6 Multiplexing and Logical Channel Prioritization

Unlike the downlink, where the multiplexing and logical channel prioritization is left to the
eNodeB implementation, for the uplink the process by which a UE creates a MAC PDU to
transmit using the allocated radio resources is fully standardized; this is designed to ensure
that the UE satisfies the QoS of each configured radio bearer in a way which is optimal and
consistent between different UE implementations. Based on the uplink transmission resource
grant message signalled on the PDCCH, the UE has to decide on the amount of data for each
logical channel to be included in the new MAC PDU, and, if necessary, also to allocate space
for a MAC Control Element.

One simple way to meet this purpose is to serve radio bearers in order of their priority.
Following this principle, the data from the logical channel of the highest priority is the first
to be included into the MAC PDU, followed by data from the logical channel of the next
highest priority, continuing until the MAC PDU size allocated by the eNodeB is completely
filled or there is no more data to transmit.

Although this kind of priority-based multiplexing is simple and favours the highest
priorities, it sometimes leads to starvation of low-priority bearers. Starvation occurs when
the logical channels of the lower priority cannot transmit any data because the data from
higher priority logical channels always takes up all the allocated radio resources.

To avoid starvation, while still serving the logical channels according to their priorities,
in LTE a Prioritized Bit Rate (PBR) is configured by the eNodeB for each logical channel.
The PBR is the data rate provided to one logical channel before allocating any resource to a
lower-priority logical channel.

In order to take into account both the PBR and the priority, each logical channel is served
in decreasing order of priority, but the amount of data from each logical channel included
into the MAC PDU is initially limited to the amount corresponding to the configured PBR.
Only when all logical channels have been served up to their PBR, then if there is still room
left in the MAC PDU, each logical channel is served again in decreasing order of priority.
In this second round, each logical channel is served only if all logical channels of higher
priority have no more data for transmission.

In most cases, a MAC Control Element has higher priority than any other logical channel
because it controls the operation of a MAC entity. Thus, when a MAC PDU is composed and
there is a MAC Control Element to send, the MAC Control Element is generally included
first and the remaining space is used to include data from logical channels. However, since
the padding BSR is used to fill up remaining space in a MAC PDU, it is included into a
MAC PDU after other logical channels. Among the various types of MAC Control Element
(see Section 4.4.2.7) and logical channel, the ‘C-RNTI" MAC Control Element and CCCH
(CCCH) have the highest priority because they are used for either contention resolution or
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For each type of MAC Control Element, one special LCID is allocated.

When a MAC PDU is used to transport data from the PCCH or BCCH , the MAC PDU
includes data from only one logical channel. In this case, because multiplexing is not applied,
there is no need to include the LCID field in the header. In addition, if there is a one-to-one
correspondence between a MAC SDU and a MAC PDU, the size of the MAC SDU can be
known implicitly from the TB size. Thus, for these cases a headerless MAC PDU format is
used as a transparent MAC PDU.

When a MAC PDU is used to transport the Random Access Response (RAR — see
Section 17.3.1.2), a special MAC PDU format is applied with a MAC header and zero or
more RARs. The MAC header consists of one or more MAC subheaders which include either
a random access preamble identifier or a backoff indicator. Each MAC subheader including
the Random Access Preamble IDentifier (RAPID) corresponds to one RAR in the MAC PDU
(see Section 17.3.1).

4.5 Summary of the User Plane Protocols

The LTE Layer 2 protocol stack, consisting of the PDCP, RLC and MAC sublayers, acts as
the interface between the radio access technology-agnostic sources of packet data traffic and
the LTE physical layer. By providing functionality such as IP packet header compression,
security, handover support, segmentation/concatenation, retransmission and reordering of
packets, and transmission scheduling, the protocol stack enables the physical layer to be
used efficiently for packet data traffic.
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Orthogonal Frequency Division
Multiple Access (OFDMA)

Andrea Ancora, Issam Toufik, Andreas Bury and
Dirk Slock

5.1 Introduction

The choice of an appropriate modulation and multiple-access technique for mobile wireless
data communications is critical to achieving good system performance. In particular, typical
mobile radio channels tend to be dispersive and time-variant, and this has generated interest
in multicarrier modulation.

In general, multicarrier schemes subdivide the used channel bandwidth into a number of
parallel subchannels as shown in Figure 5.1(a). Ideally the bandwidth of each subchannel is
such that they are, ideally, each non-frequency-selective (i.e. having a spectrally flat gain);
this has the advantage that the receiver can easily compensate for the subchannel gains
individually in the frequency domain.

Orthogonal Frequency Division Multiplexing (OFDM) is a special case of multicarrier
transmission where the non-frequency-selective narrowband subchannels, into which the
frequency-selective wideband channel is divided, are overlapping but orthogonal, as shown
in Figure 5.1(b). This avoids the need to separate the carriers by means of guard-bands, and
therefore makes OFDM highly spectrally efficient. The spacing between the subchannels in
OFDM is such that they can be perfectly separated at the receiver. This allows for a low-
complexity receiver implementation, which makes OFDM attractive for high-rate mobile
data transmission such as the LTE downlink.

It is worth noting that the advantage of separating the transmission into multiple
narrowband subchannels cannot itself translate into robustness against time-variant channels
if no channel coding is employed. The LTE downlink combines OFDM with channel coding

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
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Figure 5.1: Spectral efficiency of OFDM compared to classical multicarrier modulation:
(a) classical multicarrier system spectrum; (b) OFDM system spectrum.

and Hybrid Automatic Repeat reQuest (HARQ) to overcome the deep fading which may be
encountered on the individual subchannels. These aspects are considered in Chapter 10 and
lead to the LTE downlink falling under the category of system often referred to as ‘Coded
OFDM’ (COFDM).

5.1.1 History of OFDM Development

Multicarrier communication systems were first introduced in the 1960s [1, 2], with the
first OFDM patent being filed at Bell Labs in 1966. Initially only analogue design was
proposed, using banks of sinusoidal signal generators and demodulators to process the signal
for the multiple subchannels. In 1971, the use of the Discrete Fourier Transform (DFT)
was proposed [3], which made OFDM implementation cost-effective. Further complexity
reductions were realized in 1980 by the application of the Winograd Fourier Transform
(WFT) or the Fast Fourier Transform (FFT) [4].

OFDM then became the modulation of choice for many applications for both wired
systems (such as Asymmetric Digital Subscriber Line (ADSL)) and wireless systems.
Wireless applications of OFDM tended to focus on broadcast systems, such as Digital
Video Broadcasting (DVB) and Digital Audio Broadcasting (DAB), and relatively low-power
systems such as Wireless Local Area Networks (WLANS). Such applications benefit from the
low complexity of the OFDM receiver, while not requiring a high-power transmitter in the
consumer terminals. This avoids one of the main disadvantages of OFDM, namely that the
transmitters tend to be more expensive because of the high Peak to Average Power Ratio
(PAPR); this aspect is discussed in Section 5.2.2.

The first cellular mobile radio system based on OFDM was proposed in [5]. Since then,
the processing power of modern Digital Signal Processors (DSPs) has increased remarkably,
paving the way for OFDM to be used in the LTE downlink. Here, the key benefits of OFDM
which come to the fore are not only the low-complexity receiver but also the ability of
OFDM to be adapted in a straightforward manner to operate in different channel bandwidths
according to spectrum availability.
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5.2 OFDM

5.2.1 Orthogonal Multiplexing Principle

A high-rate data stream typically faces the problem of having a symbol period Ty much
smaller than the channel delay spread Ty if it is transmitted serially. This generates Inter-
Symbol Interference (ISI) which can only be undone by means of a complex equalization
procedure. In general, the equalization complexity grows with the square of the channel
impulse response length.

In OFDM, the high-rate stream of data symbols is first Serial-to-Parallel (S/P) converted
for modulation onto M parallel subcarriers as shown in Figure 5.2. This increases the symbol
duration on each subcarrier by a factor of approximately M, such that it becomes significantly
longer than the channel delay spread.

exp(-j21rtf,)

X
I
High symbol rate Low symbol !
I

— S/P | rate I "
1 exp(-2rtf) 2

L LY

X)

Figure 5.2: Serial-to-Parallel (S/P) conversion operation for OFDM.

This operation has the important advantage of requiring a much less complex equalization
procedure in the receiver, under the assumption that the time-varying channel impulse
response remains substantially constant during the transmission of each modulated OFDM
symbol. Figure 5.3 shows how the resulting long symbol duration is virtually unaffected by
ISI compared to the short symbol duration, which is highly corrupted.

Figure 5.4 shows the typical block diagram of an OFDM system. The signal to be
transmitted is defined in the frequency domain. An S/P converter collects serial data symbols
into a data block S [k] =[S, [k], S, [k], ..., Sw, [k]]" of dimension M, where k is the index
of an OFDM symbol (spanning the M subcarriers). The M parallel data streams are first inde-
pendently modulated resulting in the complex vector X [k] = [X, [k] , X, [k], ..., X (kn’.
Note that in principle it is possible to use different modulations (e.g. QPSK or 16QAM) on
each subcarrier; due to channel frequency selectivity, the channel gain may differ between
subcarriers, and thus some subcarriers can carry higher data-rates than others. The vector
X [k] is then used as input to an N-point Inverse FFT (IFFT) resulting in a set of N complex
time-domain samples x [k] = [x,[k], ..., xa k' . Ina practical OFDM system, the number
of processed subcarriers is greater than the number of modulated subcarriers (i.e. N > M),
with the un-modulated subcarriers being padded with zeros.
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The received discrete-time OFDM symbol k including CP, under the assumption that the
channel impulse response has a length smaller than or equal to G, can be expressed as

[ Folk] | [ zo[k] ]
7 [k] zi[k]
: k] :
~ Foalk] _ hilk] Z1k]
TRl [T | sk 62
Folk] he [K] Zalk]
,7N+G:1 [k]] ,ZN+G:1 [k]]
where
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X [K] X [K] - Xnalk] X[k = 1]
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X [K] X [K] . Xy LK] Xnglk]
x[k] Xy [K] . Xngr K] X LK]
vl xmalK e xlk]

In general broadband transmission systems, one of the most complex operations the
receiver has to handle is the equalization process to recover x,[k] (from Equation (5.2)).

Equation (5.2) can be written as the sum of intra-OFDM symbol interference (generated
by the frequency-selective behaviour of the channel within an OFDM symbol) and the inter-
OFDM symbol interference (between two consecutive OFDM block transmissions at time k
and time (k — 1)). This can be expressed as

[ 20 [k] ]
7 (k]
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where
[ xvalk] 0 0
Xnanl1] XnolK] 0
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In order to suppress the inter-OFDM-symbol interference, the first G samples of the
received signal are discarded, eliminating the contribution of the matrix Ay, and the G

first rows of Apy,. This can be expressed as
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Adding zeros to the channel vector can extend the signal matrix without changing the

output vector. This can be expressed as
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where matrix B is given by

Xkl xoilk]l -0 xnoalkl  Xxnolk] o x k]
x,[k] Xkl 0 xncelk] Xaealk] o x[k]
folkl xolkl o xeolkll tedlkl oo K]

The matrix B is circulant and thus its Fourier transform is diagonal with eigenvalues given
by the FFT of its first row [6, 7]. It can then be written as B = FAXF, with X diagonal, and
the equivalent received signal can be expressed as follows:

holk]
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I K] 0 X[kl --- 0 :
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where F is the Fourier transform matrix whose elements are

1 Jj2r
— exp ( - —(nm))
VN N
forO<n<N-landO0<m <N —1andN is the length of the OFDM symbol. The elements
on the diagonal are the eigenvalues of the matrix B, obtained as

(F)n,m =

N
X, [k] = % Z:; x.[k] exp (—2 jﬂm%) (5.6)

In reverse, the time-domain signal x,[k] can be obtained by

N
X[kl = L\/]_v ; X, [k] exp (2 jnm%) (5.7)

By applying the Fourier transform to Equation (5.4), the equivalent received signal in the
frequency domain can be obtained,
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In summary, the CP of OFDM changes the linear convolution into a circular one. The
circular convolution is very efficiently transformed by means of an FFT into a multiplicative
operation in the frequency domain. Hence, the transmitted signal over a frequency-selective
(i.e. multipath) channel is converted into a transmission over N parallel flat-fading channels
in the frequency domain:

R,[k] = X,.[k] - H,[k] + Z,[k] (5.8)

As a result, the equalization is much simpler than for single-carrier systems and consists of
just one complex multiplication per subcarrier.

5.2.2 Peak-to-Average Power Ratio and Sensitivity to Non-Linearity

While the previous section shows the advantages of OFDM, this section highlights its major
drawback: the Peak-to-Average Power Ratio (PAPR).

In the general case, the OFDM transmitter can be seen as a linear transform performed
over a large block of independent identically distributed (i.i.d) QAM'-modulated complex
symbols (in the frequency domain). From the central limit theorem [8, 9], the time-domain
OFDM symbol may be approximated as a Gaussian waveform. The amplitude variations of
the OFDM modulated signal can therefore be very high. However, practical Power Amplifiers
(PAs) of RF transmitters are linear only within a limited dynamic range. Thus, the OFDM
signal is likely to suffer from non-linear distortion caused by clipping. This gives rise to out-
of-band spurious emissions and in-band corruption of the signal. To avoid such distortion,
the PAs have to operate with large power back-offs, leading to inefficient amplification or
expensive transmitters.

The PAPR is one measure of the high dynamic range of the input amplitude, and hence
a measure of the expected degradation. To analyse the PAPR mathematically, let x, be the
signal after IFFT as given by Equation (5.7) where the time index k can be dropped without
loss of generality. The PAPR of an OFDM symbol is defined as the square of the peak
amplitude divided by the mean power, i.e.

max,(|x.*}
E{|x,*}

Under the hypothesis that the Gaussian approximation is valid, the amplitude of x, has a
Rayleigh distribution, while its power has a central chi-square distribution with two degrees
of freedom. The Cumulative Distribution Function (CDF) F (@) of the normalized power is
given by

PAPR = (5.9)

|2

1
F@ =g

If there is no oversampling, the time-domain samples are mutually uncorrelated and the
probability that the PAPR is above a certain threshold PAPR is given by?

<a) - (5.10)

Pr(PAPR > PAPR) = 1 — F.(PAPR)Y =1 — (1 — ¢ PAPR))N (5.11)

Figure 5.6 plots the distribution of the PAPR given by Equation (5.11) for different values of
the number of subcarriers N. The figure shows that a high PAPR does not occur very often.
However, when it does occur, degradation due to PA non-linearities may be expected.

!Quadrature Amplitude Modulation.
2Note that the CDF of the PAPR is Fpapr(n) = [Fx(r])]N for N i.i.d. samples.
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Figure 5.6: PAPR distribution for different numbers of OFDM subcarriers.

In order to evaluate the impacts of distortion on the OFDM signal reception, a useful
framework for modelling non-linearities is developed in Section 21.5.2.

5.2.2.1 PAPR Reduction Techniques

Many techniques have been studied for reducing the PAPR of a transmitted OFDM signal.
Although no such techniques are specified for the LTE downlink signal generation, an
overview of the possibilities is provided below. In general, in LTE the cost and complexity
of generating the OFDM signal with acceptable Error Vector Magnitude (EVM) (see
Section 21.3.1.1) is left to the eNodeB implementation. As OFDM is not used for the LTE
uplink (see Section 14.2), such considerations do not directly apply to the transmitter in the
User Equipment (UE).

Techniques for PAPR reduction of OFDM signals can be broadly categorized into
three main concepts: clipping and filtering [10-12], selected mapping [13] and coding
techniques [14, 15]. The most potentially relevant from the point of view of LTE would be
clipping and filtering, whereby the time-domain signal is clipped to a predefined level. This
causes spectral leakage into adjacent channels, resulting in reduced spectral efficiency as well
as in-band noise degrading the bit error rate performance. Out-of-band radiation caused by
the clipping process can, however, be reduced by filtering. If discrete signals are clipped
directly, the resulting clipping noise will all fall in band and thus cannot be reduced by
filtering. To avoid this problem, one solution consists of oversampling the original signal by
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padding the input signal with zeros and processing it using a longer IFFT. The oversampled
signal is clipped and then filtered to reduce the out-of-band radiation.

5.2.3 Sensitivity to Carrier Frequency Offset and Time-Varying
Channels

The orthogonality of OFDM relies on the condition that transmitter and receiver operate with
exactly the same frequency reference. If this is not the case, the perfect orthogonality of the
subcarriers is lost, causing subcarrier leakage, also known as Inter-Carrier Interference (ICI),
as can be seen in Figure 5.7.

Amplitude

Frequency

Figure 5.7: Loss of orthogonality between OFDM subcatriers due to frequency offset.

Frequency errors typically arise from a mismatch between the reference frequencies of
the transmitter and the receiver local oscillators. On the receiver side in particular, due to the
importance of using low-cost components in the mobile handset, local oscillator frequency
drifts are usually greater than in the eNodeB and are typically a function of parameters
such as temperature changes and voltage variations. This difference between the reference
frequencies is widely referred to as Carrier Frequency Offset (CFO). Phase noise in the UE
receiver may also result in frequency errors.

IPR2022-00648
Apple EX1023 Page 204



134 LTE — THE UMTS LONG TERM EVOLUTION

The CFO can be several times larger than the subcarrier spacing. It is usually divided into
an integer part and a fractional part. Thus the frequency error can be written as

£ =T+ eAf (5.12)

where Af is the subcarrier spacing, I' is an integer and —0.5 < € <0.5. If I" # 0, then the
modulated data are in the wrong positions with respect to the subcarrier mapping performed
at the transmitter. This simply results in a Bit Error Rate (BER) of 0.5 if the frequency offset
is not compensated at the receiver, independently of the value of €. In the case of I'=0 and
€ # 0, the perfect subcarrier orthogonality is lost, resulting in ICI which can degrade the
BER. Typically only synchronization errors of up to a few percent of the subcarrier spacing
are tolerable in OFDM systems.

Even in an ideal case where the local oscillators are perfectly aligned, the relative speed
between transmitter and receiver also generates a frequency error due to Doppler.

In the case of a single-path channel, UE mobility in a constant direction with respect
to the angle of arrival of the signal results in a Doppler shift f;, while in a scattering
environment this becomes a Doppler spread with spectral density P(f) as discussed further
in Section 8.3.1.

It can be shown [16, 17] that, for both flat and dispersive channels, the ICI power can be
computed as a function of the generic Doppler spectral density P(f) as follows:

famax
Prc1 = f P(f)(1 - sinc® (T f)) df (5.13)

_fdmax

where fq,..
normalized.

ICI resulting from a mismatch f, between the transmitter and receiver oscillator frequen-
cies can be modelled as a Doppler shift arising from single-path propagation:

P(f)=6(f = fo) (5.14)

Hence, substituting (5.14) into (5.13), the ICI power in the case of a deterministic CFO is
given by

is the maximum Doppler frequency, and the transmitted signal power is

Picicro = 1 = sinc®(f,T5) (5.15)

For the classical Jakes model of Doppler spread (see Section 8.3.1), Equation (5.13) can
be written as

1
Prcrjakes =1 -2 f (= HIoQrfa,, Tsf)df (5.16)
0

where Jj is the zero-th order Bessel function.

When no assumptions on the shape of the Doppler spectrum can be made, an upper
bound on the ICI given by Equation (5.13) can be found by applying the Cauchy—Schwartz
inequality, leading to [17]

I 11 = sin® (T HP df
o 1= sin (T f) df

This upper bound on Picy is valid only in the case of frequency spread and does not cover
the case of a deterministic CFO.

Picy < (5.17)
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Using Equations (5.17), (5.16) and (5.15), the Signal-to-Interference Ratio (SIR) in the
presence of ICI can be expressed as

1 - Picr

ICI

SIRc1 =

(5.18)

Figures 5.8 and 5.9 plot these Picr and SIRycr for the cases provided. These figures
show that the highest ICI is introduced by a constant frequency offset. In the case of a
Doppler spread, the ICI impairment is lower. Figure 5.9 shows that, in the absence of any
other impairment such as interference (SIR = o), the SIRcy rapidly decays as a function of
frequency misalignments.

PICI (dB)

SBBf] [ Doppler (bound) :
B N U S U SRR - .| —%— Jakes Doppler (exact) | :
S : . | —©—CFO :

_40 " 1 . i . i " 1 . 1 N i I I I j

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
des

Figure 5.8: Pjcy for the case of a classical Doppler distribution and a deterministic CFO.

The sensitivity of the BER depends on the modulation order. It is shown in [18] that QPSK
modulation can tolerate up to €y.x = 0.05 whereas 64-QAM requires € < 0.01.

5.2.4 Timing Offset and Cyclic Prefix Dimensioning

In the case of a memoryless channel (i.e. no delay spread), OFDM is insensitive to timing
synchronization errors provided that the misalignment remains within the CP duration. In
other words, if T, < Tcp (with T, being the timing error), then orthogonality is maintained
thanks to the cyclic nature of the CP. Any symbol timing delay only introduces a constant
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Figure 5.9: SIRy¢ for classical Doppler distribution and deterministic CFO.

phase shift from one subcarrier to another. The received signal at the m-th subcarrier is
given by

_dm
R.[K] = X.[K] exp( jzﬂ'w) (5.19)

where d is the timing offset in samples corresponding to a duration equal to 7,. This phase
shift can be recovered as part of the channel estimation operation.

It is worth highlighting that the insensitivity to timing offsets would not hold for any kind
of guard period other than a cyclic prefix; for example, zero-padding would not exhibit the
same property, resulting in a portion of the useful signal power being lost.

In the general case of a channel with delay spread, for a given CP length, the maximum
tolerated timing offset without degrading the OFDM reception is reduced by an amount equal
to the length of the channel impulse response: T, < Tcp — T4. For greater timing errors, ISI
and ICT occur. The effect caused by an insufficient CP is discussed in the following section.
Timing synchronization hence becomes more critical in long-delay-spread channels.

Initial timing acquisition in LTE is normally achieved by the cell-search and synchro-
nization procedures (see Chapter 7). Thereafter, for continuous tracking of the timing-offset,
two classes of approach exist, based on either CP correlation or Reference Signals (RSs). A
combination of the two is also possible. The reader is referred to [19] for a comprehensive
survey of OFDM synchronization techniques.
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5.2.4.1 Effect of Insufficient Cyclic Prefix Length

As already explained, if an OFDM system is designed with a CP of length G samples such
that L < G where L is the length of the channel impulse response (in number of samples), the
system benefits from turning the linear convolution into a circular one to keep the subcarriers
orthogonal. The condition of a sufficient CP is therefore strictly related to the orthogonality
property of OFDM.

As shown in [20], for an OFDM symbol consisting of N + G samples where N is the FFT
size, the power of the ICI and ISI can be computed as

N+G-1
_ , Nk — G) — (k — G)?
Picr =2 kZ; Jhlk]| 7 (5.20)
N+G-1 5
(k=G
Pisi = ; hkIP =5 (5.21)

The signal power Pg can be written as

G-1 N+G-1 N-k+G 2
Ps= Y P+ Y P T (5.22)
k=0 k=G

The resulting SIR due to the CP being too short can then be written as

Pg
SIRyg = ———— (5.23)
* " P+ Par
Figures 5.10 and 5.11 plot Equations (5.21) to (5.23) for the case of the normal CP length
in LTE (see Section 5.4) assuming a channel with a uniform and normalized Power-Delay
Profile (PDP) of length L < N + G, where the dashed line marks the boundary of the CP
(L=0G).

5.3 OFDMA

Orthogonal Frequency Division Multiple Access (OFDMA) is an extension of OFDM to the
implementation of a multiuser communication system. In the discussion above, it has been
assumed that a single user receives data on all the subcarriers at any given time. OFDMA
distributes subcarriers to different users at the same time, so that multiple users can be
scheduled to receive data simultaneously. Usually, subcarriers are allocated in contiguous
groups for simplicity and to reduce the overhead of indicating which subcarriers have been
allocated to each user.

OFDMA for mobile communications was first proposed in [21] based on multicarrier
FDMA (Frequency Division Multiple Access), where each user is assigned to a set of
randomly selected subchannels.

OFDMA enables the OFDM transmission to benefit from multi-user diversity, as dis-
cussed in Chapter 12. Based on feedback information about the frequency-selective channel
conditions from each user, adaptive user-to-subcarrier assignment can be performed, enhanc-
ing considerably the total system spectral efficiency compared to single-user OFDM systems.
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bit. Out of the N + G transmitted symbols, only N convey information, leading to a rate loss.
This reduction in bandwidth efficiency can be expressed as a function of the CP duration
Tcp = GT and the OFDM symbol period T, = NTs (where T is the sampling period), as

follows:

Tcp

,Boverhead = m (5.24)

It is clear that to maximize spectral efficiency, T, should be chosen to be large relative to
the CP duration, but small enough to ensure that the channel does not vary within one OFDM
symbol.

Further, the OFDM symbol duration 7, is related to the subcarrier spacing by Af = 1/T,.
Choosing a large T, leads to a smaller subcarrier separation Af, which has a direct impact
on the system sensitivity to Doppler and other sources of frequency offset, as explained in
Section 5.2.3.

Thus, in summary, the following three design criteria can be identified:

Tcp =Ty to prevent ISI,

S

Af <1 to keep ICI due to Doppler sufficiently low, (5.25)

TcpAf < 1 for spectral efficiency.

5.4.1 Physical Layer Parameters for LTE

LTE aims at supporting a wide range of cellular deployment scenarios, including indoor,
urban, suburban and rural situations covering both low and high UE mobility conditions (up
to 350 or even 500 km/h). The cell sizes may range from home networks only a few metres
across to large cells with radii of 100 kilometres or more.

Typical deployed carrier frequencies are in the range 400 MHz to 4 GHz, with bandwidths
ranging from 1.4 to 20 MHz. All these cases imply different delay spreads and Doppler
frequencies.

The ‘normal’ parameterization of the LTE downlink uses a Af =15 kHz subcarrier
spacing with a CP length of approximately 5 ps. This subcarrier spacing is a compromise
between the percentage overhead of the CP and the sensitivity to frequency offsets. A 15 kHz
subcarrier spacing is sufficiently large to allow for high mobility and to avoid the need for
closed-loop frequency adjustments.

In addition to the normal parameterization, it is possible to configure LTE with an
extended CP of length approximately 17 pus.®> This is designed to ensure that even in
large suburban and rural cells, the delay spread should be contained within the CP. This,
however, comes at the expense of a higher overhead from the CP as a proportion of the
total system transmission resources. This is particularly useful for the multi-cell broadcast
transmission mode supported by LTE known as Multimedia Broadcast Single Frequency
Network (MBSFN) (see Section 13.4), in which the UE receives and combines synchronized
signals from multiple cells. In this case the relative timing offsets from the multiple cells
must all be received at the UE’s receiver within the CP duration, if ISI is to be avoided, thus
also requiring a long CP.

3The length of the extended CP is % of the OFDM symbol.
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example, for a 5 MHz system bandwidth the FFT order and sampling frequency could be
scaled down to 512 and f; = 7.68 MHz respectively, while only 300 subcarriers are actually
modulated with data.

For the sake of simplifying terminal implementation, the direct current (d.c.) subcarrier is
left unused, in order to avoid d.c. offset errors in direct conversion receivers.

The OFDMA parameters used in the downlink are defined in the 3GPP Technical
Specification 36.211 [22, Section 6].

5.5 Summary

In this chapter, we have reviewed the key features, benefits and sensitivities of OFDM and
OFDMA systems. In summary, it can be noted that:

e OFDM is a mature technology.

e It is already widely deployed and is especially suited for broadcast or downlink appli-
cations because of the low receiver complexity while requiring a higher transmitter
complexity (expensive PA). The low receiver complexity also makes it well-suited to
MIMO schemes.

o It benefits from efficient implementation by means of the FFT.

e [t achieves the high transmission rates of broadband transmission, with low receiver
complexity.

o It makes use of a CP to avoid ISI, enabling block-wise processing.

o It exploits orthogonal subcarriers to avoid the spectrum wastage associated with inter-
subcarrier guard-bands.

e The parameterization allows the system designer to balance tolerance of Doppler and
delay spread depending on the deployment scenario.

o It can be extended to a multiple-access scheme, OFDMA, in a straightforward manner.

These factors together have made OFDMA the technology of choice for the LTE
downlink.
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6

Introduction to Downlink Physical
Layer Design

Matthew Baker

6.1 Introduction

The LTE downlink transmissions from the eNodeB consist of user-plane and control-
plane data from the higher layers in the protocol stack (as described in Chapters 3 and 4)
multiplexed with physical layer signalling to support the data transmission. The multiplexing
of these various parts of the downlink signal is facilitated by the Orthogonal Frequency
Division Multiple Access (OFDMA) structure described in Chapter 5, which enables the
downlink signal to be subdivided into small units of time and frequency.

This subdivided structure is introduced below, together with an outline of the general steps
in forming the transmitted downlink signal in the physical layer.

6.2 Transmission Resource Structure

The downlink transmission resources in LTE possess dimensions of time, frequency and
space. The spatial dimension, measured in ‘layers’, is accessed by means of multiple ‘antenna
ports’ at the eNodeB; for each antenna port a Reference Signal (RS) is provided to enable
the User Equipment (UE) to estimate the radio channel (see Section 8.2); the techniques for
using multiple antenna ports to exploit multiple spatial layers are explained in Section 11.2.
The time-frequency resources for each transmit antenna port are subdivided according to
the following structure: the largest unit of time is the 10 ms radio frame, which is subdivided
into ten 1 ms subframes, each of which is split into two 0.5 ms slots. Each slot comprises
seven OFDM symbols in the case of the normal Cyclic Prefix (CP) length, or six if the

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
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extended CP is configured in the cell as explained in Section 5.4.1. In the frequency domain,
resources are grouped in units of 12 subcarriers (thus occupying a total of 180 kHz with a
subcarrier spacing of 15 kHz), such that one unit of 12 subcarriers for a duration of one slot
is termed a Resource Block (RB).!

The smallest unit of resource is the Resource Element (RE), which consists of one
subcarrier for a duration of one OFDM symbol. An RB thus comprises 84 REs in the case of
the normal cyclic prefix length, and 72 REs in the case of the extended cyclic prefix.

The detailed resource structure is shown in Figure 6.1 for the normal cyclic prefix length.
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Figure 6.1: Basic time-frequency resource structure of LTE (normal cyclic prefix case).

'In the case of the 7.5 kHz subcarrier spacing which may be available for Multimedia Broadcast Multicast
Service (MBMS) transmission in later releases of LTE (see Section 5.4.1 and Chapter 13), one RB consists of 24
subcarriers for a duration of one slot.
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INTRODUCTION TO DOWNLINK PHYSICAL LAYER DESIGN 149

identity of the cell, the subframe number (within a radio frame) and the UE identity. This
randomizes interference between cells and between UEs. In addition, in cases where multiple
data streams (codewords) are transmitted via multiple layers (see Table 11.2), the identity of
the codeword is also used in the initialization.

As a useful feature for avoiding unnecessary complexity, the scrambling sequence
generator described here is the same as for the pseudo-random sequence used for the RSs
as described in Chapter 8, the only difference being in the method of initialization; in all
cases, however, a fast-forward of 1600 places is applied at initialization, in order to ensure
low cross-correlation between sequences used in adjacent cells.

Following the scrambling stage, the data bits from each channel are mapped to complex-
valued modulation symbols depending on the relevant modulation scheme, then mapped to
layers and precoded as explained in Chapter 11, mapped to REs, and finally translated into a
complex-valued OFDM signal by means of an Inverse Fast Fourier Transform (IFFT).

6.4 Introduction to Downlink Operation

In order to communicate with an eNodeB supporting one or more cells, the UE must first
identify the downlink transmission from one of these cells and synchronize with it. This is
achieved by means of special synchronization signals which are embedded into the OFDM
structure described above. The procedure for cell search and synchronization is described in
Chapter 7.

PCCH BCCH CCCH DCCH DTCH MCCH MTCH
- O O > O O = <O -

Downlink _
logical channels
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Figure 6.5: Summary of downlink physical channels and mapping to higher layers.

The next step for the UE is to estimate the downlink radio channel in order to be able
to perform coherent demodulation of the information-bearing parts of the downlink signal.
Some suitable techniques for channel estimation are described in Chapter 8, based on the
reference signals which are inserted into the downlink signal.
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Chapter 9 describes the parts of the downlink signal which carry data originating
from higher protocol layers, including the PBCH, the Physical Downlink Shared Channel
(PDSCH) and, in the case of MBMS transmission from Release 9 onwards, the Physical
Multicast CHannel (PMCH). In addition, the design of the downlink control signalling is
explained, including its implications for the ways in which downlink transmission resources
may be allocated to different users for data transmission.

The downlink physical channels described in the following chapters are summarized in
Figure 6.5, together with their relationship to the higher-layer channels.

The subsequent chapters explain the key techniques which enable these channels to make
efficient use of the radio spectrum: channel coding and link adaptation are explained in
Chapter 10, the LTE schemes for exploiting multiple antennas are covered in Chapter 11, and
techniques for effective scheduling of transmission resources to multiple users are described
in Chapter 12.
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7

Synchronization and Cell Search

Fabrizio Tomatis and Stefania Sesia

7.1 Introduction

A User Equipment (UE) wishing to access an LTE cell must first undertake a cell search
procedure. This chapter focuses on the aspects of the physical layer that are designed to
facilitate cell search. The way this relates to the overall mobility functionality and protocol
aspects for cell reselection and handover is explained in Chapters 3 and 22. The performance
requirements related to cell search and synchronization are explained in Section 22.2.

At the physical layer, the cell search procedure consists of a series of synchronization
stages by which the UE determines time and frequency parameters that are necessary to
demodulate the downlink and to transmit uplink signals with the correct timing. The UE also
acquires some critical system parameters.

Three major synchronization requirements can be identified in the LTE system:

1. Symbol and frame timing acquisition, by which the correct symbol start position is
determined, for example to set the Discrete Fourier Transform (DFT) window position;

2. Carrier frequency synchronization, which is required to reduce or eliminate the effect
of frequency errors' arising from a mismatch of the local oscillators between the
transmitter and the receiver, as well as the Doppler shift caused by any UE motion;

3. Sampling clock synchronization.

7.2 Synchronization Sequences and Cell Search in LTE

The cell search procedure in LTE begins with a synchronization procedure which makes use
of two specially designed physical signals that are broadcast in each cell: the Primary Syn-
chronization Signal (PSS) and the Secondary Synchronization Signal (SSS). The detection of

!Frequency offsets may arise from factors such as temperature drift, ageing and imperfect calibration.

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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152 LTE - THE UMTS LONG TERM EVOLUTION

these two signals not only enables time and frequency synchronization, but also provides the
UE with the physical layer identity of the cell and the cyclic prefix length, and informs the UE
whether the cell uses Frequency Division Duplex (FDD) or Time Division Duplex (TDD).

In the case of initial synchronization (when the UE is not already camping on or
connected to an LTE cell) after detecting the synchronization signals, the UE decodes the
Physical Broadcast CHannel (PBCH), from which critical system information is obtained
(see Section 9.2.1). In the case of neighbour cell identification, the UE does not need to
decode the PBCH; it simply makes quality-level measurements based on the reference signals
(see Chapter 8) transmitted from the newly detected cell and uses them for cell reselection
(in RRC_IDLE state) or handover (in RRC_CONNECTED state); in the latter case, the UE
reports these measurements to its serving cell.

The cell search and synchronization procedure is summarized in Figure 7.1, showing the
information ascertained by the UE at each stage. The PSS and SSS structure is specifically
designed to facilitate this acquisition of information.

) Slot Timing detection
PSS Detection Physical layer ID

Radio Frame Timing detection
Cell ID

SSS Detection Cyclic Prefix length detection

TDD/FDD detection

Neighbour cell Initial
identification synchronization
RSRP/RSRQ PBCH timing detection
RS Detection measurement and PBCH Decoding  System information
reporting access

Figure 7.1: Information acquired at each step of the cell search procedure.

The PSS and SSS structure in time is shown in Figure 7.2 for the FDD case and in
Figure 7.3 for TDD: the synchronization signals are transmitted periodically, twice per 10 ms
radio frame. In an FDD cell, the PSS is always located in the last OFDM (Orthogonal
Frequency Division Multiplexing) symbol of the first and 11" slots of each radio frame
(see Chapter 6), thus enabling the UE to acquire the slot boundary timing independently
of the Cyclic Prefix (CP) length. The SSS is located in the symbol immediately preceding the
PSS, a design choice enabling coherent detection? of the SSS relative to the PSS, based on
the assumption that the channel coherence duration is significantly longer than one OFDM
symbol. In a TDD cell, the PSS is located in the third symbol of the 3™ and 13" slots, while
the SSS is located three symbols earlier; coherent detection can be used under the assumption
that the channel coherence time is significantly longer than four OFDM symbols.

The precise position of the SSS changes depending on the length of the CP configured
for the cell. At this stage of the cell detection process, the CP length is unknown a priori

2See Section 7.3.
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154 LTE - THE UMTS LONG TERM EVOLUTION

While the PSS in a given cell is the same in every subframe in which it is transmitted,
the two SSS transmissions in each radio frame change in a specific manner as described
in Section 7.2.3, thus enabling the UE to establish the position of the 10 ms radio frame
boundary.

In the frequency domain, the mapping of the PSS and SSS to subcarriers is shown in
Figure 7.4. The PSS and SSS are transmitted in the central six Resource Blocks* (RBs),
enabling the frequency mapping of the synchronization signals to be invariant with respect
to the system bandwidth (which can in principle vary from 6 to 110 RBs to suit channel
bandwidths between around 1.4 MHz and 20 MHz); this allows the UE to synchronize to the
network without any a priori knowledge of the allocated bandwidth. The PSS and SSS are
each comprised of a sequence of length 62 symbols, mapped to the central 62 subcarriers
around the d.c. subcarrier, which is left unused. This means that the five resource elements at
each extremity of each synchronization sequence are not used. This structure enables the UE
to detect the PSS and SSS using a size-64 Fast Fourier Transform (FFT) and a lower sampling
rate than would have been necessary if all 72 subcarriers were used in the central six resource
blocks. The shorter length for the synchronization sequences also avoids the possibility in a
TDD system of a high correlation with the uplink demodulation reference signals which use
the same kind of sequence as the PSS (see Chapter 15).

10 ms Radio Frame

6 RB

SSS
012345601234586 PSS
RS

Unused RE

1 ms Sub-frame

Figure 7.4: PSS and SSS frame structure in frequency and time domain for an FDD cell.

4Six Resource Blocks correspond to 72 subcarriers.
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In the case of multiple transmit antennas being used at the eNodeB, the PSS and SSS
are always transmitted from the same antenna port® in any given subframe, while between
different subframes they may be transmitted from different antenna ports in order to benefit
from time-switched antenna diversity.

The particular sequences which are transmitted for the PSS and SSS in a given cell are
used to indicate the physical layer cell identity to the UE. There are 504 unique Physical Cell
Identities (PCIs) in LTE, grouped into 168 groups of three identities. The three identities in a
group would usually be assigned to cells under the control of the same eNodeB. Three PSS
sequences are used to indicate the cell identity within the group, and 168 SSS sequences are
used to indicate the identity of the group.®

The PSS uses sequences known as Zadoff—-Chu. This kind of sequence is widely used
in LTE, including for the uplink reference signals and random access preambles (see
Chapters 15 and 17) in addition to the PSS. Therefore, Section 7.2.1 is devoted to an
explanation of the fundamental principles behind Zadoff-Chu sequences, before discussing
the specific constructions of the PSS and SSS sequences in the subsequent sections.

7.2.1 Zadoff-Chu Sequences

Zadoff—-Chu (ZC) sequences (also known as Generalized Chirp-Like (GCL) sequences)
are named after the authors of [1] and [2]. ZC sequences are non-binary unit-amplitude
sequences [3], which satisfy a Constant Amplitude Zero Autocorrelation (CAZAC) property.
CAZAC sequences are complex signals of the form e/*. The ZC sequence of odd-length Nzc
is given by

ay(n) = exp| - jomg ™ DIZ + [n 7.1)

Nzc

where g€ {1, ..., Nzc — 1} is the ZC sequence root index, n=0, 1,...,Nzc—1,1eNis
any integer. In LTE, / = 0 is used for simplicity.

ZC sequences have the following three important properties:

Property 1. A ZC sequence has constant amplitude, and its Nzc-point DFT also has
constant amplitude. The constant amplitude property limits the Peak-to-Average Power Ratio
(PAPR) and generates bounded and time-flat interference to other users. It also simplifies the
implementation as only phases need to be computed and stored, not amplitudes.

Property 2. ZC sequences of any length have ‘ideal’ cyclic autocorrelation (i.e. the
correlation with its circularly shifted version is a delta function). The zero autocorrelation
property may be formulated as:

N/C*l

r(o) = Z ar(mag(n + o)) = 6(o) (1.2)

n=0

where () is the discrete periodic autocorrelation function of a; at lag o-. This property is
of major interest when the received signal is correlated with a reference sequence and the
received reference sequences are misaligned. As an example, Figure 7.5 shows the difference

5The concept of an antenna port in LTE is explained in Section 8.2.

6 A subset of the available PCIs can be reserved for Closed Subscriber Group (CSG) cells (e.g. Home eNodeBs).
If this is the case, the reserved PClIs are indicated in System Information Block 4 (SIB4), enabling the UE to eliminate
those PClIs from its search if CSG cells are not applicable for it.
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between the periodic autocorrelation of a truncated Pseudo-Noise (PN) sequence (as used
in WCDMA [4]) and a ZC sequence. Both are 839 symbols long in this example. The ZC
periodic autocorrelation is exactly zero for o # 0 and it is non-zero for o = 0, whereas the
PN periodic autocorrelation shows significant peaks, some above 0.1, at non-zero lags.

T T

PN sequence
—— Zadoff-Chu sequence

o
©
T

©c o o o
u o N @
T T : :
; | ; |

Autocorre at on amp tude
o
~

o o
nNow
U
P4

Zadoff Chu

i e s S ot Sl X ok ki B
-400 -300 -200 -100 0 100 200 300 400

lag (samples)

Figure 7.5: Zadoff—Chu versus PN sequence: periodic autocorrelation.

The main benefit of the CAZAC property is that it allows multiple orthogonal sequences
to be generated from the same ZC sequence. Indeed, if the periodic autocorrelation of a
ZC sequence provides a single peak at the zero lag, the periodic correlation of the same
sequence against its cyclic shifted replica provides a peak at lag Ncs, where Ncs is the
number of samples of the cyclic shift. This creates a Zero-Correlation Zone (ZCZ) between
the two sequences. As a result, as long as the ZCZ is dimensioned to cope with the largest
possible expected time misalignment between them, the two sequences are orthogonal for all
transmissions within this time misalignment.

Property 3. The absolute value of the cyclic cross-correlation function between any two
ZC sequences is constant and equal to 1/ Nzc, if|g1 — go| (where g and g are the sequence
indices) is relatively prime with respect to Nzc (a condition that can be easily guaranteed if
Nzc is a prime number). The cross-correlation of v/Nyzc at all lags achieves the theoretical
minimum cross-correlation value for any two sequences that have ideal autocorrelation.

Selecting Nzc as a prime number results in Nzc — 1 ZC sequences which have the
optimal cyclic cross-correlation between any pair. However, it is not always convenient to
use sequences of prime length. In general, a sequence of non-prime length may be generated
by either cyclic extension or truncation of a prime-length ZC sequence. A further useful
property of ZC sequences is that the DFT of a ZC sequence x,(n) (in Equation (7.1)) is a
weighted cyclicly shifted ZC sequence Xy (k) such that w = —1/u mod Nzc. This means that
a ZC sequence can be generated directly in the frequency domain without the need for a DFT
operation.

"Note that this value corresponds to the normalized cross-correlation function.
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7.2.2 Primary Synchronization Signal (PSS) Sequences

The PSS is constructed from a frequency-domain ZC sequence of length 63, with the middle
element punctured to avoid transmitting on the d.c. subcarrier.
The mapping of the PSS sequence to the subcarriers is shown in Figure 7.6.

ZCu(0)  ZCy(29) ZCy(30) ZCy(32) ZCy(33) ZCy(62)

e \ RIS '/ e

35 3231 2 1 f 1 2 31 32 35  Frequency

Figure 7.6: PSS sequence mapping in the frequency domain.

Three PSS sequences are used in LTE, corresponding to the three physical layer
identities within each group of cells. The selected roots for the three ZC PSS sequences
are M =29, 34, 25, such that the frequency-domain length-63 sequence for root M is given
by

ZC?;(n) =exp _jw ,

63

This set of roots for the ZC sequences was chosen for its good periodic autocorrelation
and cross-correlation properties. In particular, these sequences have a low frequency-offset
sensitivity, defined as the ratio of the maximum undesired autocorrelation peak in the time
domain to the desired correlation peak computed at a certain frequency offset. This allows
a certain robustness of the PSS detection during the initial synchronization, as shown in
Figure 7.7.

Figures 7.8 and 7.9 show respectively the cross-correlation (for roots 29 and 25) as a
function of timing and frequency offset and the autocorrelation as a function of timing offset
(for root 29). It can be seen that the average and peak values of the cross-correlation are low
relative to the autocorrelation. Furthermore, the ZC sequences are robust against frequency
drifts as shown in Figure 7.10. Thanks to the flat frequency-domain autocorrelation property
and to the low frequency offset sensitivity, the PSS can be easily detected during the initial
synchronization with a frequency offset up to +7.5 kHz.

From the UE’s point of view, the selected root combination satisfies time-domain root-
symmetry, in that sequences 29 and 34 are complex conjugates of each other and can be
detected with a single correlator, thus allowing for some complexity reduction.

The UE must detect the PSS without any a priori knowledge of the channel, so non-
coherent correlation® is required for PSS timing detection. A maximum likelihood detector,

=0, 1,...,62 (7.3)

8See Section 7.3.
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as explained in Section 7.3, finds the timing offset mj}, that corresponds to the maximum
correlation, i.e.
N-1

D YL+ mlS Ll
i=0

2

m)y, = argmax,,, (7.4)
where i is time index, m is the timing offset, N is the PSS time-domain signal length, Y[i] is
the received signal at time instant i and S y[7] is the PSS with root M replica signal at time i
as defined in Equation (7.3).

1 ; ;
" root =29
——root =34
0.8F ‘ ~* “root = 25§
c
2 0.67
Ko
4
S
S 04l
= 0.4
I
0.2r
: T
0 awr/\ 2 7 QHE; Ly o
-80 -60 20 O 60 80
Time shift

Figure 7.7: Autocorrelation profile at 7.5 kHz frequency offset for roots = 25, 29, 34.

7.2.3 Secondary Synchronization Signal (SSS) Sequences

The SSS sequences are based on maximum length sequences, known as M-sequences, which
can be created by cycling through every possible state of a shift register of length n. This
results in a sequence of length 2" — 1.

Each SSS sequence is constructed by interleaving, in the frequency domain, two length-
31 BPSK®-modulated secondary synchronization codes, denoted here SSC1 and SSC2, as
shown in Figure 7.11.

These two codes are two different cyclic shifts of a single length-31 M-sequence. The
cyclic shift indices of the M-sequences are derived from a function of the PCI group (as given
in Table 6.11.2.1-1 in [5]). The two codes are alternated between the first and second SSS
transmissions in each radio frame. This enables the UE to determine the 10 ms radio frame
timing from a single observation of an SSS, which is important for UEs handing over to LTE
from another Radio Access Technology (RAT). For each transmission, SSC2 is scrambled
by a sequence that depends on the index of SSC1. The sequence is then scrambled by a code
that depends on the PSS. The scrambling code is one-to-one mapped to the physical layer

9Binary Phase Shift Keying.
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Figure 7.10: Autocorrelation of the PSS sequence as a function of frequency offset.

identity within the group corresponding to the target eNodeB. The sequence construction is
illustrated in Figure 7.12; details of the scrambling operations are given in [5].

The SSS sequences have good frequency-domain properties, as shown in Figure 7.13. As
in the case of the PSS, the SSS can be detected with a frequency offset up to +7.5 kHz. In
the time domain, the cross-correlation between any cyclic shifts of an SSS sequence is not as
good as for classical M-sequences (for which the cross-correlation is known to be —1), owing
to the effects of the scrambling operations.

From the UE’s point of view, the SSS detection is done after the PSS detection, and
the channel can therefore be assumed to be known (i.e. estimated based on the detected
PSS sequence). It follows that a coherent detection method, as described in Section 7.3 (
Equation (7.8)), can be applied:

N
S, = argmin ) y(n] - S{n. i, ) 75)
n=1

where the symbols S[n, n] represent the SSS sequences and £, are the estimated channel
coeflicients.

However, in the case of synchronized neighbouring eNodeBs, the performance of a
coherent detector can be degraded. This is because if an interfering eNodeB employs the
same PSS as the one used by the target cell, the phase difference between the two eNodeBs
can have an impact on the quality of the estimation of the channel coefficients. On the other
hand, the performance of a non-coherent detector degrades if the coherence bandwidth of the
channel is less than the six resource blocks occupied by the SSS.
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Figure 7.11: SSS sequence mapping.

In order to reduce the complexity of the SSS detector, the equivalence between M-
sequence matrices and Walsh—-Hadamard matrices can be exploited [6]. Using this property,
a fast M-sequence transform is equivalent to a fast Walsh—-Hadamard transform with index
remapping. Thanks to this property the complexity of the SSS detector is reduced to N log, N
where N = 32.

7.3 Coherent Versus Non-Coherent Detection

This section gives some theoretical background to the difference between coherent and non-
coherent detection.

Both coherent and non-coherent detection may play a part in the synchronization
procedures: in the case of the PSS, non-coherent detection is used, while for SSS sequence
detection, coherent or non-coherent techniques can be used. From a conceptual point of
view, a coherent detector takes advantage of knowledge of the channel, while a non-coherent
detector uses an optimization metric corresponding to the average channel statistics.

We consider a generic system model where the received sequence y,, at time instant m is
given by

Yo = Sh + v (7.6)
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Figure 7.12: SSS sequence generation.
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Figure 7.13: Autocorrelation of an SSS sequence as a function of frequency offset.

where the matrix S,, = diag [Sy.1, - - - » Smn] represents the transmitted symbol at time instant
m,h=T[hy, ..., hy]" is the channel vector and v,, is zero-mean complex Gaussian noise with
variance o2.

Maximum Likelihood (ML) coherent detection of a transmitted sequence consists of
finding the sequence such that the probability that this sequence was transmitted, conditioned
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on the knowledge of the channel, is maximized. Coherent detectors therefore require channel
estimation to be performed first.

Since the noise is assumed to be independently identically distributed (i.i.d.) and detection
is symbol-by-symbol, we focus on one particular symbol interval, neglecting the time instant
without loss of generality. The problem becomes

S Lo [——”y - Sh”2] (1.7)

S = argmax Pr(y|S, h) = argmax
gs y gs aNg)¥ No

N
= argmin (> |y, - s,,,,,hn|2) (7.8)
i (3

n=1

Equation (7.8) is a minimum squared Euclidean distance rule where the symbols S, ,, are
weighted by the channel coefficient 4,,.

When channel knowledge is not available or cannot be exploited, non-coherent detection
can be used. The ML detection problem then maximizes the following conditional probabil-

ity:

S= argmax Pr(y|S)
S

= argmax Il[“_?[Pr(y |S,h)] = f Pr(y | S, h) Pr(h) dh
S h

1 g

_ f _ exp[—”y I ]Pr(h) dh (7.9)
n (7 No) No

By considering the Probability Density Function (PDF) of an AWGN channel, it can be

shown [9] that the ML non-coherent detector yields

S = argmax {y"S(I + NoR;")~'S™y) (7.10)
S

where the maximization is done over the input symbols S, so all terms which do not depend
on S can be discarded. Depending on the form of Ry, the ML non-coherent detector can be
implemented in different ways. For example, in the case of a frequency non-selective channel,
the channel correlation matrix can be written as Ry, = o-flV where V is the all-ones matrix.
Under this assumption, the non-coherent ML detector is thus obtained by the maximiza-

tion of
N 2
> St il | | (7.11)
i=1

S= argmax{
s
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Reference Signals and Channel
Estimation

Andrea Ancora, Stefania Sesia and Alex Gorokhov

8.1 Introduction

A simple communication system can be generally modelled as in Figure 8.1, where the
transmitted signal x passes through a radio channel H and suffers additive noise before being
received. Mobile radio channels usually exhibit multipath fading, which causes Inter-Symbol
Interference (ISI) in the received signal. In order to remove ISI, various kinds of equalization
and detection algorithms can be utilized, which may or may not exploit knowledge of
the Channel Impulse Response (CIR). Orthogonal Frequency Division Multiple Access
(OFDMA) is particularly robust against ISI, thanks to its structure and the use of the
Cyclic Prefix (CP) which allows the receiver to perform a low-complexity single-tap scalar
equalization in the frequency domain, as described in Section 5.2.1.

n

x ——f Channel, H *)é—) Yy

Figure 8.1: A simple transmission model.

As explained in Section 7.3, when the detection method exploits channel knowledge, it is
generally said to be ‘coherent’; otherwise it is called ‘non-coherent’. Coherent detection can
make use of both amplitude and phase information carried by the complex signals, and not of
only amplitude information as with non-coherent detection. Optimal reception by coherent
detection therefore typically requires accurate estimation of the propagation channel.

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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The main advantage of coherent detection is the simplicity of implementation compared to
the more complex algorithms required by non-coherent detection for equivalent performance.
However, this simplicity comes at a price, namely the overhead needed in order to be able to
estimate the channel. A common and simple way to estimate the channel is to exploit known
signals which do not carry any data, but which therefore cause a loss in spectral efficiency.
In general, it is not an easy task to find the optimal trade-off between minimizing the spectral
efficiency loss due to the overhead and providing adequate ability to track variations in the
channel.

Other possible techniques for channel estimation include exploiting the correlation
properties of the channel or using blind estimation.

Once synchronization between an eNodeB and a UE has been achieved, LTE (in common
with earlier systems such as GSM and UMTS) is a coherent communication system, for
which purpose known Reference Signals (RSs) are inserted into the transmitted signal
structure.

In general, a variety of methods can be used to embed RSs into a transmitted signal.
The RSs can be multiplexed with the data symbols (which are unknown at the receiver)
in either the frequency, time or code domains (the latter being used in the case of the
common pilot channel in the UMTS downlink). A special case of time multiplexing, known
as preamble-based training, involves transmitting the RSs at the beginning of each data burst.
Multiplexing-based techniques have the advantage of low receiver complexity, as the data
symbol detection is decoupled from the channel estimation problem. Alternatively, RSs may
be superimposed on top of the unknown data, without the two necessarily being orthogonal.
Note that multiplexing RSs in the code domain is a particular type of superposition with a
constraint on orthogonality between known RSs and the unknown data. A comprehensive
analysis of the optimization of RS design can be found in [1,2].

Orthogonal RS multiplexing is by far the most common technique. For example, to
facilitate channel estimation in the UMTS downlink, two types of orthogonal RS are
provided. The first is code-multiplexed, available to all users in a cell, and uses a specific
spreading code which is orthogonal to the codes used to spread the users’ data. The second
type is time-multiplexed dedicated RSs, which may in some situations be inserted into the
users’ data streams [3].

In the LTE downlink, the OFDM transmission can be described by a two-dimensional
lattice in time and frequency, as shown in Figure 6.1 and described in Chapter 6. This
structure facilitates the multiplexing of the RSs, which are mapped to specific Resource
Elements (REs) of the two-dimensional lattice in Figure 6.1 according to patterns explained
in Section 8.2.

In order to estimate the channel as accurately as possible, all correlations between channel
coefficients in time, frequency and space should be taken into account. Since RSs are sent
only on particular OFDM RE:s (i.e. on particular OFDM symbols on particular subcarriers),
channel estimates for the REs which do not bear RSs have to be computed via interpolation.
The optimal interpolating channel estimator in terms of mean-squared error is based on a
two-dimensional Wiener filter interpolation [4]. Due to the high complexity of such a filter,
a trade-off between complexity and accuracy is achieved by using one-dimensional filters. In
Sections 8.4, 8.5 and 8.6, the problem of channel estimation is approached from a theoretical
point of view, and some possible solutions are described.
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The work done in the field of channel estimation, and the corresponding literature
available, is vast. Nevertheless many challenges still remain, and we refer the interested
reader to [2,5] for general surveys of open issues in this area.

8.2 Design of Reference Signals in the LTE Downlink

In the LTE downlink, five different types of RS are provided [6, Section 6.10]:

o Cell-specific RSs (often referred to as ‘common’ RSs, as they are available to all UEs
in a cell and no UE-specific processing is applied to them);

o UE-specific RSs (introduced in Release 8, and extended in Releases 9 and 10), which
may be embedded in the data for specific UEs (also known as DeModulation Reference
Signals (DM-RSs);

e MBSFN-specific RSs, which are used only for Multimedia Broadcast Single Fre-
quency Network (MBSFN) operation and are discussed further in Section 13.4.1;

e Positioning RSs, which from Release 9 onwards may be embedded in certain ‘posi-
tioning subframes’ for the purpose of UE location measurements; these are discussed
in Section 19.3.1;

o Channel State Information (CSI) RSs, which are introduced in Release 10 specifically
for the purpose of estimating the downlink channel state and not for data demodulation
(see Section 29.1.2).

Each RS pattern is transmitted from an antenna port at the eNodeB. An antenna port may
in practice be implemented either as a single physical transmit antenna, or as a combination of
multiple physical antenna elements. In either case, the signal transmitted from each antenna
port is not designed to be further deconstructed by the UE receiver: the transmitted RS
corresponding to a given antenna port defines the antenna port from the point of view of the
UE, and enables the UE to derive a channel estimate for all data transmitted on that antenna
port — regardless of whether it represents a single radio channel from one physical antenna
or a composite channel from a multiplicity of physical antenna elements together comprising
the antenna port. The designations of the antenna ports available in LTE are summarized
below:

o Antenna Ports 0-3: cell-specific RSs — see Section 8.2.1;

e Antenna Port 4: MBSFN — see Section 13.4.1;

e Antenna Port 5: UE-specific RSs for single-layer beamforming — see Section 8.2.2;
e Antenna Port 6: positioning RSs (introduced in Release 9) — see Section 19.3.1;

e Antenna Ports 7-8: UE-specific RSs for dual-layer beamforming (introduced in
Release 9) — see Section 8.2.3;

o Antenna Ports 9-14: UE-specific RSs for multi-layer beamforming (introduced in
Release 10) — see Section 29.1.1;

e Antenna Ports 15-22: CSI RSs (introduced in Release 10) — see Section 29.1.2.
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Figure 8.2: Cell-specific reference symbol arrangement in the case of normal CP length for
one antenna port. Reproduced by permission of © 3GPP.

Details of the techniques provided for multi-antenna transmission in LTE can be found
in Chapter 11 for Releases 8 and 9, and in Chapter 29 for the new techniques introduced in
Release 10 for LTE-Advanced.

8.2.1 Cell-Specific Reference Signals

The cell-specific RSs enable the UE to determine the phase reference for demodulating the
downlink control channels (see Section 9.3) and the downlink data in most transmission
modes' of the Physical Downlink Shared Channel (PDSCH — see Section 9.2.2). If UE-
specific precoding is applied to the PDSCH data symbols before transmission,> downlink
control signalling is provided to inform the UE of the corresponding phase adjustment it
should apply relative to the phase reference provided by the cell-specific RSs. The cell-
specific RSs are also used by the UEs to generate Channel State Information (CSI) feedback
(see Sections 10.2.1 and 11.2.2.4).

References [7, 8] show that in an OFDM-based system an equidistant arrangement
of reference symbols in the lattice structure achieves the Minimum Mean-Squared Error
(MMSE) estimate of the channel. Moreover, in the case of a uniform reference symbol grid,
a ‘diamond shape’ in the time-frequency plane can be shown to be optimal.

In LTE, the arrangement of the REs on which the cell-specific RSs are transmitted follows
these principles. Figure 8.2 illustrates the RS arrangement for the normal CP length.?

ITransmission modes 1 to 6.

2In PDSCH transmission modes 3 to 6.

3In the case of the extended CP, the arrangement of the reference symbols changes slightly, but the explanations
in the rest of this chapter are no less valid. The detailed arrangement of reference symbols for the extended CP can
be found in [6].
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The LTE system is designed to work under high-mobility assumptions, in contrast to
WLAN systems which are generally optimized for pedestrian-level mobility. WLAN systems
typically use a preamble-based training sequence, and the degree of mobility such systems
can support depends on how often the preamble is transmitted.

The required spacing in time between the reference symbols can be determined by
considering the maximum Doppler spread (highest speed) to be supported, which for
LTE corresponds to 500 km/h [9]. The Doppler shift is f3 = (f. v/c) where f. is the
carrier frequency, v is the UE speed in metres per second, and c is the speed of light
(3-10% m/s). Considering f. =2 GHz and v =500 km/h, then the Doppler shift is fy ~
950 Hz. According to Nyquist’s sampling theorem, the minimum sampling frequency needed
in order to reconstruct the channel is therefore given by T, = 1/(2f3) ~ 0.5 ms under the above
assumptions. This implies that two reference symbols per slot are needed in the time domain
in order to estimate the channel correctly.

In the frequency direction, there is one reference symbol every six subcarriers on each
OFDM symbol that includes reference symbols, but the reference symbols are staggered so
that within each Resource Block (RB) there is one reference symbol every threesubcarriers,
as shown in Figure 8.2. This spacing is related to the expected coherence bandwidth of the
channel, which is in turn related to the channel delay spread. In particular the 90% and 50%
coherence bandwidths* are given by Bc 999, = 1/500; and B, 504, = 1/507; respectively, where
o is the r.m.s delay spread. In [10], the maximum r.m.s channel delay spread considered is
991 ns, corresponding to B¢ gog, = 20 kHz and B, 504 = 200 kHz. In LTE, the spacing between
two reference symbols in frequency, in one RB, is 45 kHz, thus allowing the expected
frequency-domain variations of the channel to be resolved.

Up to four cell-specific antenna ports, numbered O to 3, may be used by an LTE eNodeB,
thus requiring the UE to derive up to four separate channel estimates.’ For each antenna port,
a different RS pattern has been designed, with particular attention having been given to the
minimization of the intra-cell interference between the multiple transmit antenna ports. In
Figure 8.3, R, indicates that the RE is used for the transmission of an RS on antenna port
p- When an RE is used to transmit an RS on one antenna port, the corresponding RE on the
other antenna ports is set to zero to limit the interference.

From Figure 8.3, it can be noticed that the density of reference symbols for the third and
fourth antenna ports is half that of the first two; this is to reduce the overhead in the system.
Frequent reference symbols are useful for high-speed conditions as explained above. In cells
with a high prevalence of high-speed users, the use of four antenna ports is unlikely, hence
for these conditions reference symbols with lower density can provide sufficient channel
estimation accuracy.

All the RSs (cell-specific, UE-specific or MBSFN-specific) are QPSK modulated — a
constant modulus modulation. This property ensures that the Peak-to-Average Power Ratio
(PAPR) of the transmitted waveform is kept low. The signal can be written as

T (m) = %[1 - 2c(2m)] + j%[] —2c(2m+ 1)] 8.1

4Bc,x% is the bandwidth where the autocorrelation of the channel in the frequency domain is equal to x% of the
peak.

5 Any MBSFN and UE-specific RSs, if transmitted, constitute additional independent antenna ports in the LTE
specifications.
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start of each OFDM symbol, with a value that depends on the cell identity, NICSH. The cell-
specific RS sequence therefore carries unambiguously one of the 504 different cell identities.
A cell-specific frequency shift is applied to the patterns of reference symbols shown in
Figures 8.2 and 8.3, given by N;g"mod6.° This shift helps to avoid time-frequency collisions
between cell-specific RSs from up to six adjacent cells. Avoidance of collisions is particularly
relevant in cases when the transmission power of the RS is boosted, as is possible in LTE up to
a maximum of 6 dB relative to the surrounding data symbols. RS power-boosting is designed
to improve channel estimation in the cell, but if adjacent cells transmit high-power RSs on the
same REs, the resulting inter-cell interference will prevent the benefit from being realized.

8.2.2 UE-Specific Reference Signals in Release 8

In Release 8 of LTE, UE-specific RSs may be transmitted in addition to the cell-specific
RSs described above if the UE is configured (by higher-layer RRC signalling) to receive
its downlink PDSCH data in transmission mode 7 (see Section 9.2.2.1). The UE-specific
RSs are embedded only in the RBs to which the PDSCH is mapped for those UEs. If UE-
specific RSs are transmitted, the UE is expected to use them to derive the channel estimate
for demodulating the data in the corresponding PDSCH RBs. The same precoding is applied
to the UE-specific RSs as to the PDSCH data symbols, and therefore there is no need for
signalling to inform the UE of the precoding applied. Thus the UE-specific RSs are treated
as being transmitted using a distinct antenna port (number 5), with its own channel response
from the eNodeB to the UE.

A typical usage of the UE-specific RSs is to enable beamforming of the data transmissions
to specific UEs. For example, rather than using the physical antennas used for transmission
of the other (cell-specific) antenna ports, the eNodeB may use a correlated array of physical
antenna elements to generate a narrow beam in the direction of a particular UE. Such a beam
will experience a different channel response between the eNodeB and UE, thus requiring the
use of UE-specific RSs to enable the UE to demodulate the beamformed data coherently. The
use of UE-specific beamforming is discussed in more detail in Section 11.2.2.3.

As identified in [11], the structure shown in Figure 8.4 (for the normal CP) has been
chosen because there is no collision with the cell specific RSs, and hence the presence of
UE-specific RSs does not affect features related to the cell-specific RSs. The UE-specific
RSs have a similar pattern to that of the cell-specific RSs, which allows a UE to re-use
similar channel estimation algorithms. The density is half that of the cell-specific RS, hence
minimizing the overhead. Unlike the cell-specific RSs, the sequence for the UE-specific RSs
is only reinitialized at the start of each subframe, as the number of REs to which the sequence
is mapped in one OFDM symbol may be very small (in the event of a small number of RBs
being transmitted to a UE). The initialization depends on the UE’s identity.

The corresponding pattern for use in case of the extended CP being configured in a cell
can be found in [6, Section 6.10.3.2].

8.2.3 UE-Specific Reference Signals in Release 9

A new design for UE-specific RSs is defined in Release 9 of the LTE specifications in order
to extend UE-specific RS support to dual layer transmission. This includes transmission of

5The mod6 operation is used because reference symbols are spaced apart by six subcarriers in the lattice grid.
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Figure 8.4: Release 8 UE-specific RS arrangement for PDSCH transmission mode 7 with
normal CP. Reproduced by permission of © 3GPP.

two spatial layers to one UE, or single-layer transmission to each of two UEs as a Multi-User
Multiple Input Multiple Output (MU-MIMO) transmission (see Chapter 11).

Dual layer beamforming in Release 9 is a precursor to higher-rank single- and multi-
user transmissions in Release 10, and therefore scalability towards LTE-Advanced (see
Section 29.1) was a key factor in the choice of design for the new RSs. This includes enabling
efficient inter-cell coordination, which can be facilitated by choosing the set of REs to be
non-cell-specific (i.e. without a frequency shift that depends on the cell identity).

A further consideration was backward compatibility with Release 8; this requires coexis-
tence with the ‘legacy’physical channels, and therefore the REs carrying the new UE-specific
RSs have to avoid the cell-specific RSs and downlink control channels.

A final design requirement was to keep equal power spectral density of the downlink
transmission in one RB. This favours designs where the UE-specific RSs for both layers are
present in the same OFDM symbol.

Since UE-specific RSs are designed for time-frequency channel estimation within a
given RB, the eigen-structure of the time and frequency channel covariance matrix provides
insights into the optimal pattern of REs for the RSs for MMSE channel estimation. As an
example, Figure 8.5 shows the eigenvalues and three dominant eigenvectors of the time-
domain channel covariance matrix for a pair of RBs in a subframe for various mobile
speeds assuming spatially uniform (Jakes) scattering. The same behaviour is observed in
the frequency domain.

It can be seen that the three principal eigenvectors can be accurately approximated by
constant, linear and quadratic functions respectively. Such a channel eigen-structure stems
from the time-frequency variations across a pair of RBs being limited. Most of the energy
is captured by the constant and linear components, and hence these should be the focus for
optimization. While the reference symbol locations do not affect estimation accuracy for the
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Figure 8.5: Time-domain channel covariance over a pair of RBs:
eigenvalues (left) and eigenvectors (right), assuming spatially uniform (Jakes) scattering.
The eigenvalue energies are normalized relative to the per-RE energy.

constant component, the best strategy for estimation of the linear component is to allocate
RS energy at the edges of the measured region. Finally, the quadratic component is small but
non-negligible, warranting three disjoint RS positions across the bandwidth of an RB.

Based on these observations, Figure 8.6 shows the pattern adopted for the new UE-specific
RS pattern in Release 9.7 The reference symbols are positioned in the earliest and latest
available pairs of OFDM symbols that avoid collisions with the cell-specific RSs. Pairs of
REs are used so that the UE-specific RSs for the two layers can be code-multiplexed. The
UE-specific RSs for the two layers using this pattern are termed antenna ports 7 and 8. A
UE configured to use the Release 9 dual-layer UE-specific RSs is configured in PDSCH
transmission mode 8 (see Section 9.2.2.1).

Length-2 orthogonal Walsh codes are used for the code-multiplexing of the two RS ports.®
Compared to the use of frequency-multiplexed RS ports, code multiplexing can improve
the accuracy of interference estimation and potentially simplifies the implementation by
maintaining the same set of RS REs regardless of the number of layers transmitted (thus
facilitating dynamic switching between one and two layers).

Finally, the Release 9 UE-specific RS sequence is initialized using only the cell identity
(without the UE identity used for the Release 8 UE-specific RSs), in order to enable the two
orthogonally code-multiplexed UE-specific RS ports to be used for MU-MIMO (with the two
RS ports assigned to different UEs). In addition, two different RS sequence initializations are

7Note that distributed RB mapping (see Section 9.2.2.1) is not supported in conjunction with UE-specific RSs.
8The mapping of the second Walsh code to each pair of REs reverses from one subcarrier to the next; this is to
minimize the Peak-to-Average Power Ratio (PAPR) of the RS transmissions [12].
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e The cell deployment governs its multipath, delay spread and spatial correlation
characteristics.

o The relative speed sets the time-varying properties of the channel.

The propagation conditions characterize the channel correlation function in a three-
dimensional space comprising frequency, time and spatial domains. In the general case, each
MIMO multipath channel component can experience different but related spatial scattering
conditions leading to a full three-dimensional correlation function across the three domains.
Nevertheless, for the sake of simplicity, assuming that the multipath components of each
spatial channel experience the same scattering conditions, the spatial correlation can be
assumed to be independent from the other two domains and can be handled separately.

This framework might be suboptimal in general, but is nevertheless useful in mitigating the
complexity of channel estimation as it reduces the general three-dimensional joint estimation
problem into independent estimation problems.

For a comprehensive survey of MIMO channel estimation, the interested reader is referred
to [13]. The following two subsections define the channel model and the corresponding
correlation properties which are then used as the basis for an overview of channel estimation
techniques.

8.3.1 Time-Frequency-Domain Correlation: The WSSUS Channel
Model

The Wide-Sense Stationary Uncorrelated Scattering (WSSUS) channel model is commonly
employed for the multipath channels experienced in mobile communications.

Neglecting the spatial dimension for the sake of simplicity, let i(7; f) denote the time-
varying complex baseband impulse response of a multipath channel realization at time instant
t and delay 7.

Considering the channel as a random process in the time direction ¢, the channel is said to
be delay Uncorrelated-Scattered (US) if

E[h(ra; 1) h(th; )] = $n(Tas 11, £2)0(Th = Ta) (8.2)

where [E[-] is the expectation operator. According to the US assumption, two CIR components
a and b at relative delays 7, and 7 are uncorrelated if 7, # Tp,.
The channel is Wide-Sense Stationary (WSS) uncorrelated if

On(t3 11, 12) = du(T; 12 — 1) (8.3)

which means that the correlation of each delay component of the CIR is only a function of
the difference in time between each realization.

Hence, the second-order statistics of this model are completely described by its delay
cross-power density ¢,(t; At) or by its Fourier transform, the scattering function defined as

Su(T; f)= f oi(T; Anye PN dAL (8.4)

with f being the Doppler frequency. Other related functions of interest include the Power
Delay Profile (PDP)

Un() = (73 0) = f Sa(r: ) df
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the time-correlation function

Fu(A1) = f o7 A d

and the Doppler power spectrum

Su(f)= fSh(T§ f)dr.

A more general exposition of WSSUS models is given in [14]. Classical results were
derived by Clarke [15] and Jakes [16] for the case of a mobile terminal communicating with
a stationary base station in a two-dimensional propagation geometry.

These well-known results state that

— 1
Sp(f) = —— (8.5)
-
for |f| < fa with f; being the maximum Doppler shift and
Pu(AD) = Jo(2m falAt) (8.6)

where Jy(-) is the zero™-order Bessel function. Figure 8.8 shows the PSD of the classical
Doppler spectrum described by Clarke and Jakes [15, 16]. The Clarke and Jakes derivations
are based on the assumption that the physical scattering environment is chaotic and therefore
the angle of arrival of the electromagnetic wave at the receiver is a uniformly distributed
random variable in the angular domain. As a consequence, the time-correlation function is
strictly real-valued, the Doppler spectrum is symmetric and interestingly there is a delay-
temporal separability property in the general bi-dimensional scattering function S (7, Af). In
other words, _

Sn(T: f) = Yn(0)S n(f) (8.7
or equivalently

on(T; AD) = Yi(T)), (A1) (8.8)

If the time and frequency aspects can be assumed to be separable, the complexity of
channel estimation can be significantly reduced, as the problem is reduced to two one-
dimensional operations.

The continuous-time correlation properties of the channel A(r, ¢) discussed above apply
equivalently to the corresponding low-pass sampled discrete-time CIR, i.e. A[l, k] [17], for
every I delay sampled at the kT™" instant where T is the sampling period. Moreover, these
properties are maintained if we assume A[l, k] to be well-approximated by a Finite-Impulse
Response (FIR) vector h[k] = [1[0, k], --- , h[L—1, k11" with a maximum delay spread of
L samples. For the sake of notational simplicity and without loss of generality, the index k
will be dropped in the following sections.

8.3.2 Spatial-Domain Correlation: The Kronecker Model

While the frequency and time correlations addressed in the previous section are induced
by the channel delays and Doppler spread, the spatial correlation arises from the spatial
scattering conditions.
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Figure 8.8: Normalized PSD for Clarke’s model.

Among the possible spatial correlation models, for performance evaluation of LTE the
Kronecker model is generally used [10]. Despite its simplicity, this correlation-based
analytical model is widely used for the theoretical analysis of MIMO systems and yields
experimentally verifiable results when limited to two or three antennas at each end of the
radio link.

Let us assume the narrowband MIMO channel Ngy X Ny matrix for a system with Nyy
transmitting antennas and Ny receiving antennas to be

ho,o co o hoNgt
H= : : (8.9)
ANgx= 1 Np =1 "+ ANg—1 Npe—1

The narrowband assumption particularly suits OFDM systems (see Section 5.2.1), where
each MIMO channel component 4,,,, can be seen as the complex channel coefficient of each
spatial link at a given subcarrier index.

The matrix H is rearranged into a vector by means of the operator vec(H) = [hT, hT, RN
h%TH]T where h; is the i column of H and {-}7 is the transpose operation. Hence, the
correlation matrix can be defined as

Cs = E[veC(H)vec(H)H] (8.10)

where {-}f is the Hermitian operation. The matrix in (8.10) is the full correlation matrix of
the MIMO channel.

The Kronecker model assumes that the full correlation matrix results from separate spatial
correlations at the transmitter and receiver, which is equivalent to writing the full correlation
matrix as a Kronecker product (®) of the transmitter and receiver correlation matrices:

Cs = Crx ® Cgry (8.11)
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with C1x = E[H"H] and Cg, = E[HH"].
Typical values assumed for these correlations according to the Kronecker model are
discussed in Section 20.3.5.

8.4 Frequency-Domain Channel Estimation

In this section, we address the channel estimation problem over one OFDMA symbol
(specifically a symbol containing reference symbols) to exploit the frequency-domain
characteristics.

In the LTE context, as for any OFDM system with uniformly distributed reference symbols
[18], the Channel Transfer Function (CTF) can be estimated using a maximum likelihood
approach in the frequency domain at the REs containing the RSs by de-correlating the
constant modulus RS. Using a matrix notation, the CTF estimate z, on reference symbol
p can be written as

Z,=2,+2,=F,h+7z, (8.12)

for pe (0, ..., P) where P is the number of available reference symbols and h is the L X
1 CIR vector. F, is the P x L matrix obtained by selecting the rows corresponding to the
reference symbol positions and the first L columns of the N X N Discrete Fourier Transform
(DFT) matrix where N is the FFT order. z, is a P x 1 zero-mean complex circular white noise
vector whose P X P covariance matrix is given by Cz, . The effective channel length L < Lcp
is assumed to be known.

8.4.1 Channel Estimate Interpolation
8.4.1.1 Linear Interpolation Estimator

The natural approach to estimate the whole CTF is to interpolate its estimate between the
reference symbol positions. In the general case, let A be a generic interpolation filter; then
the interpolated CTF estimate at subcarrier index i can be written as

Z = Az, (8.13)
Substituting Equation (8.12) into (8.13), the error of the interpolated CTF estimate is
z,=2-72,=(F, - AF,)h - Az, (8.14)

where F is the N X L matrix obtained by taking the first L columns of the DFT matrix and
z =Fh. In Equation (8.14), it can be seen that the channel estimation error is constituted of
a bias term (itself dependent on the channel) and an error term.

The error covariance matrix is

C; = (F, — AF,)Cp(F, - AF,)" + a.g.pAAH (8.15)

where C, = E[hh"] is the channel covariance matrix.

Recalling Equation (8.13), linear interpolation would be the intuitive choice. Such an
estimator is deterministically biased, but unbiased from the Bayesian viewpoint regardless
of the structure of A.
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8.4.1.2 IFFT Estimator

As a second straightforward approach, the CTF estimate over all subcarriers can be obtained
by IFFT interpolation. In this case, the matrix A from Equation (8.13) becomes:

1
AFFr = I—JFLF;I (8.16)

The error of the IFFT-interpolated CTF estimate and its covariance matrix can be obtained
by substituting Equation (8.16) into Equations (8.14) and (8.15).

With the approximation of I =~ (1/ P)F;’Fp, where I, is the L X L identity matrix, it can
immediately be seen that the bias term in Equation (8.14) would disappear, providing for
better performance.

Given the LTE system parameters and the patterns of REs used for RSs, in practice
1/ P)F},{FI7 is far from being a multiple of an identity matrix. The approximation becomes
an equality when K = N, N/W > L and N/W is an integer,’ i.e. the system would have to be
dimensioned without guard-bands and the RS would have to be positioned with a spacing
which is an exact factor of the FFT order N, namely a power of two.

In view of the other factors affecting the design of the RS RE patterns outlined above,
such constraints are impractical.

8.4.2 General Approach to Linear Channel Estimation

Compared to the simplistic approaches presented in the previous section, more elaborate
linear estimators derived from both deterministic and statistical viewpoints are proposed
in [19-21]. Such approaches include Least Squares (LS), Regularized LS, Minimum Mean-
Squared Error (MMSE) and Mismatched MMSE. These can all be expressed under the
following general formulation:

Agen = B(GHG + R)_IGH (8.17)

where B, G and R are matrices that vary according to each estimator as expressed in
Table 8.1, where 0, is the all-zeros L X L matrix.

The LS estimator discussed in [19] is theoretically unbiased. However, as shown in [21], it
is not possible to apply the LS estimator to LTE directly, because the expression (F pFE)‘1 is
ill-conditioned due to the unused portion of the spectrum corresponding to the unmodulated
subcarriers.

To counter this problem, the classical robust regularized LS estimator can be used instead,
so as to yield a better conditioning of the matrix to be inverted. A regularization matrix oI is
introduced [22] where « is a constant (computed off-line) chosen to optimize the performance
of the estimator in a given Signal-to-Noise Ratio (SNR) working range.

The MMSE estimator belongs to the class of statistical estimators. Unlike deterministic
LS and its derivations, statistical estimators need knowledge of the second-order statistics
(PDP and noise variance) of the channel in order to perform the estimation process, normally
with much better performance compared to deterministic estimators. However, second-order
statistics vary as the propagation conditions change and therefore need appropriate re-
estimation regularly. For this reason statistical estimators are, in general, more complex due

9W is the spacing (in terms of number of subcarriers) between reference symbols.

IPR2022-00648
Apple EX1023 Page 249



180 LTE — THE UMTS LONG TERM EVOLUTION

Table 8.1: Linear estimators.

Components of interpolation filter (see Equation (8.17))

Interpolation method B G R
Simple interpolator A Ip 0,
FFT +F. F I 0,

LS F, F, 0,
Regularized LS F; F, aly
MMSE F, F, a;)c,;l
Mismatched MMSE F, ¥, o2 [o? -1,

to the additional burden of estimating the second-order statistics and computing the filter
coeflicients.

A mismatched MMSE estimator avoids the estimation of the second-order channel
statistics and the consequent on-line inversion of an L X L matrix (as required in the
straightforward application of MMSE) by assuming that the channel PDP is uniform'? [20].
This estimator is, in practice, equivalent to the regularized LS estimator where the only
difference lies in the fact that @ = a: / o-h is estimated and therefore adapted. The mismatched
MMSE formulation offers the advantage that the filter coefficients can be computed to be real
numbers because the uniform PDP is symmetric. Moreover, since the length of the CIR is
small compared to the FFT size, the matrix Age, can be considered to be ‘low-density’, so
storing only the significant coefficients can reduce the complexity.

However, LTE does not use an exactly uniform pattern of reference symbols; for the cell-
specific RSs this is the case around the d.c. subcarrier which is not transmitted. This implies
that a larger number of coefficients needs to be stored.

8.4.3 Performance Comparison

For the sake of comparison between the performance of the different classes of estimator, we
introduce the Truncated Normalized Mean Squared Error (TNMSE).
For each estimator, the TNMSE is computed from its covariance matrix C; and the true
CTF z as follows:
Ttr(C3)

TNMSE,; = ——2)__
TtI'(FLChF?)

(8.18)
where Ttr{-} denotes the truncated trace operator, where the truncation is such that only the
K used subcarriers are included.

Figure 8.9 shows the performance of an LTE FDD downlink with 10 MHz transmission
bandwidth (N = 1024) and Spatial Channel Model-A (SCM-A — see Section 20.3.4).

It can be seen that the IFFT and linear interpolation methods yield the lowest performance.
The regularized LS and the mismatched MMSE perform equally and the curve of the latter
is therefore omitted. As expected, the optimal MMSE estimator outperforms any other
estimator.

10This results in the second-order statistics of the channel having the structure of an identity matrix.
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Figure 8.9: Frequency-domain channel estimation performance.

The TNMSE computed over all subcarriers actually hides the behaviour of each estimator
in relation to a well-known problem of frequency-domain channel estimation techniques:
the band-edge effect. This can be represented by the Gibbs [23] phenomenon in a finite-
length Fourier series approximation; following this approach, Figure 8.10 shows that MMSE-
based channel estimation suffers the least band-edge degradation, while all the other methods
presented are highly adversely affected.

8.5 Time-Domain Channel Estimation

The main benefit of time-domain channel estimation is the possibility to enhance the
channel estimate of one OFDM symbol containing reference symbols by exploiting its time
correlation with the channel at previous OFDM symbols containing reference symbols. This
requires sufficient memory for buffering soft values of data over several OFDM symbols
while the channel estimation is carried out.

However, the correlation between consecutive symbols decreases as the UE speed
increases, as expressed by Equation (8.6), and this sets a limit on the possibilities for time-
domain filtering in high-mobility conditions.

Time-domain filtering is applied to the CIR estimate, rather than to the CTF estimate in
the frequency domain. The use of a number of parallel scalar filters equal to the channel
length L does not imply a loss of optimality, because of the WSSUS assumption.
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Figure 8.10: Band-edge behaviour of frequency-domain channel estimation.

8.5.1 Finite and Infinite Length MMSE

The statistical time-domain filter which is optimal in terms of Mean Squared Error (MSE)
can be approximated in the form of a finite impulse response filter [24]. The channel at the
I™ tap position and at time instant 7 is estimated as

b = wiB (8.19)

where le is the smoothed CIR [t tap estimate which exploits the vector ﬁﬁ = [}Az;,n, R
}Az,,n_MH]T of length M of the channel tap h; across estimates at M time instants.!! This is
obtained by inverse Fourier transformation of, for example, any frequency-domain technique
illustrated in Section 8.4 or even a raw estimate obtained by RS decorrelation.

The M X 1 vector of Finite Impulse Response (FIR) filter coefficients w; is given by

w =R, + 0D, (8.20)

where R, = E[h)(h}")"] is the I" channel tap M x M correlation matrix, o the additive
noise variance and r;, = E[hf"’ hy1 (the M x 1 correlation vector between the ™ tap of the
current channel realization and M previous realizations including the current one).

”h;yk is the /™ component of the channel vector hy, at time instant k. fu,k is its estimate. Note that for the frequency-
domain treatment, the time index was dropped.
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In practical cases, the FIR filter length M is dimensioned according to a performance-
complexity trade-off as a function of UE speed.

By setting M infinite, the upper bound on performance is obtained.

The MSE performance of the finite-length estimator of a channel of length L can be
analytically computed as

L-1
1
eM=1- — Z wir), (8.21)
9 =0

The upper bound given by an infinite-length estimator is therefore given by

€ = lim ™ (8.22)
M—co

From Equation (8.20) it can be observed that, unlike frequency-domain MMSE filtering,
the size of the matrix to be inverted for a finite-length time-domain MMSE estimator is
independent of the channel length L but dependent on the chosen FIR order M. Similarly to
the frequency-domain counterpart, the time-domain MMSE estimator requires knowledge of
the PDP, the UE speed and the noise variance.

Figure 8.11 shows the performance of time-domain MMSE channel estimation as a
function of filter length M (Equation (8.21)) for a single-tap channel with a classical Doppler
spectrum for low UE speed. The performance bounds derived for an infinite-length filter in
each case are also indicated.

Figure 8.11: Time-domain channel estimation performance.
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8.5.2 Normalized Least-Mean-Square

As an alternative to time-domain MMSE channel estimation, an adaptive estimation approach
can be considered which does not require knowledge of second-order statistics of both
channel and noise. A feasible solution is the Normalized Least-Mean-Square (NLMS)
estimator.

It can be expressed exactly as in Equation (8.19) but with the M X 1 vector of filter
coefficients w updated according to

Win =W +Kprer, (8.23)

where M here denotes the NLMS filter order. The M X 1 updated gain vector is computed
according to the well-known NLMS adaptation:

K oM
ki, = —=——h . (8.24)
Iyl "

where u is an appropriately chosen step adaptation, ﬁf’fl is defined as for Equation (8.19) and
e = /A1/,n - i:ll,n—l (8.25)

It can be observed that the time-domain NLMS estimator requires much lower complexity
compared to time-domain MMSE because no matrix inversion or a priori statistical knowl-
edge is required.

Other adaptive approaches could also be considered, such as Recursive Least Squares
(RLS) and Kalman-based filtering. Although more complex than NLMS, the Kalman filter is
a valuable candidate and is reviewed in detail in [25].

8.6 Spatial-Domain Channel Estimation

It is assumed that an LTE UE has multiple receiving antennas. Consequently, whenever the
channel is correlated in the spatial domain, the correlation can be exploited to provide a
further means for enhancing the channel estimate.

If it is desired to exploit spatial correlation, a natural approach is again offered by spatial
domain MMSE filtering [26].

We consider here the case of a MIMO OFDM communication system with N subcarriers,
N1« transmitting antennas and Ngx receiving antennas. The Nrx X 1 received signal vector at
subcarrier k containing the RS sequence can be written as

r(k) =

W(k)s(k) + n(k) (8.26)
Tx
where W(k) is the Nrx X N1x channel frequency response matrix at RS subcarrier &, s(k) is
the Ntx X 1 known zero-mean and unit-variance transmitted RS sequence at subcarrier k,
and n(k) is the Ngx X 1 complex additive white Gaussian noise vector with zero mean and
variance 2.
The CTF at subcarrier k, W(k), is obtained by DFT from the CIR matrix at the [th tap Hj as

L-1
Ik
W(k) = > H,exp|- j27rﬁ] (8.27)
=0
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The vector h is obtained by rearranging the elements of all H; channel tap matrices as
follows:
h = [vec(Hp)", vec(H))", . .., vec(H;-)']" (8.28)

The correlation matrix of h is given by
C;, = E[hh"] (8.29)
Using Equations (8.27) and (8.28), Equation (8.26) can now be rewritten as
1

Tx

where G(k) = [Dy(k), Dy (k), . . ., D;_1(k)] and D;(k) = exp[—j2n(lk/N)]s" (k) ® Ly, .
Rearranging the received signal matrix G and the noise matrix at all N subcarriers into a
vector as follows,

r(k) =

G(h + n(k) (8.30)

r=[r'0),r'D),....r’WV-DIT (8.31)
Equation (8.30) can be rewritten more compactly as
1
r= Gh+n (8.32)
VNTX

Hence, the spatial domain MMSE estimation of the rearranged channel impulse vector h
can be simply obtained by
h=Qr (8.33)
with
1 1
VNTX N Tx
Therefore the NMSE can be computed as

Q:

—1
ChGH( GC,G" + a,%IN.NRx) (8.34)

tr(Csp-mmsk)
NMSEgp. =— 8.35
SD-MMSE w(Cy) (8.35)
where Csp-Mmumsk 1S the error covariance matrix.
Figure 8.12 shows the spatial domain MMSE performance given by Equation (8.35)
compared to the performance obtained by the ML channel estimation on the subcarriers

which carry RS.

8.7 Advanced Techniques

The LTE specifications do not mandate any specific channel estimation technique, and there
is therefore complete freedom in implementation provided that the performance requirements
are met and the complexity is affordable.

Particular aspects, such as channel estimation based on the UE-specific RSs, band-edge
effect reduction or bursty reception, might require further improvements which go beyond
the techniques described here.

Blind and semi-blind techniques are promising for some such aspects, as they try to
exploit not only the a priori knowledge of the RSs but also the unknown data structure. A
comprehensive analysis is available in [27] and references therein.
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Figure 8.12: Spatial-domain channel estimation performance: CIR NMSE versus SNR.
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9

Downlink Physical Data and
Control Channels

Matthew Baker and Tim Moulsley

9.1 Introduction

Chapters 7 and 8 have described the signals which enable User Equipment (UEs) to
synchronize with the network and estimate the downlink radio channel in order to be able to
demodulate data. This chapter first reviews the downlink physical channels which transport
the data and then explains the control-signalling channels; the latter support the data channels
by indicating the particular time-frequency transmission resources to which the data is
mapped and the format in which the data itself is transmitted.

9.2 Downlink Data-Transporting Channels

9.2.1 Physical Broadcast Channel (PBCH)

In cellular systems, the basic System Information (SI) which allows the other channels in
the cell to be configured and operated is usually carried by a Broadcast CHannel (BCH).
Therefore the achievable coverage for reception of the BCH is crucial to the successful
operation of such cellular communication systems; LTE is no exception. As already noted
in Chapter 3, the broadcast (SI) is divided into two categories:

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
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e The ‘Master Information Block’ (MIB), which consists of a limited number of the most
frequently transmitted parameters essential for initial access to the cell,! and is carried
on the Physical Broadcast CHannel (PBCH).

o The other System Information Blocks (SIBs) which, at the physical layer, are
multiplexed with unicast data transmitted on the Physical Downlink Shared CHannel
(PDSCH) as discussed in Section 9.2.2.2.

This section focuses in particular on the PBCH, the design of which reflects some specific
requirements:

e Detectability without prior knowledge of the system bandwidth;
o Low system overhead;

e Reliable reception right to the edge of the LTE cells;

e Decodability with low latency and low impact on UE battery life.

The resulting overall PBCH structure is shown in Figure 9.1.

Detectability without the UE having prior knowledge of the system bandwidth is achieved
by mapping the PBCH only to the central 72 subcarriers of the OFDM? signal (which
corresponds to the minimum possible LTE system bandwidth of 6 Resource Blocks (RBs)),
regardless of the actual system bandwidth. The UE will have first identified the system centre-
frequency from the synchronization signals as described in Chapter 7.

Low system overhead for the PBCH is achieved by deliberately keeping the amount
of information carried on the PBCH to a minimum, since achieving stringent coverage
requirements for a large quantity of data would result in a high system overhead. The size of
the MIB is therefore just 14 bits, and, since it is repeated every 40 ms, this corresponds to a
data rate on the PBCH of just 350 bps.

The main mechanisms employed to facilitate reliable reception of the PBCH in LTE are
time diversity, Forward Error Correction (FEC) coding and antenna diversity.

Time diversity is exploited by spreading out the transmission of each MIB on the PBCH
over a period of 40 ms. This significantly reduces the likelihood of a whole MIB being lost
in a fade in the radio propagation channel, even when the mobile terminal is moving at
pedestrian speeds.

The FEC coding for the PBCH uses a convolutional coder, as the number of information
bits to be coded is small; the details of the convolutional coder are explained in Section 10.3.3.
The basic code rate is 1/3, after which a high degree of repetition of the systematic (i.e.
information) bits and parity bits is used, such that each MIB is coded at a very low code rate
(1/48 over a 40 ms period) to give strong error protection.

Antenna diversity may be utilized at both the eNodeB and the UE. The UE performance
requirements specified for LTE assume that all UEs can achieve a level of decoding
performance commensurate with dual-antenna receive diversity (although it is recognized
that in low-frequency deployments, such as below 1 GHz, the advantage obtained from
receive antenna diversity is reduced due to the correspondingly higher correlation between

'The MIB information consists of the downlink system bandwidth, the PHICH size (Physical Hybrid ARQ
Indicator CHannel, see Section 9.3.4), and the most-significant eight bits of the System Frame Number (SFN) — the
remaining two bits being gleaned from the 40 ms periodicity of the PBCH.

20rthogonal Frequency Division Multiplexing.
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for each SFBC scheme corresponding to the different possible numbers of transmit antenna
ports (namely one, two or four). This discovery of the number of transmit antenna ports
is further facilitated by the fact that the Cyclic Redundancy Check (CRC) on each MIB is
masked with a codeword representing the number of transmit antenna ports.

Finally, achieving low latency and a low impact on UE battery life is also facilitated by
the design of the coding outlined above: the low code rate with repetition enables the full set
of coded bits to be divided into four subsets, each of which is self-decodable in its own right.
Each of these subsets of the coded bits is then transmitted in a different one of the four radio
frames during the 40 ms transmission period, as shown in Figure 9.1. This means that if the
Signal to Interference Ratio (SIR) of the radio channel is sufficiently good to allow the UE
to decode the MIB correctly from the transmission in less than four radio frames, then the
UE does not need to receive the other parts of the PBCH transmission in the remainder of
the 40 ms period; on the other hand, if the SIR is low, the UE can receive further parts of
the MIB transmission, soft-combining each part with those received already, until successful
decoding is achieved.

The timing of the 40 ms transmission interval for each MIB on the PBCH is not indicated
explicitly to the UE; it is ascertained implicitly from the scrambling and bit positions, which
are re-initialized every 40 ms. The UE can therefore initially determine the 40 ms timing by
performing four separate decodings of the PBCH using each of the four possible phases of
the PBCH scrambling code, checking the CRC for each decoding.

When a UE initially attempts to access a cell by reading the PBCH, a variety of approaches
may be taken to carry out the necessary blind decodings. A simple approach is always
to perform the decoding using a soft combination of the PBCH over four radio frames,
advancing a 40 ms sliding window one radio frame at a time until the window aligns with
the 40 ms period of the PBCH and the decoding succeeds. However, this would result in a
40-70 ms delay before the PBCH can be decoded. A faster approach would be to attempt to
decode the PBCH from the first single radio frame, which should be possible provided the
SIR is sufficiently high; if the decoding fails for all four possible scrambling code phases, the
PBCH from the first frame could be soft-combined with the PBCH bits received in the next
frame — there is a 3-in-4 chance that the two frames contain data from the same transport
block. If decoding still fails, a third radio frame could be combined, and failing that a fourth.
It is evident that the latter approach may be much faster (potentially taking only 10 ms), but
on the other hand requires slightly more complex logic.

9.2.2 Physical Downlink Shared CHannel (PDSCH)

The Physical Downlink Shared CHannel (PDSCH) is the main data-bearing downlink
channel in LTE. It is used for all user data, as well as for broadcast system information which
is not carried on the PBCH, and for paging messages — there is no specific physical layer
paging channel in LTE. The use of the PDSCH for user data is explained in Section 9.2.2.1;
the use of the PDSCH for system information and paging is covered in Section 9.2.2.2.

Data is transmitted on the PDSCH in units known as Transport Blocks (TBs), each of
which corresponds to a Medium Access Control (MAC) layer Protocol Data Unit (PDU) as
described in Section 4.4. Transport blocks may be passed down from the MAC layer to the
physical layer once per Transmission Time Interval (TTI), where a TTI is 1 ms, corresponding
to the subframe duration.
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9.2.2.1 General Use of the PDSCH

When employed for user data, one or, at most, two TBs can be transmitted per UE per
subframe, depending on the transmission mode selected for the PDSCH for each UE. The
transmission mode configures the multi-antenna transmission scheme usually applied:?

Transmission Mode 1: Transmission from a single eNodeB antenna port;
Transmission Mode 2: Transmit diversity (see Section 11.2.2.1);
Transmission Mode 3: Open-loop spatial multiplexing (see Section 11.2.2.2);
Transmission Mode 4: Closed-loop spatial multiplexing (see Section 11.2.2.2);

Transmission Mode 5: Multi-User Multiple-Input Multiple-Output (MU-MIMO) (see
Section 11.2.3);

Transmission Mode 6: Closed-loop rank-1 precoding (see Section 11.2.2.2);

Transmission Mode 7: Transmission using UE-specific RSs with a single spatial layer (see
Sections 8.2 and 11.2.2.3);

Transmission Mode 8: Introduced in Release 9, transmission using UE-specific RSs with
up to two spatial layers (see Sections 8.2.3 and 11.2.2.3);

Transmission Mode 9: Introduced in Release 10, transmission using UE-specific RSs with
up to eight spatial layers (see Sections 29.1 and 29.3).

With the exception of transmission modes 7, 8 and 9, the phase reference for demodulating
the PDSCH is given by the cell-specific Reference Signals (RSs) described in Section 8.2.1,
and the number of eNodeB antenna ports used for transmission of the PDSCH is the same
as the number of antenna ports used in the cell for the PBCH. In transmission modes 7, 8
and 9, UE-specific RSs (see Sections 8.2.2, 8.2.3 and 29.1.1 respectively) provide the phase
reference for the PDSCH. The configured transmission mode also controls the formats of
the associated downlink control signalling messages, as described in Section 9.3.5.1, and the
modes of channel quality feedback from the UE (see Section 10.2.1).

After channel coding (see Section 10.3.2) and mapping to spatial layers according to the
selected transmission mode, the coded PDSCH data bits are mapped to modulation symbols
depending on the modulation scheme selected for the current radio channel conditions and
required data rate.

The modulation order may be selected between two bits per symbol (using QPSK
(Quadrature Phase Shift Keying)), four bits per symbol (using 16QAM (Quadrature Ampli-
tude Modulation)) and six bits per symbol (using 64QAM); constellation diagrams for
these modulation schemes are illustrated in Figure 9.2. Support for reception of 64QAM
modulation is mandatory for all classes of LTE UE.

The REs used for the PDSCH can be any which are not reserved for other purposes
(i.e. RSs, synchronization signals, PBCH and control signalling). Thus when the control

3In addition to the transmission schemes listed here for each mode, transmission modes 3 to 9 also support the
use of transmit diversity as a ‘fallback’ technique; this is useful, for example, when radio conditions are temporarily
inappropriate for the usual scheme, or to ensure that a common scheme is available during reconfiguration of the
transmission mode.
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One such use is for the broadcast system information (i.e. SIBs) that is not carried on the
PBCH. The RBs used for broadcast data of this sort are indicated by signalling messages on
the PDCCH in the same way as for other PDSCH data, except that the identity indicated on
the PDCCH is not the identity of a specific UE but is, rather, a designated broadcast identity
known as the System Information Radio Network Temporary Identifier (SI-RNTI), which is
fixed in the specifications (see Section 7.1 of [1]) and therefore known a priori to all UEs.
Some constraints exist as to which subframes may be used for SI messages on the PDSCH;
these are explained in Section 3.2.2.

Another special use of the PDSCH is paging, as no separate physical channel is provided
in LTE for this purpose. In previous systems such as WCDMA,® a special ‘Paging Indicator
Channel’ was provided, which was specially designed to enable the UE to wake up its receiver
periodically for a very short period of time, in order to minimize the impact on battery life;
on detecting a paging indicator (typically for a group of UEs), the UE would then keep its
receiver switched on to receive a longer message indicating the exact identity of the UE
being paged. By contrast, in LTE the PDCCH signalling is already very short in duration,
and therefore the impact on UE battery life of monitoring the PDCCH from time to time is
low. Therefore the normal PDCCH signalling can be used to carry the equivalent of a paging
indicator, with the detailed paging information being carried on the PDSCH in RBs indicated
by the PDCCH. In a similar way to broadcast data, paging indicators on the PDCCH use
a single fixed identifier called the Paging RNTI (P-RNTI). Rather than providing different
paging identifiers for different groups of UEs, different UEs monitor different subframes for
their paging messages, as described in Section 3.4. Paging messages may be received in
subframes 0, 4, 5 or 9 in each radio frame.

9.2.3 Physical Multicast Channel (PMCH)

In LTE Release 9, the use of a third data-transporting channel became available, namely
the Physical Multicast CHannel (PMCH), designed to carry data for Multimedia Broadcast
and Multicast Services (MBMS). The PMCH can only be transmitted in certain specific
subframes known as MBSFN (Multimedia Broadcast Single Frequency Network) subframes,
indicated in the system information carried on the PDSCH. A Release 8 UE must be aware of
the possible existence of MBSFN subframes, but is not required to decode the PMCH. The
details of the PMCH are explained in Section 13.4.1.

9.3 Downlink Control Channels

9.3.1 Requirements for Control Channel Design

The control channels in LTE are provided to support efficient data transmission. In common
with other wireless systems, the control channels convey physical layer messages which
cannot be carried sufficiently efficiently, quickly or conveniently by higher layer protocols.
The design of the control channels in the LTE downlink aims to balance a number of
somewhat conflicting requirements, the most important of which are discussed below.

®Wideband Code Division Multiple Access.
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9.3.1.1 Physical Layer Signalling to Support the MAC Layer

The general requirement to support MAC operation is very similar to that in WCDMA,
but there are a number of differences of detail, mainly arising from the frequency domain
resource allocation supported in the LTE multiple access schemes.

The use of the uplink transmission resources on the Physical Uplink Shared Channel
(PUSCH) is determined dynamically by an uplink scheduling process in the eNodeB, and
therefore physical layer signalling must be provided to indicate to UEs which time/frequency
resources they have been granted permission to use.

The eNodeB also schedules downlink transmissions on the PDSCH, and therefore similar
physical layer messages from the eNodeB are needed to indicate which resources in the
frequency domain contain the downlink data transmissions intended for particular UEs,
together with parameters such as the modulation scheme and code rate used for the data.
Explicit signalling of this kind avoids the considerable additional complexity which would
arise if UEs had to search for their data among all the possible combinations of data packet
size, format and resource allocation.

In order to facilitate efficient operation of HARQ,” further physical layer signals are
needed to convey acknowledgements of uplink data packets received by the eNodeB,
and power control commands are needed to ensure that uplink transmissions are made at
appropriate power levels (as explained in Section 18.3).

9.3.1.2 Flexibility, Overhead and Complexity

The LTE physical layer specification is intended to allow operation in any system bandwidth
from six resource blocks (1.08 MHz) to 110 resource blocks (19.8 MHz). It is also designed to
support a range of scenarios including, for example, just a few users in a cell each demanding
high data rates, or very many users with low data rates. Considering the possibility that both
uplink resource grants and downlink resource allocations could be required for every UE in
each subframe, the number of control channel messages carrying resource information could
be as many as a couple of hundred if every resource allocation were as small as one resource
block. Since every additional control channel message implies additional overhead which
consumes downlink resources, it is desirable that the control channel is designed to minimize
unnecessary overhead for any given signalling load, whatever the system bandwidth.

Similar considerations apply to the signalling of HARQ acknowledgements for each
uplink packet transmission.

Furthermore, as in any mobile communication system, the complexity and power con-
sumption of the terminals are important considerations for LTE. Therefore, the control
signalling must be designed so that the necessary scalability and flexibility is achieved
without undue decoding complexity.

9.3.1.3 Coverage and Robustness

In order to achieve good coverage it must be possible to configure the system so that the
control channels can be received with sufficient reliability over a substantial part of every
cell. As an example, if a message indicating resource allocation is not received correctly,
then the corresponding data transmission will also fail, with a direct and proportionate impact

"Hybrid Automatic Repeat reQuest — see Sections 4.4 and 10.3.2.5.
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on throughput efficiency. Techniques such as channel coding and frequency diversity can be
used to make the control channels more robust. However, in order to make good use of
system resources, it is desirable to be able to adapt the transmission parameters of the control
signalling for different UEs or groups of UEs, so that lower code rates and higher power
levels are only applied for those UEs for which it is necessary (e.g. near the cell border,
where signal levels are likely to be low and interference from other cells high).

Also, it is desirable to avoid unintended reception of control channels from other cells, by
applying cell-specific randomization.

9.3.1.4 System-Related Design Aspects

Since the different parts of LTE are intended to provide a complete system, some aspects of
control channel design cannot be considered in isolation.

A basic design decision in LTE is that a control channel message is intended to be
transmitted to a particular UE (or, in some cases, a group of UEs). Therefore, in order to
reach multiple UEs in a cell within a subframe, it must be possible to transmit multiple
control channels within the duration of a single subframe. However, in cases where the
control channel messages are intended for reception by more than one UE (for example, when
relating to the transmission of a SIB on the PDSCH), it is more efficient to arrange for all
the UEs to receive a single transmission rather than to transmit the same information to each
UE individually. This requires that both common and dedicated control channel messages be
supported.

Finally, some scenarios may be characterized by the data arriving at regular intervals, as
is typical for VoIP traffic. It is then possible to predict in advance when resources will need
to be assigned in the downlink or granted in the uplink, and the number of control channel
messages which need to be sent can be reduced by means of ‘Semi-Persistent Scheduling’
(SPS) as discussed in Section 4.4.2.1.

9.3.2 Control Channel Structure

Three downlink physical control channels are provided in LTE: the Physical Control Format
Indicator CHannel (PCFICH), the Physical HARQ Indicator CHannel (PHICH) and the
Physical Downlink Control CHannel (PDCCH). In general, the downlink control channels
can be configured to occupy the first 1, 2 or 3 OFDM symbols in a subframe, extending over
the entire system bandwidth as shown in Figure 9.5.

This flexibility allows the control channel overhead to be adjusted according to the
particular system configuration, traffic scenario and channel conditions. There are two special
cases: in subframes containing MBSFN transmissions (see Sections 9.2.3 and 13.4.1) there
may be 0, 1 or 2 OFDM symbols for control signalling, while for narrow system bandwidths
(less than 10 RBs) the number of control symbols is increased and may be 2, 3 or 4 to ensure
sufficient coverage at the cell border.

9.3.3 Physical Control Format Indicator CHannel (PCFICH)

The PCFICH carries a Control Format Indicator (CFI) which indicates the number of OFDM
symbols (i.e. normally 1, 2 or 3) used for transmission of control channel information in each
subframe. In principle, the UE could deduce the value of the CFI without a channel such as
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The number of CCEs aggregated for transmission of a particular PDCCH is known as the
‘aggregation level’ and is determined by the eNodeB according to the channel conditions.
For example, if the PDCCH is intended for a UE with a good downlink channel (e.g. close to
the eNodeB), then one CCE is likely to be sufficient. However, for a UE with a poor channel
(e.g. near the cell border) then eight CCEs may be required in order to achieve sufficient
robustness. In addition, the power level of a PDCCH may be adjusted to match the channel
conditions.

9.3.5.1 Formats for Downlink Control Information (DCI)

The required content of the control channel messages depends on the system deployment
and UE configuration. For example, if the infrastructure does not support MIMO, or if a UE
is configured in a transmission mode which does not involve MIMO, there is no need to
signal the parameters that are only required for MIMO transmissions. In order to minimize
the signalling overhead, it is therefore desirable that several different message formats are
available, each containing the minimum payload required for a particular scenario. On the
other hand, to avoid too much complexity in implementation and testing, it is desirable not
to specify too many formats. The set of DCI message formats in Table 9.2 is specified in
LTE; Format 2B was added in Release 9, and Formats 2C and 4 were added in Release 10.
Additional formats may be defined in future.

Table 9.2: Supported DCI formats.

DCI format Purpose Applicable PDSCH
transmission mode(s)
0 PUSCH grants All
PDSCH assignments with a single codeword 1,2,7
1A PDSCH assignments using a compact format All
1B PDSCH assignments for rank-1 transmission 6
1C PDSCH assignments using a very compact format n/a
1D PDSCH assignments for multi-user MIMO 5
2 PDSCH assignments for closed-loop MIMO operation 4
2A PDSCH assignments for open-loop MIMO operation 3
2B PDSCH assignments for dual-layer beamforming 8
2C PDSCH assignments for up to 8-layer spatial multiplexing 9
3 Transmit Power Control (TPC) commands for multiple users n/a
for PUCCH and PUSCH with 2-bit power adjustments
3A Transmit Power Control (TPC) commands for multiple users n/a
for PUCCH and PUSCH with 1-bit power adjustments
4 PUSCH grants for up to 4-layer spatial multiplexing All (if configured for
PUSCH transmission
mode 2)
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The information content of the different DCI message formats is listed below for
Frequency Division Duplex (FDD) operation. Some small differences exist for Time Division
Duplex (TDD), and these are outlined afterwards.

Format 0. DCI Format O is used for the transmission of resource grants for the PUSCH.
The following information is transmitted:

o Flag to differentiate between Format 0 and Format 1A;

Resource assignment and frequency hopping flag;

Modulation and Coding Scheme (MCS);

New Data Indicator (NDI);

HARQ information and Redundancy Version (RV);

Power control command for scheduled PUSCH;

Cyclic shift for uplink Demodulation RS;

Request for transmission of an aperiodic CQI report (see Sections 10.2.1 and 28.3.2.3).

Format 1. DCI Format 1 is used for the transmission of resource assignments for single
codeword PDSCH transmissions (transmission modes 1, 2 and 7 (see Section 9.2.2.1)).
The following information is transmitted:

e Resource allocation type (see Section 9.3.5.4);

e RB assignment;

e MCS;

HARAQ information and RV,

Power control command for Physical Uplink Control CHannel (PUCCH).

Format 1A. DCI Format 1A is used for compact signalling of resource assignments for
single codeword PDSCH transmissions for any PDSCH transmission mode. It is also used
to allocate a dedicated preamble signature to a UE to trigger contention-free random access
(see Section 17.3.2); in this case the PDCCH message is known as a PDCCH order. The
following information is transmitted:

o Flag to differentiate between Format 0 and Format 1A;

o Flag to indicate that the distributed mapping mode (see Section 9.2.2.1) is used for the
PDSCH transmission (otherwise the allocation is a contiguous set of physical RBs);

e RB assignment;

° MCS;

e HARQ information and RV;

e Power control command for PUCCH.

Format 1B. DCI Format 1B is used for compact signalling of resource assignments for
PDSCH transmissions using closed-loop precoding with rank-1 transmission (transmission
mode 6). The information transmitted is the same as in Format 1A, but with the addition of
an indicator of the precoding vector applied for the PDSCH transmission.

IPR2022-00648
Apple EX1023 Page 273



DOWNLINK PHYSICAL DATA AND CONTROL CHANNELS 205

Format 1C. DCI Format 1C is used for very compact transmission of PDSCH assignments.
When format 1C is used, the PDSCH transmission is constrained to using QPSK modulation.
This is used, for example, for signalling paging messages and some broadcast system
information messages (see Section 9.2.2.2), and for notifying UEs of a change of MBMS
control information on the Multicast Control Channel (MCCH - see Section 13.6.3.2). The
following information is transmitted:

e RB assignment;
e Coding scheme.

The RV is not signalled explicitly, but is deduced from the SEN (see [1, Section 5.3.1]).

Format 1D. DCI Format 1D is used for compact signalling of resource assignments for
PDSCH transmissions using multi-user MIMO (transmission mode 5). The information
transmitted is the same as in Format 1B, but, instead of one of the bits of the precoding
vector indicators, there is a single bit to indicate whether a power offset is applied to the data
symbols. This is needed to show whether the transmission power is shared between two UEs.

Format 2. DCI Format 2 is used for the transmission of resource assignments for PDSCH
for closed-loop MIMO operation (transmission mode 4). The following information is
transmitted:

e Resource allocation type (see Section 9.3.5.4);

e RB assignment;

e Power control command for PUCCH;

e HARQ information and RV for each codeword;

e MCS for each codeword;

o A flag to indicate if the mapping from transport blocks to codewords is reversed;
e Number of spatial layers;

e Precoding information and indication of whether one or two codewords are transmitted
on the PDSCH.

Format 2A. DCI Format 2A is used for the transmission of resource assignments for
PDSCH for open-loop MIMO operation (transmission mode 3). The information transmitted
is the same as for Format 2, except that if the eNodeB has two transmit antenna ports, there
is no precoding information, and, for four antenna ports, two bits are used to indicate the
transmission rank.

Format 2B. DCI Format 2B is introduced in Release 9 and is used for the transmission of
resource assignments for PDSCH for dual-layer beamforming (transmission mode 8). The
information transmitted is similar to Format 2A, except that no precoding information is
included and the bit in Format 2A for indicating reversal of the transport block to codeword
mapping is replaced in Format 2B by a bit indicating the scrambling code applied to the
UE-specific RSs for the corresponding PDSCH transmission (see Section 8.2.3).
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Format 2C. DCI Format 2C is introduced in Release 10 and is used for the transmission of
resource assignments for PDSCH for closed-loop single-user or multi-user MIMO operation
with up to 8 layers (transmission mode 9). The information transmitted is similar to
Format 2B; full details are given in Section 29.3.2.

Formats 3 and 3A. DCI Formats 3 and 3A are used for the transmission of power control
commands for PUCCH and PUSCH, with 2-bit or 1-bit power adjustments respectively.
These DCI formats contain individual power control commands for a group of UEs.

Format 4. DCI Format 4 is introduced in Release 10 and is used for the transmission of
resource grants for the PUSCH when the UE is configured in PUSCH transmission mode
2 for uplink single-user MIMO. The information transmitted is similar to Format 0, with
the addition of MCS and NDI information for a second transport block, and precoding
information; full details are given in Section 29.4.

DCI Formats for TDD. In TDD operation, the DCI formats contain the same information
as for FDD, but with some additions (see Section 23.4.3 for an explanation of the usage of
these additions):

e Uplink index (in DCI Formats 0 and 4, uplink-downlink configuration O only);

e Downlink Assignment Index (DAI) (in DCI Formats 0, 1, 1A, 1B, 1D, 2, 2A 2B, 2C
and 4, uplink-downlink configurations 1-6 only); see Section 23.4.3 for details of DAI
usage.

DCI Format modifications in Release 10. In the case of aggregation of multiple carriers in
Release 10, DCI Formats 0, 1, 1A, 1B, 1D, 2, 2A, 2B, 2C and 4 can be configured to include
a carrier indicator for cross-carrier scheduling; this is explained in detail in Section 28.3.1.1.
In DCI Formats 0 and 4, additional fields are included to request transmission of an aperiodic
Sounding Reference Signal (SRS) (see Section 29.2.2) and to indicate whether the uplink
PRB allocation is contiguous or multi-clustered (see Section 28.3.6.2 for details). In TDD
operation, DCI Formats 2B and 2C may also be configured to include an additional field to
request transmission of an aperiodic SRS.

9.3.5.2 PDCCH CRC Attachment

In order that the UE can identify whether it has received a PDCCH transmission correctly,
error detection is provided by means of a 16-bit CRC appended to each PDCCH. Further-
more, it is necessary that the UE can identify which PDCCH(s) are intended for it. This could
in theory be achieved by adding an identifier to the PDCCH payload; however, it turns out
to be more efficient to scramble the CRC with the ‘UE identity’, which saves the additional
payload but at the cost of a small increase in the probability of falsely detecting a PDCCH
intended for another UE.

In addition, for UEs which support antenna selection for uplink transmissions (see
Section 16.6), the requested antenna may be indicated using Format 0 by applying an
antenna-specific mask to the CRC. This has the advantage that the same size of DCI message
can be used, irrespective of whether antenna selection is used.
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9.3.5.3 PDCCH Construction

In general, the number of bits required for resource assignment depends on the system
bandwidth, and therefore the message sizes also vary with the system bandwidth. The
numbers of payload bits for each DCI format (including information bits and CRC) are
summarized in Table 9.3, for each of the supported values of system bandwidth. In addition,
padding bits are added if necessary in the following cases:

o To ensure that Formats 0 and 1A are the same size, even in the case of different uplink
and downlink bandwidths, in order to avoid additional complexity at the UE receiver;

e To ensure that Formats 3 and 3A are the same size as Formats 0 and 1A, likewise to
avoid additional complexity at the UE receiver;

o To avoid potential ambiguity in identifying the correct PDCCH location as described
in Section 9.3.5.5;

e To ensure that Format 1 has a different size from Formats 0/1A, so that these formats
can be easily distinguished at the UE receiver;

e To ensure that Format 4 has a different size from Formats 1/2/2A/2B/2C, again so that
this format can be easily distinguished.

In Release 10, some optional additional information bits may be configured in some of
the DCI formats; these are not included in Table 9.3, but are explained below the table.
Because their presence may affect the number of padding bits, any such additional bits do
not necessarily increase the transmitted size of the DCI format by the same amount.

In order to provide robustness against transmission errors, the PDCCH information bits are
coded as described in Section 10.3.3. The set of coded and rate-matched bits for each PDCCH
are then scrambled with a cell-specific scrambling sequence; this reduces the possibility
of confusion with PDCCH transmissions from neighbouring cells. The scrambled bits are
mapped to blocks of four QPSK symbols (REGs). Interleaving is applied to these symbol
blocks, to provide frequency diversity, followed by mapping to the available physical REs on
the set of OFDM symbols indicated by the PCFICH. This mapping process excludes the REs
reserved for RSs and the other control channels (PCFICH and PHICH).

The PDCCHs are transmitted on the same set of antenna ports as the PBCH, and transmit
diversity is applied if more than one antenna port is used.

9.3.5.4 Resource Allocation

Conveying indications of physical layer resource allocation is one of the major functions of
the PDCCHs. While the exact use of the PDCCHs depends on the algorithms implemented in
the eNodeB, it is nevertheless possible to outline some general principles of typical operation.

In each subframe, PDCCHs indicate the frequency-domain resource allocations. As
discussed in Section 9.2.2.1, resource allocations are normally localized, meaning that a
Physical RB (PRB) in the first half of a subframe is paired with the PRB at the same frequency
in the second half of the subframe. For simplicity, the explanation here is in terms of the first
half subframe only.

The main design challenge for the signalling of frequency-domain resource allocations
(in terms of a set of RBs) is to find a good compromise between flexibility and signalling
overhead. The most flexible, and arguably the simplest, approach is to send each UE a
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Table 9.3: DCI format payload sizes (in bits), without padding, for different FDD system

bandwidths.
Bandwidth (PRBs)

6 15 25 50 75 100
Format 0 35 37 39 41 42 43
Format 1 35 38 43 47 49 55
Format 1A 36 38 40 42 43 44
Format 1B/1D (2 transmit antenna ports) 38 40 42 44 45 46
Format 1C 24 26 28 29 30 31
Format 2 (2 transmit antenna ports) 47 50 55 59 61 67
Format 2A (2 transmit antenna ports) 44 47 52 56 58 64
Format 2B (2 or 4 transmit antenna ports) 44 47 52 56 58 64
Format 2C 46 49 54 58 60 66
Format 4 (2 UE transmit antennas) 46 47 50 52 53 54
Format 1B/1D (4 transmit antenna ports) 40 42 44 46 47 48
Format 2 (4 transmit antenna ports) 50 53 58 62 64 70
Format 2A (4 transmit antenna ports) 46 49 54 58 60 66
Format 4 (4 UE transmit antennas) 49 50 53 55 56 57

Note that for Release 10 UEs:

e DCI Format 0 is extended by 1 bit for a multi-cluster resource allocation flag
and may be further extended by 1 or 2 bits for aperiodic CQI request (see
Section 28.3.2.3) and aperiodic SRS request (see Section 29.2.2), depending on
configuration.

o DCI Format 1A may be extended by 1 bit for aperiodic SRS request, depending on
configuration.

o In TDD operation, DCI Formats 2B and 2C may be extended by 1 bit for aperiodic
SRS request, depending on configuration.

e DCI Format 4 always includes 2 bits for requesting aperiodic SRS (see
Section 29.2.2), and 1 bit for aperiodic CQI request, but may be extended by
an additional 1 bit for aperiodic CQI request in case of carrier aggregation (see
Section 28.3.2.3).

e DCI Formats 0, 1, 1A, 1B, 1D, 2, 2A, 2B, 2C and 4 can be configured to be
extended by 3 bits for a carrier indicator field (see Section 28.3.1.1).

bitmap in which each bit indicates a particular PRB. This would work well for small system
bandwidths, but for large system bandwidths (i.e. up to 110 PRBs) the bitmap would need
110 bits, which would be a prohibitive overhead — particularly for small packets, where the
PDCCH message could be larger than the data packet! One possible solution would be to
send a combined resource allocation message to all UEs, but this was rejected on the grounds
of the high power needed to reach all UEs reliably, including those at the cell edges. The
approaches adopted in LTE Releases 8 and 9 are listed in Table 9.4, and further details are
given below.

Resource allocation Type 0. In resource allocations of Type 0, a bitmap indicates the
Resource Block Groups (RBGs) which are allocated to the scheduled UE, where an RBG
is a set of consecutive PRBs. The RBG size (P) is a function of the system bandwidth as
shown in Table 9.5. The total number of RBGs (Ngpg) for a downlink system bandwidth of
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Table 9.4: Methods for indicating Resource Block (RB) allocation.

Number of bits required

Method UL/DL Description (see text for definitions)
Direct DL  The bitmap comprises 1 bit per RB. This method ~ NR%
bitmap is the only one applicable when the bandwidth is
less than 10 resource blocks.
Bitmap: DL  The bitmap addresses Resource Block Groups [NRE/P]
‘Type O’ (RBGs), where the group size (2, 3 or 4) depends
on the system bandwidth.
Bitmap: DL  The bitmap addresses individual RBs in a subset I'Nl% /P
‘Type 1’ of RBGs. The number of subsets (2, 3, or 4)
depends on the system bandwidth. The number
of bits is arranged to be the same as for Type 0,
so the same DCI format can carry either type of
allocation.
Contiguous DL Any possible arrangement of contiguous RB [og,(NRY(NRE + 1))]

allocations:  or

“Type 2’ UL
Distributed DL
allocations

allocations can be signalled in terms of a starting
position and number of RBs.

In the downlink, a limited set of resource
allocations can be signalled where the RBs are
scattered across the frequency domain and
shared between two UEs. The number of bits is
arranged to be the same as for contiguous
allocations Type 2, so the same DCI format can
carry either type of allocation.

or
Mog, (N (Vg + )1

Mog,(Ngs (Ngy + 1)1

NRL PRBs is given by Nrpg = I

B

NRE/P. An example for the case of NRt =25, Nrpg = 13

and P =2 is shown in Figure 9.10, where each bit in the bitmap indicates a pair of PRBs (i.e.
two PRBs which are adjacent in frequency).

Table 9.5: RBG size for Type 0 resource allocation.

Downlink bandwidth N3t RBG size (P)
0<10 1
11-26 2
27-63 3
64-110 4
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RBG1 RBG2 RBG3 RBG4 RBG5 RBG6 RBG7 RBG8 RBG9 RBG10 RBG11 RBG12 RBG13

PRB | PRB | PRB | PRB | PRB| PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB | PRB
1 2 3 4 5 6 7 8 9 0] 1 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25

frequency

Figure 9.10: PRB addressed by a bitmap Type 0, each bit addressing a complete RBG.

Resource allocation Type 1. In resource allocations of Type 1, individual PRBs can be
addressed (but only within a subset of the PRBs available). The bitmap used is slightly
smaller than for Type 0, since some bits are used to indicate which subset of the RBG is
addressed, and a shift in the position of the bitmap. The total number of bits (including these
additional flags) is the same as for Type 0. An example for the case of N% =25, Ngpg =11
and P = 2 is shown in Figure 9.11.

The motivation for providing this method of resource allocation is flexibility in spreading
the resources across the frequency domain to exploit frequency diversity.
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Figure 9.11: PRBs addressed by a bitmap Type 1, each bit addressing a subset of an RBG,
depending on a subset selection and shift value.

Resource allocation Type 2. In resource allocations of Type 2, the resource allocation
information indicates a contiguous set of PRBs, using either localized or distributed mapping
(see Section 9.2.2.1) as indicated by a 1-bit flag in the resource allocation message. PRB
allocations may vary from a single PRB up to a maximum number of PRBs spanning the
system bandwidth. A Type 2 resource allocation field consists of a Resource Indication
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Value (RIV) corresponding to a starting RB (RBgtagrr) and a length in terms of contiguously-
allocated RBs (Lcgrgs). The resource indication value is defined by

if (Lcrps — 1) < |Npg/2] then RIV = NRE(Lcrps — 1) + RBstart

else RIV = NPE(NRE — Lerps + 1) + (Vg — 1 — RBstagt)

An example of a method for reversing the mapping to derive the resource allocation from the
RIV can be found in [2].

Resource allocation in Release 10. In addition to the above methods, Release 10
supports a non-contiguous resource allocation method for the uplink, allowing two separate
contiguous sets of PRBs to be assigned, as explained in detail in Section 28.3.6.2.

9.3.5.5 PDCCH Transmission and Blind Decoding

The previous discussion has covered the structure and possible contents of an individual
PDCCH message, and transmission by an eNodeB of multiple PDCCHs in a subframe.
This section addresses the question of how these transmissions are organized so that a UE
can locate the PDCCHs intended for it, while at the same time making efficient use of the
resources allocated for PDCCH transmission.

A simple approach, at least for the eNodeB, would be to allow the eNodeB to place any
PDCCH anywhere in the PDCCH resources (or CCEs) indicated by the PCFICH. In this
case, the UE would need to check all possible PDCCH locations, PDCCH formats and DCI
formats, and act on the messages with correct CRCs (taking into account that the CRC is
scrambled with a UE identity). Carrying out such a ‘blind decoding’ of all the possible
combinations would require the UE to make many PDCCH decoding attempts in every
subframe. For small system bandwidths, the computational load would be reasonable, but
for large system bandwidths, with a large number of possible PDCCH locations, it would
become a significant burden, leading to excessive power consumption in the UE receiver.
For example, blind decoding of 100 possible CCE locations for PDCCH Format 0 would be
equivalent to continuously receiving a data rate of around 4 Mbps.

The alternative approach adopted for LTE is to define for each UE a limited set of CCE
locations where a PDCCH may be placed. Such a constraint may lead to some limitations
as to which UEs can be sent PDCCHs within the same subframe, which thus restricts the
UEs to which the eNodeB can grant resources. Therefore it is important for good system
performance that the set of possible PDCCH locations available for each UE is not too small.

The set of CCE locations in which the UE may find its PDCCHs can be considered as a
‘search space’. In LTE, the search space is a different size for each PDCCH format. Moreover,
separate UE-specific and common search spaces are defined; a UE-specific search space is
configured for each UE individually, whereas all UEs are aware of the extent of the common
search space. Note that the UE-specific and common search spaces may overlap for a given
UE. The sizes of the common and UE-specific search spaces in Releases 8 and 9 are listed in
Table 9.6.

With such small search spaces, it is quite possible in a given subframe that the eNodeB
cannot find CCE resources to send PDCCHs to all the UEs that it would like to, because
having assigned some CCE locations, the remaining ones are not in the search space of a
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Table 9.6: Search spaces for PDCCH formats in Releases 8 and 9.

Number of CCEs Number of candidates Number of candidates
PDCCH format (n) in common search space  in UE-specific search space
0 1 — 6
1 2 — 6
2 4 4 2
3 8 2

Note: The search space sizes in Release 10 are discussed in Section 28.3.1.1.

particular UE. To minimize the possibility of such blocking persisting into the next subframe,
a UE-specific hopping sequence (derived from the UE identity) is applied to the starting
positions of the UE-specific search spaces from subframe to subframe.

In order to keep under control the computational load arising from the total number of
blind decoding attempts, the UE is not required to search for all the defined DCI formats
simultaneously. Typically, in the UE-specific search space, the UE will always search for
Formats 0 and 1A, which are the same size and are distinguished by a flag in the message.
In addition, a UE may be required to receive a further format (i.e. 1, 1B, 1D, 2, 2A or 2B,
depending on the PDSCH transmission mode configured by the eNodeB).

In the common search space, the UE will typically search for Formats 1A and 1C. In
addition, the UE may be configured to search for Formats 3 or 3A, which have the same size
as Formats 0 and 1A, and may be distinguished by having the CRC scrambled by a different
(common) identity, rather than a UE-specific one.

Considering the above, a Release 8/9 UE is required to carry out a maximum of 44 blind
decodings in any subframe (12 in the common search space and 32 in the UE-specific search
space). This does not include checking the same message with different CRC values, which
requires only a small additional computational complexity. The number of blind decodings
required for a Release 10 UE is discussed in Section 28.3.1.1.

Finally, the PDCCH structure is also adapted to avoid cases where a PDCCH CRC ‘pass’
might occur for multiple positions in the configured search-spaces due to repetition in the
channel coding (for example, if a PDCCH was mapped to a high number of CCEs with a low
code rate, then the CRC could pass for an overlapping smaller set of CCEs as well, if the
channel coding repetition was thus aligned). Such cases are avoided by adding a padding bit
to any PDCCH messages having a size which could result in this problem occurring.

9.3.6 PDCCH Scheduling Process

To summarize the arrangement of the PDCCH transmissions in a given subframe, a typical
sequence of steps carried out by the eNodeB is depicted in Figure 9.12.
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Link Adaptation and Channel
Coding

Brian Classon, Ajit Nimbalker, Stefania Sesia and
Issam Toufik

10.1 Introduction

The principle of link adaptation is fundamental to the design of a radio interface which
is efficient for packet-switched data traffic. Unlike the early versions of UMTS (Universal
Mobile Telecommunication System), which used fast closed-loop power control to support
circuit-switched services with a roughly constant data rate, link adaptation in HSPA (High
Speed Packet Access) and LTE adjusts the transmitted information data rate (modulation
scheme and channel coding rate) dynamically to match the prevailing radio channel capacity
for each user. Link adaptation is therefore very closely related to the design of the channel
coding scheme used for forward error correction.

For the downlink data transmissions in LTE, the eNodeB typically selects the modulation
scheme and code rate depending on a prediction of the downlink channel conditions.
An important input to this selection process is the Channel Quality Indicator (CQI)
feedback transmitted by the User Equipment (UE) in the uplink. CQI feedback is an
indication of the data rate which can be supported by the channel, taking into account the
Signal-to-Interference-plus-Noise Ratio (SINR) and the characteristics of the UE’s receiver.
Section 10.2 explains the principles of link adaptation as applied in LTE; it also shows how
the eNodeB can select different CQI feedback modes to trade off the improved downlink link
adaptation enabled by CQI against the uplink overhead caused by the CQI itself.

The LTE specifications are designed to provide the signalling necessary for interoperabil-
ity between the eNodeB and the UEs so that the eNodeB can optimize the link adaptation,

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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but the exact methods used by the eNodeB to exploit the information that is available are left
to the manufacturer’s choice of implementation.

In general, in response to the CQI feedback the eNodeB can select between QPSK,
16QAM and 64QAM' schemes and a wide range of code rates. As discussed further
in Section 10.2.1, the optimal switching points between the different combinations of
modulation order and code rate depend on a number of factors, including the required quality
of service and cell throughput.

The channel coding scheme for forward error correction, on which the code rate adaptation
is based, was the subject of extensive study during the standardization of LTE. The chapter
therefore continues with a review of the key theoretical aspects of the types of channel
coding studied for LTE: convolutional codes, turbo codes with iterative decoding, and a
brief introduction of Low-Density Parity Check (LDPC) codes. The theory of channel
coding has seen intense activity in recent decades, especially since the discovery of turbo
codes offering near-Shannon limit performance, and the development of iterative processing
techniques in general. 3GPP was an early adopter of these advanced channel coding
techniques, with the turbo code being standardized in the first version of the UMTS as
early as 1999. Later releases of UMTS (in HSPA) added more advanced channel coding
features with the introduction of link adaptation, including Hybrid Automatic Repeat reQuest
(HARQ), a combination of ARQ and channel coding which provides more robustness
against fading; these schemes include incremental redundancy, whereby the code rate is
progressively reduced by transmitting additional parity information with each retransmission.
However, the underlying turbo code from the first version of UMTS remained untouched.
Meanwhile, the academic and research communities were generating new insights into code
design, iterative decoding and the implementation of decoders. Section 10.3.2 explains how
these developments impacted the design of the channel coding for LTE, and in particular
the decision to enhance the turbo code from UMTS by means of a new contention-free
interleaver, rather than to adopt a new LDPC code.

For the LTE uplink transmissions, the link adaptation process is similar to that for the
downlink, with the selection of modulation and coding schemes also being under the control
of the eNodeB. An identical channel coding structure is used for the uplink, while the
modulation scheme may be selected between QPSK, 16QAM and, for the highest category
of UE, also 64QAM. The main difference from the downlink is that instead of basing the
link adaptation on CQI feedback, the eNodeB can directly make its own estimate of the
supportable uplink data rate by channel sounding, for example using the Sounding Reference
Signals (SRSs) which are described separately in Section 15.6.

A final important aspect of link adaptation is its use in conjunction with multi-user
scheduling in time and frequency, which enables the radio transmission resources to be
shared efficiently between users as the channel capacity to individual users varies. The
CQI can therefore be used not only to adapt the modulation and coding rate to the channel
conditions, but also for the optimization of time/frequency selective scheduling and for inter-
cell interference management as discussed in Chapter 12.

Quadrature Phase Shift Keying (QPSK) and Quadrature Amplitude Modulation (QAM).
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10.2 Link Adaptation and CQI Feedback

In cellular communication systems, the quality of the signal received by a UE depends on
the channel quality from the serving cell, the level of interference from other cells, and the
noise level. To optimize system capacity and coverage for a given transmission power, the
transmitter should try to match the information data rate for each user to the variations in
received signal quality (see, for example, [1, 2] and references therein). This is commonly
referred to as link adaptation and is typically based on Adaptive Modulation and Coding
(AMC).
The degrees of freedom for the AMC consist of the modulation and coding schemes:

o Modulation Scheme. Low-order modulation (i.e. few data bits per modulated symbol,
e.g. QPSK) is more robust and can tolerate higher levels of interference but provides
a lower transmission bit rate. High-order modulation (i.e. more bits per modulated
symbol, e.g. 64QAM) offers a higher bit rate but is more prone to errors due to its
higher sensitivity to interference, noise and channel estimation errors; it is therefore
useful only when the SINR is sufficiently high.

o Code rate. For a given modulation, the code rate can be chosen depending on the radio
link conditions: a lower code rate can be used in poor channel conditions and a higher
code rate in the case of high SINR. The adaptation of the code rate is achieved by
applying puncturing (to increase the code rate) or repetition (to reduce the code rate)
to the output of a mother code, as explained in Section 10.3.2.4.

A key issue in the design of the AMC scheme for LTE was whether all Resource Blocks
(RBs) allocated to one user in a subframe should use the same Modulation and Coding
Scheme (MCS) (see, for example, [3—6]) or whether the MCS should be frequency-dependent
within each subframe. It was shown that, in general, only a small throughput improvement
arises from a frequency-dependent MCS compared to an RB-common MCS in the absence
of transmission power control, and therefore the additional control signalling overhead
associated with frequency-dependent MCS is not justified. Therefore in LTE the modulation
and channel coding rates are constant over the allocated frequency resources for a given
user, and time-domain channel-dependent scheduling and AMC are supported instead. In
addition, when multiple transport blocks are transmitted to one user in a given subframe
using multistream Multiple-Input Multiple-Output (MIMO) (as discussed in Chapter 11),
each transport block can use an independent MCS.

In LTE, the UE can be configured to report CQIs to assist the eNodeB in selecting an
appropriate MCS to use for the downlink transmissions. The CQI reports are derived from the
downlink received signal quality, typically based on measurements of the downlink reference
signals (see Section 8.2). It is important to note that, like HSDPA, the reported CQI is not a
direct indication of SINR. Instead, the UE reports the highest MCS that it can decode with a
BLER (BLock Error Rate, computed on the transport blocks) probability not exceeding 10%.
Thus the information received by the eNodeB takes into account the characteristics of the
UE’s receiver, and not just the prevailing radio channel quality. Hence a UE that is designed
with advanced signal processing algorithms (for example, using interference cancellation
techniques) can report a higher channel quality and, depending on the characteristics of the
eNodeB’s scheduler, can receive a higher data rate.
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A simple method by which a UE can choose an appropriate CQI value could be based on
a set of BLER thresholds, as illustrated in Figure 10.1. The UE would report the CQI value
corresponding to the MCS that ensures BLER < 10~! based on the measured received signal
quality.
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Figure 10.1: Typical BLER versus Signal-to-Noise Ratio (SNR) for different MCSs. From
left to right, the curves in this example correspond to QPSK, 16QAM and 64QAM, rates
1/3,1/2,2/3 and 4/5.

The list of modulation schemes and code rates which can be signalled by means of a CQI
value is shown in Table 10.1.

AMC can exploit the UE feedback by assuming that the channel fading is sufficiently
slow. This requires the channel coherence time to be at least as long as the time between
the UE’s measurement of the downlink reference signals and the subframe containing the
correspondingly adapted downlink transmission on the Physical Downlink Shared CHannel
(PDSCH). This time is typically 7-8 ms (equivalent to a UE speed of ~16 km/h at 1.9 GHz).

However, a trade-off exists between the amount of CQI information reported by the
UEs and the accuracy with which the AMC can match the prevailing conditions. Frequent
reporting of the CQI in the time domain allows better matching to the channel and inter-
ference variations, while fine resolution in the frequency domain allows better exploitation
of frequency-domain scheduling. However, both lead to increased feedback overhead in
the uplink. Therefore, the eNodeB can configure both the time-domain update rate and the
frequency-domain resolution of the CQI, as discussed in the following section.

10.2.1 CQI Feedback in LTE

The periodicity and frequency resolution to be used by a UE to report CQI are both controlled
by the eNodeB. In the time domain, both periodic and aperiodic CQI reporting are supported.
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Table 10.1: CQI values. Reproduced by permission of © 3GPP.

Efficiency
CQI index Modulation Approximate code rate  (information bits per symbol)

0 ‘Out-of-range’ — —
1 QPSK 0.076 0.1523
2 QPSK 0.12 0.2344
3 QPSK 0.19 0.3770
4 QPSK 0.3 0.6016
5 QPSK 0.44 0.8770
6 QPSK 0.59 1.1758
7 16QAM 0.37 1.4766
8 16QAM 0.48 1.9141
9 16QAM 0.6 2.4063
10 64QAM 0.45 2.7305
11 64QAM 0.55 3.3223
12 64QAM 0.65 3.9023
13 64QAM 0.75 4.5234
14 64QAM 0.85 5.1152
15 64QAM 0.93 5.5547

The Physical Uplink Control CHannel (PUCCH, see Section 16.3.1) is used for periodic CQI
reporting only while the Physical Uplink Shared CHannel (PUSCH, see Section 16.2) is
used for aperiodic reporting of the CQI, whereby the eNodeB specifically instructs the UE to
send an individual CQI report embedded into a resource which is scheduled for uplink data
transmission.

The frequency granularity of the CQI reporting is determined by defining a number of sub-
bands (N), each comprised of k contiguous Physical Resource Blocks (PRBs).? The value of
k depends on the type of CQI report considered and is a function of the system bandwidth. In
each case, the number of sub-bands spans the whole system bandwidth and is given by N =
[NE5 /K1, where NRE is the number of RBs across the system bandwidth. The CQI reporting
modes can be Wideband CQI, eNodeB-configured sub-band feedback, or UE-selected sub-
band feedback. These are explained in detail in the following sections. In addition, in the
case of multiple transmit antennas at the eNodeB, CQI value(s) may be reported for a second
codeword.

For some downlink transmission modes, additional feedback signalling consisting of
Precoding Matrix Indicators (PMI) and Rank Indications (RI) is also transmitted by the UE,
as explained in Section 11.2.2.4.

10.2.1.1 Aperiodic CQI Reporting

Aperiodic CQI reporting on the PUSCH is scheduled by the eNodeB by setting a CQI request
bit in an uplink resource grant sent on the Physical Downlink Control CHannel (PDCCH).

2Note that the last sub-band may have less than k contiguous PRBs.
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The type of CQI report is configured by the eNodeB by RRC signalling. Table 10.2
summarizes the relationship between the configured downlink transmission mode (see

Section 9.2.2.1) and the possible CQI reporting type.

Table 10.2: Aperiodic CQI feedback types on PUSCH for each PDSCH transmission mode.

CQI type
PDSCH PDSCH transmission scheme Wideband eNodeB-configured UE-selected
transmission mode assumed by UE for deriving CQI only sub-bands sub-bands
(See Section 9.2.2.1)
Mode 1 Single antenna port X X
Mode 2 Transmit diversity X X
Mode 3 Transmit diversity if RI=1, X X
otherwise large-delay CDD*
Mode 4 Closed-loop spatial multiplexing X X X
Mode 5 Multi-user MIMO X
Mode 6 Closed-loop spatial multiplexing X X X
using a single transmission layer
Mode 7 Single antenna port X X
if one PBCH antenna port,
otherwise transmit diversity
Mode 8” with Closed-loop spatial multiplexing X X X
PMI/RI configured
Mode 8? without Single antenna port X X
PMI/RI configured if one PBCH antenna port,
otherwise transmit diversity
Mode 9¢ with Closed-loop spatial multiplexing X X X
PMI/RI configured
and >1 CSI-RS port?
Mode 9¢ otherwise Single antenna port X X
if one PBCH antenna port,
otherwise transmit diversity
4 Cyclic Delay Diversity. ’ Introduced in Release 9. ¢ Introduced in Release 10. 4 See Section 29.1.2.

The CQI reporting types are as follows:

e Wideband feedback. The UE reports one wideband CQI value for the whole system

bandwidth.
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¢ eNodeB-configured sub-band feedback. The UE reports a wideband CQI value for
the whole system bandwidth. In addition, the UE reports a CQI value for each sub-
band, calculated assuming transmission only in the relevant sub-band. Sub-band CQI
reports are encoded differentially with respect to the wideband CQI using 2-bits as
follows:

Sub-band differential CQI offset = Sub-band CQI index — Wideband CQI index

Possible sub-band differential CQI offsets are {< —1, 0, +1, > +2}. The sub-band size k
is a function of system bandwidth as summarized in Table 10.3.

Table 10.3: Sub-band size (k) versus system bandwidth for eNodeB-configured aperiodic
CQI reports. Reproduced by permission of © 3GPP.

System bandwidth Sub-band size
(RBs) (k RBs)
6-7 (Wideband CQI only)
8-10 4
11-26 4
27-63 6
64-110 8

e UE-selected sub-band feedback. The UE selects a set of M preferred sub-bands of
size k (where k and M are given in Table 10.4 for each system bandwidth range) within
the whole system bandwidth. The UE reports one wideband CQI value and one CQI
value reflecting the average quality of the M selected sub-bands. The UE also reports
the positions of the M selected sub-bands using a combinatorial index r defined as

M-1
e Z <N - si>
" 2i\m-i
p
WL, 1 <5 <N, s; < si41 contains the M sorted sub-band indices and

(- (;‘) if x>y

0 ifx<y

where the set {s;

is the extended binomial coefficient, resulting in a unique label r € {0, ..., (AA,’,) -1}
Some possible algorithms for deriving the combinatorial index r in the UE and
extracting the information from it in the eNodeB can be found in [7, §].

The CQI value for the M selected sub-bands for each codeword is encoded differen-
tially using two bits relative to its respective wideband CQI as defined by

Differential CQI
= Index for average of M preferred sub-bands — Wideband CQI index

Possible differential CQI values are {< +1, +2, +3, > +4}.
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Table 10.4: Sub-band size k and number of preferred sub-bands (M) versus downlink
system bandwidth for aperiodic CQI reports for UE-selected sub-band feedback.
Reproduced by permission of © 3GPP.

System bandwidth Sub-band size Number of preferred sub-bands
(RBs) (k RBs) M)
6-7 (Wideband CQI only) (Wideband CQI only)
8-10 2 1
11-26 2 3
27-63 3 5
64-110 4 6

10.2.1.2 Periodic CQI Reporting

If the eNodeB wishes to receive periodic reporting of the CQI, the UE will transmit the
reports using the PUCCH.?

Only wideband and UE-selected sub-band feedback is possible for periodic CQI reporting,
for all downlink (PDSCH) transmission modes. As with aperiodic CQI reporting, the type of
periodic reporting is configured by the eNodeB by RRC signalling. For wideband periodic
CQI reporting, the period can be configured to*):

{2, 5, 10, 16, 20, 32, 40, 64, 80, 128, 160} ms, or Off.

While the wideband feedback mode is similar to that sent via the PUSCH, the ‘UE-
selected sub-band’ CQI using PUCCH is different. In this case, the total number of sub-bands
N is divided into J fractions called bandwidth parts. The value of J depends on the system
bandwidth as summarized in Table 10.5. In this case, one CQI value is computed and reported
for a single selected sub-band from each bandwidth part, along with the corresponding sub-
band index.

Table 10.5: Periodic CQI reporting with UE-selected sub-bands:
sub-band size (k) and bandwidth parts (J) versus downlink system bandwidth.
Reproduced by permission of © 3GPP.

System bandwidth Sub-band size Number of bandwidth parts
(RBs) (k RBs) )
6-7 (Wideband CQI only) 1
8-10 4 1
11-26 4 2
27-63 6 3
64-110 8 4

3If PUSCH transmission resources are scheduled for the UE in one of the periodic subframes, the periodic CQI
report is sent on the PUSCH instead, as explained in Section 16.4 and Figure 16.15.
4These values apply to FDD operation; for TDD, see [9, Section 7.2.2]
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10.2.1.3 CQI Reporting for Spatial Multiplexing

If the UE is configured in PDSCH transmission modes 3, 4, 8 or 9.° the eNodeB may use
spatial multiplexing to transmit two codewords simultaneously to the UE with independently
selected MCSs. To support this, the following behaviour is defined for the UE’s CQI reports
in these modes:

e If the UE is not configured to send RI feedback, or if the reported RI is equal to
1, or in any case in transmission mode 3.° the UE feeds back only one CQI report
corresponding to a single codeword.

o If RI feedback is configured and the reported RI is greater than 1 in transmission modes
4or8:

— For aperiodic CQI reporting, each CQI report (whether wideband or sub-band)
comprises two independent CQI reports for the two codewords.

— For periodic CQI reporting, one CQI report is fed back for the first codeword,
and a second three-bit differential CQI report is fed back for the second codeword
(for both wideband and sub-band reporting). The differential CQI report for the
second codeword can take the following values relative to the CQI report for the
first codeword: < -4, -3, -2, -1, 0, +1, +2, > +3.

10.3 Channel Coding

Channel coding, and in particular the channel decoder, has retained its reputation for being
the dominant source of complexity in the implementation of wireless communications, in
spite of the relatively recent prevalence of advanced antenna techniques with their associated
complexity.

Section 10.3.1 introduces the theory behind the families of channel codes of relevance
to LTE. This is followed in Sections 10.3.2 and 10.3.3 by an explanation of the practical
design and implementation of the channel codes used in LTE for data and control signalling
respectively.

10.3.1 Theoretical Aspects of Channel Coding

This section first explains convolutional codes, as not only do they remain relevant for small
data blocks but also an understanding of them is a prerequisite for understanding turbo codes.
The turbo-coding principle and the Soft-Input Soft-Output (SISO) decoding algorithms are
then discussed. The section concludes with a brief introduction to LDPC codes.

10.3.1.1 From Convolutional Codes to Turbo Codes

A convolutional encoder C(k, n, m) is composed of a shift register with m stages. At each
time instant, k information bits enter the shift register and k bits in the last position of

SMode 8 from Release 9 onwards; mode 9 from Release 10 onwards.

OTf RI feedback is configured in transmission mode 3 and the RI fed back is greater than 1, although only one
CQI corresponding to the first codeword is fed back, its value is adapted on the assumption that a second codeword
will also be transmitted.
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the shift register are dropped. The set of n output bits is a linear combination of the
content of the shift register. The rate of the code is defined as R, = k/n. Figure 10.2 shows
the convolutional encoder used in LTE [10] with m=6, n=3, k=1 and rate R. =1/3.
The linear combinations are defined via n generator sequences G = [go, . .., g,-1] wWhere
g =1[8c0, 81> - - -, &eml- The generator sequences used in Figure 10.2 are

go=[1011011]=[133](oct),
g =[1111001]=[171](oct),
g =[1110101]=[165](oct).
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Figure 10.2: Rate 1/3 convolutional encoder used in LTE withm =6, n =3, k=1 [10].
Reproduced by permission of © 3GPP.

A convolutional encoder can be described by a trellis diagram [11], which is a representa-
tion of a finite state machine including the time dimension.

Consider an input block with L bits encoded with a rate 1/n (i.e. k = 1) convolutional
encoder, resulting in a codeword of length (L + m) X n bits, including m trellis termination
bits (or tail bits) which are inserted at the end of the information block to drive the shift
register contents back to all zeros at the end of the encoding process. Note that using tail bits
is just one possible way of terminating an input sequence. Other trellis termination methods
include simple truncation (i.e. no tail bits appended) and so-called tail-biting [12]. In the
tail-biting approach, the initial and final states of the convolutional encoder are required
to be identical. Usually, tail-biting for feed-forward convolutional encoders is achieved by
initializing the shift register contents with the last m information bits in the input block. Tail-
biting encoding facilitates uniform protection of the information bits and suffers no rate-loss
owing to the tail bits. Tail-biting convolutional codes can be decoded using, for example, the
Circular Viterbi Algorithm (CVA) [13,14].

Let the received sequence y be expressed as

y=+VE)Xx+n (10.1)
where n=[ng, ny,...,ne, ..., BLsmx@-1)) and ng ~ N(O, Np) is the Additive White Gaus-
sian Noise (AWGN) and E, is the energy per bit. The transmitted codeword is x =
[X0, X1,...,X¢, ..., Xr4m—1] Where X, is the convolutional code output sequence at time
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instant ¢ for the input information bit i,, given by X, = [x¢0, ..., Xs,—1]. Equivalently,
Y =1[Y0» ¥i»--->¥es---»Yiem—1] Where Yy, =[yeo0, ..., Yen1] is the noisy received version
of x. (L + m) is the total trellis length.

10.3.1.2 Soft-Input Soft-Output (SISO) Decoders

In order to define the performance of a communication system, the codeword error probability
or bit error probability can be considered. The minimization of the bit error probability is in
general more complicated and requires the maximization of the a posteriori bit probability
(MAP symbol-by-symbol). The minimization of the codeword/sequence error probability is
in general easier and is equivalent to the maximization of A Posteriori Probability (APP) for
each codeword; this is expressed by the MAP sequence detection rule, whereby the estimate
X of the transmitted codeword is given by

X = argmax P(x|y) (10.2)

When all codewords are equiprobable, the MAP criterion is equivalent to the Maximum
Likelihood (ML) criterion which selects the codeword that maximizes the probability of the
received sequence y conditioned on the estimated transmitted sequence X, i.e.

X = argmax P(y | x) (10.3)
X

Maximizing Equation (10.3) is equivalent to maximizing the logarithm of P(y | x), as log(-) is
a monotonically increasing function. This leads to simplified processing.” The log-likelihood
function for a memoryless channel can be written as

L+m—1 n-1

log P(y|x)= > > 10og P(yij] i) (10.4)

i=0 j=0

For an AWGN channel, the conditional probability in Equation (10.4) is P(y;;| x;;) ~
N(VEpx;j, No), hence
log P(y | x) o< [ly; = VEpxill? (10.5)

The maximization of the metric in Equation (10.5) yields a codeword that is closest to
the received sequence in terms of the Euclidean distance [15]. This maximization can be
performed in an efficient manner by operating on the trellis.

As an example, Figure 10.3 shows a simple convolutional code with generator polynomi-
alsgyp=[101]and g, =[1 1 1] and Figure 10.4 represents the corresponding trellis diagram.
Each edge in the trellis corresponds to a transition from a state s to a state s’, which can be
obtained for a particular input information bit. In Figure 10.4, the edges are parametrized with
the notation iy/x, x¢,1, i.e. the input/output of the convolutional encoder. The shift registers
of the convolutional code are initialized to the all-zero state.

In Figure 10.4, M(y; | x;) = Zf};(') log P(y; ;| x; ;) denotes the branch metric at the it trellis
step (i.e. the cost of choosing a branch at trellis step 7), given by Equation (10.5). The Viterbi
Algorithm (VA) selects the best path through the trellis by computing at each step the best

"The processing is simplified because the multiplication operation can be transformed to the simpler addition
operation in the logarithmic domain.
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g0=[101], 5(oct)

X0,0

Xe.1

g,=[111], 7(oct)

Figure 10.3: Rate % convolutional encoder with m =2, m =2, k = 1, corresponding to
generator polynomials gy =[10 1] and g; =[1 1 1].

0/00
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01 Ul M2;,(y,%)
1/00 M(y,,01)
10 001
0/10 M) o
1/10 Y2
11 111
Mln(y’x)
£=0 ¢=1 £=2 0=L+m-1

>

Time

Figure 10.4: Trellis corresponding to convolutional code with generator polynomials
go=[101]and g, =[111].

partial metric (the accumulated cost of following a specific path until the £ transition) and
selecting at the end the best total metric [16, 17]. It then traces back the selected path in the
trellis to provide the estimated input sequence.

Although the original VA outputs a hard-decision estimate of the input sequence, the VA
can be modified to output soft information® along with the hard-decision estimate of the
input sequence [18]. The reliability of coded or information bits can be obtained via the
computation of the a posteriori probability.

Let i, be the information bit which enters the shift register of the convolutional code at
time £. Assuming BPSK (Binary Phase Shift Keying) modulation (0 — +1, and 1 — —1), the
Log Likelihood Ratio (LLR) of an information symbol (or bit) i, is

8 A soft decision gives additional information about the reliability of the decision [15].
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APP(i,=1) —lo PG, =11y)
APP(r=—1) 8 Plir=—-11y)

The decoder can make a decision by comparing A(i;) to zero. Thus, the sign of the
LLR gives an estimate of the information bit iy (LLR >0 — 0, and LLR <0 — 1), and the
magnitude indicates the reliability of the estimate of the bit.

The a posteriori LLR A(i;) can be computed via the BCJR algorithm (named after its
inventors, Bahl, Cocke, Jelinek and Raviv [19]). The BCJR algorithm is a SISO decoding
algorithm that uses two Viterbi-like recursions going forwards and backwards in the trellis
to compute Equation (10.6) efficiently. For this reason it is also referred to as a ‘forward-
backward’ algorithm.

In order to explain the BCJR algorithm, it is better to write the APP from Equation (10.6)
in terms of the joint probability of a transition in the trellis from the state s, at time instant ¢,
to the state sy, at time instant £ + 1,

A(ig) = A(x¢p) = log

(10.6)

S P(ss = 5, Sea1 = 5, y)) o (M) (10.7)

Aty = tog(
(fe) = log 2s- P(se =5, 5041 =5,Y) 25~ p(s',5,Y)

where s, s’ € S are possible states of the convolutional encoder, S* is the set of ordered pairs
(s, ) such that a transition from state s’ to state s at time ¢ is caused by the input bit iy = 0.
Similarly, S~ is the set of transitions caused by i, = 1. The probability p(s’, s,y) can be
decomposed as follows:

p(s’, 5, ¥) = p(s', YicdP(S, Yo | S )P(Yise | 8) (10.8)
A A
where y;¢ = [yo, ..., Ye—tland e = [Ye, - - -5 Yoem—1]-
By defining

@e(s') 2 p(s', Yico) (10.9)
Besi(s') 2 plyise | ) (10.10)

;o\ A ,
Ye(s', ) = p(s,yels™) (10.11)

the APP in Equation (10.7) takes the usual form [19], i.e.

Ay = 1og(25* A o) 10.12)
25— (8 )ye(s’, $)Brv1(s)
The probability a,(s”) is computed iteratively in a forward recursion
()= ), aelsyls', ) (10.13)

s'es

with initial condition @((0) =1, a¢(s) =0 for s # 0, assuming that the initial state of the
encoder is 0. Similarly, the probability S,(s’) is computed via a backward recursion

Be(s") = Zﬁm(s)w(s’, s) (10.14)

seS
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with initial condition B7+,,-1(0) = 1, Brim-1(s) =0 for s # 0 assuming trellis termination is
employed using tail bits. The transition probability can be computed as

Ye(s', s) = P(y¢ | x,)P(i¢)

The MAP algorithm consists of initializing ay(s’), Br+m—1(s), computing the branch metric
ve(s’, 5), and continuing the forward and backward recursion in Equations (10.13) and
(10.14) to compute the updates of @ (s) and SB¢(s").

The complexity of the BCJR is approximately three times that of the Viterbi decoder. In
order to reduce the complexity a log-MAP decoder can be considered, where all operations
are performed in the logarithmic domain. Thus, the forward and backward recursions a;.(s),
Be(s') and y(s, ') are replaced by @}, (s) = loglazs1(s)], B;(s") = log[Be(s")] and ¥ (s, ') =
log[y(s, s")]. This gives advantages for implementation and can be shown to be numerically
more stable. By defining

max*(z1, 22) 2 log(e% + ¢) = max(z1, 22) + log(1 + e717221) (10.15)

it can be shown that the recursion in Equations (10.13) and (10.14) becomes

@ (s) =Tog( ) et

s'eS
= masx*{a’;(s’) +v;(s, 5)) (10.16)
s'€
with initial condition a;(0) = 0, aj(s) = —oo for s # 0. Similarly,

Bi(s") = max" (B, () + ¥;(s'. ) (10.17)

with initial condition 87, (0) =0, 5}, (s) = —oco for s # 0. Figure 10.5 shows a schematic
representation of the forward and backward recursion.

« [ ]
a (s")

Sk
2+1(53)

7 i(s"s) 7 es's)

& e41(s) Be(s)

Y e(s's) 7 s'sy)

Sk
€+1(SJ)

Figure 10.5: Forward and backward recursion for the BCJR decoding algorithm.
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The APP in Equation (10.12) becomes

Alir) = maX ay(s) +7(s'2 ) + By ()

- (S{g)ae)g‘_{a?(s’) + (s, 8) + B (9} (10.18)
In order to reduce the complexity further, the max-log-MAP approximation can be used,
where the max* =log(e* + ¢”) is approximated by max(x,y). The advantage is that the
algorithm is simpler and faster, with the complexity of the forward and backward passes
being equivalent to a Viterbi decoder. The drawback is the loss of accuracy arising from the
approximation.

Convolutional codes are the most widely used family of error-correcting codes owing to
their reasonably good performance and the possibility of extremely fast decoders based on the
VA, as well as their flexibility in supporting variable input codeword sizes. However, it is well
known that there remains a significant gap between the performance of convolutional codes
and the theoretical limits set by Shannon.’ In the early 1990s, an encoding and decoding
algorithm based on convolutional codes was proposed [20], which exhibited performance
within a few tenths of a deciBel (dB) from the Shannon limit — the turbo code family was
born. Immediately after turbo codes were discovered, Low-Density Parity Check (LDPC)
codes [23-25] that also provided near-Shannon limit performance were rediscovered.

10.3.1.3 Turbo Codes

Berrou, Glavieux and Thitimajshima introduced turbo codes and the concept of iterative
decoding to achieve near-Shannon limit performance [20, 26]. Some of the reasoning
regarding probabilistic processing can be found in [18,27], as recognized by Berrou in [28].

A turbo encoder consists of a concatenation of two convolutional encoders linked by an
interleaver. For instance, the turbo encoder adopted in UMTS and LTE [10] is schematically
represented in Figure 10.6 with two identical convolutional codes with generator polynomial
given by G =[1, gy/g;] where gy =[1011] and g; =[1101]. Thus, a turbo code encodes
the input block twice (with and without interleaving) to generate two distinct set of parity
bits. Each constituent encoder may be terminated to the all-zero state by using tail bits. The
nominal code rate of the turbo code shown in Figure 10.6 is 1/3.

Like convolutional codes, the optimal decoder for turbo codes would ideally be the MAP
or ML decoder. However the number of states in the trellis of a turbo code is significantly
larger due to the interleaver I1, thus making a true ML or MAP decoder intractable (except for
trivial block sizes). Therefore, Berrou et al. [26] proposed the principle of iterative decoding.
This is based on a suboptimal approach using a separate optimal decoder for each constituent
convolutional coder, with the two constituent decoders iteratively exchanging information
via a (de)interleaver. The classical decoding structure is shown in Figure 10.7.

The SISO decoder for each constituent convolutional code can be implemented via the
BCIJR algorithm (or the MAP algorithm), which was briefly described in the previous section.
The SISO decoder outputs an a posteriori LLR value for each information bit, and this can
be used to obtain a hard decision estimate as well as a reliability estimate. In addition, the

9Shannon’s theorem’, otherwise known as the ‘noisy-channel coding theorem’, states that if and only if the
information rate is less than the channel capacity, then there exists a coding-decoding scheme with vanishing error
probability when the code’s block length tends to infinity [21,22].
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observation or channel likelihood, obtained as

P(yex | xex = 1)
P(yex | xex = —1)
Thus the two decoders cooperate by iteratively exchanging the extrinsic information via

the (de)interleaver. After a certain number of iterations (after convergence), the a posteriori
LLR output can be used to obtain final hard decision estimates of the information bits.

Lin(xex) =

10.3.1.4 Low-Density Parity-Check (LDPC) Codes

Low-Density Parity-Check (LDPC) codes were first studied by Gallager in his doctoral
thesis [23] and have been extensively analysed by many researchers in recent years. LDPC
codes are linear parity-check codes with a parity-check equation given by He” = 0, where H
is the (n — k) X n parity-check matrix of the code C(k, n) and c is a length-n valid codeword
belonging to the code C. Similarly to turbo codes, ML decoding for LDPC codes becomes
too complex as the block size increases. In order to approximate ML decoding, Gallager
in [23] introduced an iterative decoding technique which can be considered as the forerunner
of message-passing algorithms [24,29], which lead to an efficient LDPC decoding algorithm
with a complexity which is linear with respect to the block size.

The term ‘low-density’ refers to the fact that the parity-check matrix entries are mostly
zeros — in other words, the density of ones is low. The parity-check matrix of an LDPC code
can be represented by a ‘Tanner graph’, in which two types of node, variable and check, are
interconnected. The variable nodes and check nodes correspond to the codeword bits and the
parity-check constraints respectively. A variable node v; is connected to a check node ¢; if
the corresponding codeword bit participates in the parity-check equation, i.e. if H(i, j) = 1.
Thus, the Tanner graph is an excellent tool by which to visualize the code constraints and to
describe the decoding algorithms. Since an LDPC code has a low density of ones in H, the
number of interconnections in the Tanner graph is small (and typically linear with respect
to the codeword size). Figure 10.8 shows an example of a Tanner graph of a (10, 5) code
together with its parity-check matrix H.'°

As mentioned above, LDPC codes are decoded using message-passing algorithms, such as
Belief Propagation (BP) or the Sum-Product Algorithm (SPA). The idea of BP is to calculate
approximate marginal a posteriori LLRs by applying Bayes’ rule locally and iteratively at the
nodes in the Tanner graph. The variable nodes and check nodes in the Tanner graph exchange
LLR messages along their interconnections in an iterative fashion, thus cooperating with each
other in the decoding process. Only extrinsic messages are passed along the interconnections
to ensure that a node does not receive repeats of information which it already possesses,
analogous to the exchange of extrinsic information in turbo decoding.

It is important to note that the number of operations per iteration in the BP algorithm is
linear with respect to the number of message nodes. However, the BP decoding of LDPC
codes is also suboptimal, like the turbo codes, owing to the cycles in the Tanner graph.'!
Cycles increase the dependencies between the extrinsic messages being received at each
node during the iterative process. However, the performance loss can be limited by avoiding

10This particular matrix is not actually ‘low density’, but it is used for the sake of illustration.
1A cycle of length P in a Tanner graph is a set of P connected edges that starts and ends at the same node. A cycle
verifies the condition that no node (except the initial and final nodes) appears more than once.
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Figure 10.8: A Tanner graph representing the parity-check matrix of a (3, 6)-regular LDPC
code C(10, 5) and its associated parity-check matrix H.

excessive occurrences of short cycles. After a certain number of iterations, the a posteriori
LLRs for the codeword bits are computed to obtain the final hard decision estimates.
Typically, more iterations are required for LDPC codes to converge than are required for
turbo codes. In practice, a variation of BP known as the Layered BP (LBP) algorithm is
preferred, as it requires half as many iterations as the conventional BP algorithm [30].

From an encoding perspective, a straightforward algorithm based on the parity-check
matrix would require a number of operations that is proportional to the square of the
codeword size. However, there exist several structured LDPC code designs (including those
used in the IEEE 802.16e, IEEE 802.11n and DVB-S2 standards) which have linear encoding
complexity and extremely good performance. With structured or vectorized LDPC codes,
the parity-check matrices are constructed using submatrices which are all-zero or circulant
(shifted identity matrices), and such codes require substantially lower encoding/decoding
complexity without sacrificing performance. Numerous references exist for LDPC code
design and analysis, and the interested reader is referred, for example, to [23,24,29,31-33]
and references therein.

10.3.2 Channel Coding for Data Channels in LTE

Turbo codes found a home in UMTS relatively rapidly after their publication in 1993, with
the benefits of their near-Shannon limit performance outweighing the associated costs of
memory and processing requirements. Once the turbo code was defined in UMTS there was
little incentive to reopen the specification as long as it was functional.

Therefore, although in UMTS Releases 5, 6 and 7 the core turbo code was not
changed, it was enhanced by the ability to select different redundancy versions for HARQ
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retransmissions. However, for LTE, with data rates of 100 Mbps to 300 Mbps in view, the
UMTS turbo code needed to be re-examined, especially in terms of decoding complexity.

Sections 10.3.2.1 and 10.3.2.2 explain the eventual decision not to use LDPC codes
for LTE, while replacing the turbo interleaver with a ‘contention-free’ interleaver. The
following sections explain the specific differences between LTE channel coding and UMTS
as summarized in Table 10.6.

Table 10.6: Major features of UMTS and LTE channel coding schemes.

Channel coding UMTS LTE
Constituent code Tailed, eight states, R=1/3 Same
mother code
Turbo interleaver Row/column permutation Contention-free quadratic
permutation polynomial (QPP)
interleaver
Rate matching Performed on concatenated  Virtual Circular Buffer (CB) rate
code blocks matching, performed per code block
Hybrid ARQ Redundancy Versions (RVs) RVs defined on virtual CB, Chase
defined, Chase operation operation allowed
allowed
Control channel 256-state tailed 64-state tail-biting convolutional
convolutional code code, CB rate matching
Per-code-block operations Turbo coding only CRC attachment, turbo coding, rate

matching, modulation mapping

10.3.2.1 The Lure of the LDPC Code

The draw of LDPC codes is clear: performance almost up to the Shannon limit, with claims
of up to eight times less complexity than turbo codes. LDPC codes had also recently been
standardized as an option in IEEE 802.16-2005. The complexity angle is all-important in
LTE, provided that the excellent performance of the turbo code is maintained. However,
LDPC proposals put forward for LTE claimed widely varying complexity benefits, from no
benefit to 2.4 times [35] up to 7.35 times [36]. In fact, it turns out that the complexity benefit is
code-rate dependent, with roughly a factor-of-two reduction in the operations count at code
rate 1/2 [37]. This comparison assumes that the LDPC code is decoded with the Layered
Belief Propagation (LBP) decoder [30] while the turbo code is decoded with a log-MAP
decoder.

On operations count alone, LDPC would be the choice for LTE. However, at least two
factors curbed enthusiasm for LDPC. First, LDPC decoders have significant implementation
complexity for memory and routing, which makes simple operation counts unrepresentative.
Second, turbo codes were already standardized in UMTS, and a similar lengthy standard-
ization process was undesired when perhaps a relatively simple enhancement to the known
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turbo code would suffice. It was therefore decided to keep the same turbo code constituent
encoders as in the UMTS turbo code, including the tailing method, but to enhance it using a
new contention-free interleaver that enables efficient decoding at the high data rates targeted
for LTE. Table 10.7 gives a comparison of some of the features of turbo and LDPC codes
which are explained in the following sections.

Table 10.7: Comparison of turbo and LDPC codes.

Turbo codes

LDPC codes

Standards

Encoding

Decoding

Main decoding
concern

Throughput

Performance

HARQ

Complexity comparison
(operations count)

UMTS, LTE,
WiMAX

Linear time

log-MAP and variants

Computationally intensive
(more operations)

No inherent parallelism;
Parallelism obtained
via contention-free interleaver

Comparable for information
block sizes 10°-10%;
Slightly better than LDPC
at small block sizes;

Four to eight iterations

on average

Simple for both Chase and IR
(via mother code puncturing)

Slightly higher operations count

than LDPC at high code rates

IEEE 802.16e,
IEEE 802.11n
DVB-S52

Linear time with
certain designs (802.16e, 802.11n)

Scheduling: Layered Belief Propagation,
turbo-decoding

Node processing: Min-Sum,

normalized Min-Sum

Memory intensive
(more memory);
routing network

Inherently parallelizable;
Structured LDPC codes
for flexible design

Can be slightly better than

turbo codes at large block

lengths (10 or larger),

iterative decoding threshold analysis;
Very low error floor

(e.g. at BLER around 1077);

10 to 15 iterations on average

Simple for Chase;

IR possible using model matrix
extension or puncturing

from a mother code

Slightly lower operations count
than turbo codes at high code rates

10.3.2.2 Contention-Free Turbo Decoding

The key to high data-rate turbo decoding is to parallelize the turbo decoder efficiently while
maintaining excellent performance. The classical turbo decoder has two MAP decoders
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v =n1[42]:

V(MWH)J ¢V(“2W+V)J (10.19)

w w

where 0 < vW, u; > 0 and uy < M for all u; # u,. The terms on both sides of Equation (10.19)
are the memory bank indices that are accessed by the M processors on the v step.
Inequality (10.19) requires that, for any given position v of each window, the memory banks
accessed be unique between any two windows, thus eliminating access contentions. For
significant hardware savings, instead of using M physically separate memories, it is better
to use a single physical memory and fetch or store M values on each cycle from a single
address. This requires the CF interleaver also to satisfy a vectorized decoding property where
the intra-window permutation is the same for each window:

a(uW +v)mod W =n(v) mod W (10.20)

foralll<u<MandO<v<W.

Performance, implementation complexity and flexibility are concerns. However, even a
simple CF interleaver composed of look-up tables (for each block size) and a bit-reversal
permutation [43] can be shown to have excellent performance. In terms of flexibility, a
maximally contention-free interleaver can have a parallelism order (number of windows)
that is any factor of the block size. A variety of possible parallelism factors provides freedom
for each individual manufacturer to select the degree of parallelism based on the target data
rates for different UE categories.

After consideration of performance, available flexible classes of CF interleavers and
complexity benefits, a new contention-free interleaver was selected for LTE.

10.3.2.3 The LTE Contention-Free Interleaver

The main choices for the CF interleaver included Almost Regular Permutation (ARP) [44]
and Quadratic Permutation Polynomial (QPP) [45] interleavers. The ARP and QPP inter-
leavers share many similarities and they are both suitable for LTE turbo coding, offering
flexible parallelism orders for each block size, low-complexity implementation, and excellent
performance. A detailed overview of ARP and QPP proposals for LTE (and their comparison
with the UMTS Release-99 turbo interleaver) is given in [46]. Of these two closely competing
designs, the QPP interleaver was selected for LTE as it provides more parallelism factors M
and requires less storage, thus making it better-suited to high data rates.

For an information block size K, a QPP interleaver is defined by the following polynomial:

7(i) = (fii + fi*) mod K (10.21)

where i is the output index (0 <i< K — 1), n(i) is the input index and f; and f, are the
coeflicients that define the permutation with the following conditions:

o f is relatively prime to block size K;

o all prime factors of K also factor f.

The inverses of QPP interleavers can also be described via permutation polynomials but
they are not necessarily quadratic, as such a requirement may result in inferior turbo code
performance for certain block sizes. Therefore, it is better to select QPP interleavers with
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low-degree inverse polynomials (the maximum degree of the inverse polynomial is equal
to four for LTE QPP interleavers) without incurring a performance penalty. In general,
permutation polynomials (quadratic and non-quadratic) are implementation-friendly as they
can be realized using only adders in a recursive fashion. A total of 188 interleavers are defined
for LTE, of which 153 have quadratic inverses while the remaining 35 have degree-3 and
degree-4 inverses. The performance of the LTE QPP interleavers is shown alongside the
UMTS turbo code in Figure 10.10.

450 ‘ ‘ .
4r ——Rel6| |
3.5 ---LTE| |

BLER =0.01%

Eb / N0 Requ red (dB)

10°
Interleaver sizes (bits)

Figure 10.10: Performance of LTE QPP interleaver design versus UMTS turbo interleaver in
static AWGN with QPSK modulation and eight iterations of a max-log-MAP decoder.

An attractive (and perhaps the most important) feature of QPP interleavers is that they
are ‘maximum contention-free’, which means that they provide the maximum flexibility in
supported parallelism, i.e. every factor of K is a supported parallelism factor. For example,
for K =1024, supported parallelism factors include {1, 2,4, 8, 16, 32, 64, 128, 256, 512,
1024}, although factors that result in a window size less than 32 may not be required in
practice.

The QPP interleavers also have the ‘even-even’ property whereby even and odd indices
in the input are mapped to even and odd indices respectively in the output; this enables
the encoder and decoder to process two information bits per clock cycle, facilitating radix-
4 implementations (i.e. all log-MAP decoding operations can process two bits at a time,
including forward and backward recursions, extrinsic LLR generation and memory read and
write).

One key impact of the decision to use a CF interleaver is that not all input block sizes are
natively supported. As the amounts of parallelism depend on the factorization of the block
size, certain block sizes (e.g. prime sizes) are not natively supportable by the turbo code.
Since the input can be any size, filler bits are used whenever necessary to pad the input to the
nearest QPP interleaver size. The QPP sizes are selected such that:
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o The number of interleavers is limited (fewer interleavers implies more filler bits).

o The fraction of filler bits is roughly the same as the block size increases (spacing
increases as block size increases).

o Multiple parallelism values are available (block sizes are spaced an integer number of
bytes apart).

For performance within approximately 0.1 dB of the baseline UMTS interleaver, as few as 45
interleaver sizes [47] are feasible, although the percentage of filler bits may be high (nearly
12%). For LTE, the following 188 byte-aligned interleaver sizes spaced in a semi-log manner
were selected with approximately 3% filler bits [10]:

40 + 8t if0<t<59 (40-512 in steps of 8 bits)

Ko 512+ 16  if0<r<32 (528-1024 in steps of 16 bits) (1022)
T ]1024 + 32t if0<r<32 (1056-20438 in steps of 32 bits) '

2048 + 64t if0<r<64 (2112-6144 in steps of 64 bits)

The maximum turbo interleaver size was also increased from 5114 in UMTS to 6144 in LTE,
such that a 1500-byte TCP/IP packet would be segmented into only two segments rather than
three, thereby minimizing the potential segmentation penalty and (marginally) increasing the
turbo interleaver gain.

10.3.2.4 Rate-Matching

The Rate-Matching (RM) algorithm selects bits for transmission from the rate 1/3 turbo
coder output via puncturing and/or repetition. Since the number of bits for transmission is
determined based on the available physical resources, the RM should be capable of generating
puncturing patterns for arbitrary rates. Furthermore, the RM should send as many new bits as
possible in retransmissions to maximize the Incremental Redundancy (IR) HARQ gains (see
Section 4.4 for further details about the HARQ protocol).

The main contenders for LTE RM were to use the same (or a similar) algorithm as HSPA,
or to use Circular Buffer (CB) RM as in CDMA2000 1XxEV and WiMAX. The primary
advantage of the HSPA RM is that while it appears complex, it has been well studied and
is well understood. However, a key drawback is that there are some severe performance
degradations at higher code rates, especially near code rates 0.78 and 0.88 [48]. Therefore,
circular buffer RM was selected for LTE, as it generates puncturing patterns simply and
flexibly for any arbitrary code rate, with excellent performance.

In the CB approach, as shown in Figure 10.11, each of the three output streams of the turbo
coder (systematic part, parity0, and parity1l) is rearranged with its own interleaver (called a
sub-block interleaver). In LTE, the 12 tail bits are distributed equally into the three streams
as well, resulting in the sub-block size K = K + 4, where K is the QPP interleaver size.
Then, an output buffer is formed by concatenating the rearranged systematic bits with the
interlacing of the two rearranged parity streams. For any desired code rate, the coded bits for
transmission are simply read out serially from a certain starting point in the buffer, wrapping
around to the beginning of the buffer if the end of the buffer is reached.

A Redundancy Version (RV) specifies a starting point in the circular buffer to start reading
out bits. Different RVs are specified by defining different starting points to enable HARQ
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Information Block

| Turbo Encoder |

| systematic || parity0 || parity1 |
Subblock|interleaver 0 Subblock|interleaver 1 SubblockJinterleaver 2
| Interleaved S || Interleaved parityO || Interleaved parity1 |

RV=0 RV=1 RV=3

Figure 10.11: Rate-matching algorithm based on the CB. RV = 0 starts at an offset relative
to the beginning of the CB to enable systematic bit puncturing on the first transmission.

operation. Usually RV = 0 is selected for the initial transmission to send as many systematic
bits as possible. The scheduler can choose different RVs on transmissions of the same packet
to support both IR and Chase combining HARQ.

The turbo code tail bits are uniformly distributed into the three streams, with all streams
the same size. Each sub-block interleaver is based on the traditional row-column interleaver
with 32 columns (for all block size) and a simple length-32 intra-column permutation.

e The bits of each stream are written row-by-row into a matrix with 32 columns (the
number of rows is determined by the stream size), with dummy bits padded to the
front of each stream to completely fill the matrix.

o Alength-32 column permutation is applied and the bits are read out column-by-column
to form the output of the sub-block interleaver. This sub-block interleaver has the
property that it naturally first puts all the even indices and then all the odd indices
into the rearranged sub-block. The permutation order is as follows:

[0, 16, 8, 24,4, 20, 12, 28,2, 18, 10,26, 6,22, 14,30, 1, 17,9, 25, 5,21, 13,29, 3, 19, 11, 27,7, 23, 15, 31]

Given the even-even property of the QPP permutations and the above property of the sub-
block interleaver, the sub-block interleaver of the second parity stream is offset by an odd
value § = 1 to ensure that the odd and even input indices have equal levels of protection. Thus,
for index i, if 7yys(i) denotes the permutation of the systematic bit sub-block interleaver, then
the permutation of the two parity sub-block interleavers are mp.0(i) = sys(i), and mpar1 (i) =
(7sys(7) + 6) mod K, where K is the sub-block size. With the offset 6 = 1 used in LTE, the
first K parity bits in the interlaced parity portion of the circular buffer correspond to the
K systematic bits, thus ensuring equal protection to all systematic bits [49]. Moreover, the
offset enables the systematic bit puncturing feature whereby a small percentage of systematic
bits are punctured in an initial transmission to enhance performance at high code rates. With
the offset, RV = 0 results in partially systematic codes that are self-decodable at high coding
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rates, i.e. avoiding the ‘catastrophic’ puncturing patterns which have been shown to exist at
some code rates in UMTS.

A two-dimensional interpretation of the circular buffer (with a total of 96 columns) is
shown in Figure 10.12 (where different shadings indicate bits from different streams and
black cells indicate dummy bits). The one-dimensional CB may be formed by reading bits out
column-by-column from the two-dimensional CB. Bits are read column-by-column starting
from a column top RV location, and the dummy bits are discarded during the output bit
generation. Although the dummy bits can be discarded during sub-block interleaving, in LTE
the dummy bits are kept to allow a simpler implementation.

Figure 10.12: Two-dimensional visualization of the VCB. The starting points for the four
RVs are the top of the selected columns.

This leads to the foremost advantage of the LTE CB approach, in that it enables efficient
HARAQ operation, since the CB operation can be performed without requiring an intermediate
step of forming any actual physical buffer. In other words, for any combination of the 188
stream sizes and four RV values, the desired codeword bits can be equivalently obtained
directly from the output of the turbo encoder using simple addressing based on sub-block
permutation.

Therefore the term ‘Virtual Circular Buffer’ (VCB) is more appropriate in LTE. The LTE
VCB operation also allows Systematic Bit Puncturing (SBP) by defining RV = 0 to skip the
first two systematic columns of the CB, leading to approximately 6% punctured systematic
bits (with no wrap around). Thus, with systematic bit puncturing and uniform spaced RVs,
the four RVs start at the top of columns 2, 26, 50 and 74.

10.3.2.5 HARQin LTE

The physical layer in LTE supports HARQ on the physical downlink and uplink shared
channels, with separate control channels to send the associated acknowledgement feedback.
In Frequency Division Duplex (FDD) operation, eight Stop-And-Wait (SAW) HARQ
processes are available in both downlink and uplink with a typical Round-Trip Time (RTT)
of 8 ms (see Figures 10.13 and 10.14 respectively). Each HARQ process requires a separate
soft buffer allocation in the receiver for the purpose of combining the retransmissions. In
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of explicit control signalling. For the adaptive HARQ operation, the RV is explicitly
signalled. There are also other uplink modes in which the redundancy version (or the
modulation) is combined with other control information to minimize control signalling
overhead. Aspects of HARQ control signalling specifically related to TDD operation are
discussed in Section 23.4.3.

10.3.2.6 Limited Buffer Rate Matching (LBRM)

A major contributor to the UE implementation complexity is the UE HARQ soft buffer size,
which is the total memory (over all the HARQ processes) required for LLR storage to support
HARQ operation. The aim of Limited Buffer Rate Matching (LBRM) is therefore to reduce
the required UE HARQ soft buffer sizes while maintaining the peak data rates and having
minimal impact on the system performance. [50] shows that there is a negligible performance
impact even with a 50% reduction in the soft buffer size. Therefore, for LTE, up to 50% soft
buffer reduction is enabled by means of LBRM for the higher UE categories (3, 4 and 5 —
see Section 1.3.4) while it is not applied to the lower UE categories (1 and 2). This reduction
corresponds to a mother code rate of 2/3 for the largest Transport Block'? (TB).

For each UE category, the soft buffer size is determined based on the instantaneous peak
data rate supported per subframe (see Table 1.2) multiplied by eight (i.e. using eight HARQ
processes) and applying the soft buffer reduction factor as described above [51]. For FDD, the
soft buffer is split into eight equal partitions (one partition per TB) if the UE is configured to
receive Physical Downlink Shared CHannel (PDSCH) transmissions based on transmission
modes other than 3 or 4 (i.e. one TB per HARQ process), or sixteen equal partitions for
transmission modes 3 or 4 (i.e. two TBs per HARQ process). It is important to note that
all transmission modes are supported by all UE categories.'? Therefore, a category 1 UE
could be in transmission modes 3 or 4 but may be limited to rank-1 operation as it can
support only one layer in spatial multiplexing (see Section 11.2.2). For simplicity and to
facilitate dual-mode UE development, the soft buffer sizes for TDD were chosen to be the
same as those for FDD. However, the number of downlink HARQ processes in TDD varies
between 4 and 15 according to the downlink/uplink configuration (see Section 6.2); hence
the soft buffer is adapted and split into min(Mpr,_narq, Miimit) €qual partitions if the UE is
configured to receive PDSCH transmissions based on transmission modes other than 3 or 4,
or 2 - min(Mpy,_HARQ> Miimit) €qual partitions for transmission modes 3 or 4, where Mp, HARQ
is the number of downlink HARQ processes, and M, is equal to 8. Thus, when the number
of downlink HARQ processes is greater than 8, statistical soft buffer management can be
used for efficient UE implementation [52].

A soft buffer size per code block segment is derived from the soft buffer size per TB, and
LBRM then simply shortens the length of the VCB of the code block segments for certain
larger sizes of TB, with the RV spacing being compressed accordingly. With LBRM, the
effective mother code rate for a TB becomes a function of the TB size and the allocated
UE soft buffer size. Since the eNodeB knows the soft buffer capability of the UE, it only
transmits those code bits out of the VCB that can be stored in the UE’s HARQ soft buffer for
all (re)transmissions of a given TB.

12 A transport block is equivalent to a MAC PDU — see Section 4.4.
3The only exceptions are that PDSCH transmission modes 7 and 8 (see Section 9.2.2.1) are optional for FDD
UEs, and PUSCH transmission mode 2 (see Section 29.4.1) is optional for UE categories 1-7.
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Soft buffer management in case of carrier aggregation in Release 10 is discussed in
Section 28.4.2.

10.3.2.7 Overall Channel Coding Chain for Data

The overall flow diagram of the turbo coded channels in LTE is summarized in Figure 10.15.

The physical layer first attaches a 24-bit Cyclic Redundancy Check (CRC) to each TB
received from the MAC layer. This is used at the receiver to verify correct reception and to
generate the HARQ ACK/NACK feedback.

The TB is then segmented into ‘code blocks’ according to a rule which, given an arbitrary
TB size, is designed to minimize the number of filler bits needed to match the available QPP
sizes. This is accomplished by allowing two adjacent QPP sizes to be used when segmenting
a TB, rather than being restricted to a single QPP size. The filler bits would then be placed
in the first segment. However, in LTE the set of possible TB sizes is restricted such that the
segmentation rule described above always results in a single QPP size for each segment with
no filler bits.

Following segmentation, a further 24-bit CRC is attached to each code block if the TB
was split into two or more code blocks. This code-block-level CRC can be utilized to devise

Transport Block

TB CRC Attachment

!

Code Block Segmentation
(and Filler Bit Insertion)

Per Code Blogk Operations

CRC Attachment

!

Turbo Encoder

v

Virtual Circular Buffer
(and Dummy Insertion)

'

Bit Selection
(Pruning and Dummy Removal)

Code Block Concatenation

|

To Scrambler and Modulation Mapper

Figure 10.15: Flow diagram for turbo coded channels in LTE.
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rules for early termination of the turbo decoding iterations to reduce decoding complexity. It
is worth noting that the polynomial used for the code-block-level CRC is different from the
polynomial used for the transport block CRC. This is a deliberate design feature in order to
avoid increasing the probability of failing to detect errors as a result of the use of individual
CRCs per code block; if all the code block CRCs pass, the decoder should still check the
transport block CRC, which, being based on a different polynomial, is likely to detect an
error which was not detected by a code-block CRC.

A major difference between LTE and HSDPA is that in LTE most of the channel coding
operations on the PDSCH are performed at a code-block level, whereas in HSDPA only turbo
coding is performed at the code block level. Although in the LTE specifications [10] the code
block concatenation for transmission is done prior to the scrambler and modulation mapper,
each code block is associated with a distinct set of modulation symbols, implying that the
scrambling and modulation mapping operations may in fact be done individually for each
code block, which facilitates an efficient pipelined implementation.

10.3.3 Channel Coding for Control Channels in LTE

Unlike the data, control information (such as is sent on the Physical Downlink Control
CHannel (PDCCH) and Physical Broadcast CHannel (PBCH)!channel coding) is coded
with a convolutional code, as the code blocks are significantly smaller and the additional
complexity of the turbo coding operation is therefore not worthwhile.

The PDCCH is especially critical from a decoding complexity point of view, since a
UE must decode a large number of potential control channel locations as discussed in
Section 9.3.5.5. Another relevant factor in the code design for the PDCCH and the PBCH is
that they both carry a relatively small number of bits, making the tail bits a more significant
overhead. Therefore, it was decided to adopt a tail-biting convolutional code for LTE but,
in order to limit the decoding complexity, using a new convolutional code with only 64
states instead of the 256-state convolutional code used in UMTS. These key differences are
summarized in Table 10.8.

The LTE convolutional code, shown in Figure 10.2, offers slightly better performance
for the target information block sizes, as shown in Figure 10.16. The initial value of the
shift register of the encoder is set to the values corresponding to the last six information

Table 10.8: Differences between LTE and HSPA convolutional coding.

Property LTE convolutional code HSPA convolutional code
Number of states 64 256
Tailing method Tail-biting Tailed
Generators [133, 171, 165](oct) [561, 753](oct) R=1/2
R=1/3 [557,663,711](oct) R=1/3
Normalized decoding 1/2 (assuming two 1
complexity iterations of decoding)
Rate matching Circular buffer Algorithmic calculation of rate-matching pattern
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Figure 10.16: E, /Ny (dB) versus block size (bits) for BLER target of 1% for convolutional
codes with rate 1/3, 1/2, and 2/3. The HSPA convolutional code has 256-state code with
tail bits and the 64-state LTE code is tail-biting.

bits in the input stream so that the initial and final states of the shift register are the same.
The decoder can utilize a Circular Viterbi Algorithm [14] or MAP algorithm [53], with
decoding complexity approximately twice that of the Viterbi decoder with two iterations
(passes through the trellis). With only a quarter the number of states, the overall complexity
of the LTE convolutional code can therefore be argued to be half that of the HSPA code,
provided that only two iterations are used.

The rate-matching for the convolutional code in LTE uses a similar CB method as for the
turbo code. A 32-column interleaver is used, with no interlacing in the CB (the three parity
streams are concatenated in the CB). This structure gives good performance at higher code
rates as well as lower code rates, and therefore LTE has no need for an additional (different)
R =1/2 generator polynomial as used in UMTS.

Other even smaller items of control information use block codes (for example, a Reed—
Muller code for CQI, or a simple list of codewords for the Physical Control Format Indicator
CHannel (PCFICH) — see Section 9.3.3). With small information words, block codes lend
themselves well to a Maximum Likelihood (ML) decoding approach.

10.4 Conclusions

The LTE channel coding is a versatile design that has benefited from the decades of research
and development in the area of iterative processing. Although the turbo codes used in LTE
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and UMTS are of the same form as Berrou’s original scheme, the LTE turbo code with its
contention-free interleaver provides hardware designers with sufficient design flexibility to
support the high data rates offered by LTE and LTE-Advanced. However, with increased
support for parallelism comes the cost of routing the extrinsic values to and from the memory.
The routing complexity in the turbo decoder with a large number of processors (e.g. M = 64)
may in fact become comparable to that of an LDPC code with similar processing capability.
Therefore, it is possible that the cost versus performance trade-offs between turbo and LDPC
codes may be reinvestigated in the future. Nevertheless, it is clear that the turbo code will
continue to shine for a long time to come.
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11.1 Fundamentals of Multiple Antenna Theory

11.1.1 Overview

The value of multiple antenna systems as a means to improve communications was
recognized in the very early ages of wireless transmission. However, most of the scientific
progress in understanding their fundamental capabilities has occurred only in the last 20
years, driven by efforts in signal and information theory, with a key milestone being achieved
with the invention of so-called Multiple-Input Multiple-Output (MIMO) systems in the mid-
1990s.

Although early applications of beamforming concepts can be traced back as far as 60 years
in military applications, serious attention has been paid to the utilization of multiple antenna
techniques in mass-market commercial wireless networks only since around 2000. Today,
the key role which MIMO technology plays in the latest wireless communication standards
for Personal, Wide and Metropolitan Area Networks (PANs, WANs and MANG) testifies to
its importance. Aided by rapid progress in the areas of computation and circuit integration,
this trend culminated in the adoption of MIMO for the first time in a cellular mobile network
standard in the Release 7 version of HSDPA (High Speed Downlink Packet Access); soon
after, the development of LTE broke new ground in being the first global mobile cellular
system to be designed with MIMO as a key component from the start.

This chapter first provides the reader with the theoretical background necessary for a
good understanding of the role and advantages promised by multiple antenna techniques in
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wireless communications in general.! The chapter focuses on the intuition behind the main
technical results and show how key progress in information theory yields practical lessons in
algorithm and system design for cellular communications. As can be expected, there is still a
gap between the theoretical predictions and the performance achieved by schemes that must
meet the complexity constraints imposed by commercial considerations.

We distinguish between single-user MIMO and multi-user MIMO, although a common
set of concepts captures the essential MIMO benefits in both cases. Single-user MIMO
techniques dominated the algorithms selected for the first version of LTE, with multi-user
MIMO becoming more established in Releases 9 and 10.

The second part of the chapter describes the actual methods adopted for LTE, paying par-
ticular attention to the combinations of theoretical principles and system design constraints
that led to these choices.

While traditional wireless communications (Single-Input Single-Output (SISO)) exploit
time- or frequency-domain pre-processing and decoding of the transmitted and received data
respectively, the use of additional antenna elements at either the base station (eNodeB) or
User Equipment (UE) side (on the downlink or uplink) opens an extra spatial dimension to
signal precoding and detection. Space-time processing methods exploit this dimension with
the aim of improving the link’s performance in terms of one or more possible metrics, such
as the error rate, communication data rate, coverage area and spectral efficiency (expressed
in bps/Hz/cell).

Depending on the availability of multiple antennas at the transmitter and/or the receiver,
such techniques are classified as Single-Input Multiple-Output (SIMO), Multiple-Input
Single-Output (MISO) or MIMO. Thus in the scenario of a multi-antenna-enabled base
station communicating with a single antenna UE, the uplink and downlink are referred to
as SIMO and MISO respectively. When a multi-antenna terminal is involved, a full MIMO
link may be obtained, although the term MIMO is sometimes also used in its widest sense,
thus including SIMO and MISO as special cases. While a point-to-point multiple-antenna
link between a base station and one UE is referred to as Single-User MIMO (SU-MIMO),
Multi-User MIMO (MU-MIMO) features several UEs communicating simultaneously with a
common base station using the same frequency- and time-domain resources.” By extension,
considering a multicell context, neighbouring base stations sharing their antennas in virtual
MIMO fashion [4] to communicate with the same set of UEs in different cells comes under
the term Coordinated MultiPoint (CoMP) transmission/reception. This latter scenario is not
supported in the first versions of LTE but it is being studied for possible inclusion in later
releases of LTE-Advanced as described in Section 29.5. The overall evolution of MIMO
concepts, from the simplest diversity setup to the advanced joint-processing CoMP technique,
is illustrated in Figure 11.1.

Despite their variety and sometimes perceived complexity, single-user and multi-user
MIMO techniques tend to revolve around just a few fundamental principles, which aim at
leveraging some key properties of multi-antenna radio propagation channels. As introduced

I'For more exhaustive tutorial information on MIMO systems, the reader is referred, for example, to [1-3].

2Note that, in LTE, a single eNodeB may in practice control multiple cells; in such a case, we consider each cell as
an independent base station for the purpose of explaining the MIMO techniques; the simultaneous transmissions in
the different cells address different UEs and are typically achieved using different fixed directional physical antennas;
they are therefore not classified as multi-user MIMO.
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Figure 11.1: The evolution of MIMO technology, from traditional single antenna
communication, to multi-user MIMO scenarios, to the possible multicell MIMO networks
of the future.

in Section 1.3, there are basically three advantages associated with such channels (over their
SISO counterparts):

e Diversity gain.
e Array gain.

e Spatial multiplexing gain.

Diversity gain corresponds to the mitigation of the effect of multipath fading, by means
of transmitting or receiving over multiple antennas at which the fading is sufficiently
decorrelated. It is typically expressed in terms of an order, referring either to the number
of effective independent diversity branches or to the slope of the Bit Error Rate (BER) curve
as a function of the Signal-to-Noise Ratio (SNR) (or possibly in terms of an SNR gain in the
system’s link budget).

While diversity gain is fundamentally related to improvement of the statistics of instan-
taneous SNR in a fading channel, array gain and multiplexing gain are of a different nature,
rather being related to the geometry and the theory of vector spaces. Array gain corresponds
to a spatial version of the well-known matched-filter gain in time-domain receivers, while
multiplexing gain refers to the ability to send multiple data streams in parallel and to separate
them on the basis of their spatial signature. The latter is much akin to the multiplexing of users
separated by orthogonal spreading codes, timeslots or frequency assignments, with the great
advantage that, unlike Code, Time or Frequency Division Multiple Access (CDMA, TDMA
or FDMA), MIMO multiplexing does not come at the cost of bandwidth expansion; it does,
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however, suffer the expense of added antennas and signal processing complexity and its gains
strongly depend on the spatial characteristics of the propagation channel (see Chapter 20).

These aspects are analysed further in the following sections, considering first theoretically
optimal transmission schemes and then popular MIMO approaches. First a base station
to single-user communication model is considered (to cover single-user MIMO); then the
techniques are generalized to multi-user MIMO.

The schemes adopted in LTE Releases 8 and 9, specifically for the downlink, are addressed
subsequently. We focus on the Frequency Division Duplex (FDD) case. Discussion of some
aspects of MIMO which are specific to Time Division Duplex (TDD) operation can be found
in Section 23.5.

11.1.2 MIMO Signal Model

Let Y be a matrix of size N X T denoting the set of (possibly precoded) signals being
transmitted from N distinct antennas over 7 symbol durations (or, in the case of some
frequency-domain systems, T subcarriers), where T is a parameter of the MIMO algorithm
(defined below). Thus the n™ row of Y corresponds to the signal emitted from the n' transmit
antenna. Let H denote the M X N channel matrix modelling the propagation effects from each
of the N transmit antennas to any one of M receive antennas, over an arbitrary subcarrier
whose index is omitted here for simplicity. We assume H to be invariant over 7 symbol
durations. The matrix channel is represented by way of example in Figure 11.2. Then the
M x T signal R received over T symbol durations over this subcarrier can be conveniently
written as

R=HY +N (11.1)

where N is the additive noise matrix of dimension M X T over all M receiving antennas. We
will use h; to denote the i column of H, which will be referred to as the receive spatial
signature of (i.e. corresponding to) the i transmitting antenna. Likewise, the j row of H
can be termed the transmit spatial signature of the j receiving antenna.

N transmitting antennas M receiving antennas

0010110 0010110

MIMO transmitter MIMO receiver | __

—

Figure 11.2: Simplified transmission model for a MIMO system with N transmit antennas
and M receive antennas, giving rise to an M X N channel matrix, with MN links.
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Let X = (x1, x2, ..., xp) be a group of P QAM3 symbols to be sent to the receiver over
the T symbol durations; these symbols must be mapped to the transmitted signal Y before
launching into the air. The choice of this mapping function X — Y(X) determines which
one out of several possible MIMO transmission methods results, each yielding a different
combination of the diversity, array and multiplexing gains. Meanwhile, the so-called spatial
rate of the chosen MIMO transmission method is given by the ratio P/T.

Note that, in the most general case, the considered transmit (or receive) antennas may be
attached to a single transmitting (or receiving) device (base station or UE), or distributed over
different devices. The symbols in (xj, X2, . . ., xp) may also correspond to the data of one or
possibly multiple users, giving rise to the single-user MIMO or multi-user MIMO models.

11.1.3 Single-User MIMO Techniques

Several classes of SU-MIMO transmission methods are discussed below, both optimal and
suboptimal.

11.1.3.1 Optimal Transmission over MIMO Systems

The optimal way of communicating over the MIMO channel involves a channel-dependent
precoder, which fulfils the roles of both transmit beamforming and power allocation
across the transmitted streams, and a matching receive beamforming structure. Full channel
knowledge is therefore required at the transmit side for this method to be applicable. Consider
a set of P=NT symbols to be sent over the channel. The symbols are separated into N
streams (or layers) of T symbols each. Stream i consists of symbols [x;, x;2, . . ., x;7]. Note
that in an ideal setting, each stream may adopt a distinct code rate and modulation. This is
discussed in more detail below. The transmitted signal can now be written as

Y(X) = VPX (11.2)
where
X1,1 X1,2 oo XIT
X=| : : : (11.3)
N1 XN2  -.. XNT

Vs an N X N transmit beamforming matrix and P is a N X N diagonal power-allocation
matrix with 4/p; as its i" diagonal element, where p; is the power allocated to the i stream.
Of course, the power levels must be chosen so as not to exceed the available transmit power,
which can often be conveniently expressed as a constraint on the total normalized transmit
power P,.* Under this model, the information-theoretic capacity of the MIMO channel in
bps/Hz can be obtained as [3]

Cumivo = log, det(I + pHVP?VIHM) (11.4)

where {-}/ denotes the Hermitian operator for a matrix or vector and p is the so-called transmit
SNR, given by the ratio of the transmit power over the noise power.

3Quadrature Amplitude Modulation.
“4In practice, there may be a limit on the maximum transmission power from each antenna.
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The optimal (capacity-maximizing) precoder (VP) in Equation (11.4) is obtained by
the concatenation of singular vector beamforming and the so-called waterfilling power
allocation.

Singular vector beamforming means that V should be a unitary matrix (i.e. VAV is the
identity matrix of size N) chosen such that H = ULV! is the Singular-Value Decomposition’
(SVD) of the channel matrix H. Thus the i right singular vector of H, given by the i column
of V, is used as a transmit beamforming vector for the i stream. At the receiver side, the
optimal beamformer for the i™ stream is the ™ left singular vector of H, obtained as the i
row of UH:

w'R = A, Vpilxi1, Xia, - - -, Xir] + ulN (11.5)

where 4, is the i" singular value of H.
Waterfilling power allocation is the optimal power allocation and is given by

pi=Iu—1/(pa)]s (11.6)

where [x], is equal to x if x is positive and zero otherwise. u is the so-called ‘water level’, a
positive real variable which is set such that the total transmit power constraint is satisfied.

Thus the optimal SU-MIMO multiplexing scheme uses SVD-based transmit and receive
beamforming to decompose the MIMO channel into a number of parallel non-interfering
subchannels, dubbed ‘eigen-channels’, each one with an SNR being a function of the
corresponding singular value A; and chosen power level p;.

Contrary to what would perhaps be expected, the philosophy of optimal power allocation
across the eigen-channels is not to equalize the SNRs, but rather to render them more unequal,
by ‘pouring’ more power into the better eigen-channels, while allocating little power (or even
none at all) to the weaker ones because they are seen as not contributing enough to the total
capacity. This waterfilling principle is illustrated in Figure 11.3.

The underlying information-theoretic assumption here is that the information rate on each
stream can be adjusted finely to match the eigen-channel’s SNR. In practice, this is done by
selecting a suitable Modulation and Coding Scheme (MCS) for each stream.

11.1.3.2 Beamforming with Single Antenna Transmitter or Receiver

In the case where either the receiver or the transmitter is equipped with only a single antenna,
the MIMO channel exhibits only one active eigen-channel, and hence multiplexing of more
than one data stream is not possible.

In receive beamforming, N = 1 and M > 1 (assuming a single stream). In this case, one
symbol is transmitted at a time, such that the symbol-to-transmit-signal mapping function is
characterized by P=T =1, and Y(X) = X = x, where x is the one QAM symbol to be sent.
The received signal vector is given by

R=Hx+N (11.7)

The receiver combines the signals from its M antennas through the use of weights w =
[wi, ..., wy]. Thus the received signal after antenna combining can be expressed as

z=wR=wHs +wN (11.8)

SThe reader is referred to [5] for an explanation of generic matrix operations and terminology.
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sour@
\J propagating field Vector space analogy (for two sensors)

measured signal

h1 h o hM 1 sensors W’\\ \/N/ 7 H
R S| =
wi] fw] o] [ ][] [wi] []

Choosing W enhances the source (beamforming)
Choosing W’ nulls the source out (interference nulling)

T,
y=W H

Figure 11.4: The beamforming and interference cancelling concepts.

11.1.3.3 Spatial Multiplexing without Channel Knowledge at the Transmitter

When N > 1 and M > 1, multiplexing of up to min(M, N) streams is theoretically possible
even without channel knowledge at the transmitter. Assume for instance that M > N. In this
case, one considers N streams, each transmitted using a different transmit antenna. As the
transmitter does not have knowledge of the matrix H, the precoder is simply the identity
matrix. In this case, the symbol-to-transmit-signal mapping function is characterized by P =
NT and by

Y(X)=X (11.10)

At the receiver, a variety of linear and non-linear detection techniques may be implemented
to recover the symbol matrix X. A low-complexity solution is offered by the linear case,

whereby the receiver superposes N beamformers w;, Wy, ..., wy so that the i stream
[xi1, Xi2, - .., xir] is detected as follows,
w,R = w;HX + w;N (11.11)

The design criterion for the beamformer w; can be interpreted as a compromise between
single-stream beamforming and cancelling of interference (created by the other N —1
streams). Inter-stream interference is fully cancelled by selecting the Zero-Forcing (ZF)
receiver given by

Wi

W3
wW=| . |H'H)'H. (11.12)

WN
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However, for optimal performance, w; should strike a balance between alignment with
respect to h; and orthogonality with respect to all other signatures hy, k # i. Such a balance is
achieved by, for example, a Minimum Mean-Squared Error (MMSE) receiver.

Beyond classical linear detection structures such as the ZF or MMSE receivers, more
advanced but non-linear detectors can be exploited which provide a better error rate
performance at the chosen SNR operating point, at the cost of extra complexity. Examples
of such detectors include the Successive Interference Cancellation (SIC) detector and the
Maximum Likelihood Detector (MLD) [3]. The principle of the SIC detector is to treat
individual streams, which are channel-encoded, as layers which are ‘peeled off” one by one
by a processing sequence consisting of linear detection, decoding, remodulating, re-encoding
and subtraction from the total received signal R. On the other hand, the MLD attempts to
select the most likely set of all streams, simultaneously, from R, by an exhaustive search
procedure or a lower-complexity equivalent such as the sphere-decoding technique [3].

Multiplexing gain

The multiplexing gain corresponds to the multiplicative factor by which the spectral
efficiency is increased by a given scheme. Perhaps the single most important requirement
for MIMO multiplexing gain to be achieved is for the various transmit and receive antennas
to experience a sufficiently different channel response. This translates into the condition
that the spatial signatures of the various transmitters (the h;’s) (or receivers) be sufficiently
decorrelated and linearly independent to make the channel matrix H invertible (or, more
generally, well-conditioned). An immediate consequence of this condition is the limitation
to min(M, N) of the number of independent streams which may be multiplexed into the
MIMO channel, or, more generally, to rank(H) streams. As an example, single-user MIMO
communication between a four-antenna base station and a dual antenna UE can, at best,
support multiplexing of two data streams, and thus a doubling of the UE’s data rate compared
with a single stream.

11.1.3.4 Diversity Techniques

Unlike the basic multiplexing scenario in Equation (11.10), where the design of the
transmitted signal matrix Y exhibits no redundancy between its entries, a diversity-oriented
design will feature some level of repetition between the entries of Y. For ‘full diversity’,
each transmitted symbol x, x5, . . . , xp must be assigned to each of the transmit antennas at
least once in the course of the T symbol durations. The resulting symbol-to-transmit-signal
mapping function is called a Space-Time Block Code (STBC). Although many designs of
STBC exist, additional properties such as the orthogonality of matrix Y allow improved
performance and easy decoding at the receiver. Such properties are realized by the Alamouti
space-time code [6], explained in Section 11.2.2.1. The total diversity order which can be
realized in the N to M MIMO channel is MN when entries of the MIMO channel matrix
are statistically uncorrelated. The intuition behind this is that MN — 1 represents the number
of SISO links simultaneously in a state of severe fading which the system can sustain while
still being able to convey the information to the receiver. The diversity order is equal to this
number plus one. As in the previous simple multiplexing scheme, an advantage of diversity-
oriented transmission is that the transmitter does not need knowledge of the channel H, and
therefore no feedback of this parameter is necessary.
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Diversity versus multiplexing trade-off

A fundamental aspect of the benefits of MIMO lies in the fact that any given multiple antenna
configuration has a limited number of degrees of freedom. Thus there exists a compromise
between reaching full beamforming gain in the detection of a desired stream of data and the
perfect cancelling of undesired, interfering streams. Similarly, there exists a trade-off between
the number of streams that may be multiplexed across the MIMO channel and the amount
of diversity that each one of them will enjoy. Such a trade-off can be formulated from an
information-theoretic point of view [7]. In the particular case of spatial multiplexing of N
streams over an N to M antenna channel, with M > N, and using a linear detector, it can be
shown that each stream can enjoy a maximum diversity order of M — N + 1.

To some extent, increasing the spatial load of MIMO systems (i.e. the number of
spatially multiplexed streams) is akin to increasing the user load in CDMA systems. This
correspondence extends to the fact that an optimal load level exists for a given target error
rate in both systems.

11.1.4 Multi-User MIMO Techniques
11.1.4.1 Comparing Single-User and Multi-User MIMO

The set of MIMO techniques featuring data streams being communicated to (or from)
antennas located on distinct UEs is referred to as Multi-User MIMO (MU-MIMO), which
is one of the more recent developments of MIMO technology.

Although the MU-MIMO situation is just as well described by our model in Equation (11.1),
the MU-MIMO scenario differs in a number of crucial ways from its single-user counterpart.
We first explain these differences qualitatively, and then present a brief survey of the most
important MU-MIMO transmission techniques.

In MU-MIMO, K UEs are selected for simultaneous communication over the same time-
frequency resource, from a set of U active UEs in the cell. Typically, K is much smaller than
U. Each UE is assumed to be equipped with J antennas, so the selected UEs together form
a set of M = KJ UE-side antennas. Since the number of streams that may be communicated
over an N to M MIMO channel is limited to min(M, N) (if complete interference suppression
is intended using linear combining of the antennas), the upper bound on the number of
streams in MU-MIMO is typically dictated by the number of base station antennas N. The
number of streams which may be allocated to each UE is limited by the number of antennas J
at that UE. For instance, with single-antenna UEs, up to N streams can be multiplexed, thus
achieving the maximum multiplexing gain, with a distinct stream being allocated to each
UE. This is in contrast to SU-MIMO, where the transmission of N streams necessitates that
the UE be equipped with at least N antennas. Therefore a great advantage of MU-MIMO
over SU-MIMO is that the MIMO multiplexing benefits are preserved even in the case of
low-cost UEs with a small number of antennas. As a result, it is generally assumed that, in
MU-MIMO, it is the base station which bears the burden of spatially separating the UEs, be
it on the uplink or the downlink. Thus the base station performs receive beamforming from
several UEs on the uplink and transmit beamforming towards several UEs on the downlink.

Another fundamental contrast between SU-MIMO and MU-MIMO comes from the
difference in the underlying channel model. While in SU-MIMO the decorrelation between
the spatial signatures of the antennas requires rich multipath propagation or the use of
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orthogonal polarizations, in MU-MIMO the decorrelation between the signatures of the
different UEs occurs naturally due to fact that the separation between such UEs is typically
large relative to the wavelength.

However, all these benefits of MU-MIMO depend on the level of Channel State Informa-
tion at the Transmitter (CSIT) that the eNodeB receives from each UE. In the case of SU-
MIMO, it has been shown that even a small number of feedback bits per antenna can be very
beneficial in steering the transmitted energy accurately towards the UE’s antenna(s) [8—11].
More precisely, in SU-MIMO channels, the accuracy of CSIT only causes an SNR offset, but
does not affect the slope of the cell throughput-versus-SNR curve (i.e. the multiplexing gain).
Yet for the MU-MIMO downlink, the level of Channel State Information (CSI) available
at the transmitter does affect the multiplexing gain, because a MU-MIMO system with
finite-rate feedback is essentially interference-limited after the crucial interference rejection
processing has been carried out by the transmitter. Hence, providing accurate channel
feedback is considerably more important for MU-MIMO than for SU-MIMO. On the other
hand, in a system with a large number of UEs, the uplink resources required for accurate CSI
feedback can become large and must be carefully controlled in the system design.

11.1.4.2 Techniques for Single-Antenna UEs

In considering the case of MU-MIMO for single-antenna UEs, it is worth noting that the
number of antennas available to a UE for transmission is typically less than the number
available for reception. We therefore examine first the uplink scenario, followed by the
downlink.

With a single antenna at each UE, the MU-MIMO uplink scenario is very similar to the one
described by Equation (11.10): because the UEs in mobile communication systems such as
LTE typically cannot cooperate and do not have knowledge of the uplink channel coefficients,
no precoding can be applied and each UE simply transmits an independent message. Thus,
if K UEs are selected for transmission in the same time-frequency resource, with each UE
k transmitting symbol sy, the received signal at the base station, over a single 7 = 1 symbol
period, is written as

R=HX+N (11.13)

where X = (xq, ..., xx)7. In this case, the columns of H correspond to the receive spatial
signatures of the different UEs. The base station can recover the transmitted symbol
information by applying beamforming filters, for example using MMSE or ZF solutions.
Note that no more than N UEs can be served (i.e. K < N) if inter-user interference is to be
suppressed fully.

MU-MIMO in the uplink is sometimes referred to as ‘Virtual MIMO’ as, from the point
of view of a given UE, there is no knowledge of the simultaneous transmissions of the other
UE:s. This transmission mode and its implications for LTE are discussed in Section 16.6.2.

On the downlink, which is illustrated in Figure 11.5, the base station must resort to
transmit beamforming in order to separate the data streams intended for the various UEs.
Over a single T =1 symbol period, the signal received by UEs 1 to K can be written
compactly as

R=(r,...,rx) =HVPX +N (11.14)

This time, the rows of H correspond to the transmit spatial signatures of the various UEs. V
is the transmit beamforming matrix and P is the (diagonal) power allocation matrix selected
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such that it fulfils the total normalized transmit power constraint P,. To cancel out fully the
inter-user interference when K < N, a transmit ZF beamforming solution may be employed
(although this is not optimal due to the fact that it may require a high transmit power if the
channel is ill-conditioned). Such a solution would be given by V = HY(HHY)!.

Note that regardless of the channel realization, the power allocation must be chosen to
satisfy any power constraints at the base station, for example such that trace(VPPHVH) =
P;. Tt is important to note that ZF precoding requires accurate channel knowledge at the
transmitter, which in most cases necessitates terminal feedback in the uplink.

base station (N antennas) oo

K users (UEs have 1 antenna each)

Figure 11.5: An MU-MIMO scenario in the downlink with single-antenna UEs: the base
station transmits to K selected UEs simultaneously. Their signals are separated by
multiple-antenna precoding at the base station side, based on channel knowledge.

11.1.4.3 Techniques for Multiple-Antenna UEs

The principles presented above for single-antenna UEs can be generalized to the case of
multiple-antenna UEs. There could, in theory, be essentially two ways of exploiting the
additional antennas at the UE side. In the first approach, the multiple antennas are simply
treated as multiple virfual UEs, allowing high-capability terminals to receive or transmit
more than one stream, while at the same time spatially sharing the channel with other UEs.
For instance, a four-antenna base station could theoretically communicate in a MU-MIMO
fashion with two UEs equipped with two antennas each, allowing two streams per UE,
resulting in a total multiplexing gain of four. Another example would be that of two single-
antenna UEs, receiving one stream each, and sharing access with another two-antenna UE,
the latter receiving two streams. Again, the overall multiplexing factor remains limited to the
number of base-station antennas.

The second approach for making use of additional UE antennas is to treat them as extra
degrees of freedom for the purpose of strengthening the link between the UE and the base
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station. Multiple antennas at the UE may then be combined in MRC fashion in the case
of the downlink, or, in the case of the uplink, space-time coding could be used. Antenna
selection is another way of extracting more diversity out of the uplink channel, as discussed
in Section 16.6.

11.1.4.4 Comparing Single-User and Multi-User Capacity

To illustrate the gains of multi-user multiplexing over single-user transmission, we compare
the sum-rate achieved by both types of system from an information-theoretic standpoint,
for single antenna UEs. We compare the Shannon capacity in single-user and multi-user
scenarios both for an idealized synthetic channel and for a channel obtained from real
measurement data.

The idealized channel model assumes that the entries of the channel matrix H in
Equation (11.13) are independently and identically distributed (i.i.d.) Rayleigh fading. For
the measured channel case, a channel sounder’ was used to perform real-time wideband
channel measurements synchronously for two UEs moving at vehicular speed in an outdoor
semi-urban hilly environment with Line-Of-Sight (LOS) propagation predominantly present.
The most important parameters of the platform are summarized in Table 11.1.

Table 11.1: Parameters of the measured channel for SU-MIMO/MU-MIMO comparison.
More details can be found in [12,13].

Parameter Value
Centre frequency 1917.6 MHz
Bandwidth 4.8 MHz

Base station transmit power 30 dBm
Number of antennas at base station 4 (2 cross polarized)
Number of UEs 2

Number of antennas at UE 1

Number of subcarriers 160

The sum-rate capacity of a two-UE MU-MIMO system (calculated assuming a ZF
precoder as described in Section 11.1.4) is compared with the capacity of an equivalent
MISO system serving a single UE at a time (i.e. in TDMA), employing beamforming (see
Section 11.1.3.2). The base station has four antennas and the UE has a single antenna. Full
CSIT is assumed in both cases.

Figure 11.6 shows the ergodic (i.e. average) sum-rate of both schemes in both channels.
The mean is taken over all frames and all subcarriers and subsequently normalized to bps/Hz.
It can be seen that in both the ideal and the measured channels, MU-MIMO yields a higher
sum-rate than SU-MISO in general. In fact, at high SNR, the multiplexing gain of the MU-
MIMO system is two while it is limited to one for the SU-MISO case.

However, for low SNR, the SU-MISO TDMA and MU-MIMO schemes perform very
similarly. This is because a sufficiently high SNR is required to excite more than one MIMO

TThe Eurecom MIMO OpenAir Sounder (EMOS) [12].
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11.2.1 Practical Considerations

First, a few important practical constraints are briefly reviewed which affect the real-
life performance of the theoretical MIMO systems considered above. Such constraints
include practical deployment and antenna configurations, propagation conditions, channel
knowledge, and implementation complexity. These aspects are often decisive for assessing
the performance of a particular transmission strategy in a given propagation and system
setting and were fundamental to the selection of MIMO schemes for LTE.

It was argued above that the full MIMO benefits (array gain, diversity gain and
multiplexing gain) assume ideally decorrelated antennas and full-rank MIMO channel
matrices. In this regard, the propagation environment and the antenna design (e.g. the spacing
and polarization) play a significant role. If the antenna separation at the base station and the
UE is small relative to the wavelength, strong correlation will be observed between the spatial
signatures (especially in a LOS situation), limiting the usefulness of spatial multiplexing.
However, this can to some extent be circumvented by means of dual-polarized antennas,
whose design itself provides orthogonality even in LOS situations.® Beyond such antennas,
the condition of spatial signature independence with SU-MIMO can only be satisfied with the
help of rich random multipath propagation. In diversity-oriented schemes, the invertibility of
the channel matrix is not required, yet the entries of the channel matrix should be statistically
decorrelated. Although a greater LOS to non-LOS energy ratio will tend to correlate the
fading coefficients on the various antennas, this effect will be counteracted by the reduction
in fading delivered by the LOS component.

Another source of discrepancy between theoretical MIMO gains and practically achieved
performance lies in the (in-)ability of the receiver and, whenever needed, the transmitter, to
acquire reliable knowledge of the propagation channel. At the receiver, channel estimation
is typically performed over a finite sample of Reference Signals (RSs), as discussed in
Chapter 8. In the case of transmit beamforming and MIMO precoding, the transmitter then
has to acquire this channel knowledge from the receiver usually through a limited feedback
link, which causes further degradation to the available CSIT.

The potential advantages of MU-MIMO over SU-MIMO include robustness with respect
to the propagation environment and the preservation of spatial multiplexing gain even in the
case of UEs with small numbers of antennas. However, these advantages rely on the ability of
the base station to compute the required transmit beamformer, which requires accurate CSIT;
if no CSIT is available and the fading statistics are identical for all the UEs, the MU-MIMO
gains disappear and the SU-MIMO strategy becomes optimal [14]. As a consequence, one
of the most difficult challenges in making MU-MIMO practical for cellular applications, and
particularly for an FDD system, is devising feedback mechanisms that allow for accurate CSI
to be delivered efficiently by the UEs to the base station. This requires the use of appropriate
codebooks for quantization (see Section 11.2.2.3). A recent account of the literature on this
subject may be found in [15].

Another issue which arises for practical implementations of MIMO schemes is the inter-
action between the physical layer and the scheduling protocol. As noted in Section 11.1.4.1,
in both uplink and downlink cases the number of UEs which can be served in a MU-
MIMO fashion is typically limited to K = N, assuming linear combining structures. Often

8Horizontal and vertical polarizations, or, better, +45° and —45° polarizations, give a twofold multiplexing
capability even in LOS.
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one may even decide to limit K to a value strictly less than N to preserve some degrees of
freedom for per-user diversity. As the number of active users U will typically exceed K, a
selection algorithm must be implemented to identify which set of users will be scheduled
for simultaneous transmission over a particular time-frequency Resource Block (RB). This
algorithm is not specified in LTE and various approaches are possible; as discussed in
Chapter 12, a combination of rate maximization and QoS constraints will typically be
considered. It is important to note that the choice of UEs that will maximize the sum-rate
(the sum over the K individual rates for a given subframe) is one that favours UEs exhibiting
not only good instantaneous SNR but also spatial separability among their signatures.

11.2.2 Single-User Schemes

In this section, we examine the downlink multi-antenna schemes adopted in LTE for individ-
ual UEs. We consider first the diversity schemes used on the transmit side, then the single-
user spatial multiplexing transmission modes, and finally beamforming using precoded
UE-specific RSs (including the combination of beamforming and spatial multiplexing as
introduced in Release 9).

11.2.2.1 Transmit Diversity Schemes

The theoretical aspects of transmit diversity were discussed in Section 11.1. Here we discuss
the two main transmit diversity techniques defined in LTE. In LTE, transmit diversity is only
defined for 2 and 4 transmit antennas and one data stream, referred to in LTE as one codeword
since one transport block CRC® is used per data stream. To maximize diversity gain, the
antennas typically need to be uncorrelated, so they need to be well separated relative to
the wavelength or have different polarization. Transmit diversity is valuable in a number
of scenarios, including low SNR, or for applications with low delay tolerance. Diversity
schemes are also desirable for channels for which no uplink feedback signalling is available
(e.g. Multimedia Broadcast/Multicast Services (MBMS) described in Chapter 13, Physical
Broadcast CHannel (PBCH) in Chapter 9 and Synchronization Signals in Chapter 7), or when
the feedback is not sufficiently accurate (e.g. at high speeds); transmit diversity is therefore
also used as a fallback scheme in LTE when transmission with other schemes fails.

In LTE the multiple-antenna scheme is independently configured for the control channels
and the data channels, and in the case of the data channels (Physical Downlink Shared
CHannel — PDSCH) it is assigned independently per UE.

In this section we discuss in detail the transmit diversity techniques of Space-Frequency
Block Codes (SFBCs) and Frequency-Switched Transmit Diversity (FSTD), as well as the
combination of these schemes as used in LTE. These transmit diversity schemes may be used
in LTE for the PBCH and Physical Downlink Control CHannel (PDCCH), and also for the
PDSCH if it is configured in transmit diversity mode'® for a UE.

Another transmit diversity technique which is commonly associated with OFDM is Cyclic
Delay Diversity (CDD). CDD is not used in LTE as a diversity scheme in its own right but

9Cyclic Redundancy Check.
1OPDSCH transmission mode 2 — see Section 9.2.2.1. As noted above, transmit diversity may also be used as a
fallback in other transmission modes.
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rather as a precoding scheme for spatial multiplexing on the PDSCH; we therefore introduce
it in Section 11.2.2.2 in the context of spatial multiplexing.

Space-Frequency Block Codes (SFBCs)

If a physical channel in LTE is configured for transmit diversity operation using two eNodeB
antennas, pure SFBC is used. SFBC is a frequency-domain version of the well-known Space-
Time Block Codes (STBCs), also known as Alamouti codes [6]. This family of codes is
designed so that the transmitted diversity streams are orthogonal and achieve the optimal
SNR with a linear receiver. Such orthogonal codes only exist for the case of two transmit
antennas.

STBC is used in UMTS, but in LTE the number of available OFDM symbols in a subframe
is often odd while STBC operates on pairs of adjacent symbols in the time domain. The
application of STBC is therefore not straightforward for LTE, while the multiple subcarriers
of OFDM lend themselves well to the application of SFBC.

For SFBC transmission in LTE, the symbols transmitted from the two eNodeB antenna
ports on each pair of adjacent subcarriers are defined as follows:

YO YO [« x
[y(l)(l) y(l)(z) = x5 X (11.15)

where yP)(k) denotes the symbols transmitted from antenna port p on the k™ subcarrier.

Since no orthogonal codes exist for antenna configurations beyond 2 x 2, SFBC has to be
modified in order to apply it to the case of 4 transmit antennas. In LTE, this is achieved by
combining SFBC with FSTD.

Frequency Switched Transmit Diversity (FSTD) and its Combination with SFBC

General FSTD schemes transmit symbols from each antenna on a different set of subcarriers.
In LTE, FSTD is only used in combination with SFBC for the case of 4 transmit antennas,
in order to provide a suitable transmit diversity scheme where no orthogonal rate-1 block
code exists. The LTE scheme is in fact a combination of two 2 X 2 SFBC schemes mapped
to independent subcarriers as follows:

YO y2@ yO3) yO@] [x1 o x» 00
YO @) Y3 y@|_ [0 0 x5 ox
Y2 Y22 yP3) Y@ |-y o 00
YA Y2 yI3) yI@) 0 0 -x3 x

(11.16)

where, as previously, y”)(k) denotes the symbols transmitted from antenna port p on the k™"
subcarrier. Note that the mapping of symbols to antenna ports is different in the 4 transmit-
antenna case compared to the 2 transmit-antenna SFBC scheme. This is because the density
of cell-specific RSs on the third and fourth antenna ports is half that of the first and second
antenna ports (see Section 8.2.1), and hence the channel estimation accuracy may be lower on
the third and fourth antenna ports. Thus, this design of the transmit diversity scheme avoids
concentrating the channel estimation losses in just one of the SFBC codes, resulting in a
slight coding gain.
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11.2.2.2 Spatial Multiplexing Schemes

We begin by introducing some terminology used to describe spatial multiplexing in LTE:

o A spatial layer is the term used in LTE for one of the different streams generated
by spatial multiplexing as described in Section 11.1. A layer can be described as a
mapping of symbols onto the transmit antenna ports.!! Each layer is identified by a
precoding vector of size equal to the number of transmit antenna ports and can be
associated with a radiation pattern.

e The rank of the transmission is the number of layers transmitted.'?

e A codeword is an independently encoded data block, corresponding to a single
Transport Block (TB) delivered from the Medium Access Control (MAC) layer in the
transmitter to the physical layer, and protected with a CRC.

For ranks greater than 1, two codewords can be transmitted. Note that the number of
codewords is always less than or equal to the number of layers, which in turn is always less
than or equal to the number of antenna ports.

In principle, a SU-MIMO spatial multiplexing scheme can either use a single codeword
mapped to all the available layers, or multiple codewords each mapped to one or more
different layers. The main benefit of using only one codeword is a reduction in the amount
of control signalling required, both for Channel Quality Indicator (CQI) reporting, where
only a single value would be needed for all layers, and for HARQ ACK/NACK'? feedback,
where only one ACK/NACK would have to be signalled per subframe per UE. In such a
case, the MLD receiver is optimal in terms of minimizing the BER. At the opposite extreme,
a separate codeword could be mapped to each of the layers. The advantage of such a mapping
is that significant gains are possible by using SIC, albeit at the expense of more signalling
being required. An MMSE-SIC receiver can be shown to approach the Shannon capacity [7].
Note that an MMSE receiver is viable for both transmitter structures. For LTE, a middle-way
was adopted whereby at most two codewords are used, even if four layers are transmitted.
The codeword-to-layer mapping is static, since only minimal gains were shown for a dynamic
mapping method. The mappings are shown in Table 11.2. Note that in LTE all RBs belonging
to the same codeword use the same MCS, even if a codeword is mapped to multiple layers.

Precoding

The PDSCH transmission modes for open-loop spatial multiplexing'* and closed-loop spatial
multiplexing'® use precoding from a defined ‘codebook’ to form the transmitted layers. Each
codebook consists of a set of predefined precoding matrices, with the size of the set being a
trade-off between the number of signalling bits required to indicate a particular matrix in the
codebook and the suitability of the resulting transmitted beam direction.

!See Section 8.2 for an explanation of the concept of an antenna port.

12Note that the rank of a matrix is the number of linearly independent rows or columns, or equivalently the
dimension of the subspace generated by the rows or columns of the matrix. Hence the rank of the channel matrix
may be higher than the number of transmitted layers.

3Hybrid Automatic Repeat reQuest ACKnowledgement/Negative ACKnowledgement.

4PDSCH transmission mode 3 — see Section 9.2.2.1.

ISPDSCH transmission modes 4 and 6 — see Section 9.2.2.1.
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Table 11.2: Codeword-to-layer mapping in LTE.

Transmission ~Codeword 1 Codeword 2

rank

Rank 1 Layer 1

Rank 2 Layer 1 Layer 2

Rank 3 Layer 1 Layer 2 and Layer 3
Rank 4 Layer 1 and Layer 2 Layer 3 and Layer 4

In the case of closed-loop spatial multiplexing, a UE feeds back to the eNodeB the index
of the most desirable entry from a predefined codebook. The preferred precoder is the matrix
which would maximize the capacity based on the receiver capabilities. In a single-cell,
interference-free environment the UE will typically indicate the precoder that would result in
a transmission with an effective SNR following most closely the largest singular values of its
estimated channel matrix.

Some important properties of the LTE codebooks are as follows:

o Constant modulus property. LTE uses precoders which mostly comprise pure phase
corrections — that is, with no amplitude changes. This is to ensure that the Power
Amplifier (PA) connected to each antenna is loaded equally. The one exception (which
still maintains the constant modulus property) is using an identity matrix as the
precoder. However, although the identity precoder may completely switch off one
antenna on one layer, since each layer is still connected to one antenna at constant
power the net effect across the layers is still constant modulus to the PA.

o Nested property. The nested property is a method of arranging the codebooks of
different ranks so that the lower rank codebook is comprised of a subset of the higher
rank codebook vectors. This property simplifies the CQI calculation across different
ranks. It ensures that the precoded transmission for a lower rank is a subset of the
precoded transmission for a higher rank, thereby reducing the number of calculations
required for the UE to generate the feedback. For example, if a specific index in the
codebook corresponds to columns 1, 2 and 3 from the precoder W in the case of a rank
3 transmission, then the same index in the case of rank 2 transmission must consist of
either columns 1 and 2 or columns 1 and 3 from W.

e Minimal ‘complex’ multiplications. The 2-antenna codebook consists entirely of a
QPSK'® alphabet, which eliminates the need for any complex multiplications since all
codebook multiplications use only +1 and +j. The 4-antenna codebook does contain
some QPSK entries which require a V2 magnitude scaling as well; it was considered
that the performance gain of including these precoders justified the added complexity.

The 2-antenna codebook in LTE comprises one 2 X 2 identity matrix and two DFT
(Discrete Fourier Transform) matrices:

1 0 1 1 1 1
L] [ i)

16Quadrature Phase Shift Keying.
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Here the columns of the matrices correspond to the layers.
The 4 transmit antenna codebook in LTE uses a Householder generating function:

Wy =1 - 2uu'/ully, (11.18)

which generates unitary matrices from input vectors u, which are defined in [16, Table
6.3.4.2.3-2]. The advantage of using precoders generated with this equation is that it
simplifies the CQI calculation (which has to be carried out for each individual precoder in
order to determine the preferred precoder) by reducing the number of matrix inversions. This
structure also reduces the amount of control signalling required, since the optimum rank-1
version of Wy is always the first column of Wy; therefore the UE only needs to indicate
the preferred precoding matrix, and not also the individual vector within it which would be
optimal for the case of rank-1 transmission.
Note that both DFT and Householder matrices are unitary.

Cyclic Delay Diversity (CDD)

In the case of open-loop spatial multiplexing,'” the feedback from the UE indicates only
the rank of the channel, and not a preferred precoding matrix. In this mode, if the rank
used for PDSCH transmission is greater than 1 (i.e. more than one layer is transmitted),
LTE uses Cyclic Delay Diversity (CDD) [17]. CDD involves transmitting the same set of
OFDM symbols on the same set of OFDM subcarriers from multiple transmit antennas, with
a different delay on each antenna. The delay is applied before the Cyclic Prefix (CP) is added,
thereby guaranteeing that the delay is cyclic over the Fast Fourier Transform (FFT) size. This
gives CDD its name.

Adding a time delay is identical to applying a phase shift in the frequency domain.
As the same time delay is applied to all subcarriers, the phase shift will increase linearly
across the subcarriers with increasing subcarrier frequency. Each subcarrier will therefore
experience a different beamforming pattern as the non-delayed subcarrier from one antenna
interferes constructively or destructively with the delayed version from another antenna. The
diversity effect of CDD therefore arises from the fact that different subcarriers will pick out
different spatial paths in the propagation channel, thus increasing the frequency-selectivity
of the channel. The channel coding, which is applied to a whole transport block across the
subcarriers, ensures that the whole transport block benefits from the diversity of spatial paths.

Although this approach does not optimally exploit the channel in the way that ideal
precoding would (by matching the precoding to the eigenvectors of the channel), it does
help to ensure that any destructive fading is constrained to individual subcarriers rather
than affecting a whole transport block. This can be particularly beneficial if the channel
information at the transmitter is unreliable, for example due to the feedback being limited
or the UE velocity being high.

The general principle of the CDD technique is illustrated in Figure 11.7. The fact that the
delay is added before the CP means that any delay value can be used without increasing the
overall delay spread of the channel. By contrast, if the delay had been added after the addition
of the CP, then the usable delays would have had to be kept small in order to ensure that the
delay spread of the delayed symbol is no more than the maximum channel delay spread, in
order to obviate any need to increase the CP length.

17PDSCH transmission mode 3 — see Section 9.2.2.1.
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Figure 11.7: Principle of Cyclic Delay Diversity.

The time-delay/phase-shift equivalence means that the CDD operation can be imple-
mented as a frequency-domain precoder for the affected antenna(s), where the precoder
phase changes on a per-subcarrier basis according to a fixed linear function. In general, the
implementation designer can choose whether to implement CDD in the time domain or the
frequency domain. However, one advantage of a frequency-domain implementation is that it
is not limited to delays corresponding to an integer number of samples.

As an example of CDD for a case with 2 transmit antenna ports, we can express
mathematically the received symbol r; on the k™ subcarrier as

7 = hixe + hoge/™ x; (11.19)

where h,; is the channel from the p™ transmit antenna and e/** is the phase shift on the
k™ subcarrier due to the delay operation. We can see clearly that on some subcarriers the
symbols from the second transmit antenna will add constructively, while on other subcarriers
they will add destructively. Here, ¢ = 2rd.qq/N, where N is the FFT size and d.qq is the delay
in samples.

The number of peaks and troughs created by CDD in the received signal spectrum across
the subcarriers therefore depends on the length of the delay d.qq: as dqqq is increased, the
number of peaks and troughs in the spectrum also increases.

In LTE, the frequency-domain phase shift values ¢ are z, 27/3 and 7/2 for 2-, 3- and
4-layer transmission respectively. For a size-2048 FFT, for example, these values correspond
to deag = 1024, 682.7, 512 sample delays respectively.

For the application of CDD in LTE, the eNodeB transmitter combines CDD delay-based
phase shifts with additional precoding using fixed unitary DFT-based precoding matrices.

The application of precoding in this way is useful when the channel coefficients of the
antenna ports are correlated, since then virfual antennas (formed by fixed, non-channel-
dependent precoding) will typically be uncorrelated. On its own, the benefit of CDD
is reduced by antenna correlation. The use of uncorrelated virtual antennas created by
fixed precoding can avoid this problem in correlated channels, while not degrading the
performance if the individual antenna ports are uncorrelated.
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For ease of explanation, the above discussion of CDD has been in terms of a rank-1
transmission — i.e. with a single layer. However, in practice, CDD is only applied in LTE
when the rank used for PDSCH transmission is greater than 1. In such a case, each layer
benefits independently from CDD in the same way as for a single layer. For example, for a
rank-2 transmission, the transmission on the second antenna port is delayed relative to the
first antenna port for each layer. This means that symbols transmitted on both layers will
experience the delay and hence the increased frequency selectivity.

For multilayer CDD operation, the mapping of the layers to antenna ports is carried
out using precoding matrices selected from the spatial multiplexing codebooks described
earlier. As the UE does not indicate a preferred precoding matrix in the open loop spatial
multiplexing transmission mode in which CDD is used, the particular spatial multiplexing
matrices selected from the spatial multiplexing codebooks in this case are predetermined.

In the case of 2 transmit antenna ports, the predetermined spatial multiplexing precoding
matrix W is always the same (the first entry in the 2 transmit antenna port codebook, which
is the identity matrix). Thus, the transmitted signal can be expressed as follows:

Y(O)(k) _ 11t ol 11 0 11 ][x90
[y(l)(k)} =WD,Uyx = 6 [() 1} % [0 ejrmk] [1 _1] [x(l)(i) (11.20)

In the case of 4 transmit antenna ports, v different precoding matrices are used from
the 4 transmit antenna port codebook where v is the transmission rank. These v precoding
matrices are applied in turn across groups of v subcarriers in order to provide additional
decorrelation between the spatial streams.

11.2.2.3 Beamforming Schemes

The theoretical aspects of beamforming were described in Section 11.1. This section explains
how it is implemented in LTE Release 8 and Release 9.
In LTE, two beamforming techniques are supported for the PDSCH:

e Closed-loop rank-1 precoding.'® This mode amounts to beamforming since only a
single layer is transmitted, exploiting the gain of the antenna array. However, it can
also be seen as a special case of the SU-MIMO spatial multiplexing using codebook
based precoding discussed in Section 11.2.2.2. In this mode, the UE feeds channel
state information back to the eNodeB to indicate suitable precoding to apply for the
beamforming operation. This feedback information is known as Precoding Matrix
Indicators (PMIs) and is described in detail in Section 11.2.2.4.

e Beamforming with UE-specific RSs.!” In this case, the MIMO precoding is not
restricted to a predefined codebook, so the UE cannot use the cell-specific RS for
PDSCH demodulation and precoded UE-specific RS are therefore needed.

In this section we focus on the latter case which supports a single transmitted layer in LTE
Release 8 and was extended to support dual-layer beamforming in Release 9. These modes
are primarily mechanisms to extend cell coverage by concentrating the eNodeB power in the
directions in which the radio channel offers the strongest path(s) to reach the UE. They are

I$PDSCH transmission mode 6 — see Section 9.2.2.1.
19PDSCH transmission mode 7 (from Release 8) and 8 (introduced in Release 9) — see Section 9.2.2.1.
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typically implemented with an array of closely spaced antenna elements (or pairs of cross-
polarized elements) for creating directional transmissions. Due to the fact that no precoding
codebook is used, an arbitrary number of transmit antennas is theoretically supported; in
practical deployments up to 8 antennas are typically used (e.g. an array of 4 cross-polarized
pairs). The signals from the correlated antenna elements are phased appropriately so that they
add up constructively at the location where the UE is situated. The UE is not really aware that
it is receiving a precoded directional transmission rather than a cell-wide transmission (other
than by the fact that the UE is directed to use the UE-specific RS as the phase reference for
demodulation). To the UE, the phased array of antennas ‘appears’ as just one antenna port.

In LTE Release 8, only a single UE-specific antenna port and associated RSs is defined
(see Section 8.2.2). As a consequence the beamformed PDSCH can only be transmitted with a
single spatial layer. The support of two UE-specific antenna ports was introduced in Release 9
(see Section 8.2.3), thus enabling beamforming with two spatial layers with a direct one-to-
one mapping between the layers and antenna ports. The UE-specific RS patterns for the two
Release 9 antenna ports were designed to be orthogonal in order to facilitate separation of
the spatial layers at the receiver. The two associated PDSCH layers can then be transmitted
to a single user in good propagation conditions to increase its data rate, or to multiple users
(MU-MIMO) to increase the system capacity. LTE Release 10 further extends the support
for beamforming with UE-specific RSs to higher numbers of spatial layers, as described in
Chapter 29.

When two layers are transmitted over superposed beams they share the available transmit
power of the eNodeB, so the increase in data rate comes at the expense of a reduction of
coverage. This makes fast rank adaptation (which is also used in the codebook-based spatial
multiplexing transmission mode) an important mechanism for the dual-layer beamforming
mode. To support this, it is possible to configure the UE to feed back a Rank Indicator (RI)
together with the PMI (see Section 11.2.2.4).

It should also be noted that beamforming in LTE can only be applied to the PDSCH and
not to the downlink control channels, so although the range of a given data rate on the PDSCH
can be extended by beamforming, the overall cell coverage may still be limited by the range
of the control channels unless other measures are taken. The trade-off between throughput
and coverage with beamforming in LTE is illustrated in Figure 11.8.

Like any precoding technique, these beamforming modes require reliable CSIT which can,
in principle, be obtained either from feedback from the UE or from estimation of the uplink
channel.

In the single-layer beamforming mode of Release 8, the UE does not feed back any
precoding-related information, and the eNodeB deduces this information from the uplink,
for example using Direction Of Arrival (DOA) estimations. It is worth noting that in this case
calibration of the eNodeB RF paths may be necessary, as discussed in Section 23.5.2.

The dual-layer beamforming mode of Release 9 provides the possibility for the UE to help
the eNodeB to derive the beamforming precoding weights by sending PMI feedback in the
same way as for codebook-based closed-loop spatial multiplexing. For beamforming, this is
particularly suitable for FDD deployments where channel reciprocity cannot be exploited
as effectively as in the case of TDD. Nevertheless, this PMI feedback can only provide
partial CSIT, since it is based on measurements of the common RSs which, in beamforming
deployments, are usually transmitted from multiple antenna elements with broad beam
patterns; furthermore, the PMI feedback uses the same codebook as for closed-loop spatial
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In the case of codebook-based spatial multiplexing transmissions, the precoding at the
eNodeB transmitter is applied relative to the transmitted phase of the cell-specific RSs for
each antenna port. Thus if the UE knows the precoding matrices that could be applicable
(as defined in the configured codebook) and it knows the transfer function of the channels
from the different antenna ports (by making measurements on the RSs), it can determine
which W is most suitable under the current radio conditions and signal this to the eNodeB.
The preferred W, whose index constitutes the PMI report, is the precoder that maximizes
the aggregate number of data bits which could be received across all layers. The number of
RBs to which each PMI corresponds in the frequency domain depends on the feedback mode
configured by the eNodeB:

e Wideband PMI. The UE reports a single PMI corresponding to the preferred precoder
assuming transmission over the whole system bandwidth. This is applicable for PMI
feedback that is configured to be sent periodically (on the PUCCH?® unless the
PUSCH?' is transmitted), and also for PMI feedback that is sent aperiodically in con-
junction with UE-selected sub-band CQI reports on the PUSCH (see Section 10.2.1).

e Sub-band PMI. The UE reports one PMI for each sub-band across the whole system
bandwidth, where the sub-band size is between 4 and 6 RBs depending on the system
bandwidth (as shown in Table 10.3). This is applicable for PMI feedback that is
sent aperiodically on the PUSCH in conjunction with a wideband CQI report. It is
well suited to a scenario where the eNodeB wishes to schedule a wideband data
transmission to a UE while the channel direction varies across the bandwidth; the
precoder used by the eNodeB can change from sub-band to sub-band within one
transport block.

e UE-selected sub-band PMI. The UE selects a set of M preferred sub-bands, each of
size k RBs (where M and k are the same as for UE-selected sub-band CQI feedback as
given in Table 10.4) and reports a single PMI corresponding to the preferred precoder
assuming transmission over all of the M selected sub-bands. This is applicable in
conjunction with UE-selected sub-band CQI reports on the PUSCH.

The eNodeB is not bound to use the precoder requested by the UE, but clearly if the
eNodeB chooses another precoder then the eNodeB will have to adjust the MCS accordingly
since the reported CQI could not be assumed to be applicable.

The eNodeB may also restrict the set of precoders which the UE may evaluate and
report. This is known as codebook subset restriction. It enables the eNodeB to prevent the
UE from reporting precoders which are not useful, for example in some eNodeB antenna
configurations or in correlated fading scenarios. In the case of open-loop spatial multiplexing,
codebook subset restriction amounts simply to a restriction on the rank which the UE may
report.

For each PDSCH transmission to a UE, the eNodeB indicates via a ‘Transmitted Precoding
Matrix Indicator’ (TPMI) in the downlink assignment message?? on the PDCCH whether it
is applying the UE’s preferred precoder, and if not, which precoder is used. This enables
the UE to derive the correct phase reference relative to the cell-specific RSs in order to

20Physical Uplink Control CHannel.
2IPhysical Uplink Shared CHannel.
22The TPMI is sent in DCI Formats 2, 2A and 2B — see Section 9.3.5.1.
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demodulate the PDSCH data. The ability to indicate that the eNodeB is applying the UE’s
preferred precoder is particularly useful in the case of sub-band PMI reporting, as it enables
multiple precoders to be used across the bandwidth of a wideband transmission to a UE
without incurring a high signalling overhead to notify the UE of the set of precoders used.

The UE can also be configured to report the channel rank via a RI, which is calculated to
maximize the capacity over the entire bandwidth, jointly selecting the preferred precoder(s)
to maximize the capacity on the assumption of the selected transmission rank. The CQI
values reported by the UE correspond to the preferred transmission rank and precoders, to
enable the eNodeB to perform link adaptation and multi-user scheduling as discussed in
Sections 10.2 and 12.1. The number of CQI values reported normally corresponds to the
number of codewords supported by the preferred transmission rank. Further, the CQI values
themselves will depend on the assumed transmission rank: for example, the precoding matrix
for layer 1 will usually be different depending on whether or not the UE is assuming the
presence of a second layer.

Although the UE indicates the transmission rank that would maximize the downlink data
rate, the eNodeB can also indicate to the UE that a different transmission rank is being used
for a PDSCH transmission. This gives flexibility to the eNodeB, since the UE does not know
the amount of data in the downlink buffer; if the amount of data in the buffer is small, the
eNodeB may prefer to use a lower rank with higher reliability.

11.2.3 Multi-User MIMO

The main focus of MIMO in the first release of LTE was on achieving transmit antenna
diversity or single-user multiplexing gain, neither of which requires such a sophisticated CSI
feedback mechanism as MU-MIMO. As pointed out in Section 11.2.1, the availability of
accurate CSIT is the main challenge in making MU-MIMO schemes attractive for cellular
applications.

Nevertheless, basic support for MU-MIMO was provided in Release 8, and enhanced
schemes were added in Releases 9 and 10.

The MU-MIMO scheme supported in LTE Release 823 is based on the same codebook-
based scheme as is defined for SU-MIMO (see Section 11.2.2.2). In particular the same
‘implicit’ feedback calculation mechanism is used, whereby the UE makes hypotheses
on the precoder the eNodeB would use for transmission on the PDSCH and reports a
recommended precoding matrix (PMI) corresponding to the best hypothesis —i.e. an implicit
representation of the CSI. The recommended precoder typically depends on the type of
receiver implemented by the UE, e.g. MRC, linear MMSE or MMSE Decision Feedback
Equalizer (DFE). However, in the same way as for SU-MIMO, the eNodeB is not bound to
the UE’s recommendation and can override the PMI report by choosing a different precoder
from the codebook and signalling it back to the scheduled UEs using a TPMI on the PDCCH.

In the light of the similarities between implicit channel feedback by precoder recommen-
dation and explicit channel vector quantization, it is instructive to consider the implications of
the fact that the LTE 2-antenna codebook and the first eight entries in the 4-antenna codebook
are derived from a DFT matrix (as noted in Section 11.2.2.2). The main reasons for this
choice are as follows:

23PDSCH transmission mode 5 — see Section 9.2.2.1.
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e Simplicity in the PMI/CQI calculation, which can be done in some cases without
complex multiplications;

e A DFT matrix nicely captures the characteristics of a highly correlated MISO
channel .

In LTE Release 8, a UE configured in MU-MIMO mode assumes that an eNodeB
transmission on the PDSCH would be performed on one layer using one of the rank-
1 codebook entries defined for two or four antenna ports. Therefore, the MU-MIMO
transmission is limited to a single layer and single codeword per scheduled UE, and the
RI and PMI feedback are the same as for SU-MIMO rank 1.

The eNodeB can then co-schedule multiple UEs on the same RB, typically by pairing UEs
that report orthogonal PMIs. The eNodeB can therefore signal to those UEs (using one bit in
the DCI format 1D message on the PDCCH - see Section 9.3.5.1) that the PDSCH power is
reduced by 3 dB relative to the cell-specific RSs. This assumes that the transmission power
of the eNodeB is equally divided between the two codewords and implies that in practice a
maximum of two UEs may be co-scheduled in Release 8 MU-MIMO mode.

Apart from this power offset signalling, MU-MIMO in Release 8 is fully transparent to the
scheduled UEs, in that they are not explicitly aware of how many other UEs are co-scheduled
or of which precoding vectors are used for any co-scheduled UEs.

CQI reporting for MU-MIMO in Release 8 does not take into account any interference
from transmissions to co-scheduled users. The CQI values reported are therefore equivalent
to those that would be reported for rank-1 SU-MIMO. 1t is left to the eNodeB to estimate a
suitable adjustment to apply to the MCS if multiple UEs are co-scheduled.

In Release 9, the support for MU-MIMO is enhanced by the introduction of dual-layer
beamforming in conjunction with precoded UE-specific RSs, as discussed in Sections 8.2.3
and 11.2.2.3. This removes the constraint on the eNodeB to use the feedback codebook for
precoding, and gives flexibility to utilize other approaches to MU-MIMO user separation,
for example according to a zero-forcing beamforming criterion. Note that in the limit of a
large UE population, a zero-forcing beamforming solution converges to a unitary precoder
because, with high probability, there will be N UEs with good channel conditions reporting
orthogonal channel signatures.

The use of precoded UE-specific RSs removes the need to signal explicitly the details
of the chosen precoder to the UEs. Instead, the UEs estimate the effective channel (i.e. the
combination of the precoding matrix and physical channel), from which they can derive the
optimal antenna combiner for their receivers.

The UE-specific RS structure described in Section 8.2.3 allows up to 4 UEs to be
scheduled for MU-MIMO transmissions from Release 9.

Furthermore, the precoded UE-specific RSs mean that for Release 9 MU-MIMO it is not
necessary to signal explicitly a power offset depending on the number of co-scheduled UEs.
As the UE-specific RSs for two UEs are code-division multiplexed, the eNodeB transmission
power is shared between the two antenna ports in the same way as the transmitted data, so
the UE can use the UE-specific RSs as both the phase reference and the amplitude reference
for demodulation. Thus the MU-MIMO scheduling is fully transparent in Release 9.

241t is not difficult to see that if the first N rows are taken from a DFT matrix of size Ny, each of the N, column
vectors comprises the spatial signature of the i element of a uniform linear antenna array with spacing /, such that
Lsing= 5 [71.
q
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11.2.4 MIMO Performance

The multiple antenna schemes supported by LTE contribute much to its spectral efficiency
improvements compared to UMTS.

Figure 11.9 shows a typical link throughput performance comparison between the open-
loop SU-MIMO spatial multiplexing mode of LTE Release 8 with rank feedback but no PMI
feedback, and closed-loop SU-MIMO spatial multiplexing with PMI feedback. Four transmit
and two receive antennas are used. Both modes make use of spatial multiplexing gain to
enhance the peak data rate. Closed-loop MIMO provides gain from the channel-dependent
precoding, while open-loop MIMO offers additional robustness by SFBC for single-layer
transmissions and CDD for more than one layer.

The gain of closed-loop precoding can be observed in low mobility scenarios, while the
benefit of open-loop diversity can clearly be seen in the case of high mobility.

Figure 11.9: Example of closed-loop and open-loop MIMO performance.

11.3 Summary

In this chapter we have reviewed the predominant families of MIMO techniques (both single-
user and multi-user) of relevance to LTE. LTE breaks new ground in drawing on such
approaches to harness the power of MIMO systems not just for boosting the peak per-user
data rate but also for improving overall system capacity and spectral efficiency. Single-User
MIMO techniques are well-developed in Release 8, providing the possibility to benefit from
precoding while avoiding a high control signalling overhead. Support for beamforming and
Multi-User MIMO is significantly enhanced in Release 9. LTE-Advanced further develops
and enhances these techniques, as outlined in Chapter 29.
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Multi-User Scheduling and
Interference Coordination

Issam Toufik and Raymond Knopp

12.1 Introduction

The eNodeB in an LTE system is responsible, among other functions, for managing resource
scheduling for both uplink and downlink channels. The ultimate aim of this function is
typically to fulfil the expectations of as many users of the system as possible, taking into
account the Quality of Service (QoS) requirements of their respective applications.

A typical single-cell cellular radio system is shown in Figure 12.1, comprising K User
Equipments (UEs) communicating with one eNodeB over a fixed total bandwidth B. In the
uplink, each UE has several data queues corresponding to different uplink logical channel
groups, each with different delay and rate constraints. In the same way, in the downlink the
eNodeB may maintain several buffers per UE containing dedicated data traffic, in addition to
queues for broadcast services. The different traffic queues in the eNodeB would typically
have different QoS constraints. We further assume for the purposes of this analysis that
only one user is allocated a particular Resource Block (RB) in any subframe, although in
practice multi-user MIMO schemes may result in more than one UE per RB, as discussed in
Sections 11.2.3 and 16.6.2 for the downlink and uplink respectively.

The goal of a resource scheduling algorithm in the eNodeB is to allocate the RBs and
transmission powers for each subframe in order to optimize a function of a set of performance
metrics, for example maximum/minimum/average throughput, maximum/minimum/average
delay, total/per-user spectral efficiency or outage probability. In the downlink the resource
allocation strategy is constrained by the total transmission power of the eNodeB, while in the
uplink the main constraints on transmission power in different RBs arises from a multicell
view of inter-cell interference and the power headroom of the UEs.

In this chapter we provide an overview of some of the key families of scheduling
algorithms which are relevant for an LTE system and highlight some of the factors that an
eNodeB can advantageously take into account.

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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the eNodeB, or via feedback signalling channels, or a combination of both. The amount of
feedback used is an important consideration, since the availability of accurate CSI and traffic
information helps to maximize the data rate in one direction at the expense of more overhead
in the other. This fundamental trade-off, which is common to all feedback-based resource
scheduling schemes, is particularly important in Frequency Division Duplex (FDD) operation
where uplink-downlink reciprocity of the radio channels cannot be assumed (see Chapter 20).
For Time Division Duplex (TDD) systems, coherence between the uplink and downlink
channels may be used to assist the scheduling algorithm, as discussed in Section 23.5.

DL data DL data DL data
queue queue queue

for UE, for UE,4 for UEk
]

DL Queue State information From RRC
— v

~—
l l l Channel Quality

Information
[

Scheduler Function

e
Traffic load
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Different Modulation
and Coding

-——- Schemes may be
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._illocated RBs

Time

Frequency

Figure 12.2: Generic view of a wideband resource scheduler.

Based on the available measurement information, the eNodeB resource scheduler must
manage the differing requirements of all the UEs in the cells under its control to ensure that
sufficient radio transmission resources are allocated to each UE within acceptable latencies to
meet their QoS requirements in a spectrally efficient way. The details of this process are not
standardized as it is largely internal to the eNodeB, allowing for vendor-specific algorithms
to be developed which can be optimized for specific scenarios in conjunction with network
operators. However, the key inputs available to the resource scheduling process are common.

In general, two extremes of scheduling algorithm may be identified: opportunistic
scheduling and fair scheduling. The former is typically designed to maximize the sum of
the transmitted data rates to all users by exploiting the fact that different users experience
different channel gains and hence will experience good channel conditions at different times
and frequencies. A fundamental characteristic of mobile radio channels is the fading effects
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arising from the mobility of the UEs in a multipath propagation environment, and from
variations in the surrounding environment itself (see Chapter 20). In [1-3] it is shown that,
for a multi-user system, significantly more information can be transmitted across a fading
channel than a non-fading channel for the same average signal power at the receiver. This
principle is known as multi-user diversity. With proper dynamic scheduling, allocating the
channel at each given time instant only to the user with the best channel condition in a
particular part of the spectrum can yield a considerable increase in the total throughput as
the number of active users becomes large.

The main issue arising from opportunistic resource allocation schemes is the difficulty
of ensuring fairness and the required QoS. Users’ data cannot always wait until the channel
conditions are sufficiently favourable for transmission, especially in slowly varying channels.
Furthermore, as explained in Chapter 1, it is important that network operators can provide
reliable wide area coverage, including to stationary users near the cell edge — not just to the
users which happen to experience good channel conditions by virtue of their proximity to the
eNodeB.

The second extreme of scheduling algorithm, fair scheduling, therefore pays more
attention to latency and achieving a minimum data rate for each user than to the total
data rate achieved. This is particularly important for real-time applications such as Voice-
over-IP (VoIP) or video-conferencing, where a certain minimum rate must be guaranteed
independently of the channel state.

In practice, most scheduling algorithms fall between the two extremes outlined above,
including elements of both to deliver the required mix of QoS. A variety of metrics can
be used to quantify the degree of fairness provided by a scheduling algorithm, the general
objective being to avoid heavily penalizing the cell-edge users in an attempt to give high
throughputs to the users with good channel conditions. One example is based on the
Cumulative Distribution Function (CDF) of the throughput of all users, whereby a system
may be considered sufficiently fair if the CDF of the throughput lies to the right-hand side of
a particular line, such as that shown in Figure 12.3. Another example is the Jain index [4],
which gives an indication of the variation in throughput between users. It is calculated as:

—
T
J=—— 0<J<]1, (12.1)

T + var(T)

where T and var(T) are the mean and variance respectively of the average user throughputs.
The more similar the average user throughputs (var(7) — 0), the higher the value of J.

Other factors also need to be taken into account, especially the fact that, in a coordinated
deployment, individual cells cannot be considered in isolation — nor even the individual set of
cells controlled by a single eNodeB. The eNodeBs should take into account the interference
generated by co-channel cells, which can be a severe limiting factor, especially for cell-edge
users. Similarly, the performance of the system as a whole can be enhanced if each eNodeB
also takes into account the impact of the transmissions of its own cells on the neighbouring
cells. These inter-cell aspects, and the corresponding inter-eNodeB signalling mechanisms
provided in LTE, are discussed in detail in Section 12.5.
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Figure 12.3: An example of a metric based on the throughput CDF over all users for
scheduler fairness evaluation (10-50 metric).

12.3 Scheduling Algorithms

Multi-user scheduling finds its basis at the interface between information theory and queueing
theory, in the theory of capacity-maximizing resource allocation. Before establishing an
algorithm, a capacity-related metric is first formulated and then optimized across all possible
resource allocation solutions satisfying a set of predetermined constraints. Such constraints
may be physical (e.g. bandwidth and total power) or QoS-related.

Information theory offers a range of possible capacity metrics which are relevant in
different system operation scenarios. Two prominent examples are explained here, namely
the so-called ergodic capacity and delay-limited capacity, corresponding respectively to soft
and hard forms of rate guarantee for the user.

12.3.1 Ergodic Capacity

The ergodic capacity (also known as the Shannon capacity) is defined as the maximum
data rate which can be sent over the channel with asymptotically small error probability,
averaged over the fading process. When CSI is available at the Transmitter (i.e. CSIT),
the transmit power and mutual information'between the transmitter and the receiver can be
varied depending on the fading state in order to maximize the average rates. The ergodic
capacity metric considers the long-term average data rate which can be delivered to a user
when the user does not have any latency constraints.

IThe mutual information bewteen two random variables X and Y with probability density function p(X) and
p(Y) respectively is defined as I(X; Y) = Ex,y [log p(X; Y)/(p(X)p(Y))], where E[.] is the expectation function [5].
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12.3.1.1 Maximum Rate Scheduling

It has been shown in [3, 6] that the maximum total ergodic sum rate Z,’le Ry, where Ry, is the

total rate allocated to user k, is achieved with a transmission power given by
1 P L A

T o | O PP 2 T HeGn, PP

Py(m, ) = e |He(m, ) K (12.2)

0 otherwise

where [x]* = max(0, x), Hy(m, f) is the channel gain of user k in RB m of subframe f and A;
are constants which are chosen in order to satisfy an average per-user power constraint.

This approach is known in the literature as maximum sum rate scheduling. The result in
Equation (12.2) shows that the maximum sum rate is achieved by orthogonal multiplexing
where in each subchannel (i.e. each RB in LTE) only the user with the best channel
gain is scheduled. This orthogonal scheduling property is in line with, and thus justifies,
the philosophy of the LTE multiple-access schemes. The input power spectra given by
Equation (12.2) are water-filling formulae in both frequency and time (i.e. allocating more
power to a scheduled user when his channel gain is high and less power when it is low).?

A variant of this resource allocation strategy with no power control (relevant for cases
where the power control dynamic range is limited or zero) is considered in [2]. This allocation
strategy is called ‘maximum-rate constant-power’ scheduling, where only the user with the
best channel gain is scheduled in each RB, but with no adaptation of the transmit power. It
is shown in [2] that most of the performance gains offered by the maximum rate allocation
in Equation (12.2) are due to multi-user diversity and not to power control, so an on-off
power allocation can achieve comparable performance to maximum sum rate scheduling.
This not only allows some simplification of the scheduling algorithm but also is well suited
to a downlink scenario where the frequency-domain dynamic range of the transmitted power
in a given subframe is limited by constraints such as the dynamic range of the UE receivers
and the need to transmit wideband reference signals for channel estimation.

12.3.1.2 Proportional Fair Scheduling

The ergodic sum rate corresponds to the optimal rate for traffic which has no delay constraint.
This results in an unfair sharing of the channel resources. When the QoS required by the
application includes latency constraints, such a scheduling strategy is not suitable and other
fairer approaches need to be considered. One such approach is the well-known Proportional
Fair Scheduling (PFS) algorithm. PFS schedules a user when its instantaneous channel
quality is high relative to its own average channel condition over time. It allocates user k,, in
RB m in any given subframe f if [7]

A R
ky, = argmaxM

12.3
k=t1,.k Tk(f) (123)

where T;(f) denotes the long-term average throughput of user k computed in subframe f and
Ri(m, ) =1og (1 + SNRy(m, f)) is the achievable rate by user k in RB m and subframe f.

2Water-filling strategies are discussed in more detail in the context of MIMO in Section 11.1.3.
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The long-term average user throughputs are recursively computed by

1 1 < R
T = (1= = Telf = D+ = 3" Ruom, )Tk = K) (12.4)

¢ m=1

where ¢, is the time window over which fairness is imposed and 7{-} is the indicator function
equal to one if k,, = k and zero otherwise. A large time window 7, tends to maximize the total
average throughput; in fact, in the limit of a very long time window, PFS and maximum-rate
constant-power scheduling result in the same allocation of resources. For small ., the PFS
tends towards a round-robin? scheduling of users [7].

Several studies of PFS have been conducted in the case of WCDMA/HSDPA*, yielding
insights which can be applied to LTE. In [8] the link level system performance of PFS is
studied, taking into account issues such as link adaptation dynamic range, power and code
resources, convergence settings, signalling overhead and code multiplexing. [9] analyses the
performance of PES in the case of VoIP, including a comparison with round-robin scheduling
for different delay budgets and packet-scheduling settings. A study of PFS performance in
the case of video streaming in HSDPA can be found in [10].

12.3.2 Delay-Limited Capacity

Even though PFS introduces some fairness into the system, this form of fairness may not
be sufficient for applications which have a very tight latency constraint. For these cases, a
different capacity metric is needed; one such example is referred to as the ‘delay-limited
capacity’. The delay-limited capacity (also known as zero-outage capacity) is defined as
the transmission rate which can be guaranteed in all fading states under finite long-term
power constraints. In contrast to the ergodic capacity, where mutual information between
the transmitter and the receiver vary with the channel, the powers in delay-limited capacity
are coordinated between users and RBs with the objective of maintaining constant mutual
information independently of fading states. The delay-limited capacity is relevant to traffic
classes where a given data rate must be guaranteed throughout the connection time, regardless
of the fading dips.

The delay-limited capacity for a flat-fading multiple-access channel is characterized in
[11]. The wideband case is analysed in [7, 12].

It is shown in [7] that guaranteeing a delay-limited rate incurs only a small throughput
loss in high Signal to Noise Ratio (SNR) conditions, provided that the number of users is
large. However, the solution to achieve the delay-limited capacity requires non-orthogonal
scheduling of the users, with successive decoding in each RB. This makes this approach
basically unsuitable for LTE.

It is, however, possible to combine orthogonal multiple access with hard QoS require-
ments. Examples of algorithms achieving such a compromise can be found in [12,13]. It can
be shown that even under hard fairness constraints it is possible to achieve performance which
is very close to the optimal unfair policy; thus hard fairness constraints do not necessarily
introduce a significant throughput degradation, even with orthogonal resource allocation,
provided that the number of users and the system bandwidth are large. This may be a relevant

3 A round-robin approach schedules each user in turn, irrespective of their prevailing channel conditions.
4Wideband Code Division Multiple Access / High Speed Downlink Packet Access.
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scenario for a deployment targeting VoIP users, where densities of several hundred users per
cell are foreseen (as mentioned in Section 1.2), with a latency constraint typically requiring
each packet to be successfully delivered within 50 ms.

In general this discussion of scheduling strategies assumes that all users have an equal and
infinite queue length — often referred to as a full-buffer traffic model. In practice this is not the
case, especially for real-time services, and information on users’ queue lengths is necessary to
guarantee system stability. If a scheduling algorithm can be found which keeps the average
queue length bounded, the system is said to be stabilized [14]. One approach to ensuring
that the queue length remains bounded is to use the queue length to set the priority order
in the allocation of RBs. This generally works for lightly loaded systems. In [15] and [16]
it is shown that in wideband frequency-selective channels, low average packet delay can be
achieved even if the fading is very slow.

12.4 Considerations for Resource Scheduling in LTE

In LTE, each logical channel has a corresponding QoS description which should influence the
behaviour of the eNodeB resource scheduling algorithm. Based on the evolution of the radio
and traffic conditions, this QoS description could potentially be updated for each service in
a long-term fashion. The mapping between the QoS descriptions of different services and
the resource scheduling algorithm in the eNodeB can be a key differentiating factor between
radio network equipment manufacturers.

An important constraint for the eNodeB scheduling algorithm is the accuracy of the
eNodeB’s knowledge of the channel quality for the active UEs in the cell. The manner
in which such information is provided to the scheduler in LTE differs between uplink and
downlink transmissions. In practice, for the downlink this information is provided through
the feedback of Channel Quality Indicators (CQIs)’ by UEs as described in Chapter 10, while
for the uplink the eNodeB may use Sounding Reference Signals (SRSs) or other signals
transmitted by the UEs to estimate the channel quality, as discussed in Chapter 15. The
frequency with which CQI reports and SRS are transmitted is configurable by the eNodeB,
allowing for a trade-off between the signalling overhead and the availability of up-to-date
channel information. If the most recent CQI report or SRS was received a significant time
before the scheduling decision is taken, the performance of the scheduling algorithm can be
significantly degraded.

In order to perform frequency-domain scheduling, the information about the radio channel
needs to be frequency-specific. For this purpose, the eNodeB may configure the CQI
reports to relate to specific sub-bands to assist the downlink scheduling, as explained in
Section 10.2.1. Uplink frequency-domain scheduling can be facilitated by configuring the
SRS to be transmitted over a large bandwidth. However, for cell-edge UEs the wider the
transmitted bandwidth the lower the available power per RB; this means that accurate
frequency-domain scheduling may be more difficult for UEs near the cell edge. Limiting
the SRS to a subset of the system bandwidth will improve the channel quality estimation on
these RBs but restrict the ability of the scheduler to find an optimal scheduling solution for
all users. In general, provided that the bandwidth over which the channel can be estimated for

>More generally, in the context of user selection for MU-MIMO, full CSI is relevant, to support user pairing as
well as rate scheduling.
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scheduling purposes is greater than the intended scheduling bandwidth for data transmission
by a sufficient factor, a useful element of multi-user diversity gain may still be achievable.

As noted above, in order to support QoS- and queue-aware scheduling, it is necessary for
the scheduler to have not only information about the channel quality, but also information on
the queue status. In the LTE downlink, knowledge of the amount of buffered data awaiting
transmission to each UE is inherently available in the eNodeB; for the uplink, Section 4.4.2.2
explains the buffer status reporting mechanisms available to transfer such information to the
eNodeB.

12.5 Interference Coordination and Frequency Reuse

One limiting aspect for system throughput performance in cellular networks is inter-cell
interference, especially for cell-edge users. Careful management of inter-cell interference is
particularly important in systems such as LTE which are designed to operate with a frequency
reuse factor of one.

The scheduling strategy of the eNodeB may therefore include an element of Inter-Cell
Interference Coordination (ICIC), whereby interference from and to the adjacent cells is taken
into account in order to increase the data rates which can be provided for users at the cell edge.
This implies for example imposing restrictions on what resources in time and/or frequency
are available to the scheduler, or what transmit power may be used in certain time/frequency
resources.

The impact of interference on the achievable data rate for a given user can be expressed
analytically. If a user k is experiencing no interference, then its achievable rate in an RB m of
subframe f can be expressed as

P*(m, f)|H;(m, f)lz)

Rino-Int(m f) =W log(l + -
N

(12.5)
where H}(m, f) is the channel gain from the serving cell s to user k, P*(m, f) is the transmit
power from cell s, Py is the noise power and W is the bandwidth of one RB (i.e. 180 kHz). If
neighbouring cells are transmitting in the same time-frequency resources, then the achievable
rate for user k reduces to

PS(m, IH(m, )P )

Reaw(m, 1) = W log(1 + . 4 (12.6)
" Py + Zias Pilm, PIH(m, P
where the indices i denote interfering cells.
The rate loss for user k can then be expressed as
Ry joss(m, f) = Rk!no_lnt(m, ) = Rime(m, f)
1+ SNR
= W log (12.7)

1, Zie POnOIH PR Y]
1+[SNR * TP DH P ]

Figure 12.4 plots the rate loss for user k as a function of the total inter-cell interference
to signal ratio @ =(X., P'(m, f)IH(m, )P) /(P*(m. f)IH(m, f)?), with SNR = 0 dB. It can
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Figure 12.4: User’s rate loss due to interference.

easily be seen that for a level of interference equal to the desired signal level (i.e. @ ~ 0 dB),
user k experiences a rate loss of approximately 40%.

In order to demonstrate further the significance of interference and power allocation
depending on the system configuration we consider two examples of a cellular system with
two cells (s and s,) and one active user per cell (k; and &, respectively). Each user receives
the wanted signal from its serving cell, while the inter-cell interference comes from the other
cell.

In the first example, each user is located near its respective eNodeB (see Figure 12.5(a)).
The channel gain from the interfering cell is small compared to the channel gain from the
serving cell (IH,;l (m, )| > IH,flz(m, f)l and IHIfj(m, Nl > IH,;l (m, ). In the second example
(see Figure 12.5(b)), we consider the same scenario but with the users now located close to
the edge of their respective cells. In this case the channel gain from the serving cell and the
interfering cell are comparable (IHI‘:]l (m, )l = |H,‘:lz(m, )l and |H,‘§22(m, R |H‘Y2l (m, ).

The capacity of the system with two eNodeBs and two users can be written as

wwammZ»
Py + P[H; (m, )P

P (m, )P
Py + PRIHZ(m, )P

Rty = W(log(l + ) + 10g(1 +

(12.8)
From this equation, it can be noted that the optimal transmit power operating point in terms
of maximum achievable throughput is different for the two considered cases. In the first
scenario, the maximum throughput is achieved when both eNodeBs transmit at maximum
power, while in the second the maximum capacity is reached by allowing only one eNodeB
to transmit. It can in fact be shown that the optimal power allocation for maximum capacity
for this situation with two base stations is binary in the general case; this means that either
both base stations should be operating at maximum power in a given RB, or one of them
should be turned off completely in that RB [17].

From a practical point of view, this result can be exploited in the eNodeB scheduler by
treating users in different ways depending on whether they are cell-centre or cell-edge users.
Each cell can then be divided into two parts — inner and outer. In the inner part, where users
experience a low level of interference and also require less power to communicate with the
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same eNodeB, a coordinated scheduling strategy can be followed without the need for
standardized signalling. However, where neighbouring cells are controlled by different
eNodeBs, standardized signalling is important, especially in multivendor networks. The
main mechanism for ICIC in LTE Releases 8 and 9 is normally assumed to be frequency-
domain-based, at least for the data channels, and the Release 8/9 inter-eNodeB ICIC
signalling explained in the following two sections is designed to support this. In Release 10,
additional time-domain mechanisms are introduced, aiming particularly to support ICIC for
the PDCCH and for heterogeneous networks comprising both macrocells and small cells;
these mechanisms are explained in Section 31.2.

12.5.1 Inter-eNodeB Signalling to Support Downlink
Frequency-Domain ICIC in LTE

In relation to the downlink transmissions, a bitmap termed the Relative Narrowband Transmit
Power (RNTP®) indicator can be exchanged between eNodeBs over the X2 interface. Each
bit of the RNTP indicator corresponds to one RB in the frequency domain and is used to
inform the neighbouring eNodeBs if a cell is planning to keep the transmit power for the RB
below a certain upper limit or not. The value of this upper limit, and the period for which
the indicator is valid into the future, are configurable. This enables the neighbouring cells to
take into account the expected level of interference in each RB when scheduling UEs in their
own cells. The reaction of the eNodeB in case of receiving an indication of high transmit
power in an RB in a neighbouring cell is not standardized (thus allowing some freedom of
implementation for the scheduling algorithm); however, a typical response could be to avoid
scheduling cell-edge UEs in such RBs. In the definition of the RNTP indicator, the transmit
power per antenna port is normalized by the maximum output power of a base station or cell.
The reason for this is that a cell with a smaller maximum output power, corresponding to
smaller cell size, can create as much interference as a cell with a larger maximum output
power corresponding to a larger cell size.

12.5.2 Inter-eNodeB Signalling to Support Uplink Frequency-Domain
ICIC in LTE

For the uplink transmissions, two messages may be exchanged between eNodeBs to facilitate
some coordination of their transmit powers and scheduling of users:

A reactive indicator, known as the ‘Overload Indicator’ (OI), can be exchanged over the
X2 interface to indicate physical layer measurements of the average uplink interference plus
thermal noise for each RB. The OI can take three values, expressing low, medium, and high
levels of interference plus noise. In order to avoid excessive signalling load, it cannot be
updated more often than every 20 ms.

A proactive indicator, known as the ‘High Interference Indicator’ (HII), can also be sent
by an eNodeB to its neighbouring eNodeBs to inform them that it will, in the near future,
schedule uplink transmissions by one or more cell-edge UEs in certain parts of the bandwidth,
and therefore that high interference might occur in those frequency regions. Neighbouring
cells may then take this information into consideration in scheduling their own users to limit
the interference impact. This can be achieved either by deciding not to schedule their own

SRNTP is defined in [18, Section 5.2.1].
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cell-edge UEs in that part of the bandwidth and only considering the allocation of those
resources for cell-centre users requiring less transmission power, or by not scheduling any
user at all in the relevant RBs. The HII is comprised of a bitmap with one bit per RB and,
like the OI, is not sent more often than every 20 ms. The HII bitmap is addressed to specific
neighbour eNodeBs.

In addition to frequency-domain scheduling in the uplink, the eNodeB also controls the
degree to which each UE compensates for the path-loss when setting its uplink transmission
power. This enables the eNodeB to trade off fairness for cell-edge UEs against inter-cell
interference generated towards other cells, and can also be used to maximize system capacity.
This is discussed in more detail in Section 18.3.2.

12.5.3 Static versus Semi-Static ICIC

In general, ICIC may be static or semi-static, with different levels of associated communica-
tion required between eNodeBs.

For static interference coordination, the coordination is associated with cell planning, and
reconfigurations are rare. This largely avoids signalling on the X2 interface, but it may result
in some performance limitation since it cannot adaptively take into account variations in cell
loading and user distributions.

Semi-static interference coordination typically refers to reconfigurations carried out on a
time-scale of the order of seconds or longer. The inter-eNodeB communication methods over
the X2 interface can be used as discussed above. Other types of information such as traffic
load information may also be used, as discussed in Section 2.6.4. Semi-static interference
coordination may be more beneficial in cases of non-uniform load distributions in eNodeBs
and varying cell sizes across the network.

12.,6 Summary

In summary, it can be observed that a variety of resource scheduling algorithms may be
applied by the eNodeB depending on the optimization criteria required. The prioritization
of data will typically take into account the corresponding traffic classes, especially in regard
to balancing throughput maximization for delay-tolerant applications against QoS for delay-
limited applications in a fair way.

It can be seen that multi-user diversity is an important factor in all cases, and especially
if the user density is high, in which case the multi-user diversity gain enables the scheduler
to achieve a high capacity even with tight delay constraints. Finally, it is important to note
that individual cells, and even individual eNodeBs, cannot be considered in isolation. System
optimization requires some degree of coordination between cells and eNodeBs, in order to
avoid inter-cell interference becoming the limiting factor. Considering the system as a whole,
the best results are in many cases realized by simple ‘on-off” allocation of resource blocks,
whereby some eNodeBs avoid scheduling transmissions in certain resource blocks which are
used by neighbouring eNodeBs for cell-edge users.

LTE Releases 8 and 9 support standardized signalling between eNodeBs to facilitate
frequency-domain data-channel ICIC algorithms for both downlink and uplink. Additional
time-domain ICIC mechanisms of particular relevance to the control signalling and to
heterogeneous networks are introduced in Release 10 and explained in Section 31.2.
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Broadcast Operation

Himke van der Velde, Olivier Hus and Matthew Baker

13.1 Introduction

The Multimedia Broadcast/Multicast Service (MBMS) aims to provide an efficient mode
of delivery for both broadcast and multicast services over the core network. MBMS was
introduced in the second release of the LTE specifications (Release 9), although the initial
Release 8 physical layer specifications were already designed to support MBMS by including
essential components to ensure forward-compatibility.

The LTE MBMS feature is largely based on that which was already available in UTRAN'
(from Release 6) and GERAN? with both simplifications and enhancements.

This chapter first describes general aspects including the MBMS reference architecture,
before reviewing the MBMS features supported by LTE in more detail. In particular, we
describe how LTE is able to benefit from the new OFDM downlink radio interface to achieve
radically improved transmission efficiency and coverage by means of multicell ‘single
frequency network’ operation. The control signalling and user plane content synchronization
mechanisms are also explained.

13.2 Broadcast Modes

In the most general sense, broadcasting is the distribution of content to an audience of
multiple users; in the case of mobile multimedia services an efficient transmission system
for the simultaneous delivery of content to large groups of mobile users. Typical broadcast
content can include newscasts, weather forecasts or live mobile television.
Figure 13.1 illustrates the reception of a video clip showing a highlight of a sporting event.
There are three possible types of transmission to reach multiple users:

TUMTS Terrestrial Radio Access Network.
2GSM Edge Radio Access Network.

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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Figure 13.1: Receiving football game highlights as a mobile broadcast service. Adapted
from image provided courtesy of Philips ‘Living Memory’ project.

e Unicast: A bidirectional point-to-point transmission between the network and each of
the multiple users; the network provides a dedicated connection to each terminal, and
the same content is transmitted multiple times — i.e. separately to each individual user
receiving the service.

e Broadcast: A downlink-only point-to-multipoint connection from the network to
multiple terminals; the content is transmitted once to all terminals in a geographical
area, and users are free to choose whether or not to receive it.

e Multicast: A downlink-only point-to-multipoint connection from the network to a
managed group of terminals; the content is transmitted once to the whole group, and
only users belonging to the managed user group can receive it.

Point-to-multipoint transmission typically becomes more efficient than point-to-point
when there are more than around three to five users per cell, as it supports feedback which
can improve the radio link efficiency; the exact switching point depends on the nature of the
transfer mechanisms. At higher user densities, point-to-multipoint transmission decreases the
total amount of data transmitted in the downlink, and it may also reduce the control overhead
especially in the uplink.

The difference between broadcast and multicast modes manifests itself predominantly in
the upper layers (i.e. the Non-Access Stratum (NAS) — see Section 3.1). Multicast includes
additional procedures for subscription, authorization and charging, to ensure that the services
are available only to specific users. Multicast also includes joining and leaving procedures,
which aim to provide control information only in areas in which there are users who are
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subscribed to the MBMS multicast service. For UTRAN, both modes were developed;
however, for simplicity, LTE Release 9 MBMS includes only a broadcast mode.

A point-to-multipoint transfer can involve either single or multicell transmission. In the
latter case, multiple cells transmit exactly the same data in a synchronized manner so as
to appear as one transmission to the UE. Whereas UTRAN MBMS supports point-to-point,
single cell point-to-multipoint and multicell point-to-multipoint modes, LTE MBMS supports
a single transfer mode: multicell point-to-multipoint, using a ‘single frequency network’
transmission as described in Section 13.4.1. The number of cells participating in the multicell
transmission can, however, be limited to one.

UTRAN MBMS includes counting procedures that enable UTRAN to count the number
of UEs interested in receiving a service and hence to select the optimal transfer mode (point-
to-point or point-to-multipoint), as well as to avoid transmission of MBMS user data in
cells in which there are no users interested in receiving the session. LTE MBMS did not
include counting procedures in Release 9, so both the transfer mode and the transmission
area were fixed (i.e. semi-statically configured). However, a counting procedure is introduced
in Release 10 of LTE, as explained in Section 13.6.5.

13.3 Overall MBMS Architecture

13.3.1 Reference Architecture

Figure 13.2 shows the reference architecture for MBMS broadcast mode in the Evolved
Packet System (EPS — see Section 2.1), with both E-UTRAN and UTRAN. E-UTRAN
includes a Multicell Coordination Entity (MCE), which is a logical entity — in other words,
its functionality need not be placed in a separate physical node but could, for example, be
integrated with an eNodeB.

The main nodes and interfaces of the MBMS reference architecture are described in the
following sections.

13.3.2 Content Provision

Sources of MBMS content vary, but are normally assumed to be external to the Core Network
(CN); one example of external content providers would be television broadcasters for mobile
television. The MBMS content is generally assumed to be IP based, and by design the MBMS
system is integrated with the IP Multimedia Subsystem (IMS) [2] service infrastructure based
on the Internet Engineering Task Force (IETF) Session Initiation Protocol (SIP) [3].

The Broadcast-Multicast Service Centre (BM-SC) is the interface between external
content providers and the CN. The main functions provided by the BM-SC are:

e Reception of MBMS content from external content providers;
e Providing application and media servers for the mobile network operator;

o Announcement and scheduling of MBMS services and delivery of MBMS content into
the core network (including traffic shaping and content synchronization).
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13.3.5 MBMS Interfaces

For MBMS in LTE, two new control plane interfaces have been defined (M3 and M2), as
well as one new user plane interface (M1), as shown in Figure 13.2.

13.3.5.1 M3 Interface (MCE — MME)

An Application Part (M3AP) is defined for this interface between the MME and MCE. The
M3AP primarily specifies procedures for starting, stopping and updating MBMS sessions.
Upon start or modification of an MBMS session, the MME provides the details of the MBMS
bearer while the MCE verifies if the MBMS service (or modification of it) can be supported.
Point-to-point signalling transport is applied, using the Stream Control Transmission Protocol
(SCTP) [4].

13.3.5.2 M2 Interface (MCE - eNodeB)

Like the M3 interface, an application part (M2AP) is defined for this interface between the
MCE and eNodeB, again primarily specifying procedures for starting, stopping and updating
MBMS sessions. Upon start or modification of an MBMS session, the MCE provides
the details of the radio resource configuration that all participating eNodeBs shall apply.
In particular, the MCE provides the updated control information to be broadcast by the
eNodeBs. SCTP is again used for the signalling transport.

13.3.5.3 M1 Interface (MBMS GW - eNodeB)

Similarly to the S1 and X2 interfaces (see Sections 2.5 and 2.6 respectively), the GTP-U*
protocol over UDP? over IP is used to transport MBMS data streams over the M1 interface.
IP multicast is used for point-to-multipoint delivery.

13.4 MBMS Single Frequency Network Transmission

One of the targets for MBMS in LTE is to support a cell edge spectral efficiency in an
urban or suburban environment of 1 bps/Hz — equivalent to the support of at least 16 mobile
TV channels at around 300 kbps per channel in a 5 MHz carrier. This is only achievable
by exploiting the special features of the LTE OFDM?® air interface to transmit multicast or
broadcast data as a multicell transmission over a synchronized ‘single frequency network’:
this is known as Multimedia Broadcast Single Frequency Network (MBSFN) operation.

13.4.1 Physical Layer Aspects

In MBSFN operation, MBMS data is transmitted simultaneously over the air from multiple
tightly time-synchronized cells. A UE receiver will therefore observe multiple versions of the
signal with different delays due to the multicell transmission. Provided that the transmissions
from the multiple cells are sufficiently tightly synchronized for each to arrive at the UE within

4GPRS Tunnelling Protocol — User Plane [5].
>User Datagram Protocol.
Orthogonal Frequency Division Multiplexing.
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transmitted.® Certain subframes are not allowed to be used for MBSFN transmission: in a
Frequency Division Duplex (FDD) system, subframes 0, 4, 5 and 9 in each 10 ms radio frame
are reserved for unicast transmission in order to avoid disrupting the synchronization signals
or paging occasions, and to ensure that sufficient cell-specific RSs are available for decoding
the broadcast system information; in a Time Division Duplex (TDD) system, subframes 0, 1,
2, 5 and 6 cannot be MBSFN subframes.

The key differences from PDSCH in respect of the PMCH are as follows:

e The dynamic control signalling (PDCCH and PHICH® — see Section 9.3) cannot
occupy more than two OFDM symbols in an MBSEN subframe. The scheduling of
MBSEN data on the PMCH is carried out by higher-layer signalling, so the PDCCH is
used only for uplink resource grants and not for the PMCH.

o The PMCH always uses the first redundancy version (see Section 10.3.2.4) and does
not use Hybrid ARQ.

o The extended CP is used (~17 ps instead of ~5 us) (see Section 5.4.1). As the
differences in propagation delay from multiple cells will typically be considerably
greater than the delay spread in a single cell, the longer CP helps to ensure that the
signals remain within the CP at the UE receivers, thereby reducing the likelihood of
ISI. This avoids introducing the complexity of an equalizer in the UE receiver, at the
expense of a small loss in peak data rate due to the additional overhead of the longer CP.
Note, however, that if the non-MBSFEN subframes use the normal CP, then the normal
CP is used in the OFDM symbols used for the control signalling at the start of each
MBSEN subframe. This results in there being some spare time samples whose usage is
unspecified between the end of the last control signalling symbol and the first PMCH
symbol, the PMCH remaining aligned with the end of the subframe; the eNodeB may
transmit an undefined signal (e.g. a cyclic extension) during this time or it may switch
off its transmitter — the UE cannot assume anything about the transmitted signal during
these samples.

o The Reference Signal (RS) pattern embedded in the PMCH (designated ‘antenna port
4’) is different from non-MBSFN data transmission, as shown in Figure 13.5. The RSs
are spaced more closely in the frequency domain than for non-MBSFN transmission,
reducing the separation to every other subcarrier instead of every sixth subcarrier. This
improves the accuracy of the channel estimate that can be achieved for the longer delay
spreads. The channel estimate obtained by the UE from the MBSFN RS is a composite
channel estimate, representing the composite channel from the set of cells transmitting
the MBSEN data. (Note, however, that the cell-specific RS pattern embedded in the
OFDM symbols carrying control signalling at the start of each MBSFN subframe
remains the same as in the non-MBSFN subframes.)

The latter two features are designed so that a UE making measurements of a neighbouring
cell does not need to know in advance the allocation of MBSFN and non-MBSFN subframes.
The UE can take advantage of the fact that the first two OFDM symbols in all subframes use
the same CP duration and RS pattern.

8LTE does not currently support dedicated MBMS carriers in which all subframes would be used for MBSEN
transmission.
9Physical Downlink Control Channel and Physical HARQ Indicator Channel.
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Figure 13.5: MBSEN RS pattern for 15 kHz subcarrier spacing.
Reproduced by permission of © 3GPP.

In addition to these enhancements for MBSFN transmission, a second OFDM parame-
terization is provided in the LTE physical layer specifications, designed for downlink-only
multicast/broadcast transmissions. However, this parameterization is not supported in current
releases of LTE. As discussed in Section 5.4.1, this parameterization has an even longer CP,
double the length of the extended CP, resulting in approximately 33 us. This is designed
to cater in the future for deployments with very large differences in propagation delay
between the signals from different cells (e.g. 10 km). This would be most likely to occur for
deployments at low carrier frequencies and large inter-site distances. In order to avoid further
increasing the overhead arising from the CP in this case, the number of subcarriers per unit
bandwidth is also doubled, giving a subcarrier spacing of 7.5 kHz. The cost of this is an
increase in Inter-Carrier Interference (ICI), especially in high-mobility scenarios with a large
Doppler spread. There is therefore a trade-off between support for wide-area coverage and
support for high mobile velocities. It should be noted, however, that the maximum Doppler
shift is lower at the low carrier frequencies that would be likely to be used for a deployment
with a 7.5 kHz subcarrier spacing. The absolute frequency spacing of the reference symbols
for the 7.5 kHz parameterization is the same as for the 15 kHz subcarrier spacing MBSFN
pattern, resulting in a reference symbols on every fourth subcarrier.

13.4.2 MBSFN Areas

A geographical area of the network where MBMS can be transmitted is called an MBMS
Service Area.

A geographical area where all eNodeBs can be synchronized and can perform MBSFN
transmissions is called an MBSFN Synchronization Area.

The area within an MBSFN Synchronization Area, covered by a group of cells participat-
ing in an MBSFN transmission, is called an MBSFN Area. An MBSFN Synchronization Area
may support several MBSFN Areas. Moreover, a cell within an MBSFN Synchronization
Area may form part of multiple MBSFN Areas, each characterized by different transmitted
content and a different set of participating cells.
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Figure 13.6 illustrates an example of the usage of MBSFN areas in a network providing
two nationwide MBMS services (N1 and N2) as well as two regional MBMS services, R1
and R2 (i.e. with different regional content), across three different regions.

The most natural way to deploy this would be to use four different MBSFN areas, as
shown in the figure. It should be noted that the control information related to a service is
transmitted by the same set of cells that transmit the data — e.g. MBSFN area N provides
both control and data for the two nationwide services. This kind of approach implies that
within a geographical area the resources allocated to MBMS need to be semi-statically
divided between the MBSFN areas, and UEs that are potentially interested in receiving both
nationwide and regional services need to monitor the control information of multiple MBSFN
areas. Indeed, UEs are expected to be capable of monitoring control information of multiple
MBSEN areas, although simultaneous reception of multiple services is optional regardless
of whether they are part of the same MBSFN area. Further details of UE capabilities can be
found in Section 13.5.2.

MBSFN Area N
Service N1

Service N2

MBSFN Area R,
Service R1a

Service R2a

Figure 13.6: Example scenario with overlapping MBSFN areas.

Figure 13.7 illustrates how the same services can be provided without overlapping
MBSEN areas. It should be noted that for the nationwide services this approach results
in reduced MBSFN transmission gains and potential service interruptions upon change of
MBSEFN area.

MBSFN Area 1

Service N1

Service N2

Service R1a

Service R2a

Figure 13.7: Example scenario without overlapping MBSFN areas.
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Current releases of LTE do not support dynamic change of the MBSFN area; the counting
procedure introduced in Release 10 (see Section 13.6.5) is used only to decide whether or not
to use MBSFN transmission for an MBMS service but not to change set of cells used for an
MBSEN transmission.

13.5 MBMS Characteristics

13.5.1 Mobility Support

Mobility for MBMS is purely based on the procedures defined for unicast operation. No
additional mechanisms are provided to direct UEs to the carrier frequency providing MBMS,
nor to reduce MBMS service interruption when moving from one MBSFN area to another.

E-UTRAN can assign the highest cell reselection priority to the carrier frequency
providing MBMS. However, in connected mode, when E-UTRAN controls the mobility, the
network is aware neither of whether the UE supports MBMS nor of whether it is interested
in actually receiving any particular MBMS service.

13.5.2 UE Capabilities and Service Prioritization

All UEs need to support some MBMS-related behaviour, including those that do not support
MBMS reception and UEs that conform to the initial Release 8 version of LTE (which does
not include MBMS). These UEs must be aware of the MBSFEN subframes that are configured,
since the RS pattern is different. Release 8/9 UEs not supporting MBMS may also benefit
from knowing that no regular downlink resource assignments will occur for them in the
MBSEFEN subframes.

As unicast and MBMS transmissions are time-division multiplexed, parallel reception of
unicast and MBMS on the same carrier should be relatively straightforward. Nevertheless,
a UE may of course have other limitations preventing parallel support, for example due to
memory or display restrictions. Consequently, there is no requirement for a UE that supports
MBMS to support simultaneous reception of unicast, nor to support simultaneous reception
of multiple MBMS services.

In the case of a UE that cannot receive all the services in which it is interested, it should be
able to receive the service (unicast or MBMS) that it prioritizes most. This implies that a UE
that is receiving a service should at least be able to detect the start of other services (unless
the currently received service is always considered as having the highest priority).

The UE itself performs the prioritization of MBMS services for reception. The E-UTRAN
is neither aware of which MBMS services a UE is interested in receiving (a UE may, for
example, have successfully received an earlier transmission of a repeated session), nor about
the priority ascribed to reception of each service by the UE. The details of prioritization
are not specified, being left instead to UE implementation. A UE may, for example, choose
to terminate a unicast service at the application layer if it prevents reception of an MBMS
service that it has prioritized.
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13.6 Radio Access Protocol Architecture and Signalling

13.6.1 Protocol Architecture

The LTE radio protocols have been extended in Release 9 to accommodate MBMS:

e Two new types of logical channels are introduced in Release 9: the Multicast Control
CHannel (MCCH) and the Multicast Traffic CHannel (MTCH) for MBMS control and
user data respectively.

e A new transport channel, the Multicast Channel (MCH)), is introduced, mapped onto
the PMCH to support the multicell MBSEN transmission mode.

User data for an MBMS session may employ one or more radio bearers, each of which
corresponds to an MTCH logical channel. The Medium Access Control (MAC) layer may
multiplex information from multiple logical channels (MCCH and one or more MTCH)
together in one transport block that is carried on the MCH.

The MBMS control information is mainly carried by the MCCH, of which there is one per
MBSEFN area. The MCCH primarily carries the MBSFNAreaConfiguration message, which
provides the radio bearer and (P)MCH configuration details, as well as the list of ongoing
MBMS sessions. The remainder of the MBMS control information, consisting of the MCCH
configuration and parameters related to the notification of changes in the MCCH information,
clearly cannot be carried by the MCCH itself and is instead carried by the Broadcast Control
CHannel (BCCH), in SIB13 (see Section 3.2.2). In Release 10, a further MCCH message
was introduced for the counting procedure, as explained in Section 13.6.5.

Figure 13.8 illustrates the radio protocol extensions introduced to accommodate MBMS.

! MBMS control

; RRC information ;

i Radio i

G e I T i S ST TR

‘ PDCP ‘
Segmentatlon Segmentat|on ’ Segmentat|on ’ Segmentat|on

Loglcal e el MTCHT Do
Channels

Multiplexing and (dynamic) scheduling

i i
i——(  Transport ____ __ __ __ JE P
i Channels i
; i
i i

PHY ’ Physical layer functions ‘

; ;
L Physical N RN ;
Channels

Figure 13.8: LTE protocol extensions to support MBMS.
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13.6.2 Session Start Signalling

As a result of the relative simplicity of MBMS in LTE Release 9, the main signalling
procedures are for ‘session start’ and ‘session stop’. The absence of multicast support means
that procedures for subscription and joining/leaving are not required; furthermore, service
announcement is assumed to be an application-specific procedure, not part of the main
MBMS signalling procedures.

Figure 13.9 provides an overview of the session start message sequence.

UE eNB MCE CN

Session Start Request Session Start Request
Scheduling Information
Session Start Response | Session Start Response,

Scheduling Information
MCCH change notification -

MBSFNAreaConfiguration (updated)|

Figure 13.9: The MBMS session start message sequence.

The BM-SC may initiate multiple subsessions with different content, distinguished by
flow identifiers. The ‘Session Start Request’ message from the BM-SC includes the following
parameters:

e QoS: Used for the admission control and radio resource configuration in the MCE.

e Service area: Used to decide to which eNodeBs the session start signalling should be
forwarded.

e Session duration: Used by admission control in the MCE.

o Time to data transfer: Used by the MCE to ensure all UEs receive the control
information in time.

o Access indicator: Indicates in which Radio Access Technologies (RATSs) the service
will be broadcast.

Upon receiving the session start request, the MCE performs admission control, allocates
IP multicast addresses, and allocates and configures the radio resources. The MCE provides
the relevant session parameters (e.g. the multicast address) to the eNodeB by means of
the ‘Session Start Request’ message. Likewise, the MCE transfers the radio resource
configuration within a ‘scheduling information’ message to the eNodeB. Upon receiving
these messages, the eNodeB notifies the UEs about a change of MCCH information and
subsequently provides the updated MBMS radio resource configuration information within
the MBSFNAreaConfiguration message. The eNodeB also joins the transport network IP
multicast address.

The actual data transfer starts after a (configurable) duration, such as 10 s.
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13.6.3 Radio Resource Control (RRC) Signalling Aspects
13.6.3.1 Scheduling

MBMS does not use the PDCCH for dynamic scheduling. In an MBSEN subframe, the MCH
uses all the resources in the frequency domain, so MCH-related scheduling only relates to
the subframe allocation in the time domain.

The subframes that carry MCCH are indicated semi-statically by SIB13. For MTCH,
the scheduling of which subframes are used for a particular MBMS bearer is somewhat
more dynamic: once per ‘MCH Scheduling Period’ (MSP), E-UTRAN indicates which
subframes are used for each MTCH. This ‘MCH Scheduling Information” (MSI) is provided
independently for each MCH by means of a MAC control element (see Section 4.4.2.7).

One design goal for LTE MBMS was to avoid long service interruptions when the user
switches from one service to another (i.e. channel switching). Assuming that the UE stores
the complete MCCH information, the channel switching time is mainly determined by the
length of the MSP; if E-UTRAN configures a reasonably low value for this parameter (e.g.
320 ms), users can smoothly switch channels without noticeable delays.

13.6.3.2 MBMS Control Information Validity and Change Notification

As mentioned above, the MBMS control information is mainly carried by the MCCH; the
BCCH merely carries the control information needed to acquire the MCCH and to detect
MCCH information changes.

Transmission of MBMS control information on the BCCH (i.e. in SIB13) is performed
according to the usual procedures for SIBs (see Section 3.2.2.2). The transfer procedures
for MBMS control information on the MCCH are similar: control information can only
change at specific radio frames with System Frame Number (SFN) given by SFN mod m = 0,
where m is the modification period. The MBSFNAreaConfiguration message is repeated a
configurable number of times within the modification period.

When an MBMS session is started, E-UTRAN notifies the UEs about an MCCH
information change. This change notification is provided a configurable number of times
per modification period, by means of a message on the PDCCH using Downlink Control
Information (DCI) Format 1C (see Section 9.3.5.1), using a special identifier, the MBMS
Radio Network Temporary Identifier (M-RNTI). This message indicates which of the
configured MCCHs will change. UEs that are interested in receiving an MBMS session
that has not yet started should try receiving the change notification a minimum number of
times during the modification period. If the UE knows which MBSFN area(s) will be used
to provide the MBMS session(s) it is interested in receiving, it has to meet this requirement
only for the corresponding MCCH(s).

Figure 13.10 illustrates a change of MBMS control information, affecting both the BCCH
and the MCCH. In this example, E-UTRAN starts to use the updated configuration at an
SEN at which the BCCH and MCCH modification period boundaries coincide. The figure
illustrates the change notifications provided by E-UTRAN in such a case. Initially, the change
notification indicates only that MCCH-2, which has a modification period of 10.24 s, will
change. Later, the notification indicates that both MCCH-1 (which has a modification period
of 5.12 s) and MCCH-2 will change.
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| Updated BCCH and MCCH
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Figure 13.10: An example of a change of MBMS control information.

The change notification procedure is not used to inform UEs about modifications of
ongoing sessions. UEs that are receiving an MBMS session are therefore required to acquire,
every modification period, the MBMS control information of the MBSFN area used for that
session.

13.6.3.3 Radio Resource Allocation

The network broadcasts in SIB13 a bitmap indicating to the UEs the set of subframes that is
allocated to the MCCH. This bitmap covers a single radio frame. It is possible to configure a
more robust Modulation and Coding Scheme (MCS) for the subframes that include MCCH.

Semi-static resource allocation signalling indicates which subframes are allocated to a
particular MBSFN area; this is known as the Common Subframe Allocation (CSA).'” The
CSA is defined by up to eight patterns. Each pattern specifies the allocated subframes by a
bitmap, that covers one or four radio frames, and repeats with a periodicity of up to 32 radio
frames. The MCCH subframes are included in the CSA.

Next, the subframes assigned to the MBSFN area are allocated to each of the MCHs using
the MBSFN area. Within a CSA period, the MCHs are time-multiplexed, with each MCH
using one or more subframes which are consecutive within the set of subframes in the CSA;
as the subframes are consecutive in this way, only the last allocated subframe is signalled for
each MCH. This is known as the MCH Subframe Allocation (MSA).

The MBMS resource allocation is illustrated in Figure 13.11 for an example with two
MBSEN areas:

e In even-numbered radio frames, subframes 3 and 6 are allocated, while in odd-
numbered radio frames only subframe 6 is allocated;

e Within a period of 80 ms, the MBSFN areas are not interleaved —- MBSFN area 1 takes
the first 4.5 radio frames while area 2 takes the next 3.5;

e Both MBSFN areas use two MCHs, one with an MSP of 160 ms and one with an MSP
of 320 ms;

10The term ‘common’ here indicates that the CSA subframes are shared by all the MCHs of the MBSEN area.
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Before considering the details of the SYNC protocol, it is important to understand the
overall architecture, which can be summarized as follows:

e The BM-SC performs traffic shaping: it discards packets as necessary to ensure that,
for each synchronization sequence, the actual bit rate of each MBMS bearer does not
exceed the guaranteed bit rate (see Section 2.4).The BM-SC also decides in which
synchronization sequence each packet should be transmitted.'!

e The MCE semi-statically configures which services are multiplexed together, as well
as the radio resources allocated to the relevant MCH. The MCE also semi-statically
configures the order in which the services are scheduled.

e The participating eNodeBs first buffer all the packets of an entire MSP. The eNodeBs
then dynamically schedule the services, taking into account the order pre-defined by
the MCE. If the BM-SC allocates more packets to an MSP than actually fit into the
allocated radio resources, the eNodeBs discard some of the packets, starting with the
last packets of the service scheduled last according to the pre-defined order (so-called
tail-dropping). Finally the eNodeBs compile the MSI. The resulting MAC control
element is transmitted at the start of the MSP.

Figure 13.12 illustrates the SYNC protocol by means of a typical sequence of the different
SYNC Protocol Data Unit (PDU) types.

/ PDU type 1: User data uncompressed:
A >Time stamp, packet number, elapsed octet count, payload

y

Data = = o e e
transfer <
Sync phase e el bttt

period
(n)

PDU type 0: Sync info without payload:

. " >Time stamp, packet number, elapsed octet count, total number of packets
Conclusion | [&---------- = s L R .

phase

Figure 13.12: An example of a SYNC protocol PDU sequence.

n a future release of LTE, it may become possible for the BM-SC to perform ‘radio-aware traffic shaping’
— i.e. knowing which services share a given radio resource and their respective bit rates, the BM-SC may handle
temporary rate fluctuations by moving some packets to a previous or later scheduling MSP.
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The BM-SC transfers the data allocated to one synchronization sequence by means of a
number of PDUs of ‘type 1. These PDUs all include the same timestamp, a packet number
that is reset at the start of the synchronization sequence and increases for every subsequent
packet, and an elapsed octet counter that indicates the number of octets transferred since the
start of the synchronization sequence.

After transferring all the user data, the BM-SC may provide additional information by
means of a PDU ‘type 0’ or ‘type 3’. These PDUs may be repeated to increase the likelihood
the PDU is received correctly. PDU type 0 not only includes the regular timestamp, the
packet number and the elapsed octet counter but also indicates the total number of packets
and the total elapsed octets within the synchronization sequence. PDU type 3 provides the
same information, but in addition provides the length of each packet in the synchronization
sequence.

The eNodeB has a buffer corresponding to one MSP, in which it inserts the received
packets in accordance with the pre-defined service order. If one or more non-consecutive
packets are lost, the SYNC protocol provides the eNodeB with all the information required
to continue filling the transmission buffer correctly. In such cases, the eNodeB only needs to
mute the subframes affected by the lost packets (rather than muting all subsequent subframes
until the end of the MSP). The eNodeB may be unable to do this if consecutive packets are
lost (unless a PDU type 3 is received), as the size of the layer 2 headers depends on the
precise construction of the transport blocks, which depends on the packet sizes.

13.6.5 Counting Procedure

A counting procedure was introduced in Release 10 that enables E-UTRAN to determine
how many UEs are receiving, or are interested in receiving, an MBMS service via an MBSFN
Radio Bearer (MRB) (i.e. using the MBSFN mode of operation). Compared to UMTS, the
counting procedure is limited in the following respects:

e Only UEs of Release 10 or later that are in connected mode respond to a counting
request from the network;

e The counting request does not include the session identity, with the result that UEs
respond to a counting request even if they have already received the upcoming session
(in case of session repetition).

Moreover, E-UTRAN can only interpret the counting responses properly when it knows
whether or not the service is available via unicast, because if the service is available, all
interested UEs should be in connected mode to receive the service, whereas if the service is
not available, only a fraction of the interested UEs may be in connected mode.

Based on the counting results, E-UTRAN may decide to start or stop MBSFN transmission
of a given MBMS service. Dynamic change of the MBSFN area (i.e. dynamic control of the
cells that participate in the MBSFN transmission of a service) is not supported.

Figure 13.13 provides an overview of a typical message sequence for MBMS counting.
The sequence shown is based on the following assumptions:

e Whenever a session of an MBMS service is scheduled to take place (e.g. according to
the Electronic Programme Guide (EPG)), it is accessible via unicast transmission;

e Upon start of the session’s schedule, the BM-SC allocates a Temporary Mobile Group
Identifier (TMGI) and provides a session start indication to E-UTRAN;
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o E-UTRAN waits a certain time (e.g. 10 s) before initiating the counting procedure; this
delay allows UEs that are interested in receiving the service to enter connected mode
to receive the service via unicast.

UE eNodeB MCE CN

MBMS Service Counting Request Session Start Request

I MBMS Service Counting Response
MCCH change notification Session Start Response

MBSFNCountingRequest

MBSFNCou ntingResponse>

------------------------------ » MBMS Service Counting Results Report

Session Start

Figure 13.13: MBMS counting upon session start.

The counting request messages relate to a single MBSFN area and can cover up to 16
services. E-UTRAN can issue one ‘MBMSCountingRequest’ message per MBSFN area in
a modification period, and UEs only respond once in a modification period. In the event
of E-UTRAN repeating the same counting request (i.e. including the same services) in a
subsequent modification period, the UEs respond again.

Counting may also be performed to deactivate the service in case, at a later point in time,
the number of interested UEs has dropped. In such a case, the MBSFN transmission of the
service may be suspended temporarily; if later the number of interested UEs increases again,
the MBSFEN transmission of the service may be resumed. This is illustrated in Figure 13.14.

MBMS Service Counting

<

'Session Stop' MBMS Scheduling information
(MBSFNAreaConfig update) D P

<€ »

MBMS Service Counting

'Session Start' MBMS Scheduling information

(notification + MBSFNAreaConfig update) |

Figure 13.14: Suspension and resumption of MBSFN transmission based on counting.

It should be noted that normally an eNodeB does not initiate the MBMS change
notification procedure without a session start; MBMS service resumption is an exception.
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13.7 Public Warning Systems

Cellular networks are commonly used to broadcast public warnings and emergency informa-
tion during events such as natural disasters (e.g. earthquakes, tsunamis or floods). There are
two Public Warning System (PWS) variants: the Earthquake and Tsunami Warning System
(ETWS), predominantly used in Japan, and the Commercial Mobile Alert Service (CMAS),
mainly used in the Americas.

As MBMS was not part of the first release of LTE, it was agreed to support public warnings
by means of the BCCH.

ETWS provides ‘primary notifications’, which are short notifications delivered within 4
seconds, as well as ‘secondary notifications’ that are less time-critical and provide more
detailed information such as where to get help. Both the primary and secondary notifications,
of which there may be multiple, are optional. In case of an emergency, E-UTRAN does
not need to delay the scheduling of ETWS notifications until the next BCCH modification
period. It notifies UEs (in both idle and connected modes) about the presence of an ETWS
notification by means of a paging message including a field named ‘etws-Indication’. Upon
detecting this indicator, an ETWS-capable UE attempts to receive SIB10, which is used to
transfer the ETWS primary notification. The UE also checks if SIB11 is scheduled, which
is used to carry an ETWS secondary notification (or a segment of one). Upon receiving the
primary and/or secondary ETWS notifications (depending on which is scheduled), the UE
may stop acquisition of system information for ETWS.

CMAS only employs short text messages, for a single type of warning message. In an
emergency situation, multiple CMAS alerts may need to be broadcast. However, E-UTRAN
only schedules a subsequent CMAS alert after completely transmitting all segments of the
previous CMAS warning message. In the same way as for ETWS, E-UTRAN need not delay
the scheduling of CMAS warning messages until the next BCCH modification period, and
paging is used for notification. Unlike ETWS, however, SIB12 is used to transfer a CMAS
warning message (or a segment of one), and the UE should continue SIB12 acquisition upon
receiving a complete CMAS warning message.

Both ETWS and CMAS incorporate security mechanisms, including means to verify the
integrity of the warning message and to authenticate the message source. The use of these
mechanisms is subject to regulatory requirements.

13.8 Comparison of Mobile Broadcast Modes

MBMS is not the only technology which is capable of efficient delivery of multimedia content
to mobile consumers, and it is therefore instructive to consider briefly some of the relative
strengths and weaknesses of the different general approaches.

13.8.1 Delivery by Cellular Networks

The key feature of using a cellular network for the content delivery is that the services can be
deployed using a network operator’s existing network infrastructure. Furthermore, it does not
necessarily require the allocation or acquisition of additional spectrum beyond that to which
the operator already has access. However, the advantage of reusing the cellular network and
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spectrum for multimedia broadcasting is also its main drawback: it reduces the bandwidth
available for other mobile services.

It can be noted that mobile operators have been providing mobile television over UTRAN
networks for a number of years already; this has however generally been based on point-
to-point unicast connections; this is feasible in lightly loaded networks, but, as explained
in Section 13.2, it does not make the most efficient use of the radio resources. MBMS
transmission from a single source entity to multiple recipients on a single delivery channel
allows radio resources to be shared, thus solving the capacity issues associated with the use of
unicast transmissions for streaming of bandwidth-hungry services such as mobile television.

In general, the use of a cellular network for MBMS also has the advantage of bringing the
capability to send ‘personalized’ content to groups of a few users, as well as the possibility
of a built-in application-layer return channel, which is useful for the provision of interactive
services. However, such functionality is not supported in current releases of LTE.

13.8.2 Delivery by Broadcast Networks

Mobile broadcast services may alternatively be provided by standalone broadcast systems
such as Digital Video Broadcasting-Terrestrial (DVB-T) and Digital Audio Broadcasting
(DAB). Originally developed for fixed receivers, specific mobile versions of these standards
have been developed, namely Digital Video Broadcasting-Handheld (DVB-H) and Digital
Mobile Broadcasting (DMB) respectively.

These systems typically assume the use of a relatively small number of higher-powered
transmitters designed to cover a wide geographical area. For broadcast service provision, user
capacity constraints do not require the use of small cells.

Such systems can therefore achieve relatively high data rates with excellent wide-area
coverage. However, they clearly also require dedicated spectrum in which to operate, the
construction and operation of a network of transmitters additional to that provided for the
cellular network, and the presence of additional hardware in the mobile terminals.

Standalone broadcast systems are also, by definition, ‘downlink-only’: they do not provide
a direct return channel for interactive services, although it may be possible to use the cellular
network for this purpose.

13.8.3 Services and Applications

Both cellular delivery (MBMS) and standalone broadcast methods enable the delivery of a
variety of multimedia services and applications, the most fashionable being mobile television.
This gives network operators the opportunity to differentiate their service offerings.

In some ways, cellular delivery (MBMS) and standalone broadcast (e.g. DVB-H) systems
can be seen as complementary. The mobile television industry and market are changing
rapidly, and may be better described as part of the mobile entertainment industry, where new
market models prevail. An example of this is the concept of the ‘long tail of content’ [9] which
describes the consumption of products or services across a large population, as illustrated in
Figure 13.15: given a large availability of choice, a few very popular products or services
will dominate the market for the majority of consumers; a large number of other products or
services will only find a niche market.
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Uplink Physical Layer Design

Robert Love and Vijay Nangia

14.1 Introduction

While many of the requirements for the design of the LTE uplink physical layer and multiple-
access scheme are similar to those of the downlink, the uplink also poses some unique
challenges. Some of the desirable attributes for the LTE uplink include:

¢ Orthogonal uplink transmission by different User Equipment (UEs), to minimize intra-
cell interference and maximize capacity;

o Flexibility to support a wide range of data rates, and to enable the data rate to be
adapted to the Signal-to-Interference-plus-Noise Ratio (SINR);

o Sufficiently low Peak-to-Average Power Ratio (PAPR) (or Cubic Metric (CM) — see
Section 21.3.3) of the transmitted waveform, to avoid excessive cost, size and power
consumption of the UE Power Amplifier (PA);

e Ability to exploit the frequency diversity afforded by the wideband channel (up to
20 MHz), even when transmitting at low data rates;

e Support for frequency-selective scheduling;

e Support for advanced multiple-antenna techniques, to exploit spatial diversity and
enhance uplink capacity.

The multiple-access scheme selected for the LTE uplink so as to fulfil these principle
characteristics is Single Carrier-Frequency Division Multiple Access (SC-FDMA).

A major advantage of SC-FDMA over the Direct-Sequence Code Division Multiple
Access (DS-CDMA) scheme used in UMTS is that it achieves intra-cell orthogonality even
in frequency-selective channels. SC-FDMA avoids the high level of intra-cell interference
associated with DS-CDMA which significantly reduces system capacity and limits the use

LTE — The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
Stefania Sesia, Issam Toufik and Matthew Baker.
© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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of adaptive modulation. A code-multiplexed uplink also suffers the drawback of an increased
CM/PAPR if multi-code transmission is used from a single UE.

The use of OFDMA (Orthogonal Frequency Division Multiple Access) for the LTE uplink
would have been attractive due to the possibility for full uplink-downlink commonality. In
principle, an OFDMA scheme similar to the LTE downlink could satisfy all the uplink design
criteria listed above, except for low CM/PAPR. As outlined in Section 5.2.2.1, much research
has been conducted in recent years on methods to reduce the CM/PAPR of OFDM; however,
in general the effectiveness of these methods requires careful practical evaluation against
their associated complexity and/or overhead (for example, in terms of additional signalling
or additional transmission bandwidth used to achieve the CM/PAPR reduction).

SC-FDMA combines the desirable characteristics of OFDM outlined in Section 5.2 with
the low CM/PAPR of single-carrier transmission schemes.

Like OFDM, SC-FDMA divides the transmission bandwidth into multiple parallel
subcarriers, with the orthogonality between the subcarriers being maintained in frequency-
selective channels by the use of a Cyclic Prefix (CP) or guard period. The use of a CP prevents
Inter-Symbol Interference (ISI) between SC-FDMA information blocks. It transforms the
linear convolution of the multipath channel into a circular convolution, enabling the receiver
to equalize the channel simply by scaling each subcarrier by a complex gain factor as
explained in Chapter 5.

However, unlike OFDM, where the data symbols directly modulate each subcarrier
independently (such that the amplitude of each subcarrier at a given time instant is set by the
constellation points of the digital modulation scheme), in SC-FDMA the signal modulated
onto a given subcarrier is a linear combination of all the data symbols transmitted at the same
time instant. Thus in each symbol period, all the transmitted subcarriers of an SC-FDMA
signal carry a component of each modulated data symbol. This gives SC-FDMA its crucial
single-carrier property, which results in the CM/PAPR being significantly lower than pure
multicarrier transmission schemes such as OFDM.

14.2 SC-FDMA Principles
14.2.1 SC-FDMA Transmission Structure

An SC-FDMA signal can, in theory, be generated in either the time domain or the frequency
domain [1]. Although the two techniques are duals and ‘functionally’ equivalent, in practice,
the time-domain generation is less bandwidth-efficient due to time-domain filtering and
associated requirements for filter ramp-up and ramp-down times [2, 3]. Nevertheless, we
describe both approaches here to facilitate understanding of the principles of SC-FDMA in
both domains.

14.2.2 Time-Domain Signal Generation

Time-domain generation of an SC-FDMA signal is shown in Figure 14.1.

The input bit stream is mapped into a single-carrier stream of QPSK or QAM! symbols,
which are grouped into symbol-blocks of length M. This may be followed by an optional
repetition stage, in which each block is repeated L times, and a user-specific frequency shift,

1QPSK: Quadrature Phase Shift Keying; QAM: Quadrature Amplitude Modulation.
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Figure 14.1: SC-FDMA time-domain transmit processing.

by which each user’s transmission may be translated to a particular part of the available
bandwidth. A CP is then inserted. After filtering (e.g. with a Root-Raised Cosine (RRC)
pulse-shaping filter), the resulting signal is transmitted.

The repetition of the symbol blocks results in the spectrum of the transmitted signal only
being non-zero at certain subcarrier frequencies, i.e. every L™ subcarrier as shown in the
example in Figure 14.2.

Cyclic | Symbol | Symbol Symbol
Prefix | Block 1 | Block2 | Block L
Null subcarriers User subcarriers L=4
L 1
I I I | | | | | |
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N\ /N NN\ | /0 N/ N/ N\ N/ N/ NN
| 1 1 1 1 1 1 1 1 1 1 | Ll
0 1 2 3 QaL-1
Frequency

Figure 14.2: Distributed transmission with equal spacing between occupied subcarriers.

Since such a signal occupies only one in every L subcarriers, the transmission is said to
be ‘distributed’ and is one way of providing a frequency-diversity gain.

When no symbol-block repetition is performed (L = 1), the signal occupies consecutive
subcarriers? and the transmission is said to be ‘localized’. Localized transmissions are ben-
eficial for supporting frequency-selective scheduling or inter-cell interference coordination
(as explained in Section 12.5). Localized transmission may also provide frequency diversity
if the set of consecutive subcarriers is hopped in the frequency domain.

Different users’ transmissions, using different repetition factors or bandwidths, remain
orthogonal on the uplink when the following conditions are met:

e The users occupy different sets of subcarriers. This may in general be accomplished
either by introducing a user-specific frequency shift (for localized transmissions) or
alternatively by arranging for different users to occupy interleaved sets of subcarriers

2The occupied bandwidth then depends on the symbol rate.
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(for distributed transmissions). The latter method is known in the literature as
Interleaved Frequency Division Multiple Access (IFDMA) [4].

e The received signals are properly synchronized in time and frequency.

e The CP is longer than the sum of the delay spread of the channel and any residual
timing synchronization error between the users.

14.2.3 Frequency-Domain Signal Generation (DFT-S-OFDM)

Generation of an SC-FDMA signal in the frequency domain uses a Discrete Fourier
Transform-Spread-OFDM (DFT-S-OFDM) structure [5—7] as shown in Figure 14.3.
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Figure 14.3: SC-FDMA frequency-domain transmit processing (DFT-S-OFDM)
showing localized and distributed subcarrier mappings.

The first step of DFT-S-OFDM SC-FDMA signal generation is to perform an M-point
DFT operation on each block of M QAM data symbols. Zeros are then inserted among the
outputs of the DFT in order to match the DFT size to an N-subcarrier OFDM modulator
(typically an Inverse Fast Fourier Transform (IFFT)). The zero-padded DFT output is mapped
to the N subcarriers, with the positions of the zeros determining to which subcarriers the
DFT-precoded data is mapped.

Usually N is larger than the maximum number of occupied subcarriers, thus providing for
efficient oversampling and ‘sinc’ (sin(x)/x) pulse-shaping. The equivalence of DFT-S-OFDM
and a time-domain-generated SC-FDMA transmission can readily be seen by considering the
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case of M = N, where the DFT operation cancels the IFFT of the OFDM modulator resulting
in the data symbols being transmitted serially in the time domain. However, this simplistic
construction would not provide any oversampling or pulse-shape filtering.

As with the time-domain approach, DFT-S-OFDM is capable of generating both localized
and distributed transmissions:

e Localized transmission. The subcarrier mapping allocates a group of M adjacent
subcarriers to a user. M < N results in zeros being appended to the output of the DFT
spreader resulting in an upsampled/interpolated version of the original M QAM data
symbols at the IFFT output of the OFDM modulator. The transmitted signal is thus
similar to a narrowband single carrier with a CP (equivalent to time-domain generation
with repetition factor L = 1) and ‘sinc’ pulse-shaping filtering.

o Distributed transmission. The subcarrier mapping allocates M equally spaced subcar-
riers (e.g. every L subcarrier). (L — 1) zeros are inserted between the M DFT outputs,
and additional zeros are appended to either side of the DFT output prior to the IFFT
(ML < N). As with the localized case, the zeros appended on either side of the DFT
output provide upsampling or ‘sinc’ interpolation, while the zeros inserted between
the DFT outputs produce waveform repetition in the time domain. This results in a
transmitted signal similar to time-domain IFDMA with repetition factor L and ‘sinc’
pulse-shaping filt