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I, James L. Mullins, PhD declare as follows: 

I. INTRODUCTION 

1. I have been retained in this matter by Apple Inc. (“Petitioner” or 

“Apple”) in the above-captioned inter partes review relating to U.S. Patent 

10,193,600 to provide an opinion on a specific document. 

2. I am presently Dean Emeritus of Libraries and Esther Ellis Norton 

Professor Emeritus at Purdue University. My career as a professional and 

academic/research spanned more than 44 years including library positions at 

Indiana University, Villanova University, Massachusetts Institute of Technology, 

and Purdue University. Appendix A is a true and correct copy of my curriculum 

vitae describing my background and experience. 

3. In 2018, I founded the firm Prior Art Documentation Librarian 

Services, LLC, located at 205 St. Cuthbert, Williamsburg, VA 23188 after 

purchasing the intellectual property of and successor to Prior Art Documentation, 

LLC located at 711 South Race Street, Urbana, IL 61801. Further information about 

my firm, Prior Art Documentation Librarian Services, LLC (PADLS), is available 

at www.priorartdoclib.com. 

4. I have been retained by Petitioner to offer my opinion on the 

authenticity and dates of public accessibility of various documents. For this service, 

I am being paid my usual hourly fee of $275.00. I have no stake in the outcome of 
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this proceeding or any related litigation or administrative proceedings, and my 

compensation in no way depends on the substance of my testimony or the outcome 

of this proceeding. 

II. BACKGROUND AND QUALIFICATIONS 

5. I received a Bachelor of Arts degree in History, Religion and Political 

Science in 1972 as well as a Master of Arts degree in Library Science in 1973 

from the University of Iowa. I received my Ph.D. in Academic Library Management 

in 1984 from Indiana University. Over the past forty-four years, I have held various 

positions and as a leader in the field of library and information sciences. 

6. I am presently Dean Emeritus of Libraries and Esther Ellis Norton 

Professor Emeritus at Purdue University, and have been since January 1, 2018. I 

have been previously employed as follows: 

• Dean of Libraries and Professor and Esther Ellis Norton Professor, 

Purdue University, West Lafayette, IN (2004-2017) 

• Assistant/Associate Director for Administration, Massachusetts 

Institute of Technology (MIT) Libraries, Cambridge, MA (2000-

2004) 

• University Librarian and Director, Falvey Memorial Library, 

Villanova University, Villanova, PA (1996-2000) 
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• Director of Library Services, Indiana University South Bend, South 

Bend, IN (1978-1996) 

• Part-time Instructor, School of Library and Information Science, 

Indiana University, Bloomington, IN (1979-1996) 

• Associate Law Librarian, and associated titles, Indiana University 

School of Law, Bloomington, IN (1974-1978) 

• Catalog Librarian, Assistant Professor, Georgia Southern College 

(now University), Statesboro, GA (1973-1974) 

7. I am a member of the American Library Association (“ALA”), where 

I served as the chair of the Research Committee of the Association of College and 

Research Libraries (“ACRL”). My service to ALA included service on the editorial 

board of the most prominent library journal, College and Research Libraries. I also 

served on the Standards Committee, College Section of the Association of College 

and Research Libraries, where I was instrumental in developing a re-issue of the 

Standards for College Libraries in 2000. 

8. I am an author of numerous publications in the field of library science, 

and have given presentations in library sciences at national and international 

conferences. During more than 44 years as an academic librarian and library 

science scholar, I have gained extensive experience with catalog records and online 

library management systems (LMS) built using Machine-Readable Cataloging 
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(“MARC”) standards. As an academic library administrator, I have had 

responsibility to ensure that students were educated to identify, locate, assess, and 

integrate information garnered from research library resources. I have also 

facilitated the research of faculty colleagues either directly or through the 

provision of and access to the requisite print and/or digital materials and services 

at the universities where I worked. 

9. Based on my experience identified above and detailed in my 

curriculum vitae, which is attached hereto as Appendix A, I consider myself to be an 

expert in the field of library science and academic library administration. I have 

previously offered my opinions on the public availability and authenticity of 

documents in over 40 cases. I have been deposed in one case. 

III. BACKGROUND ON PUBLIC ACCESSIBILITY 

A. Scope of This Declaration 

10. I am not a lawyer, and I am not rendering an opinion on the legal 

question of whether a particular document is, or is not, a “printed publication” 

under the law. I am, however, rendering my expert opinion on the authenticity of 

the document referenced herein and when and how this document was disseminated 

or otherwise made available to the extent that persons interested and ordinarily 

skilled in the subject matter or art, exercising reasonable diligence, could have 

located the document. 
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11. I am informed by counsel that an item is considered authentic if there 

is sufficient evidence to support a finding that the item is what it is claimed to be. I 

am also informed that authenticity can be established based on the contents of the 

document itself, such as the appearance, content, substance, internal patterns, or 

other distinctive characteristics of the item. 

12. I am informed by counsel that a given reference qualifies as “publicly 

accessible” if it was disseminated or otherwise made available such that a person 

interested in and ordinarily skilled in the relevant subject matter could locate it 

through the exercise of ordinary diligence. 

13. While I understand that the determination of public accessibility under 

the foregoing standard rests on a case-by-case analysis of the facts particular to 

an individual publication, I also understand that a printed publication is rendered 

“publicly accessible” if it is cataloged and indexed by a library such that a person 

interested in the relevant subject matter could locate it (i.e., I understand that 

cataloging and indexing by a library is sufficient, though there are other ways that 

a printed publication may qualify as “publicly accessible”). One manner of 

sufficient indexing is indexing according to subject matter. I understand that it is 

not necessary to prove someone actually looked at the printed publication in order 

to show it was publicly accessible by virtue of a library’s cataloging and indexing 

thereof. I understand that cataloging and indexing by a single library of a single 
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instance of a particular printed publication is sufficient. I understand that, even if 

access to a library is restricted, a printed publication that has been cataloged and 

indexed therein is publicly accessible so long as a presumption is raised that the 

portion of the public concerned with the relevant subject matter would know of the 

printed publication. I also understand that the cataloging and indexing of 

information that would guide a person interested in the relevant subject matter to 

the printed publication, such as the cataloging and indexing of an abstract for the 

printed publication, is sufficient to render the printed publication publicly 

accessible. 

14. I understand that evidence showing the specific date when a printed 

publication became publicly accessible is not necessary. Rather, routine business 

practices, such as general library cataloging and indexing practices, can be used to 

establish an approximate date on which a printed publication became publicly 

accessible. 

B. Person of Ordinary Skill in the Art 

15. In forming the opinions expressed in this declaration, I have reviewed 

the documents and appendices referenced herein. These materials are records 

created in the ordinary course of business by publishers, libraries, indexing 

services, and others. From my years of experience, I am familiar with the process 

for creating many of these records, and I know that these records are created by 
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people with knowledge of the information contained within the record. Further, 

these records are created with the expectation that researchers and other members 

of the public will use them. All materials cited in this declaration and its 

appendices are of a type that experts in my field would reasonably rely upon and 

refer to in forming their opinions. 

16. I have been informed by counsel that the subject matter of this 

proceeding relates to the use of modulation and coding schemes in a wireless 

communication network. 

17. I have been informed by counsel that a “person of ordinary skill in 

the art at the time of the inventions” (POSITA) is a hypothetical person who is 

presumed to be familiar with the relevant field and its literature at the time of the 

inventions. This hypothetical person is also a person of ordinary creativity, capable 

of understanding the scientific principles applicable to the pertinent field. 

18. I have been informed by counsel that persons of ordinary skill in this 

subject matter or art would have included someone with a Master’s degree in 

Electrical Engineering, Computer Science, Applied Mathematics, Physics or 

equivalent and three to five years of experience working with wireless digital 

communication systems including physical layer of such systems, and that 

additional education might compensate for less experience, and vice-versa. It is my 

opinion that such a person would have been actively engaged in academic research 
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and learning through study and practice in the field, and possibly through formal 

instruction through the bibliographic resources relevant to his or her research. By 

the 2000s, such a person would have had access to a vast array of print resources, 

including at least the documents referenced below, as well as to a fast-changing set 

of online resources. 

C. Library Catalog Records and Other Resources 

19. Some background on MARC (Machine-Readable Cataloging) 

formatted records, OCLC, and WorldCat is helpful to understand the library 

catalog records discussed in this declaration. I am fully familiar with the library 

cataloging standard known as the MARC standard, which is an industry-wide 

standard method of storing and organizing library catalog information.1 MARC 

practices have been consistent since the MARC format was developed by the 

Library of Congress in the 1960s, and by the early 1970s became the U.S. national 

standard for disseminating bibliographic data. By the mid-1970s, MARC format 

became the international standard, and persists through the present. A MARC-

compatible library is one that has a catalog consisting of individual MARC records 

for each of its items. The underlying MARC format (computer program) underpins 

 

1 The full text of the standard is available from the Library of Congress at 

http://www.loc.gov/marc/bibliographic/. 
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the online public access catalog (OPAC) that is available to library users to locate 

a particular holding of a library. Today, MARC is the primary communications 

protocol for the transfer and storage of bibliographic metadata in libraries.2 The 

MARC practices discussed below were in place during the 2000s time frame 

relevant to the documents referenced herein. 

20. Online Computer Library Center (OCLC) is a not-for-profit worldwide 

consortium of libraries. Similar to MARC standards, OCLC’s practices have been 

consistent since the 1970s through to the present. Accordingly, the OCLC practices 

discussed below were in place during the time frame discussed in my opinions 

 

2 Almost every major library in the world uses a catalog that is MARC-compatible. 

See, e.g., Library of Congress, MARC Frequently Asked Questions (FAQ), 

https://www.loc.gov/marc/faq.html (last visited Jan. 24, 2018) (“MARC is the 

acronym for MAchine-Readable Cataloging. It defines a data format that emerged 

from a Library of Congress-led initiative that began nearly forty years ago. 

It provides the mechanism by which computers exchange, use, and interpret 

bibliographic information, and its data elements make up the foundation of most 

library catalogs used today.”). MARC is the ANSI/NISO Z39.2-1994 (reaffirmed 

2009) standard for Information Interchange Format. 
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section. OCLC was created “to establish, maintain and operate a computerized 

library network and to promote the evolution of library use, of libraries themselves, 

and of librarianship, and to provide processes and products for the benefit of library 

users and libraries, including such objectives as increasing availability of library 

resources to individual library patrons and reducing the rate of rise of library per-

unit costs, all for the fundamental public purpose of furthering ease of access to and 

use of the ever- expanding body of worldwide scientific, literary and educational 

knowledge and information.”3 Among other services, OCLC and its members are 

responsible for maintaining the WorldCat database (http://www.worldcat.org/), used 

by libraries throughout the world. 

21. Libraries worldwide use the machine-readable MARC format for 

catalog records. MARC-formatted records include a variety of subject access points 

based on the content of the document being cataloged. A MARC record for a 

particular work comprises several fields, each of which contains specific data about 

the work. Each field is identified by a standardized, unique, three-digit code 

 

3 OCLC Online Computer Library Center, Inc., Amended Articles of Incorporation 

of OCLC Online Computer Library Center, Inc., Third Article (OCLC, Dublin, 

Ohio) Revised November 30, 2016, https://www.oclc.org/content/dam/oclc/ 

membership/articles-of-incorporation.pdf. 
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corresponding to the type of data that follows. For example, a work’s title is recorded 

in field 245, the primary author of the work is recorded in field 100, a work’s 

International Standard Book Number (“ISBN”) is recorded in field 020, and the 

work’s Library of Congress call number (assigned by Library of Congress) is 

recorded in field 050. Some fields can contain subfields, which are indicated by 

letters. For example, a work’s publication date is recorded in field 260 under the 

subfield “c.” 

22. The MARC Field 040, subfield “a,” identifies the library or other entity 

that created the catalog record in the MARC format. The MARC Field 008 

identifies the date when this first MARC record was created. The MARC Field 

005 identifies the most recent catalog activity including location assignment, by 

the holding library, that is, the library which owns the book and is identified in the 

OPAC. 

23. MARC records also include several fields that include subject matter 

classification information. An overview of MARC record fields is available through 

the Library of Congress.4 For example, 6XX fields are termed “Subject Access 

Fields.”5 Among these, for example, is the 650 field; this is the “Subject Added 

 

4 See http://www.loc.gov/marc/bibliographic/. 

5 See http://www.loc.gov/marc/bibliographic/bd6xx.html. 
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Entry – Topical Term” field.6 The 650 field is a “[s]ubject added entry in which the 

entry element is a topical term.” Id. The 650 field entries “are assigned to a 

bibliographic record to provide access according to generally accepted thesaurus-

building rules (e.g., Library of Congress Subject Headings (LCSH), Medical 

Subject Headings (MeSH)).” Id. Thus, a researcher can easily discover material 

relevant to a topic of interest with a search using the terms employed in the MARC 

Fields 6XX. 

24. Further, MARC records include call numbers, which themselves 

include a classification number. For example, the 050 field is dedicated as the 

“Library of Congress Call Number”7 as assigned by the Library of Congress. A 

defined portion of the Library of Congress Call Number is the classification 

number, and “source of the classification number is Library of Congress 

Classification and the LC Classification-Additions and Changes.” Id. Thus, 

included in the 050 field is a subject matter classification. As an example: 

TK5105.59 indicates books on computer networks – security measures. When a 

local library assigns a classification number, most often a Library of Congress 

derived classification number created by a local library cataloger or it could be a 

 

6 See http://www.loc.gov/marc/bibliographic/bd650.html. 

7 See http://www.loc.gov/marc/bibliographic/bd050.html. 
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Dewey Decimal classification number for example, 005.8, computer networks – 

security measures, it appears in the 090 field. In either scenario, the MARC record 

includes a classification number in the call number field that represents a subject 

matter classification. 

25. The 9XX fields, which are not part of the standard MARC 21 format,8 

were defined by OCLC for use by the Library of Congress, processing or holding 

notes for a local library, and for internal OCLC use. For example, the 955 field is 

reserved for use by the Library of Congress to track the progress of a new acquisition 

from the time it is submitted for Cataloging in Publication (CIP) review until it is 

published and fully cataloged and publicly available for use within the Library of 

Congress. Fields 901-907, 910, and 945-949 have been defined by OCLC for local 

use and will pass OCLC validation. Fields 905, 910, 980 etc., are often used by an 

individual library for internal processing purposes, for example the date of receipt 

or cataloging and/or the initials of the cataloger. 

26. WorldCat is the world’s largest public online catalog, maintained by 

the OCLC, a not-for-profit international library consortium, and built with the 

records created by the thousands of libraries that are members of OCLC. OCLC 

 

8 See https://www.oclc.org/bibformats/en/9xx.html. 
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provides bibliographic and abstract information to the public based on MARC-

compliant records through its OCLC WorldCat database. WorldCat requires no 

knowledge of MARC tags and code and does not require a login or password. 

WorldCat is easily accessible through the World Wide Web to all who wish to search 

it; there are no restrictions to be a member of a particular community, etc. The date 

a given catalog record was created (corresponding to the MARC Field 008) appears 

in some detailed WorldCat records as the Date of Entry but not necessarily all. 

WorldCat does not provide a view of the underlying MARC format for a specific 

WorldCat record. In order to see the underlying MARC format the researcher must 

locate the book in a holding library listed among those shown in WorldCat, and 

search the online public catalog (OPAC) of a holding library. Whereas WorldCat 

records are widely available, the availability of library specific MARC formatted 

records varies from library to library. When a specific library wishes to make the 

underlying MARC format available there will be a link from the library’s OPAC 

display, often identified as a MARC record or librarian/staff view. 

27. When a MARC record is created by the Library of Congress or an 

OCLC member institution, the date of creation for that record is automatically 

populated in the fixed field (008), with characters 00 through 05 in year, month, day 
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format (YYMMDD).9 Therefore, the MARC record creation date reflects the date 

on which the publication associated with the record was first cataloged. Thereafter, 

the local library’s computer system may automatically update the date in field 005 

every time the library updates the MARC record (e.g., to reflect that an item has 

been moved to a different shelving location within the library, or a reload of the 

bibliographic data with the introduction of a new library management system that 

creates and manages the OPAC). 

D. Monograph Publications 

28. Monograph publications are written on a single topic, presented at 

length and distinguished from an article and include books, dissertations, and 

technical reports. A library typically creates a catalog record when the monograph 

is acquired by the library. First, it will search OCLC to determine if a record has 

already been created by the Library of Congress or another OCLC institution. If a 

record is found in OCLC, the record is downloaded into the library’s LMS (Library 

Management System) that includes typically the OPAC (online public access 

catalog by which researchers locate a particular library holding in a user-friendly 

format), acquisitions, cataloging, and  circulation  integrated functions. Once the 

 

9 Some of the newer library catalog systems also include hour, minute, second 

(HHMMSS). 

IPR2022-00464 
Apple EX1014 Page 17



Declaration of James L. Mullins, PhD 
Patent No. 10,193,600 

16 

item is downloaded into the library’s LMS, the library adds its identifier to the 

OCLC database so when a search is completed on WorldCat, the library will be 

indicated as an owner of the title. Once a record is created in a Library’s LMS, it is 

searchable and viewable through the library’s OPAC, typically by author, title, and 

subject heading, at that library and from anywhere in the world through the internet 

by accessing that library’s OPAC. The OPAC also connects with the circulation 

function of the library, which typically indicates whether the record is available, in 

circulation, etc., with its call number and location in a specific 

departmental/disciplinary library, if applicable. The OPAC not only provides 

immediate bibliographic access on-site, it also facilitates the interlibrary loan 

process, which is when one publication is loaned from one library to another. 

29. O’Reilly Online Learning - O’Reilly learning provides individuals, 

teams, and businesses with expert-created and curated information covering all the 

areas that will shape our future—including artificial intelligence, operations, data, 

UX design, finance, leadership, and more.10  

 

10 See https://www.oreilly.com/online-learning/. 
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30. Google Books - find a book, click on the “Buy this book” and “Borrow 

this book” links to see where it can be purchased as an e-book from the Google 

Play Store.11  

31. Wisconsin TechSearch (WTS) – WTS is a set of services offered by the 

University of Wisconsin Libraries. WTS offers an array of article delivery and 

research services to any retrieving information, regardless of whether the individual 

is affiliated with the University of Wisconsin.12  

IV. OPINION REGARDING AUTHENTICITY AND PUBLIC 
ACCESSIBILITY 

A. Stefania Sesia, Issam Toufik, and Matthew Baker, editors. LTE: 
The UMTS Long Term Evolution from Theory to Practice. 2d 
edition. Wiley, 2011. (“Sesia”) 

Authentication 

32. I have been asked to opine on a book edited by Stefania Sesia, Issam 

Toufik, and Matthew Baker titled. LTE: The UMTS Long Term Evolution from 

Theory to Practice. 2d edition. published by Wiley in 2011. Sesia contains 752 

pages, 32 Chapters, and an Index. 

 

11 See https://books.google.com/googlebooks/about/index.html. 

12 See (https://wts.wisc.edu/). 
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33. I have evaluated the Sesia reference several ways: (1) by assessing 

Sesia, Exhibit 1008, provided to me by counsel; (2) by downloading Sesia from 

the Wiley Online Library through the Purdue University Libraries; and (3) by 

accessing and reviewing the OPAC and MARC records for Sesia at the Library of 

Congress. Attachment A-1 is a download of Sesia that includes the entire book. This 

digital version was accessible to me from the Wiley Online Library through Purdue 

University Libraries, and was downloaded on February 5, 2021.13  

The digital version of Sesia is available to anyone for a fee through the Wiley Online 

Library.14 

34. Attachment B-1 is a true and correct copy of the Library of Congress 

OPAC (online catalog). Typically, I would have had scans of the print copy of Sesia 

owned by the Library of Congress, however, due to the pandemic, the Library of 

 

13 See https://onlinelibrary-wiley-com.ezproxy.lib.purdue.edu/doi/pdf/10.1002/ 

9780470978504. 

14 See https://www.google.com/books/edition/LTE_The_UMTS_Long_Term_ 

Evolution/g0lficnQ6eUC?hl=en&gbpv=1&dq=LTE+-+the+UMTS+long+term 

+evolution+%5Belectronic+resource%5D+:+from+theory+to+practice&pg=PR21

&printsec=frontcover. 
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Congress has been and remains closed at the time of this declaration and hence, I 

am unable to obtain scans of Sesia owned by the Library of Congress. Therefore, I 

will draw upon the OPAC and MARC records to verify the ownership, date of 

receipt and availability of Sesia at the Library of Congress. 

35. In Attachment B-1 the document cataloged in this record is as verified 

by the fields listing under personal name: Sesia, Stefania; title: LTE: The UMTS Long 

Term Evolution from Theory to Practice. 2d edition. published by Wiley in 2011 and 

ISBN: 9780470660256. 

36. Sesia could have been located in the Library of Congress OPAC by 

searching for the editors: Stefania Sesia, Issam Toufik, and Matthew Baker; title: 

LTE: The UMTS Long Term Evolution from Theory to Practice and/or by the 

following subject headings: Universal Mobile Telecommunication Systems; and/or 

Long-Term Evolution (Telecommunications). 

37. To verify authenticity of Attachment A-1 and Attachment B-1, I 

assessed the title page, copyright page and table of contents, from both, they are 

identical. Having located Sesia in a research library, the Library of Congress, and 

in a publisher data base, Wiley Online Library, I can verify that Sesia is an 

authentic document published by Wiley in 2011 in print and also made available in 

digital format. 

38. I conclude and affirm that Sesia is an authentic document. 
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Public Accessibility 

39. Attachment C-1 is the MARC record I downloaded from the Library 

of Congress OPAC. The MARC format provides information about the processing 

of Sesia by the Library of Congress. As mentioned above, the 9XX field in the 

MARC format is allocated to local libraries to enter information specific to that 

library. The Library of Congress has reserved the 955 field to indicate date of receipt 

of the published book and cataloging/indexing. The MARC record is a record created 

and maintained by Federal employees of the Library of Congress. 

The MARC 955 field in this record reads: 

955     |b xj12 2010-09-14 |c xj12 2010-09-14 ONIX (telework) to STM |w 

rd11 2010-10- 19 |a xn02 2011-11-21 2 copies rec’d., to CIP ver. |f xj16 

2012-04-10 copy 1 and 2 to BCCD 

40. The 955 record indicates the processing Sesia began 2010-09-14 

(September 14, 2010) and finished cataloging/processing on 2012-04-10 (April 4, 

2012). The physical copy of Sesia at the Library of Congress would have been 

available for public access within one week to ten days, consistent with library 

practice and procedures I witnessed during my professional work as a librarian, 

after it finished processing (labeling and transfer to the shelf) on April 4, 2012, 

therefore, Sesia would have been available at the Library of Congress no later than 

April 14, 2012. 
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41. Sesia was then accessible through Library of Congress OPAC. Once 

Sesia was entered into the general collection of the Library of Congress, members of 

the public could access the book by having it brought to either the Jefferson or 

Adams Reading Rooms. The collections of the Library of Congress are searchable 

by subject matter, author, or title such that a skilled researcher could find works 

in which they were interested. For example, a member of the public could have 

located a copy of Sesia by searching for the editors: Stefania Sesia, Issam Toufik, 

and Matthew Baker; title: LTE: The UMTS Long Term Evolution from Theory to 

Practice and/or by the following subject headings: Universal Mobile 

Telecommunication Systems; and/or Long-Term Evolution (Telecommunications). 

42. Members of the public could read, study, and make notes about a 

selected work in the Reading Rooms. Further, members of the public were 

permitted to make photocopies of portions of the works while in the Reading 

Rooms. Accordingly, a copy of Sesia was accessible to the general public when it 

was available at the Library of Congress. 

43. Attachment D-1, the WorldCat entry for Sesia, I obtained by 

completing a search on WorldCat on February 5, 2021. Attachment D-1 shows that 

Sesia is the document associated with this WorldCat entry, as verified by the 

editors: Stefania Sesia, Issam Toufik, and Matthew Baker; title: LTE: The UMTS 

Long Term Evolution from Theory to Practice and by ISBN: 9780470660256 
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44. When I searched WorldCat for holdings of Sesia in the District of 

Columbia, the Library of Congress was sixth on the among the 770 libraries shown 

as holding Sesia worldwide. 

45. The search discussed above could have been performed anywhere in 

the world by anyone who accessed WorldCat and its predecessor database through 

an OCLC member. 

Conclusion 

46. I conclude that Sesia is an authentic document and would have been 

publicly accessible through the Library of Congress no later than April 14, 2012. 

V. AVAILABILITY FOR CROSS-EXAMINATION 

47. In signing this Declaration, I recognize that this Declaration will 

be filed as evidence in a contested case before the Patent Trial and Appeal Board 

of the U.S. Patent and Trademark Office. I also recognize that I may be subject to 

cross-examination in the case and that cross-examination will take place within the 

United States. If cross-examination is required of me, I will appear for cross-

examination within the United States during the time allotted for cross-

examination. 
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Declaration of James L. Mullins, PhD
Patent No. 10,193,600

VI. RIGHT TO SUPPLEMENT

48. J] reserve the right to supplement my opinions in the future to

respond to any arguments that the Patent Ownerraises and to take into account

new information as it becomes available to me.

Vil. SIGNATURE

49. I declare that all statements made herein ofmy own knowledgeare true

and that all statements made on information and belief are believed to be true; and

further that these statements were made with the knowledge that willful false

statements and the like so made are punishable by fine or imprisonment, or both,

under Section 1001 of Title 18 of the United States Code.

50. I declare under penalty ofperjury that the foregoing is true and correct.

Dated:DeenLoL3203,  
  mes L. Mullins, PhD

23
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JAMES L. MULLINS, PhD 

Prior Art Documentation Librarian Services, LLC 

205 Saint Cuthbert, Williamsburg, VA 23188 

jlmullins@priorartdoclib.com 

ph. 765 479 4956 

Prior Art Documentation Librarian Services, LLC. (PADLS). Founded January 2018. As of  

December, 2021, 112 declarations have been completed for 38 law firms; four depositions scheduled, 

three cancelled a few days prior, and one was held, and was successful for my client. 

Library Experience: 

2018-present   Dean Emeritus of Libraries & Esther Ellis Norton Professor Emeritus.      

2011 - 2017 Dean of Libraries & Esther Ellis Norton Professor, Purdue University. 

2004 - 2011 Dean of Libraries & Professor, Purdue University. 

2000 - 2004 Assistant/Associate Director for Administration, MIT Libraries, 

Massachusetts Institute of Technology. 

1996 - 2000  University Librarian & Director, Falvey Memorial Library. Villanova University. 

1978 - 1996 Director of Library Services, Indiana University South Bend. 

1974 - 1978 Associate Librarian, Indiana University Bloomington, School of Law. 

1973 - 1974 Instructor/Catalog Librarian. Georgia Southern College (now University). 

Teaching Experience: 

1977 - 1996 Associate Professor (part-time), School of Library and Information Science, Indiana 

University. Subjects taught: Cataloging, Management, and Academic Librarianship. 

Education: 

The University of Iowa. Honors Bachelor of Arts in History, Religion & Political Science, 1972. 

The University of Iowa. Master of Arts in Library Science, 1973. 

Indiana University. Doctor of Philosophy. Concentration: Academic Library Administration. 

Emphasis: Law Librarianship,  1984.
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Awards and Recognition: 

2017 Wilmeth Active Learning Center/Library of Engineering and Science, Grand Reading Room, was 

announced by President Mitch Daniels, Purdue University, that it would be re-named the James L. 

Mullins Reading Room to honor his leadership and reputation in the academic library profession. 

September 2017. Portrait unveiled December 2017. 

2017 Distinguished Alumnus Award by the School of Informatics and Computing, Indiana University, 

Bloomington. Given June 25, 2017. 

2016 Hugh C. Atkinson Memorial Award, jointly sponsored by the four divisions of the American 

Library Association (ALA), June 27, 2016. 

2015 ACRL Excellence in University Libraries Award, April 23, 2015. 

Named Esther Ellis Norton Professor of Library Science by Purdue Trustees, December 11, 2011. 

International Review Panel to evaluate the University of Pretoria Library, February 20 – 24, 2011. 

Pretoria, South Africa. 

Publications: (selected) 

“An Academic ‘Ecotone’: The Wilmeth Active Learning Center, Purdue University” to be published in 

Designing Academic Libraries, Association of College and Research Libraries, 2022.  

A Purdue Icon: creation, life, and legacy, edited by James L. Mullins, Founder’s Series, Purdue 

University Press, 138pp., August 2017. 

“The policy and institutional framework.” In Research Data Management, Practical Strategies for 

Information Professionals, edited by Ray, J M. Purdue University Press, pp.25-44, 2014.  

“DataCite: linking research to data sets and content.” In Benson, P and Silver, S. What Editors 

Want: An Author’s Guide to Scientific Journal Publishing. University of Chicago Press, pp. 21-23, 

December 2012. 

“Library Publishing Services: Strategies for Success,” with R. Crow, O. Ivins, A. Mower, C. 

Murray-Rust, J. Ogburn, D Nesdill, M. Newton, J. Speer, C. Watkinson. Scholarly Publishing and 

Academic Resources Coalition (SPARC), version 2.0, March 2012. 

“The Changing Definition and Role of Collections and Services in the University Research 

Library.” Indiana Libraries, Vol 31, Number 1 (2012), pp.18-24. 

“Are MLS Graduates Being Prepared for the Changing and Emerging Roles that Librarians must now 

assume within Research Libraries?” Journal of Library Administration. Volume 52, Issue 1, 2012, p. 

124-132 
IPR2022-00464 
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Baykoucheva, Svetla. What Do Libraries Have to Do with e-Science?: An Interview with James L. 

Mullins, Dean of Purdue University Libraries. Chem. Inf. Bull. [Online] 2011, 63 (1), 45-49. 

http://www.acscinf.org/publications/bulletin/63-1/mullins.php (accessed Mar 16, 2011). 

“The Challenges of e-Science Data-set Management and Scholarly Communication for Domain 

Sciences and Technology: a Role for Academic Libraries and Librarians,” chapter in, The Digital 

Deluge: Can Libraries Cope with e-Science?” Deanna B. Marcum and Gerald George, editors, Libraries 

Unlimited/Teacher Ideas Press, 2009. (a monograph publication of the combined proceedings of the 

KIT/CLIR proceedings). 

“Bringing Librarianship to e-Science,” College and Research Libraries. vol. 70, no. 3, May 2009, 

editorial. 

“The Librarian’s Role in e-Science” Joho Kanri (Journal on Information Processing and Management), 

Japan Science and Technology Agency (formerly Japan Information Center of Science and 

Technology), Tokyo, Japan. Translated into Japanese by Taeko Kato. March 2008. 

The Challenge of e-Science Data-set Management to Domain Sciences and Engineering: a Role for 

Academic Libraries and Librarians,” KIT (Kanazawa Institute of Technology)/CLIR (Council of 

Library and Information Resources) International Roundtable for Library and Information Science, July 

5-6, 2007. Developments in e-science status quo and the challenge, The Japan Foundation, 2007. 

“An Administrative Perspective,” Chapter 14, Proven Strategies for Building an Information Literacy 

Program, Susan Curzon and Lynn Lampert, editors, Neal-Schuman Publishers, Inc., New York, 2007. 

pp. 229-237. 

Library Management and Marketing in a Multicultural World, proceedings of the IFLA Management 

and Marketing (M&M) Section, Shanghai, China, August 16-17, 2006, edited. K.G. Saur, Munchen, 

Germany, June 2007. 390 pp. 

Top Ten Assumptions for the Future of Academic Libraries and Librarians: a report from the ACRL 

Research Committee, with Frank R. Allen and Jon R. Hufford. College & Research Libraries, April 

2007, vol.68, no.4. pp.240-241, 246. 

To Stand the Test of Time: Long-term Stewardship of Digital Data Sets in Science and Engineering. A 

report to the National Science Foundation from the ARL Workshop on New Collaborative 

Relationships: the Role of Academic Libraries in the Digital Data Universe. September 26-27, 2006, 

Arlington, VA. p.141. http://www.arl.org/bm~doc/digdatarpt.pdf 
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“Enabling Interaction and Quality in a Distributed Data DRIS,” Enabling Interaction and Quality: 

Beyond the Hanseatic League. 8th International Conference on Current Research Information Systems, 

with D. Scott Brandt and Michael Witt. Promoted by euro CRIS. Leuven University Press, 2006. pp.55- 

62. Editors: Anne Garns Steine Asserson and Eduard J. Simons. 

"Standards for College Libraries, the final version approved January 2000," prepared by the ACRL 

College Libraries Standards Committee (member), C&RL News, March 2000, p.175-182. 

"Standards for College Libraries: a draft," prepared by the ACRL College Libraries Section, Standards 

Committee (member), C&RL News, May 1999, p. 375-381. 

"Statistical Measures of Usage of Web-based Resources," The Serials Librarian, vol. 36, no. 1-2 (1999) 

p. 207-10. 

"An Opportunity: Cooperation between the Library and Computer Services," in Building Partnerships: 

Computing and Library Professionals. Edited by Anne G. Lipow and Sheila D. Creth. Berkeley and San 

Carlos, CA, Library Solutions Press, 1995. p. 69-70. 

"Faculty Status of Librarians: A Comparative Study of Two Universities in the United Kingdom and 

How They Compare to the Association of College and Research Libraries Standards, " in Academic 

Librarianship, Past, Present, and Future: a Festschrift in Honor of David Kaser. Englewood, Colorado; 

Libraries Unlimited, 1989. p. 67-78. Review in: College & Research Libraries, vol. 51, no. 6. November 

1990, p. 573-574. 

Presentations: (Representative) 

“How Long the Odyssey? Transitioning the Library and Librarians to Meet the Needs and Expectations 

of the 21st Century University,” David Kaser Lecture, School of Informatics & Computing, Indiana 

University, Bloomington, IN, November 16, 2015. 

Presentation at University of Cape Town, Cape Town, South Africa, August 20, 2015. 

“The Challenge of Discovering Science and Technology Information,” Moderator, International 

Federation of Library Associations (IFLA) Science and Technological Libraries Section Program, Cape 

Town, South Africa, August 18, 2015. 

“An Odyssey in Data Management: Purdue University,” International Federation of Library 

Associations (IFLA) Research Data Management: Finding Our Role – A program of the Research Data 

Alliance, Cape Town, South Africa, August 17, 2015. 

Presentation at University of Pretoria, Pretoria, South Africa, August 11, 2015. 
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Co-Convener with Sarah Thomas, Harvard University, at the Harvard Purdue Symposium on Data 

Management, Harvard University, Cambridge, MA, June 15-18, 2015. 

“Strategic Communication,” panel discussion on the Director's role and perspective on library 

communications at Committee on Institutional Cooperation (CIC) Center for Library Initiatives (CLI) 

Annual Conference, University of Illinois Urbana-Champaign, May 20, 2015. 

“Issues in Data Management,” panel discussion moderated by Catherine Woteki, United States 

Undersecretary for Research, Education & Economics at 20th Agriculture Network Information 

Collaborative (AgNIC) Annual Meeting in the National Agricultural Library, Beltsville, MD, May 6, 

2015. 

“Active learning/IMPACT & the Active Learning Center at Purdue University,” Florida Institute of 

Technology, Melbourne, FL, February 11, 2015. 

“Science+art=creativity: libraries and the new collaborative thinking,” panel moderator, International 

Federation of Library Associations (IFLA) 80th General Conference and Assembly, Lyon, France, 

August 19, 2014. 

“Purdue University The Active Learning Center—A new concept for a library,” Association of 

University Architects 59th Annual National Conference, University of Notre Dame, South Bend, IN, 

June 23, 2014. 

“Big Data & Implications for Academic Libraries,” keynote speaker, Greater Western Library Alliance 

(GWLA) Cyber-infrastructure Conference, Kansas City, MO, May 28, 2014. 

“Research Infrastructure,” panel moderator, Association of Research Libraries (ARL) 164th Membership 

Meeting, Ohio State University, Columbus, OH, May 7, 2014. 

“An Eight Year Odyssey in Data Management: Purdue University,” International Association of 

Scientific and Technological University Libraries (IATUL) 2013 Workshop Research Data 

Management: Finding Our Role, University of Oxford, UK, December 2013. 

“Purdue University Libraries & Press: from collaboration to integration,” Ithaka Sustainable 

Scholarship, The Evolving Digital Landscape: New Roles and Responsibilities in Higher Education, 

libraries as publishers, New York, New York, October 2013. 

“Tsinghua and Purdue: Research Libraries for the 21st Century,” Tsinghua University, Tsinghua, China, 

August 2013. 
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“Purdue Publishing Experience in the Libraries Publishing Coalition,” Association of American 

University Presses Annual Meeting, Press-Library Coalition Panel, Boston, Massachusetts, June 21, 

2013. 

“Indiana University Librarians Day: Purdue University Libraries Ready for the 21st Century,” Indiana 

University Purdue University Indianapolis (IUPUI), June 7, 2013. 

“Purdue University Libraries and Open Access; CNI Project Update,” Coalition for Networked 

Information, San Antonio, TX, April 5, 2013. 

Memorial Resolution, honoring Joseph Brannon, to the Board of the Association of College & Research 

Libraries, Seattle, WA, January 2013. 

“An overview of sustaining e-Science collaboration in an Academic Research Library—the Purdue 

experience,” Duraspace e-Science Institute webcast, October 17, 2012. 

“The Role of Libraries in Data Curation, Access, and Preservation: an International Perspective, “ Panel 

Moderator, 78th General Conference and Assembly, International Federation of Library Associations, 

Helsinki, Finland, August 15, 2012. 

“21st Century Libraries,” moderator of First Plenary Session, International Association of Technological 

University Libraries 33rd Annual Conference, Singapore, June 4, 2012. 

“Planning for New Buildings on Campus,” panel presenter, University of Calgary Building Symposium 

on Designing Libraries for the 21st Century, Calgary, Alberta, Canada, May 17, 2012. 

“Data Management and e-Science, the Purdue Response.” Wiley-Blackwell Executive Seminar-2012, 

Washington, DC, March 23, 2012. 

“An overview of Sustaining e-Science Collaboration in Academic Research Libraries and the Purdue 

Experience.” Leadership & Career Development Program Institute, Association of Research Libraries 

(ARL). Houston, TX, March 21, 2012. 

“An overview of Data Activities at Purdue University in response to Data Management Requirements.” 

Coalition for Academic Scientific Computation (CASC). Arlington, VA, September 8, 2011. 

“Getting on Track with Tenure,” Association of College and Research Libraries (ACRL) Research 

Program Committee. Washington, DC, June 26, 2011. 

“Integration of the Press and Libraries Collaboration to Promote Scholarly Communication,” 

Association of Library Collections & Technical Services (ALCTS) Scholarly Communication Interest 

Group – American Library Association, New Orleans, Louisiana, June 25, 2011. 
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“Cooperation for improving access to scholarly communication,” with N. Lossau (Germany), C. 

Mazurek (Poland), J. Stokker (Australia), panel moderator and presenter, Second Plenary Session, 

International Association of Scientific and Technological University Libraries (IATUL) 32nd Conference 

2011, Warsaw, Poland. May 29-June 2, 2011. 

“Riding the Wave of Data,” STM Annual Spring Conference 2011. Trailblazing & transforming 

scholarly publishing 2011. Washington, D.C., April 28, 2011. 

“Confronting old assumptions to assume new roles: physical and operational integration of the Press and 

Libraries at Purdue University,” keynote speaker, 2011 BioOne Publishers & Partners Meeting. 

Washington, D. C., April 22, 2011. 

“Are MLS Graduates Being Prepared for the Changing and Emerging Roles that Librarians must now 

assume within Research Libraries?” University of Oklahoma Libraries Seminar, March 4, 2011, 

Oklahoma City, Oklahoma. 

“The Future Role of University Librarians,” the University of Cape Town, South Africa, February 25, 

2011. 

“New Roles for Librarians: the Application of Library Science to Scientific/Technical Research – 

Purdue University – a case study. International Council for Science and Technology (ICSTI); Ottawa, 

Canada. June 9, 2009. 

“Reinventing Science Librarianship: Models for the Future,” Association of Research Libraries / 

Coalition for Networked Information. October 16-17th, 2008, Arlington, VA. Moderator and convener of 

Data Curation: Issues and Challenges. 

“Practical Implementation and Opportunities Created at Purdue University,” African Digital Curation 

Conference, Pretoria, South Africa, (live video transmission), February 12, 2008. 

Keynote speaker. “Scholarly Communication & Academe: The Winter of Our Discontent,” XXVII 

Charleston Conference on Issues in Book and Serial Acquisition, Charleston, South Carolina. November 

8, 2007. 

Keynote speaker. “Enabling Access to Scientific & Technical Data-sets in e-Science: a role for Library 

and Archival Sciences,” Greater Western Library Alliance (GWLA), Tucson, Arizona. September 17, 

2007. A meeting of library directors and vice presidents for research of member institutions. 

“The Challenge of e-Science Data-set Management to Domain Sciences and Engineering: a Role for 

Academic Libraries and Librarians,” KIT (Kanazawa Institute of Technology)/CLIR (Council of 
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Library and Information Resources) International Roundtable for Library and Information Science, July 

5-6, 2007. Invited to participate by the Deputy Librarian of Congress. 

International Association of Technological University Libraries (IATUL), Stockholm, Sweden. June 8, 

2007. Invited paper, Enabling International Access to Scientific Data-sets: creation of the Distributed 

Data Curation Center (D2C2). 

“A New Collaboration for Librarians: The Principles of Library and Archival Sciences Applied to the 

Curation of Datasets,” Symposium of the Libraries and the College of Engineering, University of 

Louisville, April 6, 2007. 

“Purdue University Libraries: Through Pre-eminent Innovation and Creativity, Meeting the Challenges 

of the Information Age,” Board of Trustees, Purdue University, February 15, 2007. 

ARL Workshop on New Collaborative Relationships: The Role of Academic Libraries in the Digital 

Data Universe, September 26-27, 2006, Arlington, VA. Invited participant. 

NARA and SDSC: A partnership. A panel before the National Science Foundation, June 27, 2006. 

Arlington, VA. Invited participant. 

“Kaleidoscope of Scientific Literacy: fusing new connections,” with Diane Rein, American Library 

Association, Association of College and Research Libraries, Science & Technology Section, Annual 

Conference, New Orleans, June 26th, 2006. 

“Leadership for Learning: Building a Culture of Teaching in Academic Libraries – an administrative 

perspective,” American Library Association, Association of College and Research Libraries, Instruction 

Section, Annual Conference, New Orleans, June 25th, 2006. 

“Building an interdisciplinary research program in an academic library: 

how the Libraries’associate dean for research makes a difference at Purdue University,” International 

Association of Technological University Libraries (IATUL), Porto, Portugal, May 23rd, 2006. 

“Enabling Interaction and Quality in a Distributed Data DRIS,” Enabling Interaction and Quality: 

Beyond the Hanseatic League. 8th International Conference on Current Research Information Systems, 

with D. Scott Brandt and Michael Witt. Promoted by euro CRIS, Bergen, Norway, May 12th, 2006, 

Brandt, and Witt presented in person 

“Interdisciplinary Research,” with D. Scott Brandt, Coalition for Networked Information (CNI) Spring 

Meeting: Project Briefing, Washington, D.C., April 3rd, 2006. 

“An Interview with Purdue’s James Mullins,” a podcast submitted by Matt Pasiewicz, on Educause 

Connect, http://connect.educause.edu/James_L_Mullins_Interview_CNI_2005 
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“Managing Long-Lived Digital Data-sets and their Curation: Interdisciplinary Policy Issues,” Managing 

Digital Assets Forum, Association of Research Libraries (ARL), Washington, D.C., October 28th, 2005. 

“The Odyssey of a Librarian.” Indiana Library Federation (ILF), District 2 Meeting, South Bend, 

Indiana. October 4th, 2005. 

"New College Library Standards," Standards Committee Presentation, ALA, Chicago, July 7, 2000. 

SUNY Library Directors, Lake George, New York. “The College Library Standards: a Tool for 

Assessment.” April 5, 2000. 

Tri-State College Library Association, Finding You Have Talents You Never Knew You Had, Penn State 

Great Valley, March 25, 2000. 

Using Web Statistics, American Library Association, New Orleans, June 24, 1999. 

Keynote speaker at the JSTOR Workshop, January 29, 30, 1999. University of Pennsylvania, 

Philadelphia, PA. 

"The New Standards for Electronic Resources Statistics," Society of Scholarly Publishers, Washington, 

D.C., September 17, 1998. 

"Evaluating Online Resources: Now that you've got them what do you do?," joint presenter with Chuck 

Hamaker, LSU, at the NASIG Conference, Boulder, Colorado. June 1998. 

"What Employers Are Looking for in New Librarians?" Pennsylvania Library Association, Philadelphia. 

September 26, 1997. 

"The Theory of Matrix Management" panel presentation of the Comparative Library Organization 

Committee of the Library Organization and Management Section of the Library Administration and 

Management Association, a division of the American Library Association, Annual Meeting, Chicago, 

June 24, 1990. 

Professional Involvement: (summary of recent emphasis) 

The focus for my professional involvement and research has moved recently toward managing massive 

data-sets. This has resulted in working with faculty in the sciences and technology to determine how 

librarians can collaborate in managing, curating, and preserving data-sets for future access and 

documentation. This has included various speaking opportunities as well as participation in planning 

with the National Science Foundation (NSF) on ways in which librarians can be integrated more 

completely into the funded research process. Participation in the Kanazawa Institute of 

Technology/Council of Library Resources Roundtable was particularly rewarding and provided new 

opportunities to share with international colleagues the issues surrounding data-set management. I was 
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the champion for the creation of the Distributed Data Curation Center (D2C2) at Purdue University 

(http://d2c2.lib.purdue.edu/) 

Throughout my career, beginning with my dissertation, I have been actively involved with assessing and 

evaluating libraries. In the fall of 1999, I contacted twenty-two academic library directors to determine 

whether the need was also felt by others. The response was overwhelmingly affirmative. This resulted in 

a meeting at ALA Midwinter, January 2000. A formal meeting followed at Villanova University in April 

2000. As convener, I helped to form the University Libraries Group (ULG), modeled after the Oberlin 

Group for college libraries. The ULG is made up of university libraries that support diverse wide- 

ranging programs through doctoral level and have a level of support that places them in the top tier of 

academic institutions. A few of the member libraries, along with Villanova, are William and Mary, 

Wake Forest, Lehigh, Carnegie-Mellon, Tufts, Marquette, Miami of Ohio, and Southern Methodist. 

In 1994 appointed to the Standards Committee, College Section, Association of College and Research 

Libraries. During the next six years, the Committee concentrated on changing the focus of the standards 

from quantitative analysis of input and output factors to emphasis on assessment of the outcome. 

Culmination of the work was a re-issue of the Standards for College Libraries in 2000. The knowledge 

gained through my work experience enabled me to formulate the changes needed in the standards. This 

work allowed for close collaboration with accrediting agencies, both professional and regional. 

During this same time another focus emerged, the impact of digital resources. Through my work on the 

JSTOR Statistics Task Force, standards were developed on the collection of use of electronic databases. 

This Standard was later adopted in 1998 by the International Consortium of Library Consortia (ICOLC). 

In 2002, the American Library Association appointed me to serve as the liaison to the Marketing and 

Management Section of the International Federation of Library Associations (IFLA). 

Professional Service: (representative list) 

Nominations Committee, Association of Research Libraries (ARL), 2016. 

Steering Committee, Scholarly Publishing and Academic Resources Coalition (SPARC), 2016 – 2017. 

“Excellence in Library Services,” Chair, Review Team, University of Hong Kong, Hong Kong, August 

24-27, 2015. 

Chair, Management Advisory Board, 2015-2017; Member, Scientific Advisory Board, arXiv, Cornell 

University, 1/1/2013 – present. 

Advisory Board for the Wayne State University School of Library and Information Science, July 2012 – 

present. 
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Advisory Board for Microsoft Academic Search, 2012 – 2015. Redmond, WA. 

Transforming Research Libraries, a Strategic Direction Steering Committee of the Association of 

Research Libraries (ARL), 2012-2015. 

Science and Technology section, representing ARL, International Federation of Library Associations 

(IFLA), Chair, 2013 – 2017; Member, 2011 to present. 

Member of University of Pretoria, South Africa, Library Review Committee. August 2013. 

Co-chair, Local Arrangements Planning Committee for 2013 Conference, Association of College and 

Research Libraries (ACRL), a division of the American Library Association (ALA). 

Association of Research Libraries Leadership & Career Development Program Mentor, 2011-2017. 

e-Science Task Force, Association of Research Libraries. July 2006 – present. Chair, October 2011 – 

October 2012. 

Board of Directors, International Association of Technological University Libraries (IATUL). January 

2008 – December 2014. 

Midwest Collaborative for Library Services (MCLS); Board Member, October 2010 – December 2012. 

Chair, Library Directors, Committee on Institutional Cooperation (CIC), July 2010 – June 2012. 

Board of Directors, Association of Research Libraries (ARL); October 2008 – October 2011. 

Scholarly Communication Steering Committee, Association of Research Libraries (ARL) 

2008-2011. 

Editorial Board, College and Research Libraries, Association of College and Research Libraries, 

American Library Association. January 2008 – December 2014. 

Chair, Organizing Committee for IATUL Conference 2010, June 21-24, 2010, Purdue University, West 

Lafayette, Indiana/Chicago, Illinois. 

Conference Planning Committee for National Conference of the Association of College and Research 

Libraries, 2009, Seattle, Washington. 

Research Committee, Association of College and Research Libraries, ACRL, division of ALA. 2002- 

2007, chair, 2005-2007. 

Association of Research Libraries, Search and Screen Committee, Executive Director. March – January 

2008. 

Center for Research Libraries, Board of Directors. April 2006 – April 2012. 

Academic Libraries of Indiana, Board of Directors, 2004 – present. Vice-president, 2005-2007. 

President, 2007- 2009. 
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ALA Representative to the International Federation of Library Associations (IFLA), Marketing and 

Management (M&M) Section, initial term 2003-2007, re-appointed for second term, 2007-2011. 

Invited to represent Research Libraries at the ACRL/3M Wonewok Retreat to assess Marketing of 

Academic Libraries, October 2002. 

Hugh A. Atkinson Award Committee, LAMA Representative, ALA, 2001-2005. 

Program Committee, Library Administrators and Management Association (LAMA), a division of ALA. 

1996-2001. 

ACRL, Standards and Accreditation Committee, a division of ALA. Liaison to RBMS Section of 

ACRL. 1997-2002. 

Elected to the Executive Committee of LAMA, LOMS, a division of the American Library Association, 

1998-2000. Nominated as Chair/Elect for 2003 – 2005. 

Columbia University Press Advisory Committee. 1996 - 2000. 

LITA/LAMA Conference Evaluation Committee, Pittsburgh, Pennsylvania, October 1996. 

"New Learning Communities," Coalition for Networked Information, Indianapolis. November 19-21, 

1995. Facilitator for invitational, national conference committed to developing collaborative learning 

and teaching techniques, involving librarians. 

Planning Committee-Evaluation. LITA/LAMA 1996 Conference, Pittsburgh. This first conference, to be 

held jointly between two divisions of ALA, will focus on new technologies within libraries. 

Indiana Cooperative Library Services Authority (InCoLSA), elected to Executive Committee, April 

1991, served as President in 1993-94. InCoLSA is a statewide network of academic, public, school, and 

special libraries that supports library cooperation for cataloging, interlibrary loan, collection 

development and application of new technologies. 

Governor’s Conference on Libraries and Information Services. Served on Planning Committee, 

Academic Libraries Representative, appointed by the Governor to represent academic libraries in 

Indiana, Chair, Finance Committee, April 1989-July 1991. 

Indiana Library Endowment Foundation Board, 1984-92. Charter Member, 1984, President, 1988-1992. 

2004-2005. 

University Service: (Summary) 

Served on search and screen committees for senior positions including chancellor, dean, and directors; 

most recently I have been asked to serve on the search committee for the provost of Purdue University. 

At MIT service included the Library Council & appointment to the Administrative Council by President 
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Foreword

GSM, and its evolution through GPRS, EDGE, WCDMA and HSPA, is the technology stream
of choice for the vast majority of the world’s mobile operators. Users have experienced
increasing data rates, together with a dramatic reduction in telecommunications charges;
they now expect to pay less but receive more. Therefore, in deciding the next steps, there
must be a dual approach: seeking considerable performance improvement but at reduced
cost. Improved performance must be delivered through systems which are cheaper to install
and maintain. LTE and LTE-Advanced represent these next steps and will be the basis on
which future mobile telecommunications systems will be built.

Many articles have already been published on the subject of LTE, varying from doctoral
theses to network operator analyses and manufacturers’ product literature. By their very
nature, those publications have viewed the subject from one particular perspective, be it
academic, operational or promotional. A very different approach is taken with this book.
The authors come from a number of different spheres within the mobile telecommunications
ecosystem and collectively bring a refreshing variety of perspectives. What binds the authors
together is a thorough knowledge of the subject material which they have derived from their
long experience within the standards-setting environment, the 3rd Generation Partnership
Project (3GPP). LTE discussions started within 3GPP in 2004, so it is not a particularly new
subject. In order to fully appreciate the thinking that conceived this technology, however, it
is necessary to have followed the subject from the very beginning and to have witnessed the
discussions that took place from the outset. Moreover, it is important to understand the thread
that links academia, through research to standardization since it is widely acknowledged that
by this route impossible dreams become market realities. Considerable research work has
taken place to prove the viability of the technical basis on which LTE is founded and it is
essential to draw on that research if any attempt is made to explain LTE to a wider audience.
The authors of this book have not only followed the LTE story from the beginning but many
have also been active players in WCDMA and its predecessors, in which LTE has its roots.

This book provides a thorough, authoritative and complete tutorial of the LTE system,
now fully updated and extended to include LTE-Advanced. It gives a detailed explanation
of the advances made in our theoretical understanding and the practical techniques that will
ensure the success of this ground-breaking new radio access technology. Where this book is
exceptional is that the reader will learn not just how LTE works but why it works.

I am confident that this book will earn its rightful place on the desk of anyone who needs
a thorough understanding of the LTE and LTE-Advanced technology, the basis of the world’s
mobile telecommunications systems for the next decade.

Adrian Scrase, ETSI Vice-President,
International Partnership Projects
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Preface to the Second Edition

Research workers and engineers toil unceasingly on the development of wireless
telegraphy. Where this development can lead, we know not. However, with
the results already achieved, telegraphy over wires has been extended by this
invention in the most fortunate way. Independent of fixed conductor routes and
independent of space, we can produce connections between far-distant places,
over far-reaching waters and deserts. This is the magnificent practical invention
which has flowered upon one of the most brilliant scientific discoveries of our
time!

These words accompanied the presentation of the Nobel Prize for Physics to Guglielmo
Marconi in December 1909.

Marconi’s success was the practical and commercial realization of wireless telegraphy –
the art of sending messages without wires – thus exploiting for the first time the amazing
capability for wireless communication built into our universe. While others worked on
wireless telephony – the transmission of audio signals for voice communication – Marconi
interestingly saw no need for this. He believed that the transmission of short text messages
was entirely sufficient for keeping in touch.

One could be forgiven for thinking that the explosion of wireless voice communication
in the intervening years has proved Marconi wrong; but the resurgence of wireless data
transmission at the close of the twentieth century, beginning with the mobile text messaging
phenomenon, or ‘SMS’, reveals in part the depth of insight Marconi possessed.

Nearly 100 years after Marconi received his Nobel prize, the involvement of thousands
of engineers around the world in major standardization initiatives such as the 3rd Generation
Partnership Project (3GPP) is evidence that the same unceasing toil of research workers and
engineers continues apace.

While the first mobile communications standards focused primarily on voice communi-
cation, the emphasis now has returned to the provision of systems optimized for data. This
trend began with the 3rd Generation Wideband Code Division Multiple Access (WCDMA)
system designed in the 3GPP, and is now reaching fulfilment in its successor, the Long-Term
Evolution (LTE). LTE was the first cellular communication system optimized from the outset
to support packet-switched data services, within which packetized voice communications are
just one part. Thus LTE can truly be said to be the heir to Marconi’s heritage – the system,
unknown indeed to the luminaries of his day, to which his developments have led.

LTE is an enabler. It is not technology for technology’s sake, but technology with a
purpose, connecting people and information to enable greater things to be achieved. It is
already providing higher data rates than ever previously achieved in mobile communications,

IPR2022-00464 
Apple EX1014 Page 64



PREFACE

combined with wide-area coverage and seamless support for mobility without regard for
the type of data being transmitted. To provide this level of functionality and flexibility, it
is inevitable that the complexities of the LTE system have far surpassed anything Marconi
could have imagined.

One aim of this book, therefore, is to chart an explanatory course through the LTE
specifications, to support those who design LTE equipment.

The LTE specification documents themselves do not tell the whole story. Essentially
they are a record of decisions taken – decisions which are often compromises between
performance and cost, theoretical possibility and practical constraints. We aim therefore to
give the reader a detailed insight into the evaluations and trade-offs which lie behind the
technology choices inherent in LTE. The specifications also continue to develop, as new
releases are produced, and this Second Edition is therefore fully updated to cover Release 9
and the first release of LTE-Advanced, Release 10.

Since the first version of LTE was developed, the theoretical understanding which gave rise
to LTE has continued to advance, as the ‘unceasing toil’ of thousands of engineers continues
with the aim of keeping pace with the explosive growth of mobile data traffic. Where the first
version of LTE exploited Multiple-Input Multiple-Output (MIMO) antenna techniques to
deliver high data rates, the evolution of LTE towards LTE-Advanced extends such techniques
further for both downlink and uplink communication, together with support for yet wider
bandwidths; meanwhile, heterogeneous (or hierarchical) networks, relaying and Coordinated
MultiPoint (CoMP) transmission and reception start to become relevant in LTE-Advanced.

It is particularly these advances in underlying scientific understanding which this book
seeks to highlight.

In selecting the technologies to include in LTE and LTE-Advanced, an important consid-
eration is the trade-off between practical benefit and cost of implementation. Fundamental
to this assessment is ongoing enhancement in understanding of the radio propagation
environment and scenarios of relevance to deployments of LTE and LTE-Advanced. This
has been built on significant advances in radio-channel modelling.

The advances in techniques and theoretical understanding continue to be supported by
developments in integrated circuit technology and signal processing power which render
them feasible where they would have been unthinkable only a few years ago.

Changes in spectrum availability and regulation also influence the development path of
LTE towards LTE-Advanced, reinforcing the need for the new technology to be adaptable,
capable of being scaled and enhanced to meet new global requirements and deployed in a
wide range of different configurations.

With this breadth and depth in mind, the authorship of the chapters of the second edition
of this book is even wider than that of the first edition, and again is drawn from all fields of
the ecosystem of research and development that has underpinned the design of LTE. They
work in the 3GPP standardization itself, in the R&D departments of companies active in
LTE, for network operators as well as equipment manufacturers, in universities and in other
collaborative research projects. They are uniquely placed to share their insights from the full
range of perspectives.

To borrow Marconi’s words, where LTE and LTE-Advanced will lead, we know not; but
we can be sure that these will not be the last developments in wireless telegraphy.

Matthew Baker, Stefania Sesia and Issam Toufik
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1

Introduction and Background

Thomas Sälzer and Matthew Baker

1.1 The Context for the Long Term Evolution of UMTS

1.1.1 Historical Context

The Long Term Evolution of UMTS is one of the latest steps in an advancing series of mobile
telecommunications systems. Arguably, at least for land-based systems, the series began in
1947 with the development of the concept of cells by Bell Labs, USA. The use of cells
enabled the capacity of a mobile communications network to be increased substantially, by
dividing the coverage area up into small cells each with its own base station operating on a
different frequency.

The early systems were confined within national boundaries. They attracted only a small
number of users, as the equipment on which they relied was expensive, cumbersome and
power-hungry, and therefore was only really practical in a car.

The first mobile communication systems to see large-scale commercial growth arrived
in the 1980s and became known as the ‘First Generation’ systems. The First Generation
used analogue technology and comprised a number of independently developed systems
worldwide (e.g. AMPS (Analogue Mobile Phone System, used in America), TACS (Total
Access Communication System, used in parts of Europe), NMT (Nordic Mobile Telephone,
used in parts of Europe) and J-TACS (Japanese Total Access Communication System, used
in Japan and Hong Kong)).

Global roaming first became a possibility with the development of the ‘Second Genera-
tion’ system known as GSM (Global System for Mobile communications), which was based
on digital technology. The success of GSM was due in part to the collaborative spirit in which
it was developed. By harnessing the creative expertise of a number of companies working

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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2 LTE – THE UMTS LONG TERM EVOLUTION

together under the auspices of the European Telecommunications Standards Institute (ETSI),
GSM became a robust, interoperable and widely accepted standard.

Fuelled by advances in mobile handset technology, which resulted in small, fashionable
terminals with a long battery life, the widespread acceptance of the GSM standard exceeded
initial expectations and helped to create a vast new market. The resulting near-universal
penetration of GSM phones in the developed world provided an ease of communication
never previously possible, first by voice and text message, and later also by more advanced
data services. Meanwhile in the developing world, GSM technology had begun to connect
communities and individuals in remote regions where fixed-line connectivity was non-
existent and would be prohibitively expensive to deploy.

This ubiquitous availability of user-friendly mobile communications, together with
increasing consumer familiarity with such technology and practical reliance on it, thus
provides the context for new systems with more advanced capabilities. In the following
section, the series of progressions which have succeeded GSM is outlined, culminating in the
development of the system known as LTE – the Long Term Evolution of UMTS (Universal
Mobile Telecommunications System).

1.1.2 LTE in the Mobile Radio Landscape

In contrast to transmission technologies using media such as copper lines and optical
fibres, the radio spectrum is a medium shared between different, and potentially interfering,
technologies.

As a consequence, regulatory bodies – in particular, ITU-R (International Telecommuni-
cation Union – Radiocommunication Sector) [1], but also regional and national regulators
– play a key role in the evolution of radio technologies since they decide which parts of
the spectrum and how much bandwidth may be used by particular types of service and
technology. This role is facilitated by the standardization of families of radio technologies
– a process which not only provides specified interfaces to ensure interoperability between
equipment from a multiplicity of vendors, but also aims to ensure that the allocated spectrum
is used as efficiently as possible, so as to provide an attractive user experience and innovative
services.

The complementary functions of the regulatory authorities and the standardization
organizations can be summarized broadly by the following relationship:

Aggregated data rate = bandwidth︸������︷︷������︸
regulation and licences

(ITU-R, regional regulators)

× spectral efficiency︸�����������������︷︷�����������������︸
technology

and standards

On a worldwide basis, ITU-R defines technology families and associates specific parts
of the spectrum with these families. Facilitated by ITU-R, spectrum for mobile radio
technologies is identified for the radio technologies which meet ITU-R’s requirements to
be designated as members of the International Mobile Telecommunications (IMT) family.
Effectively, the IMT family comprises systems known as ‘Third Generation’ (for the first
time providing data rates up to 2 Mbps) and beyond.

From the technology and standards angle, three main organizations have recently been
developing standards relevant to IMT requirements, and these organisations continue to shape
the landscape of mobile radio systems as shown in Figure 1.1.
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INTRODUCTION AND BACKGROUND 3

Figure 1.1: Approximate timeline of the mobile communications standards landscape.

The uppermost evolution track shown in Figure 1.1 is that developed in the 3rd Generation
Partnership Project (3GPP), which is currently the dominant standards development group
for mobile radio systems and is described in more detail below.

Within the 3GPP evolution track, three multiple access technologies are evident: the
‘Second Generation’ GSM/GPRS/EDGE family1 was based on Time- and Frequency-
Division Multiple Access (TDMA/FDMA); the ‘Third Generation’ UMTS family marked the
entry of Code Division Multiple Access (CDMA) into the 3GPP evolution track, becoming
known as Wideband CDMA (owing to its 5 MHz carrier bandwidth) or simply WCDMA;
finally LTE has adopted Orthogonal Frequency-Division Multiplexing (OFDM), which is the
access technology dominating the latest evolutions of all mobile radio standards.

In continuing the technology progression from the GSM and UMTS technology families
within 3GPP, the LTE system can be seen as completing the trend of expansion of service
provision beyond voice calls towards a multiservice air interface. This was already a key aim
of UMTS and GPRS/EDGE, but LTE was designed from the start with the goal of evolving
the radio access technology under the assumption that all services would be packet-switched,
rather than following the circuit-switched model of earlier systems. Furthermore, LTE is
accompanied by an evolution of the non-radio aspects of the complete system, under the
term ‘System Architecture Evolution’ (SAE) which includes the Evolved Packet Core (EPC)
network. Together, LTE and SAE comprise the Evolved Packet System (EPS), where both
the core network and the radio access are fully packet-switched.

1The maintenance and development of specifications for the GSM family was passed to 3GPP from ETSI.
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4 LTE – THE UMTS LONG TERM EVOLUTION

The standardization of LTE and SAE does not mean that further development of the
other radio access technologies in 3GPP has ceased. In particular, the enhancement of
UMTS with new releases of the specifications continues in 3GPP, to the greatest extent
possible while ensuring backward compatibility with earlier releases: the original ‘Release
99’ specifications of UMTS have been extended with high-speed downlink and uplink
enhancements (HSDPA2 and HSUPA3 in Releases 5 and 6 respectively), known collectively
as ‘HSPA’ (High-Speed Packet Access). HSPA has been further enhanced in Release 7
(becoming known as HSPA+) with higher-order modulation and, for the first time in a
cellular communication system, multistream ‘MIMO’4 operation, while Releases 8, 9 and
10 introduce support for multiple 5 MHz carriers operating together in downlink and uplink.
These backward-compatible enhancements enable network operators who have invested
heavily in the WCDMA technology of UMTS to generate new revenues from new features
while still providing service to their existing subscribers using legacy terminals.

The first version of LTE was made available in Release 8 of the 3GPP specification series.
It was able to benefit from the latest understanding and technology developments from HSPA
and HSPA+, especially in relation to optimizations of the protocol stack, while also being
free to adopt radical new technology without the constraints of backward compatibility or
a 5 MHz carrier bandwidth. However, LTE also has to satisfy new demands, for example
in relation to spectrum flexibility for deployment. LTE can operate in Frequency-Division
Duplex (FDD) and Time-Division Duplex (TDD) modes in a harmonized framework
designed also to support the evolution of TD-SCDMA (Time-Division Synchronous Code
Division Multiple Access), which was developed in 3GPP as an additional branch of the
UMTS technology path, essentially for the Chinese market.

A second version of LTE was developed in Release 9, and Release 10 continues the
progression with the beginning of the next significant step known as LTE-Advanced.

A second evolution track shown in Figure 1.1 is led by a partnership organization similar
to 3GPP and known as 3GPP2. CDMA2000 was developed based on the American ‘IS-
95’ standard, which was the first mobile cellular communication system to use CDMA
technology; it was deployed mainly in the USA, Korea and Japan. Standardization in 3GPP2
has continued with parallel evolution tracks towards data-oriented systems (EV-DO), to a
certain extent taking a similar path to the evolutions in 3GPP. It is important to note that LTE
will provide tight interworking with systems developed by 3GPP2, which allows a smooth
migration to LTE for operators who previously followed the 3GPP2 track.

The third path of evolution has emerged from the IEEE 802 LAN/MAN5 standards
committee, which created the ‘802.16’ family as a broadband wireless access standard. This
family is also fully packet-oriented. It is often referred to as WiMAX, on the basis of a so-
called ‘System Profile’ assembled from the 802.16 standard and promoted by the WiMAX
Forum. The WiMAX Forum also ensures the corresponding product certification. While the
first version, known as 802.16-2004, was restricted to fixed access, the following version
802.16e includes basic support of mobility and is therefore often referred to as ‘mobile
WiMAX’. However, it can be noted that in general the WiMAX family has not been designed
with the same emphasis on mobility and compatibility with operators’ core networks as the

2High-Speed Downlink Packet Access.
3High-Speed Uplink Packet Access.
4Multiple-Input Multiple-Output antenna system.
5Local Area Network /Metropolitan Area Network.
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3GPP technology family, which includes core network evolutions in addition to the radio
access network evolution. Nevertheless, the latest generation developed by the IEEE, known
as 802. 16m,has similar targets to LTE-Advanced whichare outlined in Chapter 27.

The overall pattern is of an evolution of mobile radio towards flexible, packet-oriented,
multiservice systems. The aim ofall these systems is towards offering a mobile broadband
user experience that can approachthat of currentfixed access networks such as Asymmetric
Digital Subscriber Line (ADSL) and Fibre-To-The-Home (FTTH).

1.1.3 The Standardization Process in 3GPP

The collaborative standardization model which so successfully produced the GSM system
became the basis for the development of UMTS.In the interests of producing truly global
standards, the collaboration for both GSM and UMTS was expanded beyond ETSI to
encompass regional Standards Development Organizations (SDOs) from Japan (ARIB and
TTC), Korea (TTA), North America (ATIS) and China (CCSA), as shownin Figure 1.2.

  
Figure 1.2: 3GPPis a global partnership ofsix regional SDOs.

So the 3GPP was born and by 2011 boasted 380 individual member companies.
The successful creation of such a large and complex system specification as that for UMTS

or LTE requires a well-structured organization with pragmatic working procedures. 3GPP
is divided into four Technical Specification Groups (TSGs), each of which is comprised
of a number of Working Groups (WGs) with responsibility for a specific aspect of the
specifications as shownin Figure 1.3.

A distinctive feature of the working methods of these groups is the consensus-driven
approachto decision-making.
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Figure 1.3: The Working Group structure of 3GPP. Reproduced by permission of© 3GPP.

All documents submitted to 3GPP are publicly available on the 3GPP website,6 including
contributions from individual companies, technical reports and technical specifications.

In reaching consensus around a technology, the WGs take into account a variety of
considerations, including but not limited to performance, implementation cost, complexity
and compatibility with earlier versions or deployments. Simulations are frequently used
to compare performance of different techniques, especially in the WGs focusing on the
physical layer of the air interface and on performance requirements. This requires consensus
first to be reached around the simulation assumptions to be used for the comparison,
including, in particular, understanding and defining the scenarios of interest to network
operators.

The LTE standardization process was inaugurated at a workshop in Toronto in November
2004, when a broad range of companies involved in the mobile communications business
presented their visions for the future evolution of the specifications to be developed in 3GPP.
These visions included both initial perceptions of the requirements which needed to be
satisfied, and proposals for suitable technologies to meet those requirements.

The requirements are reviewed in detail in Section 1.2, while the key technologies are
introduced in Section 1.3.

6www.3gpp.org.
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INTRODUCTION AND BACKGROUND 7

1.2 Requirements and Targets for the Long Term

Evolution

Discussion of the key requirements for the new LTE system led to the creation of a formal
‘Study Item’ in 3GPP with the specific aim of ‘evolving’ the 3GPP radio access technology
to ensure competitiveness over a ten-year time-frame. Under the auspices of this Study Item,
the requirements for LTE Release 8 were refined and crystallized, being finalized in June
2005.

They can be summarized as follows:

• reduced delays, in terms of both connection establishment and transmission latency;

• increased user data rates;

• increased cell-edge bit-rate, for uniformity of service provision;

• reduced cost per bit, implying improved spectral efficiency;

• greater flexibility of spectrum usage, in both new and pre-existing bands;

• simplified network architecture;

• seamless mobility, including between different radio-access technologies;

• reasonable power consumption for the mobile terminal.

It can also be noted that network operator requirements for next generation mobile systems
were formulated by the Next Generation Mobile Networks (NGMN) alliance of network
operators [2], which served as an additional reference for the development and assessment
of the LTE design. Such operator-driven requirements have also guided the development of
LTE-Advanced (see Chapters 27 to 31).

To address these objectives, the LTE system design covers both the radio interface and the
radio network architecture.

1.2.1 System Performance Requirements

Improved system performance compared to existing systems is one of the main requirements
from network operators, to ensure the competitiveness of LTE and hence to arouse market
interest. In this section, we highlight the main performance metrics used in the definition of
the LTE requirements and its performance assessment.

Table 1.1 summarizes the main performance requirements to which the first release of LTE
was designed. Many of the figures are given relative to the performance of the most advanced
available version of UMTS, which at the time of the definition of the LTE requirements was
HSDPA/HSUPA Release 6 – referred to here as the reference baseline. It can be seen that the
target requirements for LTE represent a significant step from the capacity and user experience
offered by the third generation mobile communications systems which were being deployed
at the time when the first version of LTE was being developed.

As mentioned above, HSPA technologies are also continuing to be developed to offer
higher spectral efficiencies than were assumed for the reference baseline. However, LTE has
been able to benefit from avoiding the constraints of backward compatibility, enabling the
inclusion of advanced MIMO schemes in the system design from the beginning, and highly
flexible spectrum usage built around new multiple access schemes.
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Table 1.1: Summary of key performance requirement targets for LTE Release 8.
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The requirements shown in Table 1.1 are discussed and explained in more detail below.
Chapter 26 shows how the overall performance of the LTE system meets these requirements.

1.2.1.1 Peak Rates and Peak Spectral Efficiency

For marketing purposes, the first parameter by which different radio access technologies
are usually compared is the peak per-user data rate which can be achieved. This peak data
rate generally scales according to the amount of spectrum used, and, for MIMO systems,
according to the minimum of the number of transmit and receive antennas (see Section 11.1).

The peak data rate can be defined as the maximum throughput per user assuming the whole
bandwidth being allocated to a single user with the highest modulation and coding scheme
and the maximum number of antennas supported. Typical radio interface overhead (control
channels, pilot signals, guard intervals, etc.) is estimated and taken into account for a given
operating point. For TDD systems, the peak data rate is generally calculated for the downlink
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INTRODUCTION AND BACKGROUND 9

and uplink periods separately. This makes it possible to obtain a single value independent of
the uplink/downlink ratio and a fair system comparison that is agnostic of the duplex mode.
The maximum spectral efficiency is then obtained simply by dividing the peak rate by the
used spectrum allocation.

The target peak data rates for downlink and uplink in LTE Release 8 were set at 100 Mbps
and 50 Mbps respectively within a 20 MHz bandwidth,7 corresponding to respective peak
spectral efficiencies of 5 and 2.5 bps/Hz. The underlying assumption here is that the terminal
has two receive antennas and one transmit antenna. The number of antennas used at the
base station is more easily upgradeable by the network operator, and the first version of the
LTE specifications was therefore designed to support downlink MIMO operation with up to
four transmit and receive antennas. The MIMO techniques enabling high peak data rates are
described in detail in Chapter 11.

When comparing the capabilities of different radio communication technologies, great
emphasis is often placed on the peak data rate capabilities. While this is one indicator of how
technologically advanced a system is and can be obtained by simple calculations, it may not
be a key differentiator in the usage scenarios for a mobile communication system in practical
deployment. Moreover, it is relatively easy to design a system that can provide very high peak
data rates for users close to the base station, where interference from other cells is low and
techniques such as MIMO can be used to their greatest extent. It is much more challenging to
provide high data rates with good coverage and mobility, but it is exactly these latter aspects
which contribute most strongly to user satisfaction.

In typical deployments, individual users are located at varying distances from the base
stations, the propagation conditions for radio signals to individual users are rarely ideal,
and the available resources must be shared between many users. Consequently, although the
claimed peak data rates of a system are genuinely achievable in the right conditions, it is rare
for a single user to be able to experience the peak data rates for a sustained period, and the
envisaged applications do not usually require this level of performance.

A differentiator of the LTE system design compared to some other systems has been the
recognition of these ‘typical deployment constraints’ from the beginning. During the design
process, emphasis was therefore placed not only on providing a competitive peak data rate
for use when conditions allow, but also importantly on system level performance, which was
evaluated during several performance verification steps.

System-level evaluations are based on simulations of multicell configurations where
data transmission from/to a population of mobiles is considered in a typical deployment
scenario. The sections below describe the main metrics used as requirements for system level
performance. In order to make these metrics meaningful, parameters such as the deployment
scenario, traffic models, channel models and system configuration need to be defined.

The key definitions used for the system evaluations of LTE Release 8 can be found
in an input document from network operators addressing the performance verification
milestone in the LTE development process [5]. This document takes into account deployment
scenarios and channel models agreed during the LTE Study Item [6], and is based on an
evaluation methodology elaborated by NGMN operators in [7]. The reference deployment
scenarios which were given special consideration for the LTE performance evaluation
covered macrocells with base station separations of between 500 m and 1.7 km, as well as
microcells using MIMO with base station separations of 130 m. A range of mobile terminal

7Four times the bandwidth of a WCDMA carrier.
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10 LTE – THE UMTS LONG TERM EVOLUTION

speeds were studied, focusing particularly on the range 3–30 km/h, although higher mobile
speeds were also considered important.

1.2.1.2 Cell Throughput and Spectral Efficiency

Performance at the cell level is an important criterion, as it relates directly to the number
of cell sites that a network operator requires, and hence to the capital cost of deploying the
system. For LTE Release 8, it was chosen to assess the cell level performance with full-queue
traffic models (i.e. assuming that there is never a shortage of data to transmit if a user is given
the opportunity) and a relatively high system load, typically 10 users per cell.

The requirements at the cell level were defined in terms of the following metrics:

• Average cell throughput [bps/cell] and spectral efficiency [bps/Hz/cell];

• Aaverage user throughput [bps/user] and spectral efficiency [bps/Hz/user];

• Cell-edge user throughput [bps/user] and spectral efficiency [bps/Hz/user] (the metric
used for this assessment is the 5-percentile user throughput, obtained from the
cumulative distribution function of the user throughput).

For the UMTS Release 6 reference baseline, it was assumed that both the terminal and
the base station use a single transmit antenna and two receive antennas; for the terminal
receiver the assumed performance corresponds to a two-branch Rake receiver [4] with linear
combining of the signals from the two antennas.

For the LTE system, the use of two transmit and receive antennas was assumed at the base
station. At the terminal, two receive antennas were assumed, but still only a single transmit
antenna. The receiver for both downlink and uplink is assumed to be a linear receiver with
optimum combining of the signals from the antenna branches [3].

The original requirements for the cell level metrics were only expressed as relative gains
compared to the Release 6 reference baseline. The absolute values provided in Table 1.1 are
based on evaluations of the reference system performance that can be found in [8] and [9] for
downlink and uplink respectively.

1.2.1.3 Voice Capacity

Unlike full queue traffic (such as file download) which is typically delay-tolerant and does
not require a guaranteed bit-rate, real-time traffic such as Voice over IP (VoIP) has tight delay
constraints. It is important to set system capacity requirements for such services – a particular
challenge in fully packet-based systems like LTE which rely on adaptive scheduling.

The system capacity requirement is defined as the number of satisfied VoIP users, given
a particular traffic model and delay constraints. The details of the traffic model used for
evaluating LTE can be found in [5]. Here, a VoIP user is considered to be in outage (i.e. not
satisfied) if more than 2% of the VoIP packets do not arrive successfully at the radio receiver
within 50 ms and are therefore discarded. This assumes an overall end-to-end delay (from
mobile terminal to mobile terminal) below 200 ms. The system capacity for VoIP can then be
defined as the number of users present per cell when more than 95% of the users are satisfied.

The NGMN group of network operators expressed a preference for the ability to support
60 satisfied VoIP sessions per MHz – an increase of two to four times what can typically be
achieved in the Release 6 reference case.
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1.2.1.4 Mobility and Cell Ranges

LTE is required to support communication with terminals moving at speeds of up to
350 km/h, or even up to 500 km/h depending on the frequency band. The primary scenario
for operation at such high speeds is usage on high-speed trains – a scenario which is
increasing in importance across the world as the number of high-speed rail lines increases
and train operators aim to offer an attractive working environment to their passengers. These
requirements mean that handover between cells has to be possible without interruption –
in other words, with imperceptible delay and packet loss for voice calls, and with reliable
transmission for data services.

These targets are to be achieved by the LTE system in typical cells of radius up to 5 km,
while operation should continue to be possible for cell ranges of 100 km and more, to enable
wide-area deployments.

1.2.1.5 Broadcast Mode Performance

The requirements for LTE included the integration of an efficient broadcast mode for high rate
Multimedia Broadcast/Multicast Services (MBMS) such as mobile TV, based on a Single
Frequency Network mode of operation as explained in detail in Chapter 13. The spectral
efficiency requirement is given in terms of a carrier dedicated to broadcast transmissions –
i.e. not shared with unicast transmissions.

In broadcast systems, the system throughput is limited to what is achievable for the users
in the worst conditions. Consequently, the broadcast performance requirement was defined in
terms of an achievable system throughput (bps) and spectral efficiency (bps/Hz) assuming a
coverage of 98% of the nominal coverage area of the system. This means that only 2% of the
locations in the nominal coverage area are in outage – where outage for broadcast services is
defined as experiencing a packet error rate higher than 1%. This broadcast spectral efficiency
requirement was set to 1 bps/Hz [10].

While the broadcast mode was not available in Release 8 due to higher prioritization of
other service modes, Release 9 incorporates a broadcast mode employing Single Frequency
Network operation on a mixed unicast-broadcast carrier.

1.2.1.6 User Plane Latency

User plane latency is an important performance metric for real-time and interactive services.
On the radio interface, the minimum user plane latency can be calculated based on signalling
analysis for the case of an unloaded system. It is defined as the average time between the
first transmission of a data packet and the reception of a physical layer acknowledgement.
The calculation should include typical HARQ8 retransmission rates (e.g. 0–30%). This
definition therefore considers the capability of the system design, without being distorted
by the scheduling delays that would appear in the case of a loaded system. The round-trip
latency is obtained simply by multiplying the one-way user plane latency by a factor of two.

LTE is also required to be able to operate with an IP-layer one-way data-packet latency
across the radio access network as low as 5 ms in optimal conditions. However, it is
recognized that the actual delay experienced in a practical system will be dependent on
system loading and radio propagation conditions. For example, HARQ plays a key role in

8Hybrid Automatic Repeat reQuest – see Section 10.3.2.5.
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maximizing spectral efficiency at the expense of increased delay while retransmissions take
place, whereas maximal spectral efficiency may not be essential in situations when minimum
latency is required.

1.2.1.7 Control Plane Latency and Capacity

In addition to the user plane latency requirement, call setup delay was required to be
significantly reduced compared to previous cellular systems. This not only enables a good
user experience but also affects the battery life of terminals, since a system design which
allows a fast transition from an idle state to an active state enables terminals to spend more
time in the low-power idle state.

Control plane latency is measured as the time required for performing the transitions
between different LTE states. LTE is based on only two main states, ‘RRC_IDLE’ and
‘RRC_CONNECTED’ (i.e. ‘active’) (see Section 3.1).

LTE is required to support transition from idle to active in less than 100 ms (excluding
paging delay and Non-Access Stratum (NAS) signalling delay).

The LTE system capacity is dependent not only on the supportable throughput but also
on the number of users simultaneously located within a cell which can be supported by
the control signalling. For the latter aspect, LTE is required to support at least 200 active-
state users per cell for spectrum allocations up to 5 MHz, and at least 400 users per cell for
wider spectrum allocations; only a small subset of these users would be actively receiving or
transmitting data at any given time instant, depending, for example, on the availability of data
to transmit and the prevailing radio channel conditions. An even larger number of non-active
users may also be present in each cell, and therefore able to be paged or to start transmitting
data with low latency.

1.2.2 Deployment Cost and Interoperability

Besides the system performance aspects, a number of other considerations are important
for network operators. These include reduced deployment cost, spectrum flexibility and
enhanced interoperability with legacy systems – essential requirements to enable deployment
of LTE networks in a variety of scenarios and to facilitate migration to LTE.

1.2.2.1 Spectrum Allocations and Duplex Modes

As demand for suitable radio spectrum for mobile communications increases, LTE is required
to be able to operate in a wide range of frequency bands and sizes of spectrum allocations
in both uplink and downlink. LTE can use spectrum allocations ranging from 1.4 to 20 MHz
with a single carrier and addresses all frequency bands currently identified for IMT systems
by ITU-R [1] including those below 1 GHz.

This will include deploying LTE in spectrum currently occupied by older radio access
technologies – a practice often known as ‘spectrum refarming’.

New frequency bands are continually being introduced for LTE in a release-independent
way, meaning that any of the LTE Releases can be deployed in a new frequency band once
the Radio-Frequency (RF) requirements have been specified [11].

The ability to operate in both paired and unpaired spectrum is required, depending on
spectrum availability (see Chapter 23). LTE provides support for FDD, TDD and half-duplex
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FDD operation in a unified design, ensuring a high degree of commonality which facilitates
implementation of multimode terminals and allows worldwide roaming.

Starting from Release 10, LTE also provides means for flexible spectrum use via
aggregation of contiguous and non-contiguous spectrum assets for high data rate services
using a total bandwidth of up to 100 MHz (see Chapter 28).

1.2.2.2 Inter-Working with Other Radio Access Technologies

Flexible interoperation with other radio access technologies is essential for service continuity,
especially during the migration phase in early deployments of LTE with partial coverage,
where handover to legacy systems will often occur.

LTE relies on an evolved packet core network which allows interoperation with various
access technologies, in particular earlier 3GPP technologies (GSM/EDGE and UTRAN9) as
well as non-3GPP technologies (e.g. WiFi, CDMA2000 and WiMAX).

However, service continuity and short interruption times can only be guaranteed if
measurements of the signals from other systems and fast handover mechanisms are integrated
in the LTE radio access design. LTE therefore supports tight inter-working with all legacy
3GPP technologies and some non-3GPP technologies such as CDMA2000.

1.2.2.3 Terminal Complexity and Cost

A key consideration for competitive deployment of LTE is the availability of low-cost
terminals with long battery life, both in stand-by and during activity. Therefore, low terminal
complexity has been taken into account where relevant throughout the LTE system, as well
as designing the system wherever possible to support low terminal power consumption.

1.2.2.4 Network Architecture Requirements

LTE is required to allow a cost-effective deployment by an improved radio access network
architecture design including:

• Flat architecture consisting of just one type of node, the base station, known in LTE as
the eNodeB (see Chapter 2);

• Effective protocols for the support of packet-switched services (see Chapters 3 to 4);

• Open interfaces and support of multivendor equipment interoperability;

• efficient mechanisms for operation and maintenance, including self-optimization
functionalities (see Chapter 25);

• Support of easy deployment and configuration, for example for so-called home base
stations (otherwise known as femto-cells) (see Chapter 24).

9Universal Terrestrial Radio Access Network.
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1.3. Technologies for the Long Term Evolution

The fulfilment of the extensive range of requirements outlined above is only possible thanks
to advances in the underlying mobile radio technology. As an overview, we outline here
three fundamental technologies that have shaped the LTE radio interface design: multicarrier
technology, multiple-antenna technology, and the application ofpacket-switchingto the radio
interface. Finally, we summarize the combinations of capabilities that are supported by
different categories of LTE mobile terminal in Releases 8 and 9.

1.3.1 Multicarrier Technology

Adopting a multicarrier approach for multiple access in LTE wasthe first major design
choice. After initial consolidation of proposals, the candidate schemes for the downlink
were Orthogonal Frequency-Division Multiple Access (OFDMA)!° and Multiple WCDMA,
while the candidate schemesfor the uplink were Single-Carrier Frequency-Division Multiple
Access (SC-FDMA), OFDMA and Multiple WCDMA.The choice of multiple-access
schemes was made in December 2005, with OFDMA beingselected for the downlink, and
SC-FDMA for the uplink. Both of these schemes open up the frequency domain as a new
dimensionof flexibility in the system,as illustrated schematically in Figure 1.4.

OFDMA Downlink

|
frequency

SC-FDMA Uplink

Figure 1.4: Frequency-domain view of the LTE multiple-access technologies.

OFDMA extends the multicarrier technology of OFDM to provide a very flexible
multiple-access scheme. OFDM subdivides the bandwidth available for signal transmission
into a multitude of narrowband subcarriers, arranged to be mutually orthogonal, which
either individually or in groups can carry independent information streams; in OFDMA,this
subdivision ofthe available bandwidth is exploited in sharing the subcarriers among multiple
users.!!

This resulting fiexibility can be used in various ways:

OFDMtechnology was already well understood in 3GPP as a result of an earlier study of the technology in
2003-4.

'lThe use of the frequency domain comes in addition to the well-known time-division multiplexing which
continues to play an importantrole in LTE.
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• Different spectrum bandwidths can be utilized without changing the fundamental
system parameters or equipment design;

• Transmission resources of variable bandwidth can be allocated to different users and
scheduled freely in the frequency domain;

• Fractional frequency re-use and interference coordination between cells are facilitated.

Extensive experience with OFDM has been gained in recent years from deployment
of digital audio and video broadcasting systems such as DAB, DVB and DMB.12 This
experience has highlighted some of the key advantages of OFDM, which include:

• Robustness to time-dispersive radio channels, thanks to the subdivision of the wide-
band transmitted signal into multiple narrowband subcarriers, enabling inter-symbol
interference to be largely constrained within a guard interval at the beginning of each
symbol;

• Low-complexity receivers, by exploiting frequency-domain equalization;

• Simple combining of signals from multiple transmitters in broadcast networks.

These advantages, and how they arise from the OFDM signal design, are explained in
detail in Chapter 5.

By contrast, the transmitter design for OFDM is more costly, as the Peak-to-Average
Power Ratio (PAPR) of an OFDM signal is relatively high, resulting in a need for a highly-
linear RF power amplifier. However, this limitation is not inconsistent with the use of OFDM
for downlink transmissions, as low-cost implementation has a lower priority for the base
station than for the mobile terminal.

In the uplink, however, the high PAPR of OFDM is difficult to tolerate for the transmitter
of the mobile terminal, since it is necessary to compromise between the output power required
for good outdoor coverage, the power consumption, and the cost of the power amplifier. SC-
FDMA, which is explained in detail in Chapter 14, provides a multiple-access technology
which has much in common with OFDMA – in particular the flexibility in the frequency
domain, and the incorporation of a guard interval at the start of each transmitted symbol
to facilitate low-complexity frequency-domain equalization at the receiver. At the same
time, SC-FDMA has a significantly lower PAPR. It therefore resolves to some extent the
dilemma of how the uplink can benefit from the advantages of multicarrier technology while
avoiding excessive cost for the mobile terminal transmitter and retaining a reasonable degree
of commonality between uplink and downlink technologies.

In Release 10, the uplink multiple access scheme is extended to allow multiple clusters of
subcarriers in the frequency domain, as explained in Section 28.3.6.

1.3.2 Multiple Antenna Technology

The use of multiple antenna technology allows the exploitation of the spatial-domain as
another new dimension. This becomes essential in the quest for higher spectral efficiencies.
As will be detailed in Chapter 11, with the use of multiple antennas the theoretically
achievable spectral efficiency scales linearly with the minimum of the number of transmit
and receive antennas employed, at least in suitable radio propagation environments.

12Digital Audio Broadcasting, Digital Video Broadcasting and Digital Mobile Broadcasting.
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Multiple antenna technology opens the door to a large variety of features, but not
all of them easily deliver their theoretical promises when it comes to implementation in
practical systems. Multiple antennas can be used in a variety of ways, mainly based on three
fundamentalprinciples, schematically illustrated in Figure 1.5:

e Diversity gain. Use of the spatial diversity provided by the multiple antennas to
improvethe robustness of the transmission against multipath fading.

e Array gain. Concentration of energy in one or more given directions via precoding
or beamforming. This also allows multiple users located in different directions to be
served simultaneously (so-called multi-user MIMO).

Spatial multiplexing gain. Transmission of multiple signal streams to a single user on
multiple spatial layers created by combinationsof the available antennas.

& & &
Figure 1.5: Three fundamental benefits of multiple antennas:

(a) diversity gain; (b) array gain; (c) spatial multiplexing gain.

A large part of the LTE Study Item phase was therefore dedicated to the selection and
design of the various multiple antenna features to be included in the first release of LTE. The
final system includes several complementary options which allow for adaptability according
to the network deploymentand the propagation conditions of the different users.

1.3.3 Packet-Switched Radio Interface

Ashas already been noted, LTE has been designed as a completely packet-oriented multi-
service system, without the reliance on circuit-switched connection-oriented protocols
prevalent in its predecessors. In LTE,this philosophy is applied across all the layers of the
protocolstack.

The route towards fast packet scheduling over the radio interface was already opened by
HSDPA,whichallowed the transmissionofshort packets having a duration of the same order
of magnitude as the coherence time of the fast fading channel, as shownin Figure 1.6. This
calls for ajoint optimization ofthe physical layer configuration and the resource management
carried out by the link layer protocols according to the prevailing propagation conditions.
This aspect of HSDPA involves tight coupling between the lower twolayers of the protocol
stack — the MAC (Medium Access Control layer — see Chapter 4) and the physical layer.

In HSDPA,this coupling already included features such as fast channel state feedback,
dynamic link adaptation, scheduling exploiting multi-user diversity, and fast retransmission
protocols. In LTE, in order to improve the system latency, the packet duration was further
reduced from the 2 ms used in HSDPA downto just 1 ms. This short transmissioninterval,
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Time

Fading radio channel

Circuit-switched resource allocation

Fast adaptive packet scheduling

Figure 1.6: Fast scheduling and link adaptation.

together with the new dimensions of frequency and space, has further extended the field
of cross-layer techniques between the MAC and physical layers to include the following
techniques in LTE:

• Adaptive scheduling in both the frequency and spatial dimensions;

• Adaptation of the MIMO configuration including the selection of the number of spatial
layers transmitted simultaneously;

• Link adaptation of modulation and code-rate, including the number of transmitted
codewords;

• Several modes of fast channel state reporting.

These different levels of optimization are combined with very sophisticated control
signalling.

1.3.4 User Equipment Categories

In practice it is important to recognize that the market for UEs is large and diverse, and
there is therefore a need for LTE to support a range of categories of UE with different
capabilities to satisfy different market segments. In general, each market segment attaches
different priorities to aspects such as peak data rate, UE size, cost and battery life. Some
typical trade-offs include the following:

• Support for the highest data rates is key to the success of some applications, but
generally requires large amounts of memory for data processing, which increases the
cost of the UE.

• UEs which may be embedded in large devices such as laptop computers are often
not significantly constrained in terms of acceptable power consumption or the number
of antennas which may be used; on the other hand, other market segments require
ultra-slim hand-held terminals which have little space for multiple antennas or large
batteries.

The wider the range of UE categories supported, the closer the match which may be made
between a UE’s supported functionality and the requirements of a particular market segment.
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However, support for a large number of UE categories also has drawbacks in terms of
the signalling overhead required for each UE to inform the network about its supported
functionality, as well as increased costs due to loss of economies of scale and increased
complexity for testing the interoperability of many different configurations.

The first release of LTE was therefore designed to support a compact set of five categories
of UE, ranging from relatively low-cost terminals with similar capabilities to UMTS HSPA,
up to very high-capability terminals which exploit the LTE technology to the maximum extent
possible.

The five Release 8 UE categories are summarized in Table 1.2. It can be seen that the
highest category of Release 8 LTE UE possesses peak data rate capabilities far exceeding the
LTE Release 8 targets. Full details are specified in [12].

Table 1.2: Categories of LTE user equipment in Releases 8 and 9.

UE category

1 2 3 4 5

Supported downlink data rate (Mbps) 10 50 100 150 300
Supported uplink data rate (Mbps) 5 25 50 50 75
Number of receive antennas required 2 2 2 2 4
Number of downlink MIMO layers supported 1 2 2 2 4
Support for 64QAM modulation in downlink � � � � �

Support for 64QAM modulation in uplink � � � � �

Relative memory requirement 1 4.9 4.9 7.3 14.6
for physical layer processing
(normalized to category 1 level)

Additional UE categories are introduced in Release 10, and these are explained in
Section 27.5.

The LTE specifications deliberately avoid large numbers of optional features for the UEs,
preferring to take the approach that if a feature is sufficiently useful to be worth including
in the specifications then support of it should be mandatory. Nevertheless, a very small
number of optional Release 8 features, whose support is indicated by each UE by specific
signalling, are listed in [12]; such features are known as ‘UE capabilities’. Some additional
UE capabilities are added in later releases.

In addition, it is recognized that it is not always possible to complete conformance testing
and Inter-Operability Testing (IOT) of every mandatory feature simultaneously for early
deployments of LTE. Therefore, the development of conformance test cases for LTE was
prioritized according to the likelihood of early deployment of each feature. Correspondingly,
Feature Group Indicators (FGIs) are used for certain groups of lower priority mandatory
features, to enable a UE to indicate whether IOT has been successfully completed for those
features; the grouping of features corresponding to each FGI can be found in Annex B.1
of [13]. For UEs of Release 9 and later, it becomes mandatory for certain of these FGIs to
be set to indicate that the corresponding feature(s) have been implemented and successfully
tested.
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1.3.5 From the First LTE Release to LTE-Advanced

As a result of intense activity by a larger number of contributing companies than ever before
in 3GPP, the specifications for the first LTE release (Release 8) had reached a sufficient level
of completeness by December 2007 to enable LTE to be submitted to ITU-R as a member
of the IMT family of radio access technologies. It is therefore able to be deployed in IMT-
designated spectrum, and the first commercial deployments were launched towards the end
of 2009 in northern Europe.

Meanwhile, 3GPP has continued to improve the LTE system and to develop it to address
new markets. In this section, we outline the new features introduced in the second LTE
release, Release 9, and those provided by LTE Release 10, which begins the next significant
step known as LTE-Advanced.

Increasing LTE’s suitability for different markets and deployments was the first goal of
Release 9. One important market with specific regulatory requirements is North America.
LTE Release 9 therefore provides improved support for Public Warning Systems (PWS)
and some accurate positioning methods (see Chapter 19). One positioning method uses the
Observed Time Difference of Arrival (OTDOA) principle, supported by specially designed
new reference signals inserted in the LTE downlink transmissions. Measurements of these
positioning reference signals received from different base stations allow a UE to calculate its
position very accurately, even in locations where other positioning means such as GPS fail
(e.g. indoors). Enhanced Cell-ID-based techniques are also supported.

Release 9 also introduces support for a broadcast mode based on Single Frequency
Network type transmissions (see Chapter 13).

The MIMO transmission modes are further developed in Release 9, with an extension
of the Release 8 beamforming mode to support two orthogonal spatial layers that can be
transmitted to a single user or multiple users, as described in Section 11.2.2.3. The design of
this mode is forward-compatible for extension to more than two spatial layers in Release 10.

Release 9 also addresses specific deployments and, in particular, low power nodes (see
Chapter 24). It defines new requirements for pico base stations and home base stations,
in addition to improving support for Closed Subscriber Groups (CSG). Support for self-
optimization of the networks is also enhanced in Release 9, as described in Chapter 25.

1.3.5.1 LTE-Advanced

The next version of LTE, Release 10, develops LTE to LTE-Advanced. While LTE Releases 8
and 9 already satisfy to a large extent the requirements set by ITU-R for the IMT-Advanced
designation [14] (see Section 27.1), Release 10 will fully satisfy them and even exceed them
in several aspects where 3GPP has set more demanding performance targets than those of
ITU-R. The requirements for LTE-Advanced are discussed in detail in Chapter 27.

The main Release 10 features that are directly related to fulfilment of the IMT-Advanced
requirements are:

• Carrier aggregation, allowing the total transmission bandwidth to be increased up to
100 MHz (see Chapter 28);

• Uplink MIMO transmission for peak spectral efficiencies greater than 7.5 bps/Hz and
targeting up to 15 bps/Hz (see Chapter 29);
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• Downlink MIMO enhancements, targeting peak spectral efficiencies up to 30 bps/Hz
(see Chapter 29).

Besides addressing the IMT-Advanced requirements, Release 10 also provides some
new features to enhance LTE deployment, such as support for relaying (see Chapter 30),
enhanced inter-cell interference coordination (see Chapter 31) and mechanisms to minimize
the need for drive tests by supporting extended measurement reports from the terminals (see
Chapters 25 and 31).

1.4 From Theory to Practice

With commercial deployment of LTE now a reality, the advances in theoretical understanding
and technology which underpin the LTE specifications are being exploited practically. This
book is written with the primary aim of illuminating the transition from the underlying
academic progress to the realization of useful advances in the provision of mobile communi-
cation services. Particular focus is given to the physical layer of the Radio Access Network
(RAN), as it is here that many of the most dramatic technical advances are manifested. This
should enable the reader to develop an understanding of the background to the technology
choices in the LTE system, and hence to understand better the LTE specifications and how
they may be implemented.

Parts I to IV of the book describe the features of LTE Releases 8 and 9, including
indications of the aspects that are further enhanced in Release 10, while the details of the
major new features of Release 10 are explained in Part V.

Part I sets the radio interface in the context of the network architecture and protocols,
including radio resource management aspects, as well as explaining the new developments
in these areas which distinguish LTE from previous systems.

In Part II, the physical layer of the RAN downlink is covered in detail, beginning with
an explanation of the theory of the new downlink multiple access technology, OFDMA, in
Chapter 5. This sets the context for the details of the LTE downlink design in Chapters 6 to 9.
As coding, link adaptation and multiple antenna operation are of fundamental importance in
fulfilling the LTE requirements, two chapters are then devoted to these topics, covering both
the theory and the practical implementation in LTE.

Chapter 12 shows how these techniques can be applied to the system-level operation of
the LTE system, focusing on applying the new degrees of freedom to multi-user scheduling
and interference coordination.

Finally for the downlink, Chapter 13 covers broadcast operation – a mode which has its
own unique challenges in a cellular system but which is nonetheless important in enabling a
range of services to be provided to the end user.

Part III addresses the physical layer of the RAN uplink, beginning in Chapter 14 with an
introduction to the theory behind the new uplink multiple access technology, SC-FDMA.
This is followed in Chapters 15 to 18 with an analysis of the detailed uplink structure
and operation, including the design of the associated procedures for random access, timing
control and power control which are essential to the efficient operation of the uplink.

This leads on to Part IV, which examines a number of aspects of LTE related to its
deployment as a mobile cellular system. Chapter 19 explains the UE positioning techniques
introduced in Release 9. Chapter 20 provides a thorough analysis of the characteristics
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of the radio propagation environments in which LTE systems will be deployed, since an
understanding of the propagation environment underpins much of the technology adopted
for the LTE specifications. The new technologies and bandwidths adopted in LTE also have
implications for the radio-frequency implementation of the mobile terminals in particular,
and some of these are analysed in Chapter 21. The LTE system is designed to operate not
just in wide bandwidths but also in a diverse range of spectrum allocation scenarios, and
Chapter 23 therefore addresses the different duplex modes applicable to LTE and the effects
that these may have on system design and operation. Chapter 24 addresses aspects of special
relevance to deployment of low-power base stations such as Home eNodeBs and picocells,
while Chapter 25 explains the advanced techniques for self-optimization of the network.
Part IV concludes with a dedicated chapter examining a wide range of aspects of the overall
system performance achievable with the first release of LTE.

Finally, Part V explains in detail the major new features included in Release 10 for
LTE-Advanced, as 3GPP continues to respond to the ever-higher expectations of end-users.
Chapters 28 to 30 address the technologies of carrier aggregation, enhanced MIMO and
relaying respectively, and Chapter 31 covers enhanced Inter-Cell Interference Coordination,
Minimization of Drive Tests and Machine-Type Communications. Chapter 32 provides
an evaluation of the system performance achievable with LTE-Advanced Release 10, and
concludes with a further look into the future.
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Network Architecture

Sudeep Palat and Philippe Godin

2.1 Introduction

As mentioned in the preceding chapter, LTE has been designed to support only Packet-
Switched (PS) services, in contrast to the Circuit-Switched (CS) model of previous cellular
systems. It aims to provide seamless Internet Protocol (IP) connectivity between User
Equipment (UE) and the Packet Data Network (PDN), without any disruption to the end
users’ applications during mobility. While the term ‘LTE’ encompasses the evolution of the
radio access through the Evolved-UTRAN1 (E-UTRAN), it is accompanied by an evolution
of the non-radio aspects under the term ‘System Architecture Evolution’ (SAE) which
includes the Evolved Packet Core (EPC) network. Together LTE and SAE comprise the
Evolved Packet System (EPS).

EPS uses the concept of EPS bearers to route IP traffic from a gateway in the PDN
to the UE. A bearer is an IP packet flow with a defined Quality of Service (QoS). The
E-UTRAN and EPC together set up and release bearers as required by applications. EPS
natively supports voice services over the IP Multimedia Subsystem (IMS) using Voice over
IP (VoIP), but LTE also supports interworking with legacy systems for traditional CS voice
support.

This chapter presents the overall EPS network architecture, giving an overview of the
functions provided by the Core Network (CN) and E-UTRAN. The protocol stack across
the different interfaces is then explained, along with an overview of the functions provided
by the different protocol layers. Section 2.4 outlines the end-to-end bearer path including
QoS aspects, provides details of a typical procedure for establishing a bearer and discusses
the inter-working with legacy systems for CS voice services. The remainder of the chapter
presents the network interfaces in detail, with particular focus on the E-UTRAN interfaces

1Universal Terrestrial Radio Access Network.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.

© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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and associated procedures, including those for the support of user mobility. The network
elements andinterfaces used solely to support broadcast services are covered in Chapter 13,
and the aspects related to UE positioning in Chapter 19.

2.2. Overall Architectural Overview

EPS provides the user with IP connectivity to a PDN for accessing the Internet, as well as for
running services such as VoIP. An EPS beareris typically associated with a QoS. Multiple
bearers can be established for a userin order to provide different QoS streams or connectivity
to different PDNs. For example, a user might be engaged in a voice (VoIP) call while at
the same time performing web browsing or File Transfer Protocol (FTP) download. A VoIP
bearer would provide the necessary QoSfor the voice call, while a best-effort bearer would
be suitable for the web browsing or FTP session. The network must also provide sufficient
security and privacy for the user and protection for the network against fraudulentuse.

Release 9 of LTE introduced several additional features. To meet regulatory requirements
for commercial voice, services such as support of IMS, emergency calls and UE positioning
(see Chapter 19) were introduced. Enhancements to Home cells (HeNBs) were also
introduced in Release 9 (see Chapter 24).

All these features are supported by means of several EPS network elements with different
roles. Figure 2.1 shows the overall network architecture including the network elements
and the standardized interfaces. At a high level, the network is comprised of the CN (i.e.
EPC)and the access network (i.e. E-UTRAN). While the CN consists of many logical nodes,
the access network is made up ofessentially just one node, the evolved NodeB (eNodeB),
which connects to the UEs. Each of these network elements is inter-connected by means of
interfaces which are standardized in order to allow multivendorinteroperability.

es GMLC
2

Operator's
UE eNodeB Serving PDN IP servicesLTE-Uu Gulewer Gateway (eg.IMS PSS

SGi etc)

Figure 2.1: The EPS network elements.

The functional split between the EPC and E-UTRANis shownin Figure 2.2. The EPC
and E-UTRANnetwork elements are described in more detail below.
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Figure 2.2: Functional split between E-UTRAN and EPC.

Reproduced by permission of © 3GPP.

2.2.1 The Core Network

The CN (called the EPC in SAE)is responsible for the overall control of the UE and the
establishmentof the bearers. The main logical nodes of the EPC are:

e PDN Gateway (P-GW);

Serving GateWay (S-GW);

e Mobility Management Entity (MME);

e Evolved Serving Mobile Location Centre (E-SMLC).

In addition to these nodes, the EPC also includes other logical nodes and functions such as
the Gateway Mobile Location Centre (GMLC), the Home Subscriber Server (HSS) and the
Policy Control and Charging Rules Function (PCRF). Since the EPS only provides a bearer
path of a certain QoS, control of multimedia applications such as VoIP is provided by the
IMS which is considered to be outside the EPS itself. When a user is roaming outside his
home country network, the user’s P-GW, GMLCand IMS domain maybe located in either
the home network or the visited network. The logical CN nodes (specified in [1]) are shown
in Figure 2.1 and discussed in more detail below.

e@ PCRF. The PCRF is responsible for policy control decision-making, as well as for
controlling the flow-based charging functionalities in the Policy Control Enforcement
Function (PCEF) whichresides in the P-GW. The PCRF provides the QoS authoriza-
tion (QoS class identifier and bit rates) that decides how a certain data flow will be

treated in the PCEFand ensuresthat this is in accordance with the user’s subscription
profile.
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• GMLC. The GMLC contains functionalities required to support LoCation Services
(LCS). After performing authorization, it sends positioning requests to the MME and
receives the final location estimates.

• Home Subscriber Server (HSS). The HSS contains users’ SAE subscription data
such as the EPS-subscribed QoS profile and any access restrictions for roaming (see
Section 2.2.3). It also holds information about the PDNs to which the user can connect.
This could be in the form of an Access Point Name (APN) (which is a label according
to DNS2 naming conventions describing the access point to the PDN), or a PDN
Address (indicating subscribed IP address(es)). In addition, the HSS holds dynamic
information such as the identity of the MME to which the user is currently attached
or registered. The HSS may also integrate the Authentication Centre (AuC) which
generates the vectors for authentication and security keys (see Section 3.2.3.1).

• P-GW. The P-GW is responsible for IP address allocation for the UE, as well as QoS
enforcement and flow-based charging according to rules from the PCRF. The P-GW is
responsible for the filtering of downlink user IP packets into the different QoS-based
bearers. This is performed based on Traffic Flow Templates (TFTs) (see Section 2.4).
The P-GW performs QoS enforcement for Guaranteed Bit Rate (GBR) bearers. It also
serves as the mobility anchor for inter-working with non-3GPP technologies such
as CDMA2000 and WiMAX networks (see Section 2.4.2 and Chapter 22 for more
information about mobility).

• S-GW. All user IP packets are transferred through the S-GW, which serves as the local
mobility anchor for the data bearers when the UE moves between eNodeBs. It also
retains the information about the bearers when the UE is in idle state (known as EPS
Connection Management IDLE (ECM-IDLE), see Section 2.2.1.1) and temporarily
buffers downlink data while the MME initiates paging of the UE to re-establish the
bearers. In addition, the S-GW performs some administrative functions in the visited
network, such as collecting information for charging (e.g. the volume of data sent
to or received from the user) and legal interception. It also serves as the mobility
anchor for inter-working with other 3GPP technologies such as GPRS3 and UMTS4

(see Section 2.4.2 and Chapter 22 for more information about mobility).

• MME. The MME is the control node which processes the signalling between the UE
and the CN. The protocols running between the UE and the CN are known as the
Non-Access Stratum (NAS) protocols.

The main functions supported by the MME are classified as:

Functions related to bearer management. This includes the establishment, mainte-
nance and release of the bearers, and is handled by the session management layer in
the NAS protocol.

Functions related to connection management. This includes the establishment of the
connection and security between the network and UE, and is handled by the connection
or mobility management layer in the NAS protocol layer.

2Domain Name System.
3General Packet Radio Service.
4Universal Mobile Telecommunications System.
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NAS control procedures are specified in [1] and are discussed in more detail in the
following section.

Functions related to inter-working with other networks. This includes handing over
of voice calls to legacy networks and is explained in more detail in Section 2.4.2.

• E-SMLC. The E-SMLC manages the overall coordination and scheduling of resources
required to find the location of a UE that is attached to E-UTRAN. It also calculates
the final location based on the estimates it receives, and it estimates the UE speed and
the achieved accuracy. The positioning functions and protocols are explained in detail
in Chapter 19.

2.2.1.1 Non-Access Stratum (NAS) Procedures

The NAS procedures, especially the connection management procedures, are fundamentally
similar to UMTS. The main change from UMTS is that EPS allows concatenation of some
procedures so as to enable faster establishment of the connection and the bearers.

The MME creates a UE contextwhen a UE is turned on and attaches to the network.
It assigns to the UE a unique short temporary identity termed the SAE-Temporary Mobile
Subscriber Identity (S-TMSI) which identifies the UE context in the MME. This UE
context holds user subscription information downloaded from the HSS. The local storage
of subscription data in the MME allows faster execution of procedures such as bearer
establishment since it removes the need to consult the HSS every time. In addition, the UE
context also holds dynamic information such as the list of bearers that are established and the
terminal capabilities.

To reduce the overhead in the E-UTRAN and the processing in the UE, all UE-related
information in the access network can be released during long periods of data inactivity. The
UE is then in the ECM-IDLE state. The MME retains the UE context and the information
about the established bearers during these idle periods.

To allow the network to contact an ECM-IDLE UE, the UE updates the network as to
its new location whenever it moves out of its current Tracking Area (TA); this procedure
is called a ‘Tracking Area Update’. The MME is responsible for keeping track of the user
location while the UE is in ECM-IDLE.

When there is a need to deliver downlink data to an ECM-IDLE UE, the MME sends a
paging message to all the eNodeBs in its current TA, and the eNodeBs page the UE over
the radio interface. On receipt of a paging message, the UE performs a service request
procedure which results in moving the UE to the ECM-CONNECTED state. UE-related
information is thereby created in the E-UTRAN, and the bearers are re-established. The
MME is responsible for the re-establishment of the radio bearers and updating the UE
context in the eNodeB. This transition between the UE states is called an ‘idle-to-active
transition’. To speed up the idle-to-active transition and bearer establishment, EPS supports
concatenation of the NAS and AS5 procedures for bearer activation (see also Section 2.4.1).
Some inter-relationship between the NAS and AS protocols is intentionally used to allow
procedures to run simultaneously, rather than sequentially as in UMTS. For example, the
bearer establishment procedure can be executed by the network without waiting for the
completion of the security procedure.

5Access Stratum – the protocols which run between the eNodeBs and the UE.
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Security functions are the responsibility of the MME for both signalling and user data.
When a UE attaches with the network, a mutual authentication of the UE and the networkis

performed between the UE and the MME/HSS.This authentication function also establishes
the security keys which are used for encryptionof the bearers, as explained in Section 3.2.3.1.
The security architecture for SAEis specified in [2].

The NAS also handles IMS Emergency calls, whereby UEs without regular access to
the network (i.e. terminals without a Universal Subscriber Identity Module (USIM) or UEs
in limited service mode) are allowed access to the network using an ‘Emergency Attach’
procedure; this bypasses the security requirements but only allows access to an emergency
P-GW.

2.2.2. The Access Network

The access network of LTE, E-UTRAN,simply consists of a network of eNodeBs, as
illustrated in Figure 2.3. For normal user traffic (as opposed to broadcast), there is no
centralized controller in E-UTRAN:;hence the E-UTRAN architecture is said to be flat.

© &£
MME/ S-GW MME/ S-GWh |

E-UTRAN

, / eNBH#3 
Figure 2.3: Overall E-UTRANarchitecture. Reproduced by permission of © 3GPP.

The eNodeBsare normally inter-connected with each other by means ofan interface
known as X2, and to the EPC by means of the S/ interface — more specifically, to the MME
by meansof the S1-MMEinterface and to the S-GW by meansof the S1-U interface.

The protocols which run between the eNodeBs and the UE are known as the Access
Stratum (AS)protocols.

The E-UTRANis responsible for all radio-related functions, which can be summarized
briefly as:
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• Radio Resource Management. This covers all functions related to the radio bearers,
such as radio bearer control, radio admission control, radio mobility control, schedul-
ing and dynamic allocation of resources to UEs in both uplink and downlink.

• Header Compression. This helps to ensure efficient use of the radio interface by
compressing the IP packet headers which could otherwise represent a significant
overhead, especially for small packets such as VoIP (see Section 4.2.2).

• Security. All data sent over the radio interface is encrypted (see Sections 3.2.3.1 and
4.2.3).

• Positioning. The E-UTRAN provides the necessary measurements and other data to
the E-SMLC and assists the E-SMLC in finding the UE position (see Chapter 19).

• Connectivity to the EPC. This consists of the signalling towards the MME and the
bearer path towards the S-GW.

On the network side, all of these functions reside in the eNodeBs, each of which can
be responsible for managing multiple cells. Unlike some of the previous second- and third-
generation technologies, LTE integrates the radio controller function into the eNodeB. This
allows tight interaction between the different protocol layers of the radio access network, thus
reducing latency and improving efficiency. Such distributed control eliminates the need for
a high-availability, processing-intensive controller, which in turn has the potential to reduce
costs and avoid ‘single points of failure’. Furthermore, as LTE does not support soft handover
there is no need for a centralized data-combining function in the network.

One consequence of the lack of a centralized controller node is that, as the UE moves, the
network must transfer all information related to a UE, i.e. the UE context, together with any
buffered data, from one eNodeB to another. As discussed in Section 2.3.1.1, mechanisms are
therefore needed to avoid data loss during handover. The operation of the X2 interface for
this purpose is explained in more detail in Section 2.6.

An important feature of the S1 interface linking the access network to the CN is known as
S1-flex. This is a concept whereby multiple CN nodes (MME/S-GWs) can serve a common
geographical area, being connected by a mesh network to the set of eNodeBs in that area
(see Section 2.5). An eNodeB may thus be served by multiple MME/S-GWs, as is the case
for eNodeB#2 in Figure 2.3. The set of MME/S-GW nodes serving a common area is called
an MME/S-GW pool , and the area covered by such a pool of MME/S-GWs is called a pool
area. This concept allows UEs in the cell(s) controlled by one eNodeB to be shared between
multiple CN nodes, thereby providing a possibility for load sharing and also eliminating
single points of failure for the CN nodes. The UE context normally remains with the same
MME as long as the UE is located within the pool area.

2.2.3 Roaming Architecture

A network run by one operator in one country is known as a Public Land Mobile Network
(PLMN). Roaming, where users are allowed to connect to PLMNs other than those to which
they are directly subscribed, is a powerful feature for mobile networks, and LTE/SAE is
no exception. A roaming user is connected to the E-UTRAN, MME and S-GW of the visited
LTE network. However, LTE/SAE allows the P-GW of either the visited or the home network
to be used, as shown in Figure 2.4. Using the home network’s P-GW allows the user to access
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the home operator’s services even while in a visited network. A P-GWin the visited network
allowsa ‘local breakout’ to the Internet in the visited network.

 
Figure 2.4: Roaming architecture for 3GPP accesses with P-GW in home network.

2.3. Protocol Architecture

Weoutline here the radio protocol architecture of E-UTRAN.

2.3.1 User Plane

An IP packetfor a UE is encapsulated in an EPC-specific protocol and tunnelled between the
P-GW and the eNodeBfor transmission to the UE. Different tunnelling protocols are used
across different interfaces. A 3GPP-specific tunnelling protocol called the GPRS Tunnelling
Protocol (GTP) [4] is used over the core network interfaces, $1 and S$5/S8.°

The E-UTRANuserplane protocol stack, shown greyed in Figure 2.5, consists of the
Packet Data Convergence Protocol (PDCP), Radio Link Control (RLC) and Medium Access
Control (MAC) sublayers which are terminated in the eNodeB on the network side. The
respective roles of each ofthese layers are explained in detail in Chapter 4.

SSAE also provides an option to use Proxy Mobile IP (PMIP) on S5/S8. More details on the MIP-based $5/S8
interface can be found in [3].
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Figure 2.5: The E-UTRANuser plane protocol stack. Reproduced by permission of ©

3GPP.

2.3.1.1 Data Handling During Handover

In the absence of any centralized controller node, data buffering during handoverdue to user
mobility in the E-UTRAN must be performed in the eNodeBitself. Data protection during
handoveris a responsibility of the PDCPlayer and is explained in detail in Section 4.2.4.

The RLC and MAClayers both start afresh in a new cell after handover is completed.

2.3.2 Control Plane

The protocolstack for the control plane between the UE and MME is shownin Figure 2.6.

 
Figure 2.6: Control plane protocol stack. Reproduced by permission of © 3GPP.

The greyed region of the stack indicates the AS protocols. The lower layers perform the
same functions as for the user plane with the exception that there is no header compression
functionfor control plane.
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The Radio Resource Control (RRC) protocol is known as ‘Layer 3’ in the AS protocol
stack. It is the main controlling function in the AS, being responsible for establishing the
radio bearers and configuring all the lower layers using RRC signalling between the eNodeB
and the UE. These functions are detailed in Section 3.2.

2.4 Quality of Service and EPS Bearers

In a typical case, multiple applications may be running in a UE at the same time, each one
having different QoS requirements. For example, a UE can be engaged in a VoIP call while
at the same time browsing a web page or downloading an FTP file. VoIP has more stringent
requirements for QoS in terms of delay and delay jitter than web browsing and FTP, while the
latter requires a much lower packet loss rate. In order to support multiple QoS requirements,
different bearers are set up within EPS, each being associated with a QoS.

Broadly, bearers can be classified into two categories based on the nature of the QoS they
provide:

• Minimum Guaranteed Bit Rate (GBR) bearers which can be used for applications
such as VoIP. These have an associated GBR value for which dedicated transmission
resources are permanently allocated (e.g. by an admission control function in the
eNodeB) at bearer establishment/modification. Bit rates higher than the GBR may be
allowed for a GBR bearer if resources are available. In such cases, a Maximum Bit
Rate (MBR) parameter, which can also be associated with a GBR bearer, sets an upper
limit on the bit rate which can be expected from a GBR bearer.

• Non-GBR bearers which do not guarantee any particular bit rate. These can be used
for applications such as web browsing or FTP transfer. For these bearers, no bandwidth
resources are allocated permanently to the bearer.

In the access network, it is the eNodeB’s responsibility to ensure that the necessary QoS
for a bearer over the radio interface is met. Each bearer has an associated Class Identifier
(QCI), and an Allocation and Retention Priority (ARP).

Each QCI is characterized by priority, packet delay budget and acceptable packet loss
rate. The QCI label for a bearer determines the way it is handled in the eNodeB. Only a
dozen such QCIs have been standardized so that vendors can all have the same understanding
of the underlying service characteristics and thus provide the corresponding treatment,
including queue management, conditioning and policing strategy. This ensures that an LTE
operator can expect uniform traffic handling behaviour throughout the network regardless
of the manufacturers of the eNodeB equipment. The set of standardized QCIs and their
characteristics (from which the PCRF in an EPS can select) is provided in Table 2.1
(from Section 6.1.7 in [5]).

The priority and packet delay budget (and, to some extent, the acceptable packet loss rate)
from the QCI label determine the RLC mode configuration (see Section 4.3.1), and how
the scheduler in the MAC (see Section 4.4.2.1) handles packets sent over the bearer (e.g. in
terms of scheduling policy, queue management policy and rate shaping policy). For example,
a packet with a higher priority can be expected to be scheduled before a packet with lower
priority. For bearers with a low acceptable loss rate, an Acknowledged Mode (AM) can be
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Table 2.1: Standardized QoS Class Identifiers (QCIs) for LTE.

Resource Packet delay Packet error
QCI type Priority budget (ms) loss rate Example services

1 GBR 2 100 10−2 Conversational voice
2 GBR 4 150 10−3 Conversational video (live

streaming)
3 GBR 5 300 10−6 Non-conversational video

(buffered streaming)
4 GBR 3 50 10−3 Real time gaming

5 Non-GBR 1 100 10−6 IMS signalling

6 Non-GBR 7 100 10−3 Voice, video (live streaming),
interactive gaming

7 Non-GBR 6 300 10−6 Video (buffered streaming)

8 Non-GBR 8 300 10−6 TCP-based (e.g. WWW, e-mail)
chat, FTP, p2p file sharing,
progressive video, etc.

9 Non-GBR 9 300 10−6

used within the RLC protocol layer to ensure that packets are delivered successfully across
the radio interface (see Section 4.3.1.3).

The ARP of a bearer is used for call admission control – i.e. to decide whether or
not the requested bearer should be established in case of radio congestion. It also governs
the prioritization of the bearer for pre-emption with respect to a new bearer establishment
request. Once successfully established, a bearer’s ARP does not have any impact on the
bearer-level packet forwarding treatment (e.g. for scheduling and rate control). Such packet
forwarding treatment should be solely determined by the other bearer-level QoS parameters
such as QCI, GBR and MBR.

An EPS bearer has to cross multiple interfaces as shown in Figure 2.7 – the S5/S8 interface
from the P-GW to the S-GW, the S1 interface from the S-GW to the eNodeB, and the radio
interface (also known as the LTE-Uu interface) from the eNodeB to the UE. Across each
interface, the EPS bearer is mapped onto a lower layer bearer, each with its own bearer
identity. Each node must keep track of the binding between the bearer IDs across its different
interfaces.

An S5/S8 bearer transports the packets of an EPS bearer between a P-GW and an S-GW.
The S-GW stores a one-to-one mapping between an S1 bearer and an S5/S8 bearer. The
bearer is identified by the GTP tunnel ID across both interfaces.

An S1 bearer transports the packets of an EPS bearer between an S-GW and an eNodeB.
A radio bearer [6] transports the packets of an EPS bearer between a UE and an eNodeB. An
E-UTRAN Radio Access Bearer (E-RAB ) refers to the concatenation of an S1 bearer and the
corresponding radio bearer. An eNodeB stores a one-to-one mapping between a radio bearer
ID and an S1 bearer to create the mapping between the two. The overall EPS bearer service
architecture is shown in Figure 2.8.
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Figure 2.7: LTE/SAEbearers across the different interfaces. Reproduced by permission of

© 3GPP.
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Figure 2.8: The overall EPS bearerservice architecture. Reproduced by permission of
© 3GPP.

IP packets mapped to the same EPS bearerreceive the same bearer-level packet forwarding
treatment (e.g. scheduling policy, queue management policy, rate shaping policy, RLC
configuration). Providing different bearer-level QoS thus requires that a separate EPS bearer
is established for each QoS flow, and user IP packets mustbe filtered into the different EPS
bearers.

Packet filtering into different bearers is based on Traffic Flow Templates (TFTs). The
TFTsuse IP header information suchas source and destination IP addresses and Transmission

Control Protocol (TCP) port numbers to filter packets such as VoIP from web browsingtraffic
so that each can be sent down the respective bearers with appropriate QoS. An UpLink TFT
(UL TFT)associated with each bearerin the UEfilters IP packets to EPS bearers in the uplink
direction. A DownLink TFT (DL TFT)in the P-GWis a similar set of downlink packetfilters.
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As part of the procedure by which a UE attaches to the network, the UE is assigned an IP
address by the P-GW and at least one bearer is established, called the default bearer, and it
remains established throughout the lifetime of the PDN connection in order to provide the UE
with always-on IP connectivity to that PDN. The initial bearer-level QoS parameter values
of the default bearer are assigned by the MME, based on subscription data retrieved from
the HSS. The PCEF may change these values in interaction with the PCRF or according
to local configuration. Additional bearers called dedicated bearers can also be established
at any time during or after completion of the attach procedure. A dedicated bearer can be
either GBR or non-GBR (the default bearer always has to be a non-GBR bearer since it is
permanently established). The distinction between default and dedicated bearers should be
transparent to the access network (e.g. E-UTRAN). Each bearer has an associated QoS, and if
more than one bearer is established for a given UE, then each bearer must also be associated
with appropriate TFTs. These dedicated bearers could be established by the network, based
for example on a trigger from the IMS domain, or they could be requested by the UE. The
dedicated bearers for a UE may be provided by one or more P-GWs.

The bearer-level QoS parameter values for dedicated bearers are received by the P-GW
from the PCRF and forwarded to the S-GW. The MME only transparently forwards those
values received from the S-GW over the S11 reference point to the E-UTRAN.

2.4.1 Bearer Establishment Procedure

This section describes an example of the end-to-end bearer establishment procedure across
the network nodes using the functionality described in the previous sections.

A typical bearer establishment flow is shown in Figure 2.9. Each of the messages is
described below.

When a bearer is established, the bearers across each of the interfaces discussed above are
established.

The PCRF sends a ‘PCC7 Decision Provision’ message indicating the required QoS for
the bearer to the P-GW. The P-GW uses this QoS policy to assign the bearer-level QoS
parameters. The P-GW then sends to the S-GW a ‘Create Dedicated Bearer Request’ message
including the QoS and UL TFT to be used in the UE.

The S-GW forwards the Create Dedicated Bearer Request message (including bearer QoS,
UL TFT and S1-bearer ID) to the MME (message 3 in Figure 2.9).

The MME then builds a set of session management configuration information including
the UL TFT and the EPS bearer identity, and includes it in the ‘Bearer Setup Request’
message which it sends to the eNodeB (message 4 in Figure 2.9). The session management
configuration is NAS information and is therefore sent transparently by the eNodeB to
the UE.

The Bearer Setup Request also provides the QoS of the bearer to the eNodeB; this
information is used by the eNodeB for call admission control and also to ensure the necessary
QoS by appropriate scheduling of the user’s IP packets. The eNodeB maps the EPS bearer
QoS to the radio bearer QoS. It then signals a ‘RRC Connection Reconfiguration’ message
(including the radio bearer QoS, session management configuration and EPS radio bearer
identity) to the UE to set up the radio bearer (message 5 in Figure 2.9). The RRC Connection
Reconfiguration message contains all the configuration parameters for the radio interface.

7Policy Control and Charging.
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Figure 2.9: An example message flow for an LTE/SAEbearerestablishment. Reproduced by

permission of © 3GPP.

This is mainly for the configuration of the Layer 2 (PDCP, RLC and MAC)parameters, but
also the Layer 1 parameters required for the UE to initialize the protocol stack.

Messages 6 to 10 are the corresponding response messages to confirm that the bearers
have beenset up correctly.

2.4.2 Inter-Working with other RATs

EPSalso supports inter-working and mobility (handover) with networks using other Radio
Access Technologies (RATs), notably GSM’, UMTS, CDMA2000 and WiMAX.Thearchi-
tecture for inter-working with 2G and 3G GPRS/UMTS networks is shownin Figure 2.10.
The S-GW acts as the mobility anchorfor inter-working with other 3GPP technologies such
as GSM and UMTS,while the P-GW serves as an anchor allowing seamless mobility to
non-3GPP networks such as CDMA2000 or WiMAX. The P-GW mayalso support a Proxy
Mobile Internet Protocol (PMIP) based interface. While VoIP is the primary mechanism for
voice services, LTE also supports inter-working with legacy systems for CS voice services.

5Global System for Mobile Communications.
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This is controlled by the MMEandis based on two procedures outlined in Sections 2.4.2.1
and 2.4.2.2.

More details of the radio interface procedures for inter-working with other RATs are
specified in [3] and covered in Sections 2.5.6.2 and 3.2.4.

 
Figure 2.10: Architecture for 3G UMTSinterworking.

2.4.2.1 Circuit-Switched Fall Back (CSFB)

LTE natively supports VoIP only using IMSservices. However, in case IMSservices are not
deployed from the start, LTE also supports a Circuit-Switched FallBack (CSFB) mechanism
which allows CS voicecalls to be handled via legacy RATs for UEs that are camped on LTE.

CSFB allows a UE in LTE to be handed overto a legacy RATto originate a CS voice
call. This is supported by meansof an interface, referred to as SGs?, between the MME
and the Mobile Switching Centre (MSC) of the legacy RAT shown in Figure 2.10. This
interface allows the UE to attach with the MSCandregister for CS services while still in
LTE. Moreoverit carries paging messages from the MSCfor incoming voice calls so that
UEs can be paged over LTE. The network may choose a handover, cell change order, or
redirection procedure to move the UE to the legacy RAT.

Figure 2.11 shows the message flow for a CSFB call from LTE to UMTS,including paging
from the MSCvia the SGs interface and MMEin the case of UE-terminated calls, and the

sending of an Extended Service Request NAS message from the UE to the MME to trigger
either a handover or redirection to the target RAT in the case of a UE-originated call. In
the latter case, the UE then originates the CS call over the legacy RAT using the procedure
defined in the legacy RATspecification. Further details of CSFB can be found in [7].

°SGs is an extension of the Gs interface between the Serving GPRS Support Node (SGSN) and the Mobile
Switching Centre (MSC)
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PS HO or CCOor redirection (preparation phase and start of execution phase)
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Figure 2.11: Message sequence diagram for CSFB from LTE to UMTS/GERAN.

2.4.2.2 Single Radio Voice Call Continuity (SRVCC)

If ubiquitous coverage of LTE isnot available, it is possible that a UE involvedin a VoIP call
over LTE might then move out of LTE coverage to enter a legacy RATcell which only offers
CSvoice services. The Single Radio Voice Call Continuity (SRVCC) procedure is designed
for handover of a Packet Switched (PS) VoIP call over LTE to a CS voicecall in the legacy
RAT,involving the transfer of a PS bearer into a CS bearer.

Figure 2.12 shows an overview of the functions involved in SRVCC. The eNodeB may
detect that the UE is moving out of LTE coverage andtrigger a handover procedure towards
the MME by means of an SRVCC indication. The MME is responsible for the SRVCC
procedure and also for the transfer of the PS E-RABcarrying VoIP into a CS bearer. The
MSCServertheninitiates the session transfer procedure to IMS and coordinatesit with the
CS handover procedure to the target cell. The handover command provided to the UE to
request handoverto the legacy RAT also provides the information to set up the CS and PS
radio bearers. The UE can continue with the call over the CS domain on completion of the
handover. Further details of SRVCC can be foundin [8].

2.5 The E-UTRANNetwork Interfaces: S1 Interface

The S1 interface connects the eNodeB to the EPC.It is split into two interfaces, one for
the control plane and the other for the user plane. The protocol structure for the $1 and the
functionality provided over S1 are discussed in more detail below.
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Figure 2.12: The main procedures involved in an SRVCC handoverof a PS VoIP call from
LTEto CS voice call in UMTS/GERAN.

2.5.1 Protocol Structure over S1

The protocol structure over S1 is based on a full IP transport stack with no dependency on
legacy SS7'° network configuration as used in GSM or UMTSnetworks. This simplification
provides onearea of potential savings on operational expenditure with LTE networks.

2.5.1.1 Control Plane

Figure 2.13 showsthe protocol structure of the S1 control plane whichis based on the Stream
Control Transmission Protocol / IP (SCTP/IP) stack.

The SCTP protocol is well known for its advanced features inherited from TCP which
ensure the required reliable delivery of the signalling messages. In addition, it makes it
possible to benefit from improved features such as the handling of multistreams to implement
transport network redundancyeasily and avoid head-of-line blocking or multihoming (see
‘IETF RFC4960’[9]).

A further simplification in LTE (compared to the UMTS Iu interface, for example)is
the direct mapping of the S1-AP (S1 Application Protocol) on top of SCTP whichresults
in a simplified protocol stack with no intermediate connection management protocol. The
individual connectionsare directly handledat the application layer. Multiplexing takes place
between S1-AP and SCTP wherebyeach stream of an SCTP association is multiplexed with
the signalling traffic of multiple individual connections.

Onefurther area offlexibility that comes with LTE lies in the lower layer protocols for
which full optionality has been left regarding the choice of the IP version and the choice

10Sienalling System #7 (SS7) is a communications protocol defined by the International Telecommunication
Union (ITU) Telecommunication Standardization Sector (ITU-T) with a main purpose ofsetting up and tearing down
telephone calls. Other uses include Short Message Service (SMS), numbertranslation, prepaid billing mechanisms,
and manyother services.
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Figure 2.13: S1-MME control plane protocol stack. Reproduced by permission of© 3GPP.

of the data link layer. For example, this enables the operator to start deployment using IP
version 4 with the data link tailored to the network deployment scenario.

2.5.1.2 User Plane

Figure 2.14 shows the protocol structure of the S1 user plane, which is based on the GTP/
User Datagram Protocol (UDP) IP stack which is already well known from UMTS networks.

GTP-U 

UDP 

IPv6 (RFC 2460) 

and/or 

IPv4 (RFC 791) 

Data link layer 

Physical layer 

Figure 2.14: S1-U user plane protocol stack. Reproduced by permission of© 3GPP.

One of the advantages of using GTP-User plane (GTP-U) is its inherent facility to identify
tunnels and also to facilitate intra-3GPP mobility.

The IP version number and the data link layer have been left fully optional, as for the
control plane stack.

A transport bearer is identified by the GTP tunnel endpoints and the IP address (source
Tunnelling End ID (TEID), destination TEID, source IP address, destination IP address).

The S-GW sends downlink packets of a given bearer to the eNodeB IP address (received in
S1-AP) associated to that particular bearer. Similarly, the eNodeB sends upstream packets of
a given bearer to the EPC IP address (received in S1-AP) associated to that particular bearer.
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Vendor-specific traffic categories (e.g. real-time traffic) can be mapped onto Differentiated
Services (Diffserv) code points (e.g. expedited forwarding) by network O&M (Operation and
Maintenance) configuration to manage QoS differentiation between the bearers.

2.5.2 Initiation over S1

The initialization of the S1-MME control plane interface starts with the identification of
the MMEs to which the eNodeB must connect, followed by the setting up of the Transport
Network Layer (TNL).

With the support of the S1-flex function in LTE, an eNodeB must initiate an S1 interface
towards each MME node of the pool area to which it belongs. This list of MME nodes of the
pool together with an initial corresponding remote IP address can be directly configured in the
eNodeB at deployment (although other means may also be used). The eNodeB then initiates
the TNL establishment with that IP address. Only one SCTP association is established
between one eNodeB and one MME.

During the establishment of the SCTP association, the two nodes negotiate the maximum
number of streams which will be used over that association. However, multiple pairs of
streams11 are typically used in order to avoid the head-of-line blocking issue mentioned
above. Among these pairs of streams, one particular pair must be reserved by the two nodes
for the signalling of the common procedures (i.e. those which are not specific to one UE).
The other streams are used for the sole purpose of the dedicated procedures (i.e. those which
are specific to one UE).

Once the TNL has been established, some basic application-level configuration data for
the system operation is automatically exchanged between the eNodeB and the MME through
an ‘S1 SETUP’ procedure initiated by the eNodeB. This procedure is one case of a Self-
Optimizing Network process and is explained in detail in Section 25.3.1.

Once the S1 SETUP procedure has been completed, the S1 interface is operational.

2.5.3 Context Management over S1

Within each pool area, a UE is associated to one particular MME for all its communications
during its stay in this pool area. This creates a context in this MME for the UE. This particular
MME is selected by the NAS Node Selection Function (NNSF) in the first eNodeB from
which the UE entered the pool.

Whenever the UE becomes active (i.e. makes a transition from idle to active mode) under
the coverage of a particular eNodeB in the pool area, the MME provides the UE context
information to this eNodeB using the ‘INITIAL CONTEXT SETUP REQUEST’ message
(see Figure 2.15). This enables the eNodeB in turn to create a context and manage the UE
while it is in active mode.

Even though the setup of bearers is otherwise relevant to a dedicated ‘Bearer Management’
procedure described below, the creation of the eNodeB context by the INITIAL CONTEXT
SETUP procedure also includes the creation of one or several bearers including the default
bearers.

At the next transition back to idle mode following a ‘UE CONTEXT RELEASE’ message
sent from the MME, the eNodeB context is erased and only the MME context remains.

11Note that a stream is unidirectional and therefore pairs must be used.
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INITIAL CONTEXT SETUP RESPONSE

INITIAL CONTEXT SETUP REQUEST 

eNB MME

Figure 2.15: Initial context setup procedure. Reproduced by permission of© 3GPP.

2.5.4 Bearer Management over S1

LTE uses independent dedicated procedures respectively covering the setup, modification and
release of bearers. For each bearer requested to be set up, the transport layer address and the
tunnel endpoint are provided to the eNodeB in the ‘BEARER SETUP REQUEST’ message
to indicate the termination of the bearer in the S-GW where uplink user plane data must be
sent. Conversely, the eNodeB indicates in the ‘BEARER SETUP RESPONSE’ message the
termination of the bearer in the eNodeB where the downlink user plane data must be sent.

For each bearer, the QoS parameters (see Section 2.4) requested for the bearer are also
indicated. Independently of the standardized QCI values, it is also still possible to use extra
proprietary labels for the fast introduction of new services if vendors and operators agree
upon them.

2.5.5 Paging over S1

As mentioned in Section 2.5.3, in order to re-establish a connection towards a UE in idle
mode, the MME distributes a ‘PAGING REQUEST’ message to the relevant eNodeBs based
on the TAs where the UE is expected to be located. When receiving the paging request, the
eNodeB sends a page over the radio interface in the cells which are contained within one of
the TAs provided in that message.

The UE is normally paged using its S-TMSI. The ‘PAGING REQUEST’ message also
contains a UE identity index value in order for the eNodeB to calculate the paging occasions
at which the UE will switch on its receiver to listen for paging messages (see Section 3.4).

In Release 10, paging differentiation is introduced over the S1 interface to handle
Multimedia Priority Service (MPS)12 users. In case of MME or RAN overload, it is necessary
to page a UE with higher priority during the establishment of a mobile-terminated MPS call.
In case of MME overload, the MME can itself discriminate between the paging messages
and discard the lower priority ones. In case of RAN overload in some cells, the eNodeB can
perform this discrimination based on a new Paging Priority Indicator sent by the MME. The
MME can signal up to eight such priority values to the eNodeB. In case of an IMS MPS
call, the terminating UE will further set up an RRC connection with the same eNodeB that
will also get automatically prioritized. In case of a CS fallback call, the eNodeB will instead

12MPS allows the delivery of calls or complete sessions of a high priority nature, in case for example of public
safety or national security purposes, from mobile to mobile, mobile to fixed, and fixed to mobile networks during
network congestion conditions.
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signal to the UE that it must set the cause value ‘high priority terminating call’ when trying
to establish the UMTS RRC Connection.

2.5.6 Mobility over S1

LTE/SAE supports mobility within LTE/SAE, and also to other systems using both 3GPP
and non-3GPP technologies. The mobility procedures over the radio interface are defined in
Section 3.2. These mobility procedures also involve the network interfaces. The sections
below discuss the procedures over S1 to support mobility. The mobility performance
requirements from the UE point of view are outlined in Chapter 22.

2.5.6.1 Intra-LTE Mobility

There are two types of handover procedure in LTE for UEs in active mode: the S1-handover
procedure and the X2-handover procedure.

For intra-LTE mobility, the X2-handover procedure is normally used for the inter-eNodeB
handover (described in Section 2.6.3). However, when there is no X2 interface between the
two eNodeBs, or if the source eNodeB has been configured to initiate handover towards a
particular target eNodeB via the S1 interface, then an S1-handover will be triggered.

The S1-handover procedure has been designed in a very similar way to the UMTS Serving
Radio Network Subsystem (SRNS) relocation procedure and is shown in Figure 2.16: it
consists of a preparation phase involving the core network, where the resources are first
prepared at the target side (steps 2 to 8), followed by an execution phase (steps 8 to 12) and
a completion phase (after step 13).

Compared to UMTS, the main difference is the introduction of the ‘STATUS TRANSFER’
message sent by the source eNodeB (steps 10 and 11). This message has been added in order
to carry some PDCP status information that is needed at the target eNodeB in cases when
PDCP status preservation applies for the S1-handover (see Section 4.2.4); this is in alignment
with the information which is sent within the X2 ‘STATUS TRANSFER’ message used for
the X2-handover (see below). As a result of this alignment, the handling of the handover
by the target eNodeB as seen from the UE is exactly the same, regardless of the type of
handover (S1 or X2) the network had decided to use; indeed, the UE is unaware of which
type of handover is used by the network.

The ‘Status Transfer’ procedure is assumed to be triggered in parallel with the start of data
forwarding after the source eNodeB has received the ‘HANDOVER COMMAND’ message
from the source MME. This data forwarding can be either direct or indirect, depending on
the availability of a direct path for the user plane data between the source eNodeB and the
target eNodeB.

The ‘HANDOVER NOTIFY’ message (step 13), which is sent later by the target eNodeB
when the arrival of the UE at the target side is confirmed, is forwarded by the MME to
trigger the update of the path switch in the S-GW towards the target eNodeB. In contrast to
the X2-handover, the message is not acknowledged and the resources at the source side are
released later upon reception of a ‘RELEASE RESOURCE’ message directly triggered from
the source MME (step 17 in Figure 2.16).
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Figure 2.16: S1-based handover procedure. Reproduced by permission of© 3GPP.

2.5.6.2 Inter-RAT Mobility

One key element of the design of LTE is the need to co-exist with other Radio Access
Technologies (RATs).

For mobility from LTE towards UMTS, the handover process can reuse the S1-handover
procedures described above, with the exception of the ‘STATUS TRANSFERŠ message
which is not needed at steps 10 and 11 since no PDCP context is continued.

For mobility towards CDMA2000, dedicated uplink and downlink procedures have been
introduced in LTE. They essentially aim at tunnelling the CDMA2000 signalling between
the UE and the CDMA2000 system over the S1 interface, without being interpreted by the
eNodeB on the way. An ‘UPLINK S1 CDMA2000 TUNNELLING’ message is sent from the
eNodeB to the MME; this also includes the RAT type in order to identify which CDMA2000
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RAT the tunnelled CDMA2000 message is associated with in order for the message to be
routed to the correct node within the CDMA2000 system.

2.5.6.3 Mobility towards Home eNodeBs

Mobility towards HeNBs involves additional functions from the source LTE RAN node and
the MME. In addition to the E-UTRAN Cell Global Identifier (ECGI), the source RAN node
should include the Closed Subscriber Group Identity (CSG ID) and the access mode of the
target HeNB in the ‘HANDOVER REQUIRED’ message to the MME so that the MME can
perform the access control to that HeNB. If the target HeNB operates in closed access mode
(see Chapter 24) and the MME fails the access control, the MME will reject the handover by
sending back a ‘HANDOVER PREPARATION FAILURE’ message. Otherwise the MME
will accept and continue the handover while indicating to the target HeNB whether the UE is
a ‘CSG member’ if the HeNB is operating in hybrid mode. A detailed description of mobility
towards the HeNB and the associated call flow is provided in Chapter 24.

2.5.7 Load Management over S1

Three types of load management procedures apply over S1: a normal ‘load balancing’
procedure to distribute the traffic, an ‘overload’ procedure to overcome a sudden peak in
the loading and a ‘load rebalancing’ procedure to partially/fully offload an MME.

The MME load balancing procedure aims to distribute the traffic to the MMEs in the pool
evenly according to their respective capacities. To achieve that goal, the procedure relies
on the normal NNSF present in each eNodeB as part of the S1-flex function. Provided that
suitable weight factors corresponding to the capacity of each MME node are available in
the eNodeBs beforehand, a weighted NNSF done by every eNodeB in the network normally
achieves a statistically balanced distribution of load among the MME nodes without further
action. However, specific actions are still required for some particular scenarios:

• If a new MME node is introduced (or removed), it may be necessary temporarily to
increase (or decrease) the weight factor normally corresponding to the capacity of this
node in order to make it catch more (or less) traffic at the beginning until it reaches an
adequate level of load.

• In case of an unexpected peak in the loading, an ‘OVERLOAD’ message can be
sent over the S1 interface by the overloaded MME. When received by an eNodeB,
this message calls for a temporary restriction of a certain type of traffic. An MME
can adjust the reduction of traffic it desires by defining the number of eNodeBs to
which it sends the ‘OVERLOAD’ message and by defining the types of traffic subject
to restriction.Two new rejection types are introduced in Release 10 to combat CN
Overload:

– ‘reject low priority access’, which can be used by the MME to reduce access of
some low-priority devices or applications such as Machine-Type Communication
(MTC) devices (see Section 31.4);

– ‘permit high priority sessions’, to allow access only to high-priority users and
mobile-terminated services.
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• Finally, if the MME wants to force rapidly the offload of part or all of its UEs, it will
use the rebalancing function. This function forces the UEs to reattach to another MME
by using a specific ‘cause value’ in the ‘UE Release Command S1’ message. In a first
step it applies to idle mode UEs and in a second step it may also apply to UEs in
connected mode (if the full MME offload is desired, e.g. for maintenance reasons).

2.5.8 Trace Function

In order to trace the activity of a UE in connected mode, two types of trace session can be
started in the eNodeB:

• Signalling-Based Trace. This is triggered by the MME and is uniquely identified by a
trace identity. Only one trace session can be activated at a time for one UE. The MME
indicates to the eNodeB the interfaces to trace (e.g. S1, X2, Uu) and the associated trace
depth. The trace depth represents the granularity of the signalling to be traced from the
high-level messages down to the detailed ASN.113 and is comprised of three levels:
minimum, medium and maximum. The MME also indicates the IP address of a Trace
Collection Entity where the eNodeB must send the resulting trace record file. If an X2
handover preparation has started at the time when the eNodeB receives the order to
trace, the eNodeB will signal back a TRACE FAILURE INDICATION message to the
MME, and it is then up to the MME to take appropriate action based on the indicated
failure reason. Signalling-based traces are propagated at X2 and S1 handover.

• Management-Based Trace. This is triggered in the eNodeB when the conditions
required for tracing set by O&M are met. The eNodeB then allocates a trace identity
that it sends to the MME in a CELL TRAFFIC TRACE message over S1, together
with the Trace Collection Entity identity that shall be used by the MME for the trace
record file (in order to assemble the trace correctly in the Trace Collection Entity).
Management-based traces are propagated at X2 and S1 handover.

In Release 10, the trace function supports the Minimization of Drive Tests (MDT) feature,
which is explained in Section 31.3.

2.5.9 Delivery of Warning Messages

Two types of warning message may need to be delivered with the utmost urgency over a
cellular system, namely Earthquake and Tsunami Warning System (ETWS)) messages and
Commercial Mobile Alert System (CMAS) messages (see Section 13.7). The delivery of
ETWS messages is already supported since Release 8 via the S1 Write-Replace Warning
procedure which makes it possible to carry either primary or secondary notifications over
S1 for the eNodeB to broadcast over the radio. The Write-Replace Warning procedure also
includes a Warning Area List where the warning message needs to be broadcast. It can
be a list of cells, tracking areas or emergency area identities. The procedure also contains
information on how the broadcast is to be performed (for example, the number of broadcasts
requested).

13Abstract Syntax Notation One
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In contrast to ETWS, the delivery of CMAS messages is only supported from Release 9
onwards. One difference between the two public warning systems is that in ETWS the
eNodeB can only broadcast one message at a time, whereas CMAS allows the broadcast of
multiple concurrent warning messages over the radio. Therefore an ongoing ETWS broadcast
needs to be overwritten if a new ETWS warning has to be delivered immediately in the same
cell. With CMAS, a new Kill procedure has also been added to allow easy cancellation of an
ongoing broadcast when needed. This Kill procedure includes the identity of the message to
be stopped and the Warning Area where it is to be stopped.

2.6 The E-UTRAN Network Interfaces: X2 Interface

The X2 interface is used to inter-connect eNodeBs. The protocol structure for the X2 interface
and the functionality provided over X2 are discussed below.

2.6.1 Protocol Structure over X2

The control plane and user plane protocol stacks over the X2 interface are the same as over
the S1 interface, as shown in Figures 2.17 and 2.18 respectively (with the exception that
in Figure 2.17 the X2-AP (X2 Application Protocol) is substituted for the S1-AP). This also
means again that the choice of the IP version and the data link layer are fully optional. The use
of the same protocol structure over both interfaces provides advantages such as simplifying
the data forwarding operation.

SCTP

IP

Data link layer

X2-AP 

Physical layer

Radio
network

layer

Transport

network

layer

Figure 2.17: X2 signalling bearer protocol stack. Reproduced by permission of© 3GPP.

2.6.2 Initiation over X2

The X2 interface may be established between one eNodeB and some of its neighbour
eNodeBs in order to exchange signalling information when needed. However, a full mesh
is not mandated in an E-UTRAN network. Two types of information may typically need to
be exchanged over X2 to drive the establishment of an X2 interface between two eNodeBs:
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GTP-U 

UDP 

IPv6 (RFC 2460) 
and/or 

IPv4 (RFC 791) 

Data link layer 

Physical layer 

Figure 2.18: Transport network layer for data streams over X2. Reproduced by permission
of© 3GPP.

load or interference related information (see Section 2.6.4) and handover related information
(see mobility in Section 2.6.3).

Because these two types of information are fully independent of one another, it is possible
that an X2 interface may be present between two eNodeBs for the purpose of exchanging
load or interference information, even though the X2-handover procedure is not used to hand
over UEs between those eNodeBs.14

The initialization of the X2 interface starts with the identification of a suitable neighbour
followed by the setting up of the TNL.

The identification of a suitable neighbour may be done by configuration, or alterna-
tively by a self-optimizing process known as the Automatic Neighbour Relation Function
(ANRF).15 This is described in more detail in Section 25.2.

Once a suitable neighbour has been identified, the initiating eNodeB can further set up the
TNL using the transport layer address of this neighbour – either as retrieved from the network
or locally configured. The automatic retrieval of the X2 IP address(es) via the network and
the eNodeB Configuration Transfer procedure are described in details in Section 25.3.2.

Once the TNL has been set up, the initiating eNodeB must trigger the X2 setup procedure.
This procedure enables an automatic exchange of application level configuration data relevant
to the X2 interface, similar to the S1 setup procedure already described in Section 2.5.2. For
example, each eNodeB reports within the ‘X2 SETUP REQUESTŠ message to a neighbour
eNodeB information about each cell it manages, such as the cell’s physical identity, the
frequency band, the tracking area identity and/or the associated PLMNs.

This automatic exchange of application-level configuration data within the X2 setup
procedure is also the core of two additional SON features: automatic self-configuration of
the Physical Cell Identities (PCIs) and RACH self-optimization. These features both aim
to avoid conflicts between cells controlled by neighbouring eNodeBs; they are explained in
detail in Sections 25.4 and 25.7 respectively.

Once the X2 setup procedure has been completed, the X2 interface is operational.

14In such a case, the S1-handover procedure is used instead.
15Under this function the UEs are requested to detect neighbour eNodeBs by reading the Cell Global Identity

(CGI) contained in the broadcast information.
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2.6.3 Mobility over X2

Handover via the X2 interface is triggered by default unless there

51

is no X2 interface

established or the source eNodeBis configured to use the S1-handoverinstead.
The X2-handover procedure is illustrated in Figure 2.19. Like the S1 -handover,it is also

composed of a preparation phase (steps 4 to 6), an execution phase (steps 7 to 9) and a
completion phase (after step 9).

UE Source LTE Target LTE
eNodeB eNodeB

1. Provision ofarea restrictions

2. Measurement
control
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4, HO REQUEST

5. Resource Setup

6. HO REQUEST ACK

 
 

 

8. STATUS TRANSFER
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Figure 2.19: X2-based handover procedure.
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• Data forwarding may be operated per bearer in order to minimize data loss.

• The MME is only informed at the end of the handover procedure once the handover is
successful, in order to trigger the path switch.

• The release of resources at the source side is directly triggered from the target eNodeB.

For those bearers for which in-sequence delivery of packets is required, the ‘STATUS
TRANSFER’ message (step 8) provides the Sequence Number (SN) and the Hyper Frame
Number (HFN) which the target eNodeB should assign to the first packet with no sequence
number yet assigned that it must deliver. This first packet can either be one received
over the target S1 path or one received over X2 if data forwarding over X2 is used (see
below). When it sends the ‘STATUS TRANSFER’ message, the source eNodeB freezes its
transmitter/receiver status – i.e. it stops assigning PDCP SNs to downlink packets and stops
delivering uplink packets to the EPC.

Mobility over X2 can be categorized according to its resilience to packet loss: the handover
can be said ‘seamless’ if it minimizes the interruption time during the move of the UE, or
‘lossless’ if it tolerates no loss of packets at all. These two modes use data forwarding of
user plane downlink packets. The source eNodeB may decide to operate one of these two
modes on a per-EPS-bearer basis, based on the QoS received over S1 for this bearer (see
Section 2.5.4) and the service in question. These two modes are described in more detail
below.

2.6.3.1 Seamless Handover

If, for a given bearer, the source eNodeB selects the seamless handover mode, it proposes
to the target eNodeB in the ‘HANDOVER REQUEST’ message to establish a GTP tunnel
to operate the downlink data forwarding. If the target eNodeB accepts, it indicates in the
‘HANDOVER REQUEST ACK’ message the tunnel endpoint where the forwarded data is
expected to be received. This tunnel endpoint may be different from the one set up as the
termination point of the new bearer established over the target S1.

Upon reception of the ‘HANDOVER REQUEST ACK’ message, the source eNodeB can
start forwarding the data freshly arriving over the source S1 path towards the indicated tunnel
endpoint in parallel with sending the handover trigger to the UE over the radio interface. This
forwarded data is thus available at the target eNodeB to be delivered to the UE as early as
possible.

When forwarding is in operation and in-sequence delivery of packets is required, the target
eNodeB is assumed to deliver first the packets forwarded over X2 before delivering the first
ones received over the target S1 path once the S1 path switch has been performed. The end
of the forwarding is signalled over X2 to the target eNodeB by the reception of some ‘special
GTP packets’ which the S-GW has inserted over the source S1 path just before switching
this S1 path; these are then forwarded by the source eNodeB over X2 like any other regular
packets.

2.6.3.2 Lossless Handover

If the source eNodeB selects the lossless mode for a given bearer, it will additionally forward
over X2 those user plane downlink packets which it has PDCP processed but are still buffered
locally because they have not yet been delivered and acknowledged by the UE. These packets
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are forwarded together with their assigned PDCP SN included in a GTP extension header
field. They are sent over X2 prior to the freshly arriving packets from the source S1 path. The
same mechanisms described above for the seamless handover are used for the GTP tunnel
establishment. The end of forwarding is also handled in the same way, since in-sequence
packet delivery applies to lossless handovers. In addition, the target eNodeB must ensure that
all the packets – including the ones received with sequence number over X2 – are delivered
in sequence at the target side. Further details of seamless and lossless handover are described
in Section 4.2.

Selective retransmission. A new feature in LTE compared to previous systems is the
optimization of the radio interface usage by selective retransmission. When lossless handover
is operated, the target eNodeB may, however, not deliver over the radio interface some of the
forwarded downlink packets received over X2 if it is informed by the UE that those packets
have already been received at the source side (see Section 4.2.6). This is called downlink
selective retransmission.

Similarly in the uplink, the target eNodeB may desire that the UE does not retransmit
packets already received earlier at the source side by the source eNodeB, for example to
avoid wasting radio resources. To operate this uplink selective retransmission scheme for one
bearer, it is necessary that the source eNodeB forwards to the target eNodeB, over another
new GTP tunnel, those user plane uplink packets which it has received out of sequence.
The target eNodeB must first request the source eNodeB to establish this new forwarding
tunnel by including in the ‘HANDOVER REQUEST ACK’ message a GTP tunnel endpoint
where it expects the forwarded uplink packets to be received. The source eNodeB must, if
possible, then indicate in the ‘STATUS TRANSFER’ message for this bearer the list of SNs
corresponding to the forwarded packets which are to be expected. This list helps the target
eNodeB to inform the UE earlier of the packets not to be retransmitted, making the overall
uplink selective retransmission scheme faster (see also Section 4.2.6).

2.6.3.3 Multiple Preparation

‘Multiple preparation’ is another new feature of the LTE handover procedure. This feature
enables the source eNodeB to trigger the handover preparation procedure towards multiple
candidate target eNodeBs. Even though only one of the candidates is indicated as target to
the UE, this makes recovery faster in case the UE fails on this target and connects to one
of the other prepared candidate eNodeBs. The source eNodeB receives only one ‘RELEASE
RESOURCE’ message from the final selected eNodeB.

Regardless of whether multiple or single preparation is used, the handover can be
cancelled during or after the preparation phase. If the multiple preparation feature is operated,
it is recommended that upon reception of the ‘RELEASE RESOURCE’ message the source
eNodeB triggers a ‘cancel’ procedure towards each of the non-selected prepared eNodeBs.

2.6.3.4 Mobility Robustness Handling

In order to detect and report the cases where the mobility is unsuccessful and results in
connection failures, specific messages are available over the X2 interface from Release 9
onwards to report handovers that are triggered too late or too early or to an inappropriate cell.
These scenarios are explained in detail in Section 25.6.
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2.6.3.5 Mobility towards Home eNodeBs via X2

In Release 10, in order to save backhaul bandwidth reduce delays, mobility between two
HeNBs does not necessarily need to use S1 handover and transit via the MME but can directly
use the X2 handover. This optimization is described in detail in Section 24.2.3.

2.6.4 Load and Interference Management Over X2

The exchange of load information between eNodeBs is of key importance in the flat
architecture used in LTE, as there is no central Radio Resource Management (RRM) node as
was the case, for example, in UMTS with the Radio Network Controller (RNC).

The exchange of load information falls into two categories depending on the purpose it
serves:

• Load balancing. If the exchange of load information is for the purpose of load
balancing, the frequency of exchange is rather low (in the order of seconds). The
objective of load balancing is to counteract local traffic load imbalance between
neighbouring cells with the aim of improving the overall system capacity. The
mechanisms for this are explained in detail in Section 25.5.

In Release 10, partial reporting is allowed per cell and per measurement. Therefore, if
a serving eNodeB does not support some measurements, it will still report the other
measurements that it does support. For each unsupported measurement, the serving
eNodeB can indicate if the lack of support is permanent or temporary.

• Interference coordination. If the exchange of load information is to optimize RRM
processes such as interference coordination, the frequency of exchange is rather high
(in the order of tens of milliseconds). A special X2 ‘LOAD INDICATION’ message
is provided over the X2 interface for the exchange of load information related to
interference management. For uplink interference management, two indicators can be
provided within the ‘LOAD INDICATION’ message: a ‘High Interference Indicator’
and an ‘Overload Indicator’. The usage of these indicators is explained in detail in
Section 12.5.

The Load Indication procedure allows an eNodeB to signal to its neighbour eNodeBs
new interference coordination intentions when applicable. This can either be frequency-
domain interference management, as explained in Sections 12.5.1 and 12.5.2, or time-domain
interference management, as explained in Section 31.2.3.

2.6.5 UE Historical Information Over X2

The provision of UE historical information is part of the X2-handover procedure and is
designed to support self-optimization of the network.

Generally, the UE historical information consists of some RRM information which is
passed from the source eNodeB to the target eNodeB within the ‘HANDOVER REQUEST’
message to assist the RRM management of a UE. The information can be partitioned into
two types:

• UE RRM-related information, passed over X2 within the RRC transparent container;
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• Cell RRM-related information, passed over X2 directly as an information element of
the ‘X2 AP HANDOVER REQUEST’ message itself.

An example of such UE historical information is the list of the last few cells visited by
the UE, together with the time spent in each one. This information is propagated from one
eNodeB to another and can be used to determine the occurrence of ping-pong between two
or three cells for instance. The length of the history information can be configured for more
flexibility.

2.7 Summary

The EPS provides UEs with IP connectivity to the packet data network. In this chapter we
have seen an overview of the EPS network architecture, including the functionalities provided
by the E-UTRAN access network and the evolved packet core network..

It can be seen that the concept of EPS bearers, together with their associated quality of
service attributes, provide a powerful tool for the provision of a variety of simultaneous
services to the end user. Depending on the nature of the application, the EPS can supply the
UE with multiple data flows with different QoSs. A UE can thus be engaged in a VoIP call
which requires guaranteed delay and bit rate at the same time as browsing the web with a
best effort QoS.

From the perspective of the network operator, the LTE system breaks new ground in terms
of its degree of support for self-optimization and self-configuration of the network via the
X2, S1 and Uu interfaces; these aspects are described in more detail in Chapter 25.
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3

Control Plane Protocols

Himke van der Velde

3.1 Introduction

As introduced in Section 2.2.2, the Control Plane of the Access Stratum (AS) handles radio-
specific functionalities. The AS interacts with the Non-Access Stratum (NAS), also referred
to as the ‘upper layers’. Among other functions, the NAS control protocols handle Public
Land Mobile Network1 (PLMN) selection, tracking area update, paging, authentication and
Evolved Packet System (EPS) bearer establishment, modification and release.

The applicable AS-related procedures largely depend on the Radio Resource Control
(RRC) state of the User Equipment (UE), which can be either RRC_IDLE or RRC_
CONNECTED.

A UE in RRC_IDLE performs cell selection and reselection – in other words, it decides
on which cell to camp. The cell (re)selection process takes into account the priority of each
applicable frequency of each applicable Radio Access Technology (RAT), the radio link
quality and the cell status (i.e. whether a cell is barred or reserved). An RRC_IDLE UE
monitors a paging channel to detect incoming calls, and also acquires system information.
The System Information (SI) mainly consists of parameters by which the network (E-
UTRAN) can control the cell (re)selection process.

In RRC_CONNECTED, the E-UTRAN allocates radio resources to the UE to facilitate
the transfer of (unicast) data via shared data channels.2 To support this operation, the UE
monitors an associated control channel3 used to indicate the dynamic allocation of the shared
transmission resources in time and frequency. The UE provides the network with reports of its

1The network of one operator in one country.
2The Physical Downlink Shared CHannel (PDSCH) and Physical Uplink Shared CHannel (PUSCH)– see

Sections 9.2.2 and 16.2 respectively.
3The Physical Downlink Control CHannel (PDCCH) – see Section 9.3.5.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.

© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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buffer status and of the downlink channel quality, as well as neighbouring cell measurement
information to enable E-UTRAN to select the most appropriate cell for the UE. These
measurement reports include cells using other frequencies or RATs. The UE also receives
SI, consisting mainly of information required to use the transmission channels. To extend
its battery lifetime, a UE in RRC_CONNECTED may be configured with a Discontinuous
Reception (DRX) cycle.

RRC, as specified in [1], is the protocol by which the E-UTRAN controls the UE
behaviour in RRC_CONNECTED. RRC also includes the control signalling applicable for
a UE in RRC_IDLE, namely paging and SI. The UE behaviour in RRC_IDLE is specified
in [2].

Chapter 22 gives some further details of the UE measurements which support the mobility
procedures.

Functionality related to Multimedia Broadcast/Multicast Services (MBMSs) is covered
separately in Chapter 13.

3.2 Radio Resource Control (RRC)

3.2.1 Introduction

The RRC protocol supports the transfer of common NAS information (i.e. NAS information
which is applicable to all UEs) as well as dedicated NAS information (which is applicable
only to a specific UE). In addition, for UEs in RRC_IDLE, RRC supports notification of
incoming calls (via paging).

The RRC protocol covers a number of functional areas:

• System information handles the broadcasting of SI, which includes NAS common
information. Some of the system information is applicable only for UEs in RRC_IDLE
while other SI is also applicable for UEs in RRC_CONNECTED.

• RRC connection control covers all procedures related to the establishment, modifi-
cation and release of an RRC connection, including paging, initial security activation,
establishment of Signalling Radio Bearers (SRBs) and of radio bearers carrying user
data (Data Radio Bearers, DRBs), handover within LTE (including transfer of UE RRC
context information4), configuration of the lower protocol layers,5 access class barring
and radio link failure.

• Network controlled inter-RAT mobility includes handover, cell change orders and
redirection upon connection release, security activation and transfer of UE RRC
context information.

• Measurement configuration and reporting for intra-frequency, inter-frequency and
inter-RAT mobility, includes configuration and activation of measurement gaps.

• Miscellaneous functions including, for example, transfer of dedicated NAS informa-
tion and transfer of UE radio access capability information.

4This UE context information includes the radio resource configuration including local settings not configured
across the radio interface, UE capabilities and radio resource management information.

5Packet Data Convergence Protocol (PDCP), Radio Link Control (RLC), Medium Access Control (MAC), all of
which are explained in detail in Chapter 4, and the physical layer which is explained in Chapters 5–11 and 14–18.

IPR2022-00464 
Apple EX1014 Page 130



CONTROL PLANE PROTOCOLS 59

Dedicated RRC messages are transferred across SRBs, which are mapped via the PDCP
and RLC layers onto logical channels – either the Common Control CHannel (CCCH) during
connection establishment or a Dedicated Control CHannel (DCCH) in RRC_CONNECTED.
System Information and Paging messages are mapped directly to logical channels – the
Broadcast Control CHannel (BCCH) and Paging Control CHannel (PCCH) respectively. The
various logical channels are described in more detail in Section 4.4.1.2.

SRB0 is used for RRC messages which use the CCCH, SRB1 is for RRC messages using
DCCH, and SRB2 is for the (lower-priority) RRC messages using DCCH which only include
NAS dedicated information.6 All RRC messages using DCCH are integrity-protected and
ciphered by the PDCP layer (after security activation) and use Automatic Repeat reQuest
(ARQ) protocols for reliable delivery through the RLC layer. The RRC messages using
CCCH are not integrity-protected and do not use ARQ in the RLC layer.

It should also be noted that the NAS independently applies integrity protection and
ciphering.

Figure 3.1 illustrates the overall radio protocol architecture as well as the use of radio
bearers, logical channels, transport channels and physical channels.
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Figure 3.1: Radio architecture.

For control information for which low transfer delay is more important than reliable
transfer (i.e. for which the use of ARQ is inappropriate due to the additional delay it incurs),
MAC signalling is used provided that there are no security concerns (integrity protection and
ciphering are not applicable for MAC signalling).

3.2.2 System Information

System information is structured by means of System Information Blocks (SIBs), each of
which contains a set of functionally-related parameters. The SIB types that have been defined
include:

6Prior to SRB2 establishment, SRB1 is also used for RRC messages which only include NAS dedicated
information. In addition, SRB1 is used for higher priority RRC messages which only include NAS dedicated
information.
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• The Master Information Block (MIB), which includes a limited number of the most
frequently transmitted parameters which are essential for a UE’s initial access to the
network.

• System Information Block Type 1 (SIB1), which contains parameters needed to
determine if a cell is suitable for cell selection, as well as information about the time-
domain scheduling of the other SIBs.

• System Information Block Type 2 (SIB2), which includes common and shared
channel information.

• SIB3–SIB8, which include parameters used to control intra-frequency, inter-frequency
and inter-RAT cell reselection.

• SIB9, which is used to signal the name of a Home eNodeB (HeNBs).

• SIB10–SIB12, which include the Earthquake and Tsunami Warning Service (ETWS)
notifications and Commercial Mobile Alert System (CMAS) warning messages (See
Section 13.7).

• SIB13, which includes MBMS related control information (See Section 13.6.3.2.

Three types of RRC message are used to transfer system information: the MIB message,
the SIB1 message and SI messages. An SI message, of which there may be several, includes
one or more SIBs which have the same scheduling requirements (i.e. the same transmission
periodicity). Table 3.1 provides an example of a possible system information scheduling
configuration, also showing which SIBs the UE has to acquire in the idle and connected
states. The physical channels used for carrying the SI are explained in Section 9.2.1.

Table 3.1: Example of SI scheduling configuration.

Message Content Period (ms) Applicability

MIB Most essential parameters 40 Idle and connected

SIB1 Cell access related parameters, scheduling
information

80 Idle and connected

1st SI SIB2: Common and shared channel configuration 160 Idle and connected

2nd SI SIB3: Common cell reselection information and
intra-frequency cell reselection parameters other
than the neighbouring cell information

320 Idle only

SIB4: Intra-frequency neighbouring cell
information

3rd SI SIB5: Inter-frequency cell reselection information 640 Idle only

4th SI SIB6: UTRA cell reselection information 640 Idle only,
SIB7: GERAN cell reselection information depending on UE

support of UMTS
or GERAN
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3.2.2.1 Time-Domain Scheduling of System Information

The time-domain scheduling of the MIB and SIB1 messages is fixed with a periodicities of
40 ms and 80 ms respectively, as explained in Sections 9.2.1 and 9.2.2.2.

The time-domain scheduling of the SI messages is dynamically flexible: each SI message
is transmitted in a defined periodically-occurring time-domain window, while physical layer
control signalling7 indicates in which subframes8 within this window the SI is actually
scheduled. The scheduling windows of the different SI messages (referred to as SI-windows)
are consecutive (i.e. there are neither overlaps nor gaps between them) and have a common
length that is configurable. SI-windows can include subframes in which it is not possible to
transmit SI messages, such as subframes used for SIB1, and subframes used for the uplink
in TDD.

Figure 3.2 illustrates an example of the time-domain scheduling of SI, showing the
subframes used to transfer the MIB, SIB1 and four SI messages. The example uses an SI-
window of length 10 subframes, and shows a higher number of ‘blind’ Hybrid ARQ (HARQ)
transmissions9 being used for the larger SI messages.

SI messages may have different periodicities. Consequently, in some clusters of SI-
windows all the SI messages are scheduled, while in other clusters only the SIs with shorter
repetition periods are transmitted. For the example of Table 3.1, the cluster of SI-windows
beginning at System Frame Number (SFN) 0 contains all the SI messages, the cluster starting
at SFN160 contains only the first SI message, that beginning at SFN320 contains the first and
second SI messages, and the one starting at SFN480 contains only the first SI message.

Note that Figure 3.2 shows a cluster of SI-windows where all the SI messages are
transmitted. At occasions where a given SI is not transmitted (due to a longer repetition
period), its corresponding SI-window is not used.

Radio Frame 
with SFN=0 

SI window 1 SI window 2 SI window 3 SI window 4 

Radio Frame 
with SFN=1 

Radio Frame 
with SFN=3 

Radio Frame 
with SFN=2 

MIB: SIB1: Other SI messages: 

Figure 3.2: SI scheduling example.

3.2.2.2 Validity and Change Notification

SI normally changes only at specific radio frames whose System Frame Number is given by
SFN mod N = 0, where N is configurable and defines the period between two radio frames at
which a change may occur, known as the modification period. Prior to performing a change

7The Physical Downlink Control Channel – PDCCH; see Section 9.3.5.
8A subframe in LTE has a duration of 1 ms; see Section 6.2
9With blind HARQ retransmissions, there is no feedback to indicate whether the reception has been successful.
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of the system information, the E-UTRAN notifies the UEs by means of a Paging message
including a SystemInfoModification flag. Figure 3.3 illustrates the change of SI, with different
shading indicating different content.

Change notification received during  
BCCH modification period n

Updated information transmitted during  
BCCH modification period n+1 

Figure 3.3: SI modification periods. Reproduced by permission of© 3GPP.

LTE provides two mechanisms for indicating that SI has changed:

1. A paging message including a flag indicating whether or not SI has changed.

2. A value tag in SIB1 which is incremented every time one or more SI message changes.

UEs in RRC_IDLE use the first mechanism, while UEs in RRC_CONNECTED can use
either mechanism; the second being useful, for example, in cases when a UE was unable to
receive the paging messages.

UEs in RRC_IDLE are only required to receive the paging message at their normal paging
occasions – i.e. no additional wake-ups are expected to detect changes of SI. In order to
ensure reliability of reception, the change notification paging message is normally repeated
a number of times during the BCCH modification period preceding that in which the new
system information is first transmitted. Correspondingly, the modification period is expressed
as a multiple of the cell-specific default paging cycle.

UEs in RRC_CONNECTED are expected to try receiving a paging message the same
number of times per modification period as UEs in RRC_IDLE using the default paging
cycle. The exact times at which UEs in RRC_CONNECTED which are using this method
have to try to receive a paging message are not specified; the UE may perform these tries
at convenient times, such as upon wake-up from DRX, using any of the subframes which
are configured for paging during the modification period. Since the eNodeB anyway has to
notify all the UEs in RRC_IDLE, it has to send a paging message in all subframes which are
configured for paging (up to a maximum of four subframes per radio frame) during an entire
modification period. Connected mode UEs can utilize any of these subframes. The overhead
of transmitting paging messages to notify UEs of a change of SI is considered marginal, since
such changes are expected to be infrequent – at most once every few hours.

If the UE receives a notification of a change of SI, it starts acquiring SI from the start of the
next modification period. Until the UE has successfully acquired the updated SI, it continues
to use the existing parameters. If a critical parameter changes, the communication may be
seriously affected, but any service interruption that may result is considered acceptable since
it is short and infrequent.

If the UE returns to a cell, it is allowed to assume that the SI previously acquired from the
cell remains valid if it was received less than 3 hours previously and the value tag matches.
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3.2.3 Connection Control within LTE

Connection control involves:

• Security activation;

• Connection establishment, modification and release;

• DRB establishment, modification and release;

• Mobility within LTE.

3.2.3.1 Security Key Management

Security is a very important feature of all 3GPP RATs. LTE provides security in a similar
way to its predecessors UMTS and GSM.

Two functions are provided for the maintenance of security: ciphering of both control
plane (RRC) data (i.e. SRBs 1 and 2) and user plane data (i.e. all DRBs), and integrity
protection which is used for control plane (RRC) data only. Ciphering is used in order to
protect the data streams from being received by a third party, while integrity protection allows
the receiver to detect packet insertion or replacement. RRC always activates both functions
together, either following connection establishment or as part of the handover to LTE.

The hierarchy of keys by which the AS security keys are generated is illustrated
in Figure 3.4. The process is based on a common secret key KASME (Access Security
Management Entity) which is available only in the Authentication Centre in the Home
Subscriber Server (HSS) (see Section 2.2.1) and in a secure part of the Universal Subscriber
Identity Module (USIM) in the UE. A set of keys and checksums are generated at the
Authentication Centre using this secret key and a random number. The generated keys,
checksums and random number are transferred to the Mobility Management Entity (MME)
(see Section 2.2.1), which passes one of the generated checksums and the random number to
the UE. The USIM in the UE then computes the same set of keys using the random number
and the secret key. Mutual authentication is performed by verifying the computed checksums
in the UE and network using NAS protocols.

Upon connection establishment, the AS derives an AS base-key KeNB (eNodeB-specific)
and Next Hop (NH), from KASME.

KeNB is used to generate three further security keys known as the AS derived-keys:
one, called KRRC int, is used for integrity protection of the RRC signalling (SRBs), one for
ciphering of the RRC signalling known as KRRC enc and KUP enc used for ciphering of user
data (i.e. DRBs).

NH is an intermediate key used to implement ‘forward security’10 [3]. It is derived by the
UE and MME using KASME and KeNB when the security context is established or using KASME
and the previous NH otherwise. NH is associated with a counter called Next hop Chaining
Counter (NCC) which is initially set to 0 at connection establishment.

In case of handover within E-UTRAN, a new AS base-key and new AS Derived-keys are
computed from the AS base-key used in the source cell. An intermediate key, KeNB∗ is derived
by the UE and the source eNodeB based on the Physical Cell Identity (PCI) of the target cell,

10Forward security refers to the property that, for an eNodeB sharing a KeNB with a UE, it shall be computationally
infeasible to predict any future KeNB, that will be used between the same UE and another eNodeB
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Figure 3.4: Security key derivation.

UE

 
  } UE/USIM

the target frequency and NH orKeng.If a fresh NH is available!', the derivation of Keng:is
based on NH(referred to as vertical derivation). If no fresh NH is available then the K.np:
derivation is referred to as horizontal derivation and is based on Keng. Kenp: is then used at
the target cell as the new Keng for RRC and data traffic.

For handover to EEUTRAN from UTRAN or GERAN,the AS base-key is derived from
integrity and ciphering keys used in the UTRAN or GERAN.Handoverwithin LTE may be
used to take a new Kasme into account, i.e. following a re-authentication by NAS.

The use ofthe security keys for the integrity protection and ciphering functions is handled
by the PDCPlayer, as described in Section 4.2.3.

The security functions are never deactivated, although it is possible to apply a ‘NULL’
ciphering algorithm. The ‘NULL’ algorithm mayalso be used in certain special cases, such
as for making an emergencycall without a USIM.

'lIn this case the NCC is incremented and is then larger than that of the currently active K.np-
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3.2.3.2 Connection Establishment and Release

Two levels of NAS states reflect the state of a UE in respect of connection establish-
ment: the EPS Mobility Management (EMM) state (EMM-DEREGISTERED or EMM-
REGISTERED) reflects whether the UE is registered in the MME, and the EPS Connection
Management (ECM) state (ECM-IDLE or ECM-CONNECTED) reflects the connectivity of
the UE with the Evolved Packet Core (EPC – see Chapter 2).

The NAS states, and their relationship to the AS RRC states, are illustrated in Figure 3.5.

1: Off Attaching 2: Idle / 

Registered 

Connecting to 
EPC 

3: Active 

EMM REGISTERED 

ECM IDLE 

CONNECTED 

DEREGISTERED 

IDLE CONNECTED 

CONNECTED 

RRC IDLE 

Figure 3.5: Possible combinations of NAS and AS states.

The transition from ECM-IDLE to ECM-CONNECTED not only involves establishment
of the RRC connection but also includes establishment of the S1-connection (see Section 2.5).
RRC connection establishment is initiated by the NAS and is completed prior to S1-
connection establishment, which means that connectivity in RRC_CONNECTED is initially
limited to the exchange of control information between UE and E-UTRAN.

UEs are typically moved to ECM-CONNECTED when becoming active. It should be
noted, however, that in LTE the transition from ECM-IDLE to ECM-CONNECTED is
performed within 100 ms. Hence, UEs engaged in intermittent data transfer need not be
kept in ECM-CONNECTED if the ongoing services can tolerate such transfer delays. In any
case, an aim in the design of LTE was to support similar battery power consumption levels
for UEs in RRC_CONNECTED as for UEs in RRC_IDLE.

RRC connection release is initiated by the eNodeB following release of the S1-connection
between the eNodeB and the Core Network (CN).

Connection establishment message sequence. RRC connection establishment involves
the establishment of SRB1 and the transfer of the initial uplink NAS message. This
NAS message triggers the establishment of the S1-connection, which normally initiates a
subsequent step during which E-UTRAN activates AS-security and establishes SRB2 and
one or more DRBs (corresponding to the default and optionally dedicated EPS bearers).

Figure 3.6 illustrates the RRC connection establishment procedure, including the subse-
quent step of initial security activation and radio bearer establishment.

Step 1: Connection establishment

• Upper layers in the UE trigger connection establishment, which may be in response
to paging. The UE checks if access is barred (see Section 3.3.4.6). If this is not the
case, the lower layers in the UE perform a contention-based random access procedure
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Figure 3.6: Connection establishment (see Section 17.3.1 for details of the contention-based
RACHprocedure).

as described in Section 17.3, and the UE starts a timer (known as 7300) and sends the
RRCConnectionRequest message. This message includesaninitial identity (S-TMSI'?
or a random number)and an establishmentcause.

e If E-UTRANaccepts the connection, it returns the RRCConnectionSetup message
that includes the initial radio resource configuration including SRB1. Instead of
signalling each individual parameter, E-UTRAN may order the UEto apply a default
configuration — i.e. a configuration for which the parameter values are specified in the
RRC specification [1].

e The UEreturns the RRCConnectionSetupComplete message and includes the NAS
message, an identifier of the selected PLMN(used to support network sharing) and,
if provided by upper layers, an identifier of the registered MME.Based onthelast
two parameters, the eNodeB decides on the CN node to which it should establish the
S1-connection.

Step 2: Initial security activation and radio bearer establishment

e E-UTRAN sends the SecurityModeCommand message toactivate integrity protection
and ciphering. This message, which is integrity-protected but not ciphered, indicates
which algorithmsshall be used.

e The UE verifies the integrity protection of the SecurityModeControl message,and,if
this succeeds, it configures lower layers to apply integrity protection and ciphering
to all subsequent messages (with the exception that ciphering is not applied to the

'2S-Temporary Mobile Subscriber Identity.
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response message, i.e. the SecurityModeComplete (or SecurityModeFailure) mes-
sage).

• E-UTRAN sends the RRCConnectionReconfiguration message including a radio
resource configuration used to establish SRB2 and one or more DRBs. This message
may also include other information such as a piggybacked NAS message or a
measurement configuration. E-UTRAN may send the RRCConnectionReconfiguration
message prior to receiving the SecurityModeComplete message. In this case, E-
UTRAN should release the connection when one (or both) procedures fail (because
the two procedures result from a single S1-procedure, which does not support partial
success).

• The UE finally returns the RRCConnectionReconfigurationComplete message.

A connection establishment may fail for a number of reasons, such as the following:

• Access may be barred (see Section 3.3.4.6).

• In case cell reselection occurs during connection establishment, the UE aborts the
procedure and informs upper layers of the failure to establish the connection.

• E-UTRAN may temporarily reject the connection establishment by including a wait
timer, in which case the UE rejects any connection establishment request until the wait
time has elapsed.

• The NAS may abort an ongoing RRC connection establishment, for example upon
NAS timer expiry.

3.2.3.3 DRB Establishment

To establish, modify or release DRBs, E-UTRAN applies the RRC connection reconfigura-
tion procedure as described in Section 3.2.3.2.

When establishing a DRB, E-UTRAN decides how to transfer the packets of an EPS
bearer across the radio interface. An EPS bearer is mapped (1-to-1) to a DRB, a DRB
is mapped (1-to-1) to a DTCH (Dedicated Traffic CHannel – see Section 4.4.1.2) logical
channel, all logical channels are mapped (n-to-1) to the Downlink or Uplink Shared Transport
CHannel (DL-SCH or UL-SCH), which are mapped (1-to-1) to the corresponding Physical
Downlink or Uplink Shared CHannel (PDSCH or PUSCH). This radio bearer mapping is
illustrated in Figure 3.1.

The radio resource configuration covers the configuration of the PDCP, RLC, MAC and
physical layers. The main configuration parameters / options include the following:

• For services using small packet sizes (e.g. VoIP), PDCP may be configured to apply
indexheader!compressionheader compression to significantly reduce the signalling
overhead.

• The RLC Mode is selected from those listed in Section 4.3.1. RLC Acknowledged
Mode (AM) is applicable, except for services which require a very low transfer delay
and for which reliable transfer is less important.

• E-UTRAN assigns priorities and Prioritized Bit-Rates (PBRs) to control how the
UE divides the granted uplink resources between the different radio bearers (see
Section 4.4.2.6).
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• Unless the transfer delay requirements for any of the ongoing services are very strict,
the UE may be configured with a DRX cycle (see Section 4.4.2.5).

• For services involving a semi-static packet rate (e.g. VoIP), semi-persistent scheduling
may be configured to reduce the control signalling overhead (see Section 4.4.2.1).
Specific resources may also be configured for reporting buffer status and radio link
quality.

• Services tolerating higher transfer delays may be configured with a HARQ profile
involving a higher average number of HARQ transmissions.

3.2.3.4 Mobility Control in RRC_IDLE and RRC_CONNECTED

Mobility control in RRC_IDLE is UE-controlled (cell-reselection), while in RRC_
CONNECTED it is controlled by the E-UTRAN (handover). However, the mechanisms used
in the two states need to be consistent so as to avoid ping-pong (i.e. rapid handing back and
forth) between cells upon state transitions. The mobility mechanisms are designed to support
a wide variety of scenarios including network sharing, country borders, home deployment
and varying cell ranges and subscriber densities; an operator may, for example, deploy its
own radio access network in populated areas and make use of another operator’s network in
rural areas.

If a UE were to access a cell which does not have the best radio link quality of the
available cells on a given frequency, it may create significant interference to the other cells.
Hence, as for most technologies, radio link quality is the primary criterion for selecting
a cell on an LTE frequency. When choosing between cells on different frequencies or
RATs the interference concern does not apply. Hence, for inter-frequency and inter-RAT
cell reselection other criteria may be considered such as UE capability, subscriber type and
call type. As an example, UEs with no (or limited) capability for data transmission may be
preferably handled on GSM, while home customers or ‘premium subscribers’ might be given
preferential access to the frequency or RAT supporting the highest data rates. Furthermore, in
some LTE deployment scenarios, voice services may initially be provided by a legacy RAT
only (as a Circuit Switching (CS) application), in which case the UE needs to be moved to
the legacy RAT upon establishing a voice call (also referred to as CS FallBack (CSFB)).

E-UTRAN provides a list of neighbouring frequencies and cells which the UE should
consider for cell reselection and for reporting of measurements. In general, such a list is
referred to as a white-list if the UE is to consider only the listed frequencies or cells – i.e. other
frequencies or cells are not available; conversely, in the case of a black-list being provided, a
UE may consider any unlisted frequencies or cells. In LTE, white-listing is used to indicate
all the neighbouring frequencies of each RAT that the UE is to consider. On the other hand,
E-UTRAN is not required to indicate all the neighbouring cells that the UE shall consider.
Which cells the UE is required to detect by itself depends on the UE state as well as on the
RAT, as explained below.

Note that for GERAN, typically no information is provided about individual cells. Only
in specific cases, such as at country borders, is signalling13 provided to indicate the group of
cells that the UE is to consider – i.e. a white cell list.

13The ‘NCC-permitted’ parameter – see GERAN specifications.
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Mobility in idle mode. In RRC_IDLE, cell reselection between frequencies is based on
absolute priorities, where each frequency has an associated priority. Cell-specific default
values of the priorities are provided via SI. In addition, E-UTRAN may assign UE-
specific values upon connection release, taking into account factors such as UE capability
or subscriber type. In case equal priorities are assigned to multiple cells, the cells are
ranked based on radio link quality. Equal priorities are not applicable between frequencies
of different RATs. The UE does not consider frequencies for which it does not have an
associated priority; this is useful in situations such as when a neighbouring frequency is
applicable only for UEs of one of the sharing networks.

Table 3.2 provides an overview of the SI parameters which E-UTRAN may use to control
cell reselection . Other than the cell reselection priority of a frequency, no idle mode mobility-
related parameters may be assigned via dedicated signalling. Further details of the parameters
listed are provided in Section 3.3.

Mobility in connected mode. In RRC_CONNECTED, the E-UTRAN decides to which
cell a UE should hand over in order to maintain the radio link. As with RRC_IDLE, E-
UTRAN may take into account not only the radio link quality but also factors such as UE
capability, subscriber type and access restrictions. Although E-UTRAN may trigger handover
without measurement information (blind handover), normally it configures the UE to report
measurements of the candidate target cells – see Section 22.3. Table 3.3 provides an overview
of the frequency- and cell-specific parameters which E-UTRAN can configure for mobility-
related measurement reporting.

In LTE the UE always connects to a single cell only – in other words, the switching
of a UE’s connection from a source cell to a target cell is a hard handover. The hard
handover process is normally a ‘backward’ one, whereby the eNodeB which controls the
source cell requests the target eNodeB to prepare for the handover. The target eNodeB
subsequently generates the RRC message to order the UE to perform the handover, and the
message is transparently forwarded by the source eNodeB to the UE. LTE also supports a
kind of ‘forward’ handover, in which the UE by itself decides to connect to the target cell,
where it then requests that the connection be continued. The UE applies this connection re-
establishment procedure only after loss of the connection to the source cell; the procedure
only succeeds if the target cell has been prepared in advance for the handover.

Besides the handover procedure, LTE also provides for a UE to be redirected to another
frequency or RAT upon connection release. Redirection during connection establishment
is not supported, since at that time the E-UTRAN may not yet be in possession of all the
relevant information such as the capabilities of the UE and the type of subscriber (as may be
reflected, for example, by the SPID, the Subscriber Profile ID for RAT/Frequency Priority).
However, the redirection may be performed while AS-security has not (yet) been activated.
When redirecting the UE to UTRAN or GERAN, E-UTRAN may provide SI for one or more
cells on the relevant frequency. If the UE selects one of the cells for which SI is provided, it
does not need to acquire it.

Message sequence for handover within LTE. In RRC_CONNECTED, the E-UTRAN
controls mobility by ordering the UE to perform handover to another cell, which may be
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Table 3.2: List of SI parameters which may be used to control cell reselection.

Parameter Intra-Freq. Inter-Freq. UTRA GERAN CDMA2000

Common (SIB3) (SIB5) (SIB6) (SIB7) (SIB8)

Reselection info Q-Hyst T-Reselect T-Reselect T-Reselect
MobilityStatePars T-ReselectSF T-ReselectSF T-ReselectSF
Q-HystSF
S-Search(a)

Frequency list (SIB3) (SIB5) (SIB6) (SIB7) (SIB8)

White frequency list n/a + + + +

Frequency specific Priority Priority Priority Priority Priority
reselection info(b) ThreshServing-Low Qoffset, ThreshX-High, ThreshX-High, ThreshX-High,

ThreshServing-LowQ ThreshX-High, ThreshX-Low ThreshX-Low ThreshX-Low

T-Reselect ThreshX-Low ThreshX-HighQ,
T-ReselectSF ThreshX-HighQ, ThreshX-LowQ

ThreshX-LowQ

T-Reselect
T-ReselectSF

Frequency specific Q-RxLevMin Q-RxLevMin Q-RxLevMin, Q-RxLevMin
suitability info(c) MaxTxPower MaxTxPower MaxTxPower, MaxTxPower

Q-QualMin Q-QualMin Q-QualMin

Cell list (SIB4) (SIB5) (SIB6) (SIB7) (SIB8)

White cell list − − − NCC permitted(d) −
Black cell list + + − − −
List of cells with Qoffset Qoffset − − −
specific info(e)

(a)Separate parameters for intra/ inter-frequency, both for RSRP and RSRQ.
(b)See Section 3.3.4.2.
(c)See Section 3.3.3.
(d)See GERAN specifications.
(e)See Section 3.3.4.3.

on the same frequency (‘intra-frequency’) or a different frequency (‘inter-frequency’). Inter-
frequency measurements may require the configuration of measurement gaps, depending on
the capabilities of the UE (e.g. whether it has a dual receiver) – see Section 22.3.

The E-UTRAN may also use the handover procedures for completely different purposes,
such as to change the security keys to a new set (see Section 3.2.3.1), or to perform
a ‘synchronized reconfiguration’ in which the E-UTRAN and the UE apply the new
configuration simultaneously.

The message sequence for the procedure for handover within LTE is shown in Figure 3.7.
The sequence is as follows:

1. The UE may send a MeasurementReport message (see Section 3.2.5).
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Table 3.3: Frequency- andcell-specific information which can be configured in connected

  

      

     

  
 

mode.

Parameter | Intra-Freq.| Inter-Freq. | UTRA | GERAN | CDMA2000
Frequencylist | | | | |
White frequency list n/a + + ~
Frequency specific info Qoffset Qoffset Qoffset|Qoffset Qoffset

Celllist | | | | |
White celllist - - + NCCpermitted|+
Blackcelllist + ~ - 7 -

List of cells with specific info.|Qoffset Qoffset = -

Target eNodeB

|Handoverpreparation=iiat aSteeSSeeite

oereaeeeal
 

Figure 3.7: Handover within LTE.

2. Before sending the handover command to the UE, the source eNodeB requests one
or more target cells to prepare for the handover. As part of this ‘handover preparation
request’, the source eNodeB provides UE RRC context information'* about the UE
capabilities, the current AS-configuration and UE-specific Radio Resource Manage-
ment (RRM)information. In response, the eNodeB controlling the target cell generates
the ‘handover command’. The source eNodeB will forward this commandto the UE in

the RRCConnectionReconfiguration message. This is done transparently (apart from
performing integrity protection and ciphering) — i.e. the source eNodeB does not add
or modify the protocol information contained in the message.

3. The source eNodeB sends the RRCConnectionReconfiguration message which to the
UEorders it to perform handover. It includes mobility control information (namely
the identity, and optionally the frequency, of the target cell) and the radio resource 

'4This UE context information includes the radio resource configuration including local settings not configured
across the radio interface, UE capabilities and radio resource managementinformation.
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configuration information which is common to all UEs in the target cell (e.g. infor-
mation required to perform random access. The message also includes the dedicated
radio resource configuration, the security configuration and the C-RNTI15 to be used
in the target cell. Although the message may optionally include the measurement
configuration, the E-UTRAN is likely to use another reconfiguration procedure for
re-activating measurements, in order to avoid the RRCConnectionReconfiguration
message becoming excessively large. If no measurement configuration information
is included in the message used to perform inter-frequency handover, the UE stops
any inter-frequency and inter-RAT measurements and deactivates the measurement gap
configuration.

4. If the UE is able to comply with the configuration included in the received RRC-
ConnectionReconfiguration message, the UE starts a timer, known as T304, and
initiates a random access procedure (see Section 17.3), using the received Random
Access CHannel (RACH) configuration, to the target cell at the first available
occasion.16 It is important to note that the UE does not need to acquire system
information from the target cell prior to initiating random access and resuming
data communication. However, the UE may be unable to use some parts of the
physical layer configuration from the very start (e.g. semi-persistent scheduling (see
Section 4.4.2.1), the PUCCH (see Section 16.3) and the Sounding Reference Signal
(SRS) (see Section 15.6)). The UE derives new security keys and applies the received
configuration in the target cell.

5. Upon successful completion of the random access procedure, the UE stops the timer
T304. The AS informs the upper layers in the UE about any uplink NAS messages for
which transmission may not have completed successfully, so that the NAS can take
appropriate action.

For handover to cells broadcasting a Closed Subscriber Group (CSG) identity, normal
measurement and mobility procedures are used to support handover. In addition, E-UTRAN
may configure the UE to report that it is entering or leaving the proximity of cell(s)
included in its CSG whitelist. Furthermore, E-UTRAN may request the UE to provide
additional information broadcast by the handover candidate cell, for example the cell global
identity, CSG identity or CSG membership status. E-UTRAN may use a indexproximity
report‘proximity report’ to configure measurements and to decide whether or not to request
the UE to provide additional information broadcast by the handover candidate cell. The
additional information is used to verify whether or not the UE is authorized to access the
target cell and may also be needed to identify handover candidate cells.17 Further details of
the mobility procedures for HeNBs can be found in Section 24.2.3.

15The Cell Radio Network Temporary Identifier is the RNTI to be used by a given UE while it is in a particular
cell.

16The target cell does not specify when the UE is to initiate random access in that cell. Hence, the handover
process is sometimes described as asynchronous.

17This may be the case if PCI confusion occurs, i.e. when the PCI that is included in the measurement report does
not uniquely identify the cell.
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3.2.3.5 Connection Re-Establishment Procedure

In a number of failure cases (e.g. radio link failure, handover failure, RLC unrecover-
able error, reconfiguration compliance failure), the UE initiates the RRC connection re-
establishment procedure, provided that security is active. If security is not active when one
of the indicated failures occurs, the UE moves to RRC_IDLE instead.

To attempt RRC connection re-establishment, the UE starts a timer known as T311
and performs cell selection. The UE should prioritize searching on LTE frequencies.
However, no requirements are specified regarding for how long the UE shall refrain from
searching for other RATs. Upon finding a suitable cell on an LTE frequency, the UE
stops the timer T311, starts the timer T301 and initiates a contention based random access
procedure to enable the RRCConnectionReestablishmentRequest message to be sent. In the
RRCConnectionReestablishmentRequest message, the UE includes the identity used in the
cell in which the failure occurred, the identity of that cell, a short Message Authentication
Code and a cause.

The E-UTRAN uses the re-establishment procedure to continue SRB1 and to re-
activate security without changing algorithms. A subsequent RRC connection reconfiguration
procedure is used to resume operation on radio bearers other than SRB1 and to re-activate
measurements. If the cell in which the UE initiates the re-establishment is not prepared (i.e.
does not have a context for that UE), the E-UTRAN will reject the procedure, causing the
UE to move to RRC_IDLE.

3.2.4 Connected Mode Inter-RAT Mobility

The overall procedure for the control of mobility is explained in this section; some further
details can be found in Chapter 22.

3.2.4.1 Handover to LTE

The procedure for handover to LTE is largely the same as the procedure for handover within
LTE, so it is not necessary to repeat the details here. The main difference is that upon
handover to LTE the entire AS-configuration needs to be signalled, whereas within LTE it is
possible to use ‘delta signalling’, whereby only the changes to the configuration are signalled.

If ciphering had not yet been activated in the previous RAT, the E-UTRAN activates
ciphering, possibly using the NULL algorithm, as part of the handover procedure. The
E-UTRAN also establishes SRB1, SRB2 and one or more DRBs (i.e. at least the DRB
associated with the default EPS bearer).

3.2.4.2 Mobility from LTE

Generally, the procedure for mobility from LTE to another RAT supports both handover and
Cell Change Order (CCO), possibly with Network Assistance (NACC – Network Assisted
Cell Change). The CCO/NACC procedure is applicable only for mobility to GERAN.
Mobility from LTE is performed only after security has been activated. When used for
enhanced CSFB18 to CDMA2000, the procedure includes support for parallel handover (i.e.

18See Section 2.4.2.1.
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to both 1XRTT and HRPD), for handover to 1XRTT in combination with redirection to
HRPD, and for redirection to HRPD only.

The procedure is illustrated in Figure 3.8.

1. The UE may send a MeasurementReport message (see Section 3.2.5 for further
details).

2. In case of handover (as opposed to CCO), the source eNodeB requests the target Radio
Access Network (RAN) node to prepare for the handover. As part of the ‘handover
preparation request’ the source eNodeB provides information about the applicable
inter-RAT UE capabilities as well as information about the currently-established
bearers. In response, the target RAN generates the ‘handover command’ and returns
this to the source eNodeB.

3. The source eNodeB sends a MobilityFromEUTRACommand message to the UE,
which includes either the inter-RAT message received from the target (in case of
handover), or the target cell/frequency and a few inter-RAT parameters (in case of
CCO).

4. Upon receiving the MobilityFromEUTRACommand message, the UE starts the timer
T304 and connects to the target node, either by using the received radio configuration
(handover) or by initiating connection establishment (CCO) in accordance with the
applicable specifications of the target RAT.

Upper layers in the UE are informed, by the AS of the target RAT, which bearers are
established. From this, the UE can derive if some of the established bearers were not admitted
by the target RAN node.

‘HANDOVER COMPLETE’ or 
 ‘Connection establishment’ 

MobilityFromEUTRACommand 

UE Source eNodeB 

MeasurementReport

Target RAN 

Handover preparation 

Figure 3.8: Mobility from LTE.

3.2.4.3 CDMA2000

For CDMA2000, additional procedures have been defined to support the transfer of dedicated
information from the CDMA2000 upper layers, which are used to register the UE’s presence
in the target core network prior to performing the handover (referred to as preregistration).
These procedures use SRB1.
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3.2.5 Measurements

3.2.5.1 Measurement Configuration

The E-UTRAN can configure the UE to report measurement information to support the
control of UE mobility. The following measurement configuration elements can be signalled
via the RRCConnectionReconfiguration message.

1. Measurement objects. A measurement object defines on what the UE should perform
the measurements – such as a carrier frequency. The measurement object may include
a list of cells to be considered (white-list or black-list) as well as associated parameters,
e.g. frequency- or cell-specific offsets.

2. Reporting configurations. A reporting configuration consists of the (periodic or
event-triggered) criteria which cause the UE to send a measurement report, as well as
the details of what information the UE is expected to report (e.g. the quantities, such as
Received Signal Code Power (RSCP) (see Section 22.3.2.1) for UMTS or Reference
Signal Received Power (RSRP) (see Section 22.3.1.1) for LTE, and the number of
cells).

3. Measurement identities. These identify a measurement and define the applicable
measurement object and reporting configuration.

4. Quantity configurations. The quantity configuration defines the filtering to be used
on each measurement.

5. Measurement gaps. Measurement gaps define time periods when no uplink or down-
link transmissions will be scheduled, so that the UE may perform the measurements.
The measurement gaps are common for all gap-assisted measurements. Further details
of the measurement gaps are discussed in Section 22.2.1.2.

The details of the above parameters depend on whether the measurement relates to an
LTE, UMTS, GERAN or CDMA2000 frequency. Further details of the measurements
performed by the UE are explained in Section 22.3. The E-UTRAN configures only a single
measurement object for a given frequency, but more than one measurement identity may use
the same measurement object. The identifiers used for the measurement object and reporting
configuration are unique across all measurement types. An example of a set of measurement
objects and their corresponding reporting configurations is shown in Figure 3.9.

In LTE it is possible to configure the quantity which triggers the report (RSCP or RSRP)
for each reporting configuration. The UE may be configured to report either the trigger
quantity or both quantities.

The RRC measurement reporting procedures include some extensions specifically to
support Self-Optimizing Network (SON) functions such as the determination of Automatic
Neighbour Relations (ANR) – see Section 25.2. The RRC measurement procedures also
support UE positioning19 by means of the enhanced cell identity method – see Section 19.4.

19See Chapter 19.
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Report config.
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Figure 3.9: Example measurement configuration.

3.2.5.2 Measurement Report Triggering

Depending on the measurement type, the UE may measure and report any of the following:

• The serving cell;

• Listed cells (i.e. cells indicated as part of the measurement object);

• Detected cells on a listed frequency (i.e. cells which are not listed cells but are detected
by the UE).

For some RATs, the UE measures and reports listed cells only (i.e. the list is a white-
list), while for other RATs the UE also reports detected cells. For further details, see
Table 3.3. Additionally, E-UTRAN can configure UTRAN PCI ranges for which the UE
is allowed to send a measurement reports (mainly for the support of handover to UTRAN
cells broadcasting a CSG identity).

For LTE, the following event-triggered reporting criteria are specified:

• Event A1. Serving cell becomes better than absolute threshold.

• Event A2. Serving cell becomes worse than absolute threshold.

• Event A3. Neighbour cell becomes better than an offset relative to the serving cell.

• Event A4. Neighbour cell becomes better than absolute threshold.

• Event A5. Serving cell becomes worse than one absolute threshold and neighbour cell
becomes better than another absolute threshold.

For inter-RAT mobility, the following event-triggered reporting criteria are specified:

• Event B1. Neighbour cell becomes better than absolute threshold.

• Event B2. Serving cell becomes worse than one absolute threshold and neighbour cell
becomes better than another absolute threshold.

The UE triggers an event when one or more cells meets a specified ‘entry condition’.
The E-UTRAN can influence the entry condition by setting the value of some configurable
parameters used in these conditions – for example, one or more thresholds, an offset, and/or
a hysteresis. The entry condition must be met for at least a duration corresponding to a
‘timeToTrigger’ parameter configured by the E-UTRAN in order for the event to be triggered.
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The UE scales the timeToTrigger parameter depending on its speed (see Section 3.3 for
further detail).

Figure 3.10 illustrates the triggering of event A3 when a timeToTrigger and an offset are
configured.

Neighbouring cell

Serving cell

Time-to-trigger 

Measured quantity

Reporting

condition met 

Time

Offset

Figure 3.10: Event triggered report condition (Event A3).

The UE may be configured to provide a number of periodic reports after having triggered
an event. This ‘event-triggered periodic reporting’ is configured by means of parameters
‘reportAmount’ and ‘reportInterval’, which specify respectively the number of periodic
reports and the time period between them. If event-triggered periodic reporting is configured,
the UE’s count of the number of reports sent is reset to zero whenever a new cell meets the
entry condition. The same cell cannot then trigger a new set of periodic reports unless it first
meets a specified ‘leaving condition’.

In addition to event-triggered reporting, the UE may be configured to perform periodic
measurement reporting. In this case, the same parameters may be configured as for event-
triggered reporting, except that the UE starts reporting immediately rather than only after the
occurrence of an event.

3.2.5.3 Measurement Reporting

In a MeasurementReport message, the UE only includes measurement results related to a sin-
gle measurement – in other words, measurements are not combined for reporting purposes. If
multiple cells triggered the report, the UE includes the cells in order of decreasing value of the
reporting quantity – i.e. the best cell is reported first. The number of cells the UE includes in a
MeasurementReport may be limited by a parameter ‘indexmaxReportCellsmaxReportCells’.
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3.2.6 Other RRC Signalling Aspects

3.2.6.1 UE Capability Transfer

In order to avoid signalling of the UE radio access capabilities across the radio interface
upon each transition from RRC_IDLE to RRC_CONNECTED, the core network stores
the AS capabilities (both the E-UTRA and GERAN capabilities) while the UE is in
RRC_IDLE/EMM-REGISTERED. Upon S1 connection establishment, the core network
provides the capabilities to the E-UTRAN. If the E-UTRAN does not receive the (required)
capabilities from the core network (e.g. due to the UE being in EMM-DEREGISTERED), it
requests the UE to provide its capabilities using the UE capability transfer procedure. The
E-UTRAN can indicate for each RAT (LTE, UMTS, GERAN) whether it wants to receive the
associated capabilities. The UE provides the requested capabilities using a separate container
for each RAT. Dynamic change of UE capabilities is not supported, except for change of
the GERAN capabilities in RRC_IDLE which is supported by the tracking area update
procedure.

3.2.6.2 Uplink/Downlink Information Transfer

The uplink/downlink information transfer procedures are used to transfer only upper layer
information (i.e. no RRC control information is included). The procedure supports the
transfer of 3GPP NAS dedicated information as well as CDMA2000 dedicated information.

In order to reduce latency, NAS information may also be included in the RRCConnection-
SetupComplete and RRCConnectionReconfiguration messages. For the latter message, NAS
information is only included if the AS and NAS procedures are dependent (i.e. they jointly
succeed or fail). This applies for EPS bearer establishment, modification and release.

As noted earlier, some additional NAS information transfer procedures have also been
defined for CDMA2000 for preregistration.

3.2.6.3 UE Information Transfer

The UE information transfer procedure was introduced in Release 9 to support SON (see
Chapter 25). The procedure supports network optimization for mobility robustness by the
reporting, at a later point in time, of measurement information available when a radio link
failure occurs (see Section 25.6). E-UTRAN may also use the UE information transfer
procedure to retrieve information regarding the last successful random access, which it may
use for RACH optimization – see Section 25.7.

3.3 PLMN and Cell Selection

3.3.1 Introduction

After a UE has selected a PLMN, it performs cell selection – in other words, it searches for
a suitable cell on which to camp (see Chapter 7). While camping on the chosen cell, the
UE acquires the SI that is broadcast (see Section 9.2.1). Subsequently, the UE registers its
presence in the tracking area, after which it can receive paging information which is used
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to notify UEs of incoming calls. The UE may establish an RRC connection, for example to
establish a call or to perform a tracking area update.

When camped on a cell, the UE regularly verifies if there is a better cell; this is known as
performing cell reselection.

LTE cells are classified according to the service level the UE obtains on them: a suitable
cell is a cell on which the UE obtains normal service. If the UE is unable to find a suitable
cell, but manages to camp on a cell belonging to another PLMN, the cell is said to be an
acceptable cell, and the UE enters a ‘limited service’ state in which it can only perform
emergency calls (and receive public warning messages) – as is also the case when no USIM
is present in the UE. Finally, some cells may indicate via their SI that they are barred or
reserved; a UE can obtain no service on such a cell.

A category called ‘operator service’ is also supported in LTE, which provides normal
service but is applicable only for UEs with special access rights.

Figure 3.11 provides a high-level overview of the states and the cell (re)selection
procedures.

CELL SELECTION CELL RESELECTION ANY CELL SELECTION 

Camped
normally 

Camped 
on any cell 

Not
camped 

Selected PLMN 
(assumed to be) available 

Selected PLMN 
available 

Selected PLMN 
unavailable 

Not
camped

Selected PLMN 
unavailable 

CELL RESELECTION 

Figure 3.11: Idle mode states and procedures.

3.3.2 PLMN Selection

The NAS handles PLMN selection based on a list of available PLMNs provided by the AS.
The NAS indicates the selected PLMN together with a list of equivalent PLMNs, if available.
After successful registration, the selected PLMN becomes the Registered PLMN (R-PLMN).

The AS may autonomously indicate available PLMNs. In addition, NAS may request the
AS to perform a full search for available PLMNs. In the latter case, the UE searches for the
strongest cell on each carrier frequency. For these cells, the UE retrieves the PLMN identities
from SI. If the quality of a cell satisfies a defined radio criterion, the corresponding PLMNs
are marked as high quality; otherwise, the PLMNs are reported together with their quality.

3.3.3 Cell Selection

Cell selection consists of the UE searching for the strongest cell on all supported carrier
frequencies of each supported RAT until it finds a suitable cell. The main requirement for
cell selection is that it should not take too long, which becomes more challenging with the
ever increasing number of frequencies and RATs to be searched. The NAS can speed up the
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search process by indicating the RATs associated with the selected PLMN. In addition, the
UE may use information stored from a previous access.

The cell selection criterion is known as the S-criterion and is fulfilled when the cell-
selection receive level and the quality level are above a given value: Srxlev > 0 and Squal > 0,
where

Srxlev = Qrxlevmeas − (Qrxlevmin − Qrxlevminoffset)

Squal = Qqualmeas(Qqualmin + Qqualminoffset)

in which Qrxlevmeas is the measured cell receive level value, also known as the RSRP (see
Section 22.3.1.1), and Qrxlevmin is the minimum required receive level in the cell. Qqualmeas
and Qqualmin are the corresponding parameters for the quality level, also known as the RSRQ.

Qrxlevminoffset and Qqualminoffset are offsets which may be configured to prevent ping-pong
between PLMNs, which may otherwise occur due to fluctuating radio conditions. The offsets
are taken into account only when performing a periodic search for a higher priority PLMN
while camped on a suitable cell in a visited PLMN.

The cell selection related parameters are broadcast within the SIB1 message.
For some specific cases, additional requirements are defined:

• Upon leaving connected mode, the UE should normally attempt to select the cell
to which it was connected. However, the connection release message may include
information directing the UE to search for a cell on a particular frequency.

• When performing ‘any cell selection’, the UE tries to find an acceptable cell of any
PLMN by searching all supported frequencies on all supported RATs. The UE may
stop searching upon finding a cell that meets the ‘high quality’ criterion applicable for
that RAT.

Note that the UE only verifies the suitability of the strongest cell on a given frequency.
In order to avoid the UE needing to acquire SI from a candidate cell that does not meet the
S-criterion, suitability information is provided for inter-RAT neighbouring cells.

3.3.4 Cell Reselection

Once the UE camps on a suitable cell, it starts cell reselection. This process aims to move
the UE to the ‘best’ cell of the selected PLMN and of its equivalent PLMNs, if any. As
described in Section 3.2.3.4, cell reselection between frequencies and RATs is primarily
based on absolute priorities. Hence, the UE first evaluates the frequencies of all RATs based
on their priorities. Secondly, the UE compares the cells on the relevant frequencies based
on radio link quality, using a ranking criterion. Finally, upon reselecting to the target cell
the UE verifies the cell’s accessibility. Further rules have also been defined to allow the UE
to limit the frequencies to be measured, to speed up the process and save battery power, as
discussed in Section 3.3.4.1. Figure 3.12 provides a high-level overview of the cell reselection
procedure.

It should be noted that the UE performs cell reselection only after having camped for at
least one second on the current serving cell.
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Figure 3.12: Cell reselection.

3.3.4.1 Measurement Rules

To enable the UE to save battery power, rules have been defined which limit the measure-
ments the UE is required to perform. Firstly, the UE is required to perform intra-frequency
measurements only when the quality of the serving cell is below or equal to a threshold
(‘SintraSearch’). Furthermore, the UE is required to measure other frequencies/RATs of
lower or equal priority only when the quality of the serving cell is below or equal to another
threshold (‘SnonintraSearch’). The UE is always required to measure frequencies and RATs
of higher priority. For both cases (i.e. intra-frequency and inter-frequency) the UE may
refrain from measuring when a receive level and a quality criterion is fulfilled. The required
performance (i.e. how often the UE is expected to make the measurements, and to what extent
this depends on, for example, the serving cell quality) is specified in [4].

3.3.4.2 Frequency/RAT Evaluation

E-UTRAN configures an absolute priority for all applicable frequencies of each RAT. In
addition to the cell-specific priorities which are optionally provided via SI, E-UTRAN can
assign UE-specific priorities via dedicated signalling. Of the frequencies that are indicated
in the system information, the UE is expected to consider for cell reselection only those for
which it has priorities. Equal priorities are not applicable for inter-RAT cell reselection.

The UE reselects to a cell on a higher priority frequency if the S-criterion (see
Section 3.3.3) of the concerned target cell exceeds a high threshold (ThreshX-High) for longer
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than a certain duration Tyesetection. The UE reselects to a cell on a lower-priority frequencyif
the S-criterion of the serving cell is below a low threshold (Threshgerying-Low) While the S-
criterion of the target cell on a lower-priority frequency (possibly on another RAT) exceeds
a low threshold (Threshx-,o) during the time interval Tyesetection, and in the same time no
cell on a higher-priority frequency is available. The UE evaluates the thresholds either based
on receive level or on quality level, depending on which parameters E-UTRAN configures.
Figure 3.13 illustrates the condition(s) to be metfor reselecting to a cell on a higher-priority
frequency(light grey bar) andto a cell on a lowerpriority frequency (dark grey bars).

i |

 
 

Cell on lower priority Serving Cell
frequency f

Cell on higherpriority
frequency

aesgpk Smashes
— SintraSearch

4

Sietesinen> SnonintraSearch 
Figure 3.13: Frequency/RATevaluation.

Whenreselecting to a frequency, possibly on another RAT, which hasadifferent priority,
the UE reselects to the highest-ranked cell on the concerned frequency (see Section 3.3.4.3).

Note that, as indicated in Section 3.2.3.4, thresholds and priorities are configured per
frequency, while Tyesetection is configured per RAT.

From Release 8 onwards, UMTS and GERANsupport the samepriority-based cell
reselection as provided in LTE, with a priority per frequency. Release 8 RANswill continue
to handle legacy UEs by meansofoffset-based ranking. Likewise, Release 8 UEs should
apply the ranking based onradio link quality (with offsets) unless UMTS or GERANindicate
support for priority-based reselection.

3.3.4.3 Cell Ranking

The UE ranks the intra-frequency cells and the cells on other frequencies having equal
priority which fulfil the S-criterion using a criterion known as the R-criterion. The R-criterion
generates rankings R, and R, for the serving cell and neighbourcells respectively:

For the serving cell: Rs; = Omeass + Qnysts

For neighbour cells: Ry = Qmeasn + Qotts.n
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where Qmeas is the measured cell received quality (RSRP) (see Section 22.3.1.1), Qhyst,s
is a parameter controlling the degree of hysteresis for the ranking, and Qoff s,n is an offset
applicable between serving and neighbouring cells on frequencies of equal priority (the sum
of the cell-specific and frequency-specific offsets).

The UE reselects to the highest-ranked candidate cell provided that it is better ranked than
the serving cell for at least the duration of Treselection. The UE scales the parameters Treselection
and Qhyst, depending on the UE speed (see Section 3.3.4.5 below).

3.3.4.4 Accessibility Verification

If the best cell on an LTE frequency is barred or reserved, the UE is required to exclude
this cell from the list of cell reselection candidates. In this case, the UE may consider
other cells on the same frequency unless the barred cell indicates (by means of field
‘intraFreqReselection’ within SIB1) that intra-frequency reselection is not allowed for a
certain duration, unless the barred cell is an inaccessible Closed Subscriber Group (CSG)
cell. If, however, the best cell is unsuitable for some other specific reason (e.g. because it
belongs to a forbidden tracking area or to another non-equivalent PLMN), the UE is not
permitted to consider any cell on the concerned frequency as a cell reselection candidate for
a maximum of 300 s.

3.3.4.5 Speed Dependent Scaling

The UE scales the cell reselection parameters depending on its speed. This applies both in
idle mode (Treselection and Qhyst) and in connected mode (timeToTrigger). The UE speed is
categorized by a mobility state (high, normal or low), which the UE determines based on
the number of cell reselections/handovers which occur within a defined period, excluding
consecutive reselections/handovers between the same two cells. The state is determined
by comparing the count with thresholds for medium and high state, while applying some
hysteresis. For idle and connected modes, separate sets of control parameters are used,
signalled in SIB3 and within the measurement configuration respectively.

3.3.4.6 Cell Access Restrictions

The UE performs an access barring check during connection establishment (see Section
3.2.3.2). This function provides a means to control the load introduced by UE-originated
traffic. There are separate means for controlling Mobile Originated (MO) calls and MO
signalling. On top of the regular access class barring, Service Specific Access Control
(SSAC) may be applied. SSAC facilitates separate control for MultiMedia TELephony
(MMTEL) voice and video calls. Most of the SSAC functionality is handled by upper layers.
In addition, separate access control exists to protect against E-UTRAN overload due to UEs
accessing E-UTRAN merely to perform CSFB to CDMA2000.

Each UE belongs to an Access Class (AC) in the range 0–9. In addition, some UEs
may belong to one or more high-priority ACs in the range 11–15, which are reserved for
specific uses (e.g. security services, public utilities, emergency services, PLMN staff). AC10
is used for emergency access. Further details, for example regarding in which PLMN the
high priority ACs apply, are provided in [5]. The UE considers access to be barred if access
is barred for all its applicable ACs.
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SIB2 may include a set of AC barring parameters for MO calls and/or MO signalling.
This set of parameters comprises a probability factor and a barring timer for AC0–9 and a
list of barring bits for AC11–15. For AC0–9, if the UE initiates a MO call and the relevant
AC barring parameters are included, the UE draws a random number. If this number exceeds
the probability factor, access is not barred. Otherwise access is barred for a duration which
is randomly selected centred on the broadcast barring timer value. For AC11–15, if the UE
initiates a MO call and the relevant AC barring parameters are included, access is barred
whenever the bit corresponding to all of the UE’s ACs is set. The behaviour is similar in the
case of UE-initiated MO signalling.

For cell (re)selection, the UE is expected to consider cells which are neither barred nor
reserved for operator or future use. In addition, a UE with an access class in the range 11–15
shall consider a cell that is (only) reserved for operator use and part of its home PLMN (or
an equivalent) as a candidate for cell reselection. The UE is never allowed to (re)select a cell
that is not a reselection candidate even for emergency access.

3.3.4.7 Any Cell Selection

When the UE is unable to find a suitable cell of the selected PLMN, it performs ‘any cell
selection’. In this case, the UE performs normal idle mode operation: monitoring paging,
acquiring SI, performing cell reselection. In addition, the UE regularly attempts to find a
suitable cell on other frequencies or RATs (i.e. not listed in SI). If a UE supporting voice
services is unable to find a suitable cell, it should attempt to find an acceptable cell on any
supported RAT regardless of the cell reselection priorities that are broadcast. The UE is not
allowed to receive MBMS in this state.

3.3.4.8 Closed Subscriber Group

LTE supports the existence of cells which are accessible only for a limited set of UEs – a
Closed Subscriber Group (CSG). In order to prevent UEs from attempting to register on a
CSG cell on which they do not have access, the UE maintains a CSG white list, i.e. a list
of CSG identities for which access has been granted to the UE. The CSG white list can be
transferred to the UE by upper layers, or updated upon successful access to a CSG cell. To
facilitate the latter, UEs support ‘manual selection’ of CSG cells which are not in the CSG
white list. The manual selection may be requested by the upper layers, based on a text string
broadcast by the cell. LTE also supports hybrid cells. Like CSG cells, hybrid cells broadcast
a CSG identity; they are accessible as CSG cells by UEs whose CSG white lists include the
CSG identity, and as normal cells by all other UEs (see Section 24.2.2).

3.4 Paging

To receive paging messages from E-UTRAN, UEs in idle mode monitor the PDCCH channel
for an RNTI value used to indicate paging: the P-RNTI (see Section 9.2.2.2). The UE
only needs to monitor the PDCCH channel at certain UE-specific occasions (i.e. at specific
subframes within specific radio frames – see Section 6.2 for an introduction to the LTE radio
frame structure.). At other times, the UE may apply DRX, meaning that it can switch off its
receiver to preserve battery power.
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The E-UTRAN configures which of the radio frames and subframes are used for paging.
Each cell broadcasts a default paging cycle. In addition, upper layers may use dedicated
signalling to configure a UE-specific paging cycle. If both are configured, the UE applies the
lowest value. The UE calculates the radio frame (the Paging Frame (PF)) and the subframe
within that PF (the Paging Occasion (PO)), which E-UTRAN applies to page the UE as
follows:

SFN mod T = (T/N) × (UE_ID mod N)

i_s = �UE_ID/N�mod Ns

T = UE DRX cycle (i.e. paging cycle) = min(Tc, Tue)

N =min(T, nB)

Ns =max(1, nB/T ) (3.1)

where:
Tc is the cell-specific default paging cycle {32, 64, 128, 256} radio frames,
Tue is the UE-specific paging cycle {32, 64, 128, 256} radio frames,
N is the number of paging frames within the paging cycle of the UE,
UE_ID is the IMSI20 mod 1024, with IMSI being the decimal rather than the binary

number,
i_s is an index pointing to a pre-defined table defining the corresponding subframe,
nB is the number of ‘paging subframes’ per paging cycle (across all UEs in the cell),
Ns is the number of ‘paging subframes’ in a radio frame that is used for paging.
Table 3.4 includes a number of examples to illustrate the calculation of the paging radio

frames (PF) and subframes (PO).

Table 3.4: Examples for calculation of paging frames and subframes.

Case UE_ID Tc Tue T nB N Ns PF i_s PO

A 147 256 256 256 64 64 1 76 0 9
B 147 256 128 128 32 32 1 76 0 9
C 147 256 128 128 256 128 2 19 1 4

In cases A and B in Table 3.4, one out of every four radio frames is used for paging, using
one subframe in each of those radio frames. For case B, there are 32 paging frames within
the UE’s paging cycle, across which the UEs are distributed based on the UE-identity. In case
C, two subframes in each radio frame are used for paging, i.e. Ns = 2. In this case, there are
128 paging frames within the UE’s paging cycle and the UEs are also distributed across the
two subframes within the paging frame. The LTE specifications include a table that indicates
the subframe applicable for each combination of Ns and i_s, which is the index that follows
from Equation (3.1). Figure 3.14 illustrates cases B and C. All the shaded subframes can be
used for paging; the darker ones are applicable for the UE with the indicated identity.

20International Mobile Subscriber Identity.
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Figure 3.14: Paging frame and paging occasion examples.

3.5 Summary

The main aspects of the Control Plane protocols in LTE can be broken down into the Cell
Selection and Reselection Procedures when the UE is in Idle Mode, and the RRC protocol
when the UE is in Connected Mode.

The roles of these protocols include supporting security, mobility both between different
LTE cells and between LTE and other radio systems, and establishment and reconfiguration
of the radio bearers which carry control information and user data.
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4

User Plane Protocols

Patrick Fischer, SeungJune Yi, SungDuck Chun and

YoungDae Lee

4.1 Introduction to the User Plane Protocol Stack

The LTE Layer 2 user-plane protocol stack is composed of three sublayers, as shown in
Figure 4.1:

• The Packet Data Convergence Protocol (PDCP) layer [1]: This layer processes
Radio Resource Control (RRC) messages in the control plane and Internet Protocol
(IP) packets in the user plane. Depending on the radio bearer, the main functions of the
PDCP layer are header compression, security (integrity protection and ciphering), and
support for reordering and retransmission during handover. For radio bearers which are
configured to use the PDCP layer, there is one PDCP entity per radio bearer.

• The Radio Link Control (RLC) layer [2]: The main functions of the RLC layer are
segmentation and reassembly of upper layer packets in order to adapt them to the size
which can actually be transmitted over the radio interface. For radio bearers which
need error-free transmission, the RLC layer also performs retransmission to recover
from packet losses. Additionally, the RLC layer performs reordering to compensate for
out-of-order reception due to Hybrid Automatic Repeat reQuest (HARQ) operation in
the layer below. There is one RLC entity per radio bearer.

• The Medium Access Control (MAC) layer [3]: This layer performs multiplexing
of data from different radio bearers. Therefore there is only one MAC entity per UE.
By deciding the amount of data that can be transmitted from each radio bearer and
instructing the RLC layer as to the size of packets to provide, the MAC layer aims
to achieve the negotiated Quality of Service (QoS) for each radio bearer. For the

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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uplink, this process includes reporting to the eNodeB the amount of buffered data for
transmission.

MAC layer
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Application #1
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Figure 4.1: Overview of user-plane architecture.

At the transmitting side, each layer receives a Service Data Unit (SDU) from a higher
layer, for which the layer provides a service, and outputs a Protocol Data Unit (PDU) to the
layer below. The RLC layer receives packets from the PDCP layer. These packets are called
PDCP PDUs from a PDCP point of view and represent RLC SDUs from an RLC point of
view. The RLC layer creates packets which are provided to the layer below, i.e. the MAC
layer. The packets provided by RLC to the MAC layer are RLC PDUs from an RLC point
of view, and MAC SDUs from a MAC point of view. At the receiving side, the process is
reversed, with each layer passing SDUs up to the layer above, where they are received as
PDUs.

An important design feature of the LTE protocol stack is that all the PDUs and SDUs are
byte aligned.1 This is to facilitate handling by microprocessors, which are normally defined
to handle packets in units of bytes. In order to further reduce the processing requirements of
the user plane protocol stack in LTE, the headers created by each of the PDCP, RLC and MAC
layers are also byte-aligned. This implies that sometimes unused padding bits are needed in
the headers, and thus the cost of designing for efficient processing is that a small amount of
potentially-available capacity is wasted.

1Byte alignment means that the lengths of the PDUs and SDUs are multiples of 8 bits.
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4.2 Packet Data Convergence Protocol (PDCP)

4.2.1 Functions and Architecture

The PDCP layer performs the following functions:

e Header compression and decompressionfor user plane data;

e Security functions:

— ciphering and deciphering for user plane and control plane data;

— integrity protection and verification for control plane data;

e Handover support functions:

— in-sequence delivery and reordering of PDUsfor the layer above at handover;

— lossless handoverforuserplane data mapped on RLC Acknowledged Mode (AM,
see Section 4.3.1).

e Discard for user plane data due to timeout.

The PDCP layer manages data streamsin the user plane, as well as in the control plane
(i.e. the RRC protocol — see Section 3.2), only for the radio bearers using either a Dedicated
Control CHannel (DCCH)or a Dedicated Transport CHannel (DTCH) — see Section 4.4.1.2.
The architecture of the PDCPlayerdiffers for userplane data and control plane data, as shown
in Figures 4.2 and 4.3 respectively.
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Figure 4.2: Overview of user-plane PDCP. Reproduced by permission of © 3GPP.
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Figure 4.3: Overview of control-plane PDCP. Reproduced by permission of © 3GPP.

Each of the main functionsis explained in the following subsections. Two different types
of PDCP PDUare defined in LTE: PDCP Data PDUs and PDCPControl PDUs. PDCP Data

PDUsare used for both control and user plane data. PDCP Control PDUsare only used
to transport the feedback information for header compression, and for PDCPstatus reports
which are used in case of handover (see Section 4.2.6) and hence are only used within the
user plane.

4.2.2 Header Compression

One of the main functions of PDCP is header compression using the RObust Header
Compression (ROHC)protocol defined by the IETF (Internet Engineering Task Force). In
LTE, header compression is very important because there is no support for the transport
of voice services via the Circuit-Switched (CS) domain.? Thus, in order to provide voice
services on the Packet-Switched (PS) domain in a way that comes close to the efficiency
normally associated with CS services it is necessary to compress the IP/UDP/RTP® header
whichis typically used for Voice over IP (VoIP)services.

The IETF specifies in ‘RFC 4995’* a framework which supports a numberof different
header compression‘profiles’ (i.e. sets of rules and parameters for performing the compres-
sion). The header compression profiles supported for LTE are shownin Table 4.1. This means
that a UE may implement one or more of these ROHCprofiles.It is important to notice that
the profiles already defined in the IETF’s earlier “RFC 3095’ have been redefined in RFC
4995 in order to increase robustness in some cases. The efficiency of RFC 3095 and RFC
4995is similar, and UMTSsupports only RFC 3095.

LTE does, however, support a CS FallBack (CSFB)procedure to allow an LTE UE to be handed overto a legacy
RATtooriginate a CSvoice call, as well as a Single Radio Voice Call Continuity (SRVCC)procedure to hand over
a Packet-Switched (PS) VoIP call to a CS voice call — see Sections 2.4.2.1 and 2.4.2.2.

3Internet Protocol / User Datagram Protocol/ Real-Time Transport Protocol.
*Requests for Comments (RFCs) capture muchofthe output of the IETF.
>Universal Mobile Telecommunications System.
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Table 4.1: Supported header compression protocols.

Reference Usage

RFC 4995 No compression
RFC 3095, RFC 4815 RTP/UDP/IP
RFC 3095, RFC 4815 UDP/IP
RFC 3095, RFC 4815 ESP/IP
RFC 3843, RFC 4815 IP
RFC 4996 TCP/IP
RFC 5225 RTP/UDP/IP
RFC 5225 UDP/IP
RFC 5225 ESP/IP
RFC 5225 IP

The support of ROHC is not mandatory for the UE, except for those UEs which support
VoIP. UEs which support VoIP have to support at least one profile for compression of RTP,
UDP and IP.6 The eNodeB controls by RRC signalling which of the ROHC profiles supported
by the UE are allowed to be used. The ROHC compressors in the UE and the eNodeB then
dynamically detect IP flows that use a certain IP header configuration and choose a suitable
compression profile from the allowed and supported profiles.

ROHC header compression operates by allowing both the sender and the receiver to store
the static parts of the header (e.g. the IP addresses of the sender/receiver), and to update these
only when they change. Furthermore, dynamic parts (for example, the timestamp in the RTP
header) are compressed by transmitting only the difference from a reference clock maintained
in both the transmitter and the receiver.

As the non-changing parts of the headers are thus transmitted only once, successful
decompression depends on their correct reception. Feedback is therefore used in order to
confirm the correct reception of initialization information for the header decompression. Fur-
thermore, the correct decompression of the received PDCP PDUs is confirmed periodically,
depending on the experienced packet losses.

As noted above, the most important use case for ROHC is VoIP. Typically, for the transport
of a VoIP packet which contains a payload of 32 bytes, the header added will be 60 bytes for
the case of IPv6 and 40 bytes for the case of IPv47 – i.e. an overhead of 188% and 125%
respectively. By means of ROHC, after the initialization of the header compression entities,
this overhead can be compressed to four to six bytes, and thus to a relative overhead of
12.5–18.8%. This calculation is valid during the active periods, but during silence periods
the payload size is smaller so the relative overhead is higher.

6ROHC is required for VoIP supported via the IP Multimedia Subsystem (IMS); in theory it could be possible to
support raw IP VoIP without implementing ROHC.

7IPv6 is the successor to the original IPv4, for many years the dominant version of IP used on the Internet, and
introduces a significantly expanded address space.
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4.2.3 Security

The security architecture of LTE was introduced in Section 3.2.3.1. The implementation of
security, by ciphering (of both control plane (RRC) data and user plane data) and integrity
protection (for control plane (RRC) data only), is the responsibility of the PDCP layer.

A PDCP Data PDU counter (known as ‘COUNT’ in the LTE specifications) is used as an
input to the security algorithms. The COUNT value is incremented for each PDCP Data PDU
during an RRC connection; it has a length of 32 bits in order to allow an acceptable duration
for an RRC connection.

During an RRC connection, the COUNT value is maintained by both the UE and
the eNodeB by counting each transmitted/received PDCP Data PDU. In order to provide
robustness against lost packets, each protected PDCP Data PDU includes a PDCP Sequence
Number (SN) which corresponds to the least significant bits of the COUNT value.8 Thus if
one or more packets are lost, the correct COUNT value of a newly received packet can be
determined using the PDCP SN. This means that the associated COUNT value is the next
highest COUNT value for which the least significant bits correspond to the PDCP SN. A
loss of synchronization of the COUNT value between the UE and eNodeB can then only
occur if a number of packets corresponding to the maximum SN are lost consecutively. In
principle, the probability of this kind of loss of synchronization occurring could be minimized
by increasing the length of the SN, even to the extent of transmitting the whole COUNT value
in every PDCP Data PDU. However, this would cause a high overhead, and therefore only the
least significant bits are used as the SN; the actual SN length depends on the configuration
and type of PDU, as explained in the description of the PDCP PDU formats in Section 4.2.6.

This use of a counter is designed to protect against a type of attack known as a replay
attack, where the attacker tries to resend a packet that has been intercepted previously; the
use of the COUNT value also provides protection against attacks which aim at deriving the
used key or ciphering pattern by comparing successive patterns. Due to the use of the COUNT
value, even if the same packet is transmitted twice, the ciphering pattern will be completely
uncorrelated between the two transmissions, thus preventing possible security breaches.

Integrity protection is realized by adding a field known as ‘Message Authentication Code
for Integrity’ (MAC-I)9 to each RRC message. This code is calculated based on the Access
Stratum (AS) derived keys (see Section 3.2.3.1), the message itself, the radio bearer ID, the
direction (i.e. uplink or downlink) and the COUNT value.

If the integrity check fails, the message is discarded and the integrity check failure is
indicated to the RRC layer so that the RRC connection re-establishment procedure can be
executed (see Section 3.2.3.5).

Ciphering is realized by performing an XOR operation with the message and a ciphering
stream that is generated by the ciphering algorithm based on the AS derived keys (see
Section 3.2.3.1), the radio bearer ID, the direction (i.e. uplink or downlink), and the COUNT
value.

Ciphering can only be applied to PDCP Data PDUs. PDCP Control PDUs (such as ROHC
feedback or PDCP status reports) are neither ciphered nor integrity protected.

8In order to avoid excessive overhead, the most significant bits of the COUNT value, also referred to as the Hyper
Frame Number (HFN), are not signalled but derived from counting overflows of the PDCP SN.

9Note that the MAC-I has no relation to the MAC layer.

IPR2022-00464 
Apple EX1014 Page 164



USER PLANE PROTOCOLS 93

Except for identical retransmissions, the same COUNT value is not allowed to be used
more than once for a given security key. The eNodeB is responsible for avoiding reuse of
the COUNT with the same combination of radio bearer ID, AS base-key and algorithm. In
order to avoid such reuse, the eNodeB may for example use different radio bearer IDs for
successive radio bearer establishments, trigger an intracell handover or trigger a UE state
transition from connected to idle and back to connected again (see Section 3.2).

4.2.4 Handover

Handover is performed when the UE moves from the coverage of one cell to the coverage of
another cell in RRC_CONNECTED state. Depending on the required QoS, either a seamless
or a lossless handover is performed as appropriate for each user plane radio bearer, as
explained in the following subsections.

4.2.4.1 Seamless Handover

Seamless handover is applied for user plane radio bearers mapped on RLC Unacknowledged
Mode (UM, see Section 4.3.1). These types of data are typically reasonably tolerant of losses
but less tolerant of delay (e.g. voice services). Seamless handover is therefore designed to
minimize complexity and delay, but may result in loss of some SDUs.

At handover, for radio bearers to which seamless handover applies, the PDCP entities
including the header compression contexts are reset, and the COUNT values are set to zero.
As a new key is anyway generated at handover, there is no security reason to maintain the
COUNT values. PDCP SDUs in the UE for which the transmission has not yet started will
be transmitted after handover to the target cell. In the eNodeB, PDCP SDUs that have not
yet been transmitted can be forwarded via the X2 interface10 to the target eNodeB. PDCP
SDUs for which the transmission has already started but that have not been successfully
received will be lost. This minimizes the complexity because no context (i.e. configuration
information) has to be transferred between the source and the target eNodeB at handover.

4.2.4.2 Lossless Handover

Based on the SN that is added to PDCP Data PDUs it is possible to ensure in-sequence deliv-
ery during handover, and even provide a fully lossless handover functionality, performing
retransmission of PDCP SDUs for which reception has not yet been acknowledged prior to
the handover. This lossless handover function is used mainly for delay-tolerant services such
as file downloads where the loss of one PDCP SDU can result in a drastic reduction in the
data rate due to the reaction of the Transmission Control Protocol (TCP).

Lossless handover is applied for user plane radio bearers that are mapped on RLC
Acknowledged Mode (AM, see Section 4.3.1).

For lossless handover, the header compression protocol is reset in the UE because
the header compression context is not forwarded from the source eNodeB to the target
eNodeB. However, the PDCP SNs and the COUNT values associated with PDCP SDUs are
maintained. For simplicity reasons, inter-eNodeB handover and intra-eNodeB handover are
handled in the same way in LTE.

10For details of the X2 interface, see Section 2.6.
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In normal transmission, while the UE is not handing over from one cell to another, the
RLC layer in the UE and the eNodeB ensures in-sequence delivery. PDCP PDUs that are
retransmitted by the RLC protocol, or that arrive out of sequence due to the variable delay in
the HARQ transmission, are reordered based on the RLC SN. At handover, the RLC layer in
the UE and in the eNodeB will deliver all PDCP PDUs that have already been received to the
PDCP layer in order to have them decompressed before the header compression protocol is
reset. Because some PDCP SDUs may not be available at this point, the PDCP SDUs that are
not available in-sequence are not delivered immediately to higher layers in the UE or to the
gateway in the network. In the PDCP layer, the PDCP SDUs received out of order are stored
in the reordering buffer (see Figure 4.2). PDCP SDUs that have been transmitted but not yet
been acknowledged by the RLC layer are stored in a retransmission buffer in the PDCP layer.

In order to ensure lossless handover in the uplink, the UE retransmits the PDCP SDUs
stored in the PDCP retransmission buffer. This is illustrated in Figure 4.4. In this example the
PDCP entity has initiated transmission for the PDCP SDUs with the sequence numbers 1 to 5;
the packets with the sequence numbers 3 and 5 have not been received by the source eNodeB,
for example due to the handover interrupting the HARQ retransmissions. After the handover,
the UE restarts the transmission of the PDCP SDUs for which successful transmission has
not yet been acknowledged to the target eNodeB. In the example in Figure 4.4 only the PDCP
SDUs 1 and 2 have been acknowledged prior to the handover. Therefore, after the handover
the UE will retransmit the packets 3, 4 and 5, although the network had already received
packet 4.

In order to ensure in-sequence delivery in the uplink, the source eNodeB, after decompres-
sion, delivers the PDCP SDUs that are received in-sequence to the gateway, and forwards
the PDCP SDUs that are received out-of-sequence to the target eNodeB. Thus, the target
eNodeB can reorder the decompressed PDCP SDUs received from the source eNodeB and
the retransmitted PDCP SDUs received from the UE based on the PDCP SNs which are
maintained during the handover, and deliver them to the gateway in the correct sequence.

In order to ensure lossless handover in the downlink, the source eNodeB forwards the
uncompressed PDCP SDUs for which reception has not yet been acknowledged by the UE
to the target eNodeB for retransmission in the downlink. The source eNodeB receives an
indication from the gateway that indicates the last packet sent to the source eNodeB. The
source eNodeB also forwards this indication to the target eNodeB so that the target eNodeB
knows when it can start transmission of packets received from the gateway. In the example in
Figure 4.5, the source eNodeB has started the transmission of the PDCP SDUs 1 to 4; due to,
for example, a handover occurring prior to the HARQ retransmissions of packet 3, packet 3
will not be received by the UE from the source eNodeB. Furthermore the UE has only sent
an acknowledgment for packets 1 and 2, although packet 4 has been received by the UE. The
target eNodeB then ensures that the PDCP SDUs that have not yet been acknowledged in the
source eNodeB are sent to the UE. Thus, the UE can reorder the received PDCP SDUs and
the PDCP SDUs that are stored in the reordering buffer, and deliver them to higher layers in
sequential order.

The UE will expect the packets from the target eNodeB in ascending order of SNs. In
the case of a packet not being forwarded from the source eNodeB to the target eNodeB,
i.e. when one of the packets that the UE expects is missing during the handover operation,
the UE can immediately conclude that the packet is lost and can forward the packets which
have already been received in sequence to higher layers. This avoids the UE having to retain
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Figure 4.4: Lossless handover in the uplink.

already-received packets in order to wait for a potential retransmission. Thus the forwarding
of the packets in the network can be decided without informing the UE.

In some cases it may happen that a PDCP SDU has been successfully received, but a
corresponding RLC acknowledgement has not. In this case, after the handover, there may be
unnecessary retransmissions initiated by the UE or the target eNodeB based on the incorrect
status received by the RLC layer. In order to avoid these unnecessary retransmissions a PDCP
status report can be sent from the eNodeB to the UE and from the UE to the eNodeB as
described in Section 4.2.6. Additionally, a PDCP ‘Status Report’ can request retransmission
of PDCP SDUs which were correctly received but failed in header decompression. Whether
to send a PDCP status report after handover is configured independently for each radio bearer.

4.2.5 Discard of Data Packets

Typically, the data rate that is available on the radio interface is smaller than the data rate
available on the network interfaces (e.g. S111). Thus, when the data rate of a given service is
higher than the data rate provided by the LTE radio interface, this leads to buffering in the
UE and in the eNodeB. This buffering allows the scheduler in the MAC layer some freedom
to vary the instantaneous data rate at the physical layer in order to adapt to the current radio

11For details of the S1 interface, see Section 2.5.
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Figure 4.5: Lossless handover in the downlink.

channel conditions. Thanks to the buffering, the variations in the instantaneous data rate are
then seen by the application only as some jitter in the transfer delay.

However, when the data rate provided by the application exceeds the data rate provided
by the radio interface for a long period, large amounts of buffered data can result. This may
lead to a large loss of data at handover if lossless handover is not applied to the bearer, or to
an excessive delay for real time applications.

In the fixed internet, one of the roles typically performed by the routers is to drop packets
when the data rate of an application exceeds the available data rate in a part of the internet. An
application may then detect this loss of packets and adapt its data rate to the available rate. A
typical example is the TCP transmit window handling, where the transmit window of TCP is
reduced when a lost packet is detected, thus adapting to the available rate. Other applications
such as video or voice calls via IP can also detect lost packets, for example via RTCP (Real-
time Transport Control Protocol) feedback, and can adapt the data rate accordingly.

In order to allow these mechanisms to work, and to prevent excessive delay, a discard
function is included in the PDCP layer for LTE. This discard function is based on a timer,
where for each PDCP SDU received from the higher layers in the transmitter a timer is
started, and when the transmission of the PDCP SDU has not yet been initiated in the UE at
the expiry of this timer the PDCP SDU is discarded. If the timer is set to an appropriate value
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for the required QoS of the radio bearer, this discard mechanism can prevent excessive delay
and queuing in the transmitter.

4.2.6 PDCP PDU Formats

PDCP PDUs for user plane data comprise a ‘D/C’ field in order to distinguish Data and
Control PDUs, the formats of which are shown in Figures 4.6 and 4.7 respectively. PDCP
Data PDUs comprise a 7- or 12-bit SN as shown in Table 4.2. PDCP Data PDUs for user plane
data contain either an uncompressed (if header compression is not used) or a compressed IP
packet.

D/C PDCP SN Data MAC-I

Figure 4.6: Key features of PDCP Data PDU format. See Table 4.2 for presence of D/C and
MAC-I fields.

Table 4.2: PDCP Data PDU formats.

Sequence Applicable RLC Modes
PDU type D/C field number length MAC-I (see Section 4.3.1)

User plane long SN Present 12 bits Absent AM / UM
User plane short SN Present 7 bits Absent UM
Control plane Absent 5 bits 32 bits AM

D/C PDU type
Interspersed ROHC feedback /

PDCP status report

Figure 4.7: Key features of PDCP Control PDU format.

PDCP Data PDUs for control plane data (i.e. RRC signalling) comprise a MAC-I field of
32-bit length for integrity protection. PDCP Data PDUs for control plane data contain one
complete RRC message.

As can be seen in Table 4.2 there are three types of PDCP Data PDU, distinguished
mainly by the length of the PDCP SN and the presence of the MAC-I field. As mentioned
in Section 4.2.3, the length of the PDCP SN in relation to the data rate, the packet size
and the packet inter-arrival rate determines the maximum possible interruption time without
desynchronizing the COUNT value which is used for ciphering and integrity protection.
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The PDCP Data PDU for user plane data using the long SN allows longer interruption
times, and makes it possible, when it is mapped on RLC Acknowledged Mode (AM) (see
Section 4.3.1.3), to perform lossless handover as described in Section 4.2.4, but implies a
higher overhead. Therefore it is mainly used for data applications with a large IP packet size
where the overhead compared to the packet size is not too significant, for example for file
transfer, web browsing, or e-mail traffic.

The PDCP Data PDU for user plane data using the short SN is mapped on RLC
Unacknowledged Mode (UM) (see Section 4.3.1.2) and is typically used for VoIP services,
where only seamless handover is used and retransmission is not necessary.

PDCP Control PDUs are used by PDCP entities handling user plane data (see Figure 4.1).
There are two types of PDCP Control PDU, distinguished by the PDU Type field in the PDCP
header. PDCP Control PDUs carry either PDCP ‘Status Reports’ for the case of lossless
handover, or ROHC feedback created by the ROHC header compression protocol. PDCP
Control PDUs carrying ROHC feedback are used for user plane radio bearers mapped on
either RLC UM or RLC AM, while PDCP Control PDUs carrying PDCP Status Reports are
used only for user plane radio bearers mapped on RLC AM.

In order to reduce complexity, a PDCP Control PDU carrying ROHC feedback carries
exactly one ROHC feedback packet – there is no possibility to transmit several ROHC
feedback packets in one PDCP PDU.

A PDCP Control PDU carrying a PDCP Status Report for the case of lossless handover
is used to prevent the retransmission of already-correctly-received PDCP SDUs, and also to
request retransmission of PDCP SDUs which were correctly received but for which header
decompression failed. This PDCP Control PDU contains a bitmap indicating which PDCP
SDUs need to be retransmitted and a reference SN, the First Missing SDU (FMS). In the case
that all PDCP SDUs have been received in sequence this field indicates the next expected SN,
and no bitmap is included.

4.3 Radio Link Control (RLC)

The RLC layer is located between the PDCP layer (the ‘upper’ layer) and the MAC layer (the
‘lower’ layer). It communicates with the PDCP layer through a Service Access Point (SAP),
and with the MAC layer via logical channels. The RLC layer reformats PDCP PDUs in order
to fit them into the size indicated by the MAC layer; that is, the RLC transmitter segments
and/or concatenates the PDCP PDUs, and the RLC receiver reassembles the RLC PDUs to
reconstruct the PDCP PDUs.

In addition, the RLC reorders the RLC PDUs if they are received out of sequence due to the
HARQ operation performed in the MAC layer. This is the key difference from UMTS, where
the HARQ reordering is performed in the MAC layer. The advantage of HARQ reordering in
RLC is that no additional SN and reception buffer are needed for HARQ reordering. In LTE,
the RLC SN and RLC reception buffer are used for both HARQ reordering and RLC-level
ARQ related operations.

The functions of the RLC layer are performed by ‘RLC entities’. An RLC entity is con-
figured in one of three data transmission modes: Transparent Mode (TM), Unacknowledged
Mode (UM), and Acknowledged Mode (AM). In AM, special functions are defined to support
retransmission. When UM or AM is used, the choice between the two modes is made by

IPR2022-00464 
Apple EX1014 Page 170



USER PLANE PROTOCOLS 99

the eNodeB during the RRC radio bearer setup procedure (see Section 3.2.3.3), based on the
QoS requirements of the EPS bearer.12 The three RLC modes are described in detail in the
following sections.

4.3.1 RLC Entities

4.3.1.1 Transparent Mode (TM) RLC Entity

As the name indicates, the TM RLC entity is transparent to the PDUs that pass through it –
no functions are performed and no RLC overhead is added. Since no overhead is added, an
RLC SDU is directly mapped to an RLC PDU and vice versa. Therefore, the use of TM RLC
is very restricted. Only RRC messages which do not need RLC configuration can utilize the
TM RLC, such as broadcast System Information (SI) messages, paging messages, and RRC
messages which are sent when no Signalling Radio Bearers (SRBs) other than SRB0 (see
Section 3.2.1) are available. TM RLC is not used for user plane data transmission in LTE.

TM RLC provides a unidirectional data transfer service – in other words, a single TM
RLC entity is configured either as a transmitting TM RLC entity or as a receiving TM RLC
entity.

4.3.1.2 Unacknowledged Mode (UM) RLC Entity

UM RLC provides a unidirectional data transfer service like TM RLC. UM RLC is
mainly utilized by delay-sensitive and error-tolerant real-time applications, especially VoIP,
and other delay-sensitive streaming services. Point-to-multipoint services such as MBMS
(Multimedia Broadcast/Multicast Service) also use UM RLC – since no feedback path is
available in the case of point-to-multipoint services, AM RLC cannot be utilized by these
services.

A block diagram of the UM RLC entity is shown in Figure 4.8.
The main functions of UM RLC can be summarized as follows:

• Segmentation and concatenation of RLC SDUs;

• Reordering of RLC PDUs;

• Duplicate detection of RLC PDUs;

• Reassembly of RLC SDUs.

Segmentation and concatenation. The transmitting UM RLC entity performs segmenta-
tion and/or concatenation on RLC SDUs received from upper layers, to form RLC PDUs. The
size of the RLC PDU at each transmission opportunity is decided and notified by the MAC
layer depending on the radio channel conditions and the available transmission resources;
therefore, the size of each transmitted RLC PDU can be different.

The transmitting UM RLC entity includes RLC SDUs into an RLC PDU in the order in
which they arrive at the UM RLC entity. Therefore, a single RLC PDU can contain RLC
SDUs or segments of RLC SDUs according to the following pattern:

(zero or one) SDU segment + (zero or more) SDUs + (zero or one) SDU segment.
12Evolved Packet System – see Section 2.
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DTCH/MCCH/MTCH

Figure 4.8: Model of UM RLC entities. Reproduced by permission of © 3GPP.

The constructed RLC PDUis always byte-aligned and has no padding.
After segmentation and/or concatenation of RLC SDUs,the transmitting UM RLC entity

includes relevant UM RLC headers in the RLC PDUtoindicate the sequence number! of
the RLC PDU,and additionally the size and boundary of each included RLC SDU or RLC
SDUsegment.

Reordering, duplicate detection, and reassembly. When the receiving UM RLCentity
receives RLC PDUs,it first reorders them if they are received out of sequence. Out-of-
sequence reception is unavoidable due to the fact that the HARQ operation in the MAC layer
uses multiple HARQprocesses(see Section 4.4). Any RLC PDUsreceived out of sequence
are stored in the reception buffer until all the previous RLC PDUsare received and delivered
to the upper layer.

During the reordering process, any duplicate RLC PDUsreceivedare detected by checking
the SNs and discarded. This ensures that the upper layer receives upper layer PDUsonly
once. The most commoncause of receiving duplicates is HARQ ACKs for MAC PDUsbeing
misinterpreted as NACKs,resulting in unnecessary retransmissions of the MAC PDUs, which
causes duplication in the RLClayer.

To detect reception failures and avoid excessive reordering delays, a reordering timer is
used in the receiving UM RLCentity to set the maximum time to wait for the reception of
RLC PDUsthat have not been received in sequence. The receiving UM RLCentity starts

'3Note that the RLC sequence numberis independent from the sequence number added by PDCP.
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the reordering timer when a missing RLC PDU is detected, and it waits for the missing RLC
PDUs until the timer expires. When the timer expires, the receiving UM RLC entity declares
the missing RLC PDUs as lost and starts to reassemble the next available RLC SDUs from
the RLC PDUs stored in the reception buffer.

The reassembly function is performed on an RLC SDU basis; only RLC SDUs for which
all segments are available are reassembled from the stored RLC PDUs and delivered to the
upper layers. RLC SDUs that have at least one missing segment are simply discarded and not
reassembled. If RLC SDUs were concatenated in an RLC PDU, the reassembly function in
the RLC receiver separates them into their original RLC SDUs. The RLC receiver delivers
reassembled RLC SDUs to the upper layers in increasing order of SNs.

An example scenario of a lost RLC PDU with HARQ reordering is shown in Figure 4.9.
A reordering timer is started when the RLC receiver receives PDU#8. If PDU#7 has not been
received before the timer expires, the RLC receiver decides that the PDU#7 is lost, and starts
to reassemble RLC SDUs from the next received RLC PDU. In this example, SDU#22 and
SDU#23 are discarded because they are not completely received, and SDU#24 is kept in the
reception buffer until all segments are received. Only SDU#21 is completely received, so it
is delivered up to the PDCP layer.

The reordering and duplicate detection functions are not applicable to RLC entities
using the Multicast Control CHannel (MCCH) or Multicast Traffic CHannel (MTCH) (see
Section 4.4.1.2). This is because the HARQ operation in the MAC layer is not used for these
channels.

4.3.1.3 Acknowledged Mode (AM) RLC Entity

In contrast to the other RLC transmission modes, AM RLC provides a bidirectional data
transfer service. Therefore, a single AM RLC entity is configured with the ability both to
transmit and to receive – we refer to the corresponding parts of the AM RLC entity as the
transmitting side and the receiving side respectively.

The most important feature of AM RLC is ‘retransmission’. An ARQ operation is
performed to support error-free transmission. Since transmission errors are corrected by
retransmissions, AM RLC is mainly utilized by error-sensitive and delay-tolerant non-real-
time applications. Examples of such applications include most of the interactive/background
type services, such as web browsing and file downloading. Streaming-type services also
frequently use AM RLC if the delay requirement is not too stringent. In the control
plane, RRC messages typically utilize the AM RLC in order to take advantage of RLC
acknowledgements and retransmissions to ensure reliability.

A block diagram of the AM RLC entity is shown in Figure 4.10.
Although the AM RLC block diagram looks complicated at first glance, the transmit-

ting and receiving sides are similar to the UM RLC transmitting and receiving entities
respectively, except for the retransmission-related blocks. Therefore, most of the UM RLC
behaviour described in the previous section applies to AM RLC in the same manner. The
transmitting side of the AM RLC entity performs segmentation and/or concatenation of
RLC SDUs received from upper layers to form RLC PDUs together with relevant AM RLC
headers, and the receiving side of the AM RLC entity reassembles RLC SDUs from the
received RLC PDUs after HARQ reordering.
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Figure 4.9: Example of PDU loss detection with HARQ reordering.

In addition to performing the functions of UM RLC, the main functions of AM RLC can
be summarized as follows:

• Retransmission of RLC Data PDUs;

• Re-segmentation of retransmitted RLC Data PDUs;

• Polling;

• Status reporting;

• Status prohibit.

Retransmission and resegmentation. As mentioned before, the most important function
of AM RLC is retransmission. In order that the transmitting side retransmits only the
missing RLC PDUs, the receiving side provides a ‘Status Report’ to the transmitting side
indicating ACK and/or NACK information for the RLC PDUs. Status reports are sent by
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Figure 4.10: Model of AM RLCentity. Reproduced by permission of © 3GPP.

the transmitting side of the AM RLC entity whose receiving side received the corresponding
RLC PDUs. Hence, the AM RLC transmitting side is able to transmit two types of RLC PDU,
namely RLC Data PDUscontaining data received from upper layers and RLC Control PDUs
generated in the AM RLC entity itself. To differentiate between Data and Control PDUs, a
1-bit flag is included in the AM RLCheader(see Section 4.3.2.3).

When the transmitting side transmits RLC Data PDUs, it stores the PDUs in the
retransmission buffer for possible retransmission if requested by the receiver througha status
report. In case of retransmission, the transmitter can resegmentthe original RLC Data PDUs
into smaller PDU segments if the MAClayer indicatesa size that is smaller than the original
RLC Data PDUsize.

An example of RLC resegmentation is shown in Figure 4.11. In this example, an
original PDU of 600 bytes is resegmented into two PDU segments of 200 and 400 bytes
at retransmission.

The original RLC PDUisdistinguished from the retransmitted segments by another1-bit
flag in the AM RLC header: in the case of a retransmitted segment, some more fields are
included in the AM RLC headerto indicate resegmentationrelated information. The receiver
can use status reports to indicate the status of individual retransmitted segments, not just
full PDUs.
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Figure 4.11: Example of RLC resegmentation.

Polling, status report and status prohibit. The transmitting side of the AM RLC entity
can proactively request a status report from the peer receiving side by polling using a 1-bit
indicator in the AM RLC header. The transmitting side can then use the status reportsto select
the RLC Data PDUsto be retransmitted, and manage transmission and retransmission buffers
efficiently. Typical circumstances in which the transmitting side may initiate a poll include,
for example, the last PDU in the transmitting side having been transmitted, or a predefined
number of PDUsor data bytes having been transmitted.

Whenthe receiving side of the AM RLCentity receives a poll from the peer transmitting
side, it checks the reception buffer status and transmits a status report at the earliest
transmission opportunity.

The receiving side can also generate a status report of its own accord if it detects a
reception failure of an AM RLC PDU.Forthe detection of a reception failure, a similar
mechanism is used as in the case of UM RLCin relation to the HARQ reordering delay.
In AM RLC,however,the detection of a reception failure triggers a status report instead of
considering the relevant RLC PDUsas permanentlylost.

Note that the transmission of status reports needs to be carefully controlled according to
the trade-off between transmission delay and radio efficiency. To reduce the transmission
delay, status reports need to be transmitted frequently, but on the other hand frequent
transmission of status reports wastes radio resources. Moreover, if further status reports
are sent whilst the retransmissions triggered by a previous status report have not yet been
received, unnecessary retransmissions may result, thus consuming further radio resources;
in AM RLC this is in fact a second cause of duplicate PDUs occurring which have to be
discarded by the duplicate-detection functionality. Therefore, to control the frequency of
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status reporting in an effective way, a ‘status prohibit’ function is available in AM RLC,
wherebythe transmission of new status reports is prohibited while a timer is running.

4.3.2 RLC PDU Formats

As mentioned above, the RLC layer provides two types of PDU, namely the RLC Data PDU
and the RLC Control PDU. The RLC Data PDUis used to transmit PDCP PDUsand is

defined in all RLC transmission modes. The RLC Control PDU delivers control information

between peer RLC entities and is defined only in AM RLC. The RLC PDUsused in each
RLC transmission mode are summarized in Table 4.3.

Table 4.3: PDU types used in RLC.

RLC Mode Data PDU Control PDU

™ TMD (TM Data) N/A
UM UMD (UM Data) N/A

AM AMD (AM Data)/AMD segment STATUS

In the following subsections, each of the RLC PDU formats is explained in turn.

4.3.2.1 Transparent Mode Data PDU Format

The Transparent Mode Data (TMD) PDUconsists only of a data field and does not have any
RLC headers. Since no segmentation or concatenation is performed, an RLC SDUisdirectly
mapped to a TMD PDU.

4.3.2.2 Unacknowledged Mode Data PDU Format

The Unacknowledged Mode Data (UMD) PDU (Figure 4.12) consists of a data field and
UMD PDUheader. PDCP PDUs(i.e. RLC SDUs) can be segmented and/or concatenated
into the data field. The UMD PDUheaderis further categorized into a fixed part (included
in each UMD PDU)andan extension part (included only when the data field contains more
than one SDU or SDU segment — i.e. only when the data field contains any SDU borders).

Fixed part Extension part

Fl SN Ei) Ll Data 

Header

Figure 4.12: Key features of UMD PDUformat.
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• Framing Info (FI). This 2-bit field indicates whether the first and the last data field
elements are complete SDUs or partial SDUs (i.e. whether the receiving RLC entity
needs to receive multiple RLC PDUs in order to reassemble the corresponding SDU).

• Sequence Number (SN). For UMD PDUs, either a short (5 bits) or a long (10 bits) SN
field can be used. This field allows the receiving RLC entity unambiguously to identify
a UMD PDU, which allows reordering and duplicate-detection to take place.

• Length Indicator (LI). This 11-bit field indicates the length of the corresponding data
field element present in the UMD PDU. There is a one-to-one correspondence between
each LI and a data field element, except for the last data field element, for which the
LI field is omitted because its length can be deduced from the UMD PDU size.

4.3.2.3 Acknowledged Mode Data PDU Format

In addition to the UMD PDU header fields, the Acknowledged Mode Data (AMD) PDU
header (Figure 4.13) contains fields to support the RLC ARQ mechanism. The only difference
in the PDU fields is that only the long SN field (10 bits) is used for AMD PDUs. The
additional fields are as follows:

• Data/Control (D/C). This 1-bit field indicates whether the RLC PDU is an RLC Data
PDU or an RLC Control PDU. It is present in all types of PDU used in AM RLC.

• Resegmentation Flag (RF). This 1-bit field indicates whether the RLC PDU is an
AMD PDU or an AMD PDU segment.

• Polling (P). This 1-bit field is used to request a status report from the peer receiving
side.

DataSN LI LI

Fixed part Extension part

D/C RF P FI

Header

Figure 4.13: Key features of AMD PDU format.

4.3.2.4 AMD PDU Segment Format

The AMD PDU segment format (Figure 4.14) is used in case of resegmented retransmissions
(when the available resource for retransmission is smaller than the original PDU size), as
described in Section 4.3.1.3.

If the RF field indicates that the RLC PDU is an AMD PDU segment, the following
additional resegmentation related fields are included in the fixed part of the AMD PDU
header to enable correct reassembly:

IPR2022-00464 
Apple EX1014 Page 178



IPR2022-00464 
Apple EX1014 Page 179

USER PLANE PROTOCOLS 107

e Last Segment Flag (LSF). This 1-bit field indicates whether or not this AMD PDU
segmentis the last segment of an AMD PDU.

e Segmentation Offset (SO). This 15-bit field indicates the starting position of the AMD
PDUsegmentwithin the original AMD PDU.

Fixed part Extension part
TTOooOo

eee[F[al©f[[a]~
Header 

Figure 4.14: Key features of AMD PDU segment format.

4.3.2.5 STATUS PDU Format

The STATUS PDU (Figure 4.15) is designed to be very simple, as the RLC PDUerrorrate
should normally be low in LTE due to the use of HARQ in the MAClayers. Therefore, the
STATUS PDUsimplylists all the missing portions of AMD PDUsby means ofthe following
fields:

e Control PDU Type (CPT). This 3-bit field indicates the type of the RLC Control
PDU, allowing more RLC Control PDUtypesto be defined inalater release of the
LTE specifications. (The STATUS PDUis the only type of RLC Control PDU defined
in the first version of LTE.)

e ACKSN.This 10-bit field indicates the SN of the first AMD PDU whichis neither

received norlisted in this STATUS PDU. All AMD PDUsupto butnot including this
AMDPDUare correctly received by the receiver except the AMD PDUsorportions
of AMD PDUslisted in the NACK_SNList.

e NACK_SNList. This field contains a list of SNs of the AMD PDUsthat have not been

completely received, optionally including indicators of which bytes of the AMD PDU
are missing in the case of resegmentation.

ACK_SN NACK_SNList

NACKSN Soend.a |~~~-~[NAGKSNK[Sonar]SOend-k

Figure 4.15: STATUS PDU format.
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4.4 Medium Access Control (MAC)

The MAC layer is the lowest sublayer in the Layer 2 architecture of the LTE radio protocol
stack. The connection to the physical layer below is through transport channels, and the
connection to the RLC layer above is through logical channels. The MAC layer therefore
performs multiplexing and demultiplexing between logical channels and transport channels:
the MAC layer in the transmitting side constructs MAC PDUs, known as Transport Blocks
(TBs), from MAC SDUs received through logical channels, and the MAC layer in the
receiving side recovers MAC SDUs from MAC PDUs received through transport channels.

4.4.1 MAC Architecture

4.4.1.1 Overall Architecture

Figure 4.16 shows a conceptual overview of the architecture of the MAC layer.
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Figure 4.16: Conceptual overview of the UE-side MAC architecture.

The MAC layer consists of a HARQ entity, a multiplexing/demultiplexing entity, a logical
channel prioritization entity, a random access control entity, and a controller which performs
various control functions.

The HARQ entity is responsible for the transmit and receive HARQ operations. The
transmit HARQ operation includes transmission and retransmission of TBs, and reception
and processing of ACK/NACK signalling. The receive HARQ operation includes reception
of TBs, combining of the received data and generation of ACK/NACK signalling. In order
to enable continuous transmission while previous TBs are being decoded, up to eight HARQ
processes in parallel are used to support multiprocess ‘Stop-And-Wait’ (SAW) HARQ
operation.

SAW operation means that upon transmission of a TB, a transmitter stops further
transmissions and awaits feedback from the receiver. When a NACK is received, or when a
certain time elapses without receiving any feedback, the transmitter retransmits the TB. Such
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a simple SAW HARQ operation cannot on its own utilize the transmission resources during
the period between the first transmission and the retransmission. Therefore multiprocess
HARQ interlaces several independent SAW processes in time so that all the transmission
resources can be used. Each HARQ process is responsible for a separate SAW operation and
manages a separate buffer.

In general, HARQ schemes can be categorized as either synchronous or asynchronous,
with the retransmissions in each case being either adaptive or non-adaptive.

In a synchronous HARQ scheme, the retransmission(s) for each process occur at
predefined times relative to the initial transmission. In this way, there is no need to signal
information such as HARQ process number, as this can be inferred from the transmission
timing. By contrast, in an asynchronous HARQ scheme, the retransmissions can occur at any
time relative to the initial transmission, so additional explicit signalling is required to indicate
the HARQ process number to the receiver, so that the receiver can correctly associate each
retransmission with the corresponding initial transmission. In summary, synchronous HARQ
schemes reduce the signalling overhead while asynchronous HARQ schemes allow more
flexibility in scheduling.

In an adaptive HARQ scheme, transmission attributes such as the Modulation and Coding
Scheme (MCS) and transmission resource allocation in the frequency domain can be changed
at each retransmission in response to variations in the radio channel conditions. In a non-
adaptive HARQ scheme, the retransmissions are performed without explicit signalling of
new transmission attributes – either by using the same transmission attributes as those of
the previous transmission, or by changing the attributes according to a predefined rule.
Accordingly, adaptive schemes bring more scheduling gain at the expense of increased
signalling overhead.

In LTE, asynchronous adaptive HARQ is used for the downlink, and synchronous HARQ
for the uplink. In the uplink, the retransmissions may be either adaptive or non-adaptive,
depending on whether new signalling of the transmission attributes is provided.

The details of the HARQ incremental redundancy schemes and timing for retransmissions
are explained in Section 10.3.2.5.

In the multiplexing and demultiplexing entity, data from several logical channels can be
(de)multiplexed into/from one transport channel. The multiplexing entity generates MAC
PDUs from MAC SDUs when radio resources are available for a new transmission, based
on the decisions of the logical channel prioritization entity. The demultiplexing entity
reassembles the MAC SDUs from MAC PDUs and distributes them to the appropriate
RLC entities. In addition, for peer-to-peer communication between the MAC layers, control
messages called ‘MAC Control Elements’ can be included in the MAC PDU as explained in
Section 4.4.2.7 below.

The logical channel prioritization entity prioritizes the data from the logical channels to
decide how much data and from which logical channel(s) should be included in each MAC
PDU, as explained in Section 4.4.2.6. The decisions are delivered to the multiplexing and
demultiplexing entity.

The random access control entity is responsible for controlling the Random Access
CHannel (RACH) procedure (see Section 4.4.2.3). The controller entity is responsible for
a number of functions including Discontinuous Reception (DRX) , the Data Scheduling
procedure, and for maintaining the uplink timing alignment. These functions are explained
in the following sections.
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4.4.1.2 Logical Channels

The MAC layer provides a data transfer service for the RLC layer through logical channels,
which are either Control Logical Channels (for the transport of control data such as RRC
signalling), or Traffic Logical Channels (for user plane data).

Control logical channels.

• Broadcast Control CHannel (BCCH). This is a downlink channel which is used to
broadcast System Information (SI) and any Public Warning System (PWS) messages
(see Section 13.7). In the RLC layer, it is associated with a TM RLC entity (see
Section 4.3.1).

• Paging Control CHannel (PCCH). This is a downlink channel which is used to notify
UEs of an incoming call or a change of SI. In the RLC layer, it is associated with a TM
RLC entity (see Section 4.3.1).

• Common Control CHannel (CCCH). This channel is used to deliver control
information in both uplink and downlink directions when there is no confirmed
association between a UE and the eNodeB – i.e. during connection establishment. In
the RLC layer, it is associated with a TM RLC entity (see Section 4.3.1).

• Multicast Control CHannel (MCCH). This is a downlink channel which is used
to transmit control information related to the reception of MBMS services (see
Chapter 13). In the RLC layer, it is associated with a UM RLC entity (see Section 4.3.1).

• Dedicated Control CHannel (DCCH). This channel is used to transmit dedicated
control information relating to a specific UE, in both uplink and downlink directions.
It is used when a UE has an RRC connection with eNodeB. In the RLC layer, it is
associated with an AM RLC entity (see Section 4.3.1).

Traffic logical channels.

• Dedicated Traffic CHannel (DTCH). This channel is used to transmit dedicated user
data in both uplink and downlink directions. In the RLC layer, it can be associated with
either a UM RLC entity or an AM RLC entity (see Section 4.3.1).

• Multicast Traffic CHannel (MTCH). This channel is used to transmit user data for
MBMS services in the downlink (see Chapter 13). In the RLC layer, it is associated
with a UM RLC entity (see Section 4.3.1).

4.4.1.3 Transport Channels

Data from the MAC layer is exchanged with the physical layer through transport channels.
Data is multiplexed into transport channels depending on how it is transmitted over the air.
Transport channels are classified as downlink or uplink as follows:
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Downlink transport channels.

• Broadcast CHannel (BCH). This channel is used to transport the parts of the SI which
are essential for access the Downlink Shared CHannel (DL-SCH). The transport format
is fixed and the capacity is limited.

• Downlink Shared CHannel (DL-SCH). This channel is used to transport downlink
user data or control messages. In addition, the remaining parts of the SI that are not
transported via the BCH are transported on the DL-SCH.

• Paging CHannel (PCH). This channel is used to transport paging information to UEs,
and to inform UEs about updates of the SI (see Section 3.2.2) and PWS messages (see
Section 13.7).

• Multicast CHannel (MCH). This channel is used to transport MBMS user data or
control messages that require MBSFN combining (see Chapter 13).

The mapping of the downlink transport channels onto physical channels is explained in
Section 6.4.

Uplink transport channels.

• Uplink Shared CHannel (UL-SCH). This channel is used to transport uplink user
data or control messages.

• Random Access CHannel (RACH). This channel is used for access to the network
when the UE does not have accurate uplink timing synchronization, or when the UE
does not have any allocated uplink transmission resource (see Chapter 17).

The mapping of the uplink transport channels onto physical channels is explained in
Chapter 16.

4.4.1.4 Multiplexing and Mapping between Logical Channels and Transport

Channels

Figures 4.17 and 4.18 show the possible multiplexing between logical channels and transport
channels in the downlink and uplink respectively.

Note that in the downlink, the DL-SCH carries information from all the logical channels
except the PCCH, MCCH and MTCH.

In the uplink, the UL-SCH carries information from all the logical channels.

4.4.2 MAC Functions

4.4.2.1 Scheduling

The scheduler in the eNodeB distributes the available radio resources in one cell among the
UEs, and among the radio bearers of each UE. The details of the scheduling algorithm are left
to the eNodeB implementation, but the signalling to support the scheduling is standardized.
Some possible scheduling algorithms are discussed in Chapter 12.

In principle, the eNodeB allocates downlink or uplink radio resources to each UE based
respectively on the downlink data buffered in the eNodeB and on Buffer Status Reports
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Figure 4.17: Downlink logical channel multiplexing. Reproduced by permission of© 3GPP.
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Figure 4.18: Uplink logical channel multiplexing. Reproduced by permission of© 3GPP.

(BSRs) received from the UE. In this process, the eNodeB considers the QoS requirements
of each configured radio bearer, and selects the size of the MAC PDU.

The usual mode of scheduling is dynamic scheduling, by means of downlink assignment
messages for the allocation of downlink transmission resources and uplink grant messages
for the allocation of uplink transmission resources; these are valid for specific single
subframes.14 These messages also indicate whether the scheduled data is to be the first
transmission of a new TB or a retransmission, by means of a 1-bit New Data Indicator (NDI);
if the value of the NDI is changed relative to its previous value for the same HARQ process,
the transmission is the start of a new TB. These messages are transmitted on the Physical
Downlink Control CHannel (PDCCH) using a Cell Radio Network Temporary Identifier (C-
RNTI) to identify the intended UE, as described in Section 9.3. This kind of scheduling is
efficient for service types such as TCP or the SRBs, in which the traffic is bursty and dynamic
in rate.

14The dynamic uplink transmission resource grants are valid for specific single subframes for initial transmissions,
although they may also imply a resource allocation in later subframes for HARQ retransmissions.
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In addition to the dynamic scheduling, Semi-Persistent Scheduling (SPS) may be used.
SPS enables radio resources to be semi-statically configured and allocated to a UE for a
longer time period than one subframe, avoiding the need for specific downlink assignment
messages or uplink grant messages over the PDCCH for each subframe. It is useful for
services such as VoIP for which the data packets are small, periodic and semi-static in size.
For this kind of service the timing and amount of radio resources needed are predictable.
Thus the overhead of the PDCCH is significantly reduced compared to the case of dynamic
scheduling.

For the configuration of SPS, RRC signalling indicates the interval at which the
radio resources are periodically assigned. Specific transmission resource allocations in the
frequency domain, and transmission attributes such as the MCS, are signalled using the
PDCCH. The actual transmission timing of the PDCCH messages is used as the reference
timing to which the SPS interval applies. It is necessary to distinguish the PDCCH messages
which apply to SPS from those used for dynamic scheduling; hence for SPS a special
identity is used, known as the Semi-Persistent Scheduling C-RNTI (SPS-C-RNTI), which
for each UE is different from the C-RNTI used for dynamic scheduling messages. The SPS-
C-RNTI is used both for the configuration of SPS resources and for the indication of HARQ
retransmissions of semi-persistently scheduled TBs. To differentiate these two cases, the NDI
is used: for the configuration of the SPS resources, the SPS-C-RNTI with NDI set to 0 is used;
for HARQ retransmissions, the SPS-C-RNTI with NDI set to 1 is used.

Reconfiguration of resources used for SPS can be performed for cases such as transitions
between silent periods and talk spurts, or when the codec rate changes. For example, when
the codec rate for a VoIP service is increased, a new downlink assignment message or uplink
grant message can be transmitted to configure a larger semi-persistently scheduled radio
resource for the support of bigger VoIP packets.

Allocated resources for SPS can be cancelled by an explicit scheduling message on the
PDCCH using the SPS-C-RNTI indicating SPS release.15 However, because there is a risk
that scheduling messages can be lost in transmission, or the eNodeB’s decision to release the
resources may be late, an implicit mechanism to release the allocated radio resources is also
specified. In the implicit mechanism, when a certain number of MAC PDUs not containing
any MAC SDUs has been transmitted, the UE releases the radio resources.

Resources allocated for SPS can be temporarily overridden in a specific subframe by
a scheduling message using the C-RNTI. For example, if the semi-persistently scheduled
resources collide with resources configured for the Physical Random Access CHannel
(PRACH) in a certain subframe, the eNodeB may choose to allocate other resources for the
SPS in that subframe in order to avoid a collision with the PRACH.

Other factors potentially affecting the scheduling are uplink Transmission Time Interval
(TTI) bundling, designed to improve uplink coverage (see Section 14.3.2), and the config-
uration of measurement gaps during which the UE tunes its receiver to other frequencies
(see Section 22.2.1.2). In the latter case, whenever a subframe for a given HARQ process
collides with a configured measurement gap, the UE can neither receive from nor transmit to
a serving cell in that subframe. In such a case, if the UE cannot receive HARQ ACK/NACK
feedback for an uplink TB, the UE considers that HARQ ACK is received TB and does not
autonomously start a HARQ retransmission at the next transmission opportunity; to resume

15Explicit SPS resource release messages are positively acknowledged by the UE if they relate to downlink SPS,
but not for uplink SPS.
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HARQ operation, the UE has to receive a new scheduling message. If an uplink TB cannot
be transmitted due to a measurement gap, the UE considers that HARQ NACK is received
for that TB and transmits the TB at the next opportunity.

4.4.2.2 Scheduling Information Transfer

Buffer Status Reports (BSRs) from the UE to the eNodeB are used to assist the eNodeB’s
allocation of uplink radio resources. The basic assumption underlying scheduling in LTE is
that radio resources are only allocated for transmission to or from a UE if data is available
to be sent or received. In the downlink direction, the scheduler in the eNodeB is obviously
aware of the amount of data to be delivered to each UE; however, in the uplink direction,
because the scheduling decisions are performed in the eNodeB and the buffer for the data is
located in the UE, BSRs have to be sent from the UE to the eNodeB to indicate the amount
of data in the UE that needs to be transmitted over the UL-SCH.16

Two types of BSR are defined in LTE: a long BSR and a short BSR; which one is
transmitted depends on the amount of available uplink transmission resources for sending
the BSR, on how many groups of logical channels have non-empty buffers, and on whether
a specific event is triggered at the UE. The long BSR reports the amount of data for four
logical channel groups, whereas the short BSR reports the amount of data for only one
logical channel group. Although the UE might actually have more than four logical channels
configured, the overhead would be large if the amount of data in the UE were to be reported
for every logical channel individually. Thus, grouping the logical channels into four groups
for reporting purposes represents a compromise between efficiency and accuracy.

A BSR can be triggered in the following situations:

• whenever data arrives for a logical channel which has a higher priority than the logical
channels whose buffers previously contained data (this is known as a Regular BSR);

• whenever data becomes available for any logical channel when there was previously
no data available for transmission (a Regular BSR);

• whenever a ‘retxBSR’ timer expires and there is data available for transmission (a
Regular BSR);

• whenever a ‘periodicBSR’ timer17 expires (a Periodic BSR);

• whenever spare space in a MAC PDU can accommodate a BSR (a Padding BSR).

The ‘retxBSR’ timer provides a mechanism to recover from situations where a BSR
is transmitted but not received. For example, if the eNodeB fails to decode a MAC PDU
containing a BSR and returns a HARQ NACK, but the UE erroneously decodes the NACK
as ACK, the UE will think that transmission of the BSR was successful even though it was
not received by the eNodeB. In such a case, a long delay would be incurred while the UE

16Note that, unlike High Speed Uplink Packet Access (HSUPA), there is no possibility in LTE for a UE to transmit
autonomously in the uplink by means of a transmission grant for non-scheduled transmissions. This is because the
uplink transmissions from different UEs in LTE are orthogonal in time and frequency, and therefore if an uplink
resource is allocated but unused, it cannot be accessed by another UE; by contrast, in HSUPA, if a UE does not
use its transmission grant for non-scheduled transmissions, the resulting reduction in uplink interference can benefit
other UEs. Furthermore, the short subframe length in LTE enables uplink transmission resources to be dynamically
allocated more quickly than in HSUPA.

17Periodic BSR timer is used by RRC to control BSR reporting.
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waited for an uplink resource grant that would not be forthcoming. To avoid this, the retxBSR
timer is restarted whenever a uplink grant message is received; if no uplink grant is received
before the timer expires, the UE transmits another BSR.

If a UE does not have enough allocated UL-SCH resources to send a BSR when a trigger
for a Regular BSR occurs, the UE sends a Scheduling Request (SR) on the Physical Uplink
Control CHannel (PUCCH – see Section 16.3.7) if possible; otherwise, the random access
procedure (see Section 4.4.2.3) is used to request an allocation of uplink resources for sending
a BSR. However, if a periodic or padding BSR is triggered when the UE does not have UL-
SCH resources for a new transmission, the SR is not triggered.

Thus LTE provides suitable signalling to ensure that the eNodeB has sufficient information
about the data waiting in each UE’s uplink transmission buffer to allocate corresponding
uplink transmission resources in a timely manner.

4.4.2.3 Random Access Procedure

The random access procedure is used when a UE is not allocated with uplink radio resources
but has data to transmit, or when the UE is not time-synchronized in the uplink direction.
Control of the random access procedure is an important part of the MAC layer functionality
in LTE. The details are explained in Chapter 17.

4.4.2.4 Uplink Timing Alignment

Uplink timing alignment maintenance is controlled by the MAC layer and is important for
ensuring that a UE’s uplink transmissions arrive in the eNodeB without overlapping with the
transmissions from other UEs. The details of the uplink timing advance mechanism used to
maintain timing alignment are explained in Section 18.2.

The timing advance mechanism utilizes MAC Control Elements (see Section 4.4.2.7) to
update the uplink transmission timing. However, maintaining the uplink synchronization in
this way during periods when no data is transferred wastes radio resources and adversely
impacts the UE battery life. Therefore, when a UE is inactive for a certain period of time the
UE is allowed to lose uplink synchronization even in RRC_CONNECTED state. The random
access procedure is then used to regain uplink synchronization when the data transfer resumes
in either uplink or downlink.

4.4.2.5 Discontinuous Reception (DRX)

DRX functionality can be configured for an ‘RRC_CONNECTED’ UE18 so that it does not
always need to monitor the downlink channels. A DRX cycle consists of an ‘On Duration’
during which the UE should monitor the PDCCH and a ‘DRX period’ during which a UE
can skip reception of downlink channels for battery saving purposes.

The parameterization of the DRX cycle involves a trade-off between battery saving and
latency. On the one hand, a long DRX period is beneficial for lengthening the UE’s battery
life. For example, in the case of a web browsing service, it is usually a waste of resources
for a UE continuously to receive downlink channels while the user is reading a downloaded

18Different DRX functionality applies to UEs which are in ‘RRC_IDLE’. These RRC states are discussed in
Chapter 3.
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web page. Onthe other hand, a shorter DRX period is better for faster response when data
transfer is resumed — for example whena user requests another web page.

To meetthese conflicting requirements, two DRX cycles — a short cycle and a long cycle
—can be configured for each UE,with the aim of providing a similar degree of power saving
for the UE in RRC_CONNECTEDas in RRC_IDLE.Thetransition between the short DRX

cycle, the long DRX cycle and continuous reception is controlled either by a timer or by
explicit commands from the eNodeB.In somesense, the short DRX cycle can be considered
as a confirmation period in case a late packet arrives, before the UE enters the long DRX
cycle — if data arrives at the eNodeB while the UE is in the short DRX cycle, the data is
scheduled for transmission at the next wake-up time and the UE then resumes continuous
reception. On the other hand,if no data arrives at the eNodeB during the short DRX cycle,
the UE enters the long DRX cycle, assuming that the packetactivity is finished for the time
being.

Figure 4.19 shows an example of DRX operation. The UE checks for scheduling messages
(indicated by its C-RNTI on the PDCCH) during the ‘On Duration’ period of either the
long DRX cycle or the short DRX cycle depending on the currently active cycle. When a
scheduling message is received during an ‘On Duration’, the UE starts a ‘DRX Inactivity
Timer’ and monitors the PDCCH in every subframe while the DRX Inactivity Timer is
running. During this period, the UE can be regarded as being in a continuous reception mode.
Whenevera scheduling message is received while the DRX Inactivity Timer is running, the
UE restarts the DRX Inactivity Timer, and whenit expires the UE movesinto a short DRX
cycle and starts a ‘DRX Short Cycle Timer’. The short DRX cycle mayalso be initiated by
means of a MAC Control Element(see Section 4.4.2.7). When the ‘DRX Short Cycle Timer’
expires, the UE movesinto a long DRX cycle.

. Scheduling | Inactivity Timer Expiry Short DRX Cycle
On Duration Message Reception or MAC CEreception Timer Expiry

 
 

subframe

 Gontinuouseception

Long DRX cycle Short DRX Long DRX cycle
Cycle

  

Figure 4.19: The two-level DRX procedure.

In addition to this DRX behaviour, a ‘HARQ RTT (RoundTrip Time) timer’ is defined
per downlink HARQprocess with the aim of allowing the UE to sleep during the HARQ
RTT. Whendecoding of a downlink TB for one HARQprocessfails, the UE can assume that
the next retransmission of the TB will occur after at least ‘HARQ RTT’ subframes. While

the HARQ RTT timeris running, the UE does not need to monitor the PDCCH (provided
that there is no other reason to be monitoring it). At the expiry of the HARQ RIT timer,
if received data for a downlink HARQprocess is not correctly decoded, the UE starts a
‘DRX Retransmission Timer’ for that HARQ process. While the timer is running, the UE
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monitors the PDCCH for HARQ retransmissions. The length of the DRX Retransmission
Timer is related to the degree of flexibility desired for the eNodeB’s scheduler. For optimal
UE battery consumption, it is desirable that eNodeB schedules a HARQ retransmission as
soon as the HARQ RTT timer expires. However, this requires that eNodeB always reserve
some radio resources for this, and therefore the DRX Retransmission timer can be used to
relax this scheduling limitation while limiting the amount of time for which the UE has to
monitor the PDCCH. The HARQ RTT is illustrated in Section 10.3.2.5.

4.4.2.6 Multiplexing and Logical Channel Prioritization

Unlike the downlink, where the multiplexing and logical channel prioritization is left to the
eNodeB implementation, for the uplink the process by which a UE creates a MAC PDU to
transmit using the allocated radio resources is fully standardized; this is designed to ensure
that the UE satisfies the QoS of each configured radio bearer in a way which is optimal and
consistent between different UE implementations. Based on the uplink transmission resource
grant message signalled on the PDCCH, the UE has to decide on the amount of data for each
logical channel to be included in the new MAC PDU, and, if necessary, also to allocate space
for a MAC Control Element.

One simple way to meet this purpose is to serve radio bearers in order of their priority.
Following this principle, the data from the logical channel of the highest priority is the first
to be included into the MAC PDU, followed by data from the logical channel of the next
highest priority, continuing until the MAC PDU size allocated by the eNodeB is completely
filled or there is no more data to transmit.

Although this kind of priority-based multiplexing is simple and favours the highest
priorities, it sometimes leads to starvation of low-priority bearers. Starvation occurs when
the logical channels of the lower priority cannot transmit any data because the data from
higher priority logical channels always takes up all the allocated radio resources.

To avoid starvation, while still serving the logical channels according to their priorities,
in LTE a Prioritized Bit Rate (PBR) is configured by the eNodeB for each logical channel.
The PBR is the data rate provided to one logical channel before allocating any resource to a
lower-priority logical channel.

In order to take into account both the PBR and the priority, each logical channel is served
in decreasing order of priority, but the amount of data from each logical channel included
into the MAC PDU is initially limited to the amount corresponding to the configured PBR.
Only when all logical channels have been served up to their PBR, then if there is still room
left in the MAC PDU, each logical channel is served again in decreasing order of priority.
In this second round, each logical channel is served only if all logical channels of higher
priority have no more data for transmission.

In most cases, a MAC Control Element has higher priority than any other logical channel
because it controls the operation of a MAC entity. Thus, when a MAC PDU is composed and
there is a MAC Control Element to send, the MAC Control Element is generally included
first and the remaining space is used to include data from logical channels. However, since
the padding BSR is used to fill up remaining space in a MAC PDU, it is included into a
MAC PDU after other logical channels. Among the various types of MAC Control Element
(see Section 4.4.2.7) and logical channel, the ‘C-RNTI’ MAC Control Element and CCCH
(CCCH) have the highest priority because they are used for either contention resolution or
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RRC connection management. For example, the ‘RRCConnectionReestablishmentRequest’
message (see Section 3.2.3.5) on the uplink CCCHis used to recover a lost RRC connection,
and it is more important to complete the connection reestablishment procedure as soon as
possible than to inform the eNodeB of the UE’s buffer status; otherwise, the data transfer
interruption time would be longer and the probability of call failure would increase due to
the delayed signalling. Likewise, a BSR of an unknownuseris useless until the eNodeB
knowswhich UEtransmitted the BSR. Thus, the C-RNTI MAC Control Elementhas higher
priority than the BSR MACControl Element.

Figure 4.20 illustrates the LTE MAC multiplexing by way of example.First, channel1 is
served up to its PBR, channel 2 up to its PBR and then channel 3 with as much data as is
available (since in this example the amountofdata available is less than would be permitted
by the PBR configured for that channel). After that, the remaining space in the MAC PDU
is filled with data from the channel | whichis of the highest priority until there is no further
room in the MAC PDUorthere is no further data from channel1. If there is still a room after

serving the channel 1, channel2 is served in a similar way.

Channel1 Channel 2 Channel 3

(Priority 1) (Priority 2) (Priority 3)

 
(MAC PDU)

Figure 4.20: Example of MAC multiplexing.

4.4.2.7 MAC PDU Formats

Whenthe multiplexing is done, the MAC PDUitself can be composed. The general MAC
PDU format is shown in Figure 4.21. A MAC PDUprimarily consists of the MAC header
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and the MAC payload. The MAC headeris further composed of MAC subheaders, while the
MACpayload is composed of MACcontrol elements, MAC SDUsand padding.

ae eeSubHeader_ || _SubHeader 4
MAC Header ’

iMAC Header MAC Payload

Peewee
.

 

 

ot MAC PDU ge

MACControl!7 MACControl TOMAGMagMaca
|_Element4__! __ElementN |__SDU1___L__SDUM___|_ Padding __|

MACPayload

Figure 4.21: General MAC PDUformat.

Each MACsubheaderconsists of a Logical Channel ID (LCID) and a Length (L)field.
The LCID indicates whether the corresponding part of the MAC payload is a MAC Control
Element, and if not, to which logical channel the related MAC SDUbelongs. The L field
indicates the size of the related MAC SDU or MACControl Element.

MACControl Elements are used for MAC-level peer-to-peer Signalling. The available
types of MAC Control Elementinclude the following:

e Buffer Status Report MAC Control Element for delivery of BSR information (see
Section 4.4.2.2);

e Power Headroom MAC Control Element for the UE to report available power
headroom (see Section 18.3.3);

e DRX Command MACControl Element to transmit the downlink DRX commands

to the UEs (see Section 4.4.2.5);

Timing Advance Command MAC Control Element to transmit timing advance
commandsto the UEsfor uplink timing alignment (see Sections 4.4.2.4 and 18.2.2);

@ C-RNTI MACControl Element for the UE to transmit its own C-RNTI during the
random access procedure for the purpose of contention resolution (see Section 17.3.1);

e UE Contention Resolution Identity MAC Control Element for the eNodeB to
transmit the uplink CCCH SDU that the UE has sent during the random access
procedure for the purpose of contention resolution when the UE has no C-RNTI (see
Section 17.3.1);

@ MBMS Dynamic Scheduling Information MAC Control Element transmitted for
each MCHto inform MBMS-capable UEs about scheduling of data transmissions on
MTCH(see Section 13.6).
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For each type of MAC Control Element, one special LCID is allocated.
When a MAC PDU is used to transport data from the PCCH or BCCH , the MAC PDU

includes data from only one logical channel. In this case, because multiplexing is not applied,
there is no need to include the LCID field in the header. In addition, if there is a one-to-one
correspondence between a MAC SDU and a MAC PDU, the size of the MAC SDU can be
known implicitly from the TB size. Thus, for these cases a headerless MAC PDU format is
used as a transparent MAC PDU.

When a MAC PDU is used to transport the Random Access Response (RAR – see
Section 17.3.1.2), a special MAC PDU format is applied with a MAC header and zero or
more RARs. The MAC header consists of one or more MAC subheaders which include either
a random access preamble identifier or a backoff indicator. Each MAC subheader including
the Random Access Preamble IDentifier (RAPID) corresponds to one RAR in the MAC PDU
(see Section 17.3.1).

4.5 Summary of the User Plane Protocols

The LTE Layer 2 protocol stack, consisting of the PDCP, RLC and MAC sublayers, acts as
the interface between the radio access technology-agnostic sources of packet data traffic and
the LTE physical layer. By providing functionality such as IP packet header compression,
security, handover support, segmentation/concatenation, retransmission and reordering of
packets, and transmission scheduling, the protocol stack enables the physical layer to be
used efficiently for packet data traffic.
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5

Orthogonal Frequency Division

Multiple Access (OFDMA)

Andrea Ancora, Issam Toufik, Andreas Bury and

Dirk Slock

5.1 Introduction

The choice of an appropriate modulation and multiple-access technique for mobile wireless
data communications is critical to achieving good system performance. In particular, typical
mobile radio channels tend to be dispersive and time-variant, and this has generated interest
in multicarrier modulation.

In general, multicarrier schemes subdivide the used channel bandwidth into a number of
parallel subchannels as shown in Figure 5.1(a). Ideally the bandwidth of each subchannel is
such that they are, ideally, each non-frequency-selective (i.e. having a spectrally flat gain);
this has the advantage that the receiver can easily compensate for the subchannel gains
individually in the frequency domain.

Orthogonal Frequency Division Multiplexing (OFDM) is a special case of multicarrier
transmission where the non-frequency-selective narrowband subchannels, into which the
frequency-selective wideband channel is divided, are overlapping but orthogonal, as shown
in Figure 5.1(b). This avoids the need to separate the carriers by means of guard-bands, and
therefore makes OFDM highly spectrally efficient. The spacing between the subchannels in
OFDM is such that they can be perfectly separated at the receiver. This allows for a low-
complexity receiver implementation, which makes OFDM attractive for high-rate mobile
data transmission such as the LTE downlink.

It is worth noting that the advantage of separating the transmission into multiple
narrowband subchannels cannot itself translate into robustness against time-variant channels
if no channel coding is employed. The LTE downlink combines OFDM with channel coding

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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Saving in spectrum

(a)

(b)

Figure 5.1: Spectral efficiency of OFDM compared to classical multicarrier modulation:
(a) classical multicarrier system spectrum; (b) OFDM system spectrum.

and Hybrid Automatic Repeat reQuest (HARQ) to overcome the deep fading which may be
encountered on the individual subchannels. These aspects are considered in Chapter 10 and
lead to the LTE downlink falling under the category of system often referred to as ‘Coded
OFDM’ (COFDM).

5.1.1 History of OFDM Development

Multicarrier communication systems were first introduced in the 1960s [1, 2], with the
first OFDM patent being filed at Bell Labs in 1966. Initially only analogue design was
proposed, using banks of sinusoidal signal generators and demodulators to process the signal
for the multiple subchannels. In 1971, the use of the Discrete Fourier Transform (DFT)
was proposed [3], which made OFDM implementation cost-effective. Further complexity
reductions were realized in 1980 by the application of the Winograd Fourier Transform
(WFT) or the Fast Fourier Transform (FFT) [4].

OFDM then became the modulation of choice for many applications for both wired
systems (such as Asymmetric Digital Subscriber Line (ADSL)) and wireless systems.
Wireless applications of OFDM tended to focus on broadcast systems, such as Digital
Video Broadcasting (DVB) and Digital Audio Broadcasting (DAB), and relatively low-power
systems such as Wireless Local Area Networks (WLANs). Such applications benefit from the
low complexity of the OFDM receiver, while not requiring a high-power transmitter in the
consumer terminals. This avoids one of the main disadvantages of OFDM, namely that the
transmitters tend to be more expensive because of the high Peak to Average Power Ratio
(PAPR); this aspect is discussed in Section 5.2.2.

The first cellular mobile radio system based on OFDM was proposed in [5]. Since then,
the processing power of modern Digital Signal Processors (DSPs) has increased remarkably,
paving the way for OFDM to be used in the LTE downlink. Here, the key benefits of OFDM
which come to the fore are not only the low-complexity receiver but also the ability of
OFDM to be adapted in a straightforward manner to operate in different channel bandwidths
according to spectrum availability.
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5.2 OFDM

5.2.1 Orthogonal Multiplexing Principle

A high-rate data stream typically faces the problem of having a symbol period Ts much
smaller than the channel delay spread Td if it is transmitted serially. This generates Inter-
Symbol Interference (ISI) which can only be undone by means of a complex equalization
procedure. In general, the equalization complexity grows with the square of the channel
impulse response length.

In OFDM, the high-rate stream of data symbols is first Serial-to-Parallel (S/P) converted
for modulation onto M parallel subcarriers as shown in Figure 5.2. This increases the symbol
duration on each subcarrier by a factor of approximately M, such that it becomes significantly
longer than the channel delay spread.

S/P

exp(-j2�·t·f1)

exp(-j2�·t·fn)
�

High symbol rate Low symbol 

rate

Figure 5.2: Serial-to-Parallel (S/P) conversion operation for OFDM.

This operation has the important advantage of requiring a much less complex equalization
procedure in the receiver, under the assumption that the time-varying channel impulse
response remains substantially constant during the transmission of each modulated OFDM
symbol. Figure 5.3 shows how the resulting long symbol duration is virtually unaffected by
ISI compared to the short symbol duration, which is highly corrupted.

Figure 5.4 shows the typical block diagram of an OFDM system. The signal to be
transmitted is defined in the frequency domain. An S/P converter collects serial data symbols
into a data block S [k] = [S 0 [k] , S 1 [k] , . . . , S M-1 [k]]T of dimension M, where k is the index
of an OFDM symbol (spanning the M subcarriers). The M parallel data streams are first inde-
pendently modulated resulting in the complex vector X [k] = [X0 [k] , X1 [k] , . . . , XM-1 [k]]T .
Note that in principle it is possible to use different modulations (e.g. QPSK or 16QAM) on
each subcarrier; due to channel frequency selectivity, the channel gain may differ between
subcarriers, and thus some subcarriers can carry higher data-rates than others. The vector
X [k] is then used as input to an N-point Inverse FFT (IFFT) resulting in a set of N complex
time-domain samples x [k] = [x0[k], . . . , xN-1[k]]T . In a practical OFDM system, the number
of processed subcarriers is greater than the number of modulated subcarriers (i.e. N ≥ M),
with the un-modulated subcarriers being padded with zeros.
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Signal
Ty<Ts (long symbol duration low-rate signal

(Symbol period) d<Ts (long sy ignal)
"

Channel

wt Inter-symbolinterference

Mu eeae
Td

(Delay spread) Td>Ts (short symbol duration high-rate waveform)

Figure 5.3: Effect of channel on signals with short and long symbol duration.
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Figure 5.4: OFDM system model: (a) transmitter; (b) receiver.
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The next key operation in the generation of an OFDMsignal is the creation of a guard
period at the beginning of each OFDM symbolx [k] by adding a Cyclic Prefix (CP), to
eliminate the remaining impact of ISI caused by multipath propagation. The CP is generated
by duplicating the last G samplesof the IFFT output and appending them at the beginning of
x [k]. This yields the time domain OFDM symbol [xycIk], ..., Xwalkl, ofA], ---, xyilkIl’,
as shown in Figure 5.5.

 

  
Figure 5.5: OFDM Cyclic Prefix (CP) insertion.

To avoid ISI completely, the CP length G must be chosen to be longer than the longest
channel impulse response to be supported. The CP converts the linear (i.e. aperiodic)
convolution of the channel into a circular (i.e. periodic) one which is suitable for DFT
processing. The insertion of the CP into the OFDM symbolandits implications are explained
more formally later in this section.

The output of the IFFT is then Parallel-to-Serial (P/S) converted for transmission through
the frequency-selective channel.

At the receiver, the reverse operations are performed to demodulate the OFDM signal.
Assumingthat time- and frequency-synchronization is achieved (see Chapter 7), a number of
samples corresponding to the length of the CP are removed,such that only an ISI-free block
of samples is passed to the DFT. If the numberof subcarriers N is designed to be a power
of 2, a highly efficient FFT implementation may be used to transform the signal back to the
frequency domain. Amongthe N parallel streams output from the FFT, the modulated subset
of M subcarriers are selected and further processed by the receiver.

Let x(t) be the symbol transmitted at time instant r. The received signal in a multipath
environmentis then given by

r(t) = x(t) * h(t) + z(t) (5.1)

where A(t) is the continuous-time impulse response of the channel, * represents the
convolution operation and z(t) is the additive noise. Assuming that x(t) is band-limited to
[-3, a), the continuous-time signal x(r) can be sampledat sampling rate T, such that the
Nyquistcriterion is satisfied. As a result of the multipath propagation, several replicas of the
transmitted signals arrive at the receiverat different delays.
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The received discrete-time OFDM symbol k including CP, under the assumption that the
channel impulse response has a length smaller than or equal to G, can be expressed as

r̃ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

r̃0[k]
r̃1[k]
...

r̃G-2[k]
r̃G-1[k]
r̃G[k]
...

r̃N+G-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= A ·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h0[k]
h1[k]
...

hG-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

z0[k]
z1[k]
...

zG-2[k]
zG-1[k]
zG[k]
...

zN+G-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.2)

where

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xN-G[k] xN-1[k − 1] xN-2[k − 1] · · · xN-G-1[k − 1]
xN-G+1[k] xN-G[k] xN-1[k − 1] · · · xN-G+2[k − 1]
...

...
. . .

. . .
...

xN-2[k] xN-3[k]
. . . xN-G[k] xN-1[k − 1]

xN-1[k] xN-2[k]
. . . xN-G+1[k] xN-G[k]

x0[k] xN-1[k]
. . . xN-G+2[k] xN-G+1[k]

... · · · · · · · · · ...
xN-1[k] xN-2[k] · · · · · · xN-G[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

In general broadband transmission systems, one of the most complex operations the
receiver has to handle is the equalization process to recover xn[k] (from Equation (5.2)).

Equation (5.2) can be written as the sum of intra-OFDM symbol interference (generated
by the frequency-selective behaviour of the channel within an OFDM symbol) and the inter-
OFDM symbol interference (between two consecutive OFDM block transmissions at time k
and time (k − 1)). This can be expressed as

r̃ = AIntra ·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h0[k]
h1[k]
...

hG-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + AInter ·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h0[k]
h1[k]
...

hG-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

z0[k]
z1[k]
...

zN+G-1[k]
zN-G[k]
...

zN+G-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.3)
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where

AIntra =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xN-G[k] 0 · · · 0
xN-G+1[1] xN-G[k] · · · 0
...

. . .
. . .

...

xN-1[k] · · · . . . xN-G[k]
x0[k] xN-1[k] · · · xN-G+1[k]
...

. . .
. . .

...
xN-1[k] xN-2[k] · · · xN-G[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and

AInter =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 xN-1[k − 1] xN-2[k − 1] · · · xN-G+1[k − 1]
0 0 xN-1[k − 1] · · · xN-G+2[N − 1]
...

. . .
. . .

. . .
...

0 0 · · · 0 xN-1[k − 1]
0 0 · · · · · · 0
...

. . .
. . .

. . .
...

0 0 · · · · · · 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In order to suppress the inter-OFDM-symbol interference, the first G samples of the

received signal are discarded, eliminating the contribution of the matrix AInter and the G
first rows of AIntra. This can be expressed as

r[k] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
r0[k]
r1[k]
...

rN-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

r̃G[k]
r̃G+1[k]
...

r̃N+G-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x0[k] xN-1[k] · · · xN-G+1[k]
x1[k] x0[k] · · · xN-G+2[k]
...

. . .
. . .

...
xN-1[k] xN-2[k] · · · xN-G[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0[k]
h1[k]
...

hG-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
zG[k]

zG+1[k]
...

zN+G-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Adding zeros to the channel vector can extend the signal matrix without changing the

output vector. This can be expressed as

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
r0[k]
r1[k]
...

rN-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ = B ·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0[k]
h1[k]
...

hG-1[k]
0
...
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
zG[k]

zG+1[k]
...

zN+G-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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where matrix B is given by

B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x0[k] xN-1[k] · · · xN-G+1[k] xN-G[k] · · · x1[k]
x1[k] x0[k] · · · xN-G+2[k] xN-G+1[k] · · · x2[k]
...

. . .
. . .

. . .
. . .

. . .
...

xN-1[k] xN-2[k] · · · xN-G[k] xN-G-1[k] · · · x0[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The matrix B is circulant and thus its Fourier transform is diagonal with eigenvalues given

by the FFT of its first row [6, 7]. It can then be written as B = FHXF, with X diagonal, and
the equivalent received signal can be expressed as follows:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
r0[k]

rN-G+1[k]
...

rN-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ = FH ·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X0[k] 0 · · · 0

0 X1[k] · · · 0
... · · · . . .

...
0 0 · · · XN-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ · F ·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0[k]
h1[k]
...

hG-1[k]
0
...
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
zN-G[k]

zN-G+1[k]
...

zN+G-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (5.4)

(5.5)

where F is the Fourier transform matrix whose elements are

(F)n,m =
1√
N

exp
(
− j2π

N
(nm)

)
for 0 ≤ n ≤ N − 1 and 0 ≤ m ≤ N − 1 and N is the length of the OFDM symbol. The elements
on the diagonal are the eigenvalues of the matrix B, obtained as

Xm[k] =
1√
N

N∑
n=1

xn[k] exp
(
−2 jπm

n
N

)
(5.6)

In reverse, the time-domain signal xn[k] can be obtained by

xn[k] =
1√
N

N∑
m=1

Xm[k] exp
(
2 jπm

n
N

)
(5.7)

By applying the Fourier transform to Equation (5.4), the equivalent received signal in the
frequency domain can be obtained,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
R0[k]
...

RN-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X0[0] 0 · · · 0

0 X1[k] · · · 0
...

. . .
. . .

...
0 0 · · · XN-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H0[k]
H1[k]
...

HN-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Z0[k]
...

ZN-1[k]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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In summary, the CP of OFDM changes the linear convolution into a circular one. The
circular convolution is very efficiently transformed by means of an FFT into a multiplicative
operation in the frequency domain. Hence, the transmitted signal over a frequency-selective
(i.e. multipath) channel is converted into a transmission over N parallel flat-fading channels
in the frequency domain:

Rm[k] = Xm[k] · Hm[k] + Zm[k] (5.8)

As a result, the equalization is much simpler than for single-carrier systems and consists of
just one complex multiplication per subcarrier.

5.2.2 Peak-to-Average Power Ratio and Sensitivity to Non-Linearity

While the previous section shows the advantages of OFDM, this section highlights its major
drawback: the Peak-to-Average Power Ratio (PAPR).

In the general case, the OFDM transmitter can be seen as a linear transform performed
over a large block of independent identically distributed (i.i.d) QAM1-modulated complex
symbols (in the frequency domain). From the central limit theorem [8, 9], the time-domain
OFDM symbol may be approximated as a Gaussian waveform. The amplitude variations of
the OFDM modulated signal can therefore be very high. However, practical Power Amplifiers
(PAs) of RF transmitters are linear only within a limited dynamic range. Thus, the OFDM
signal is likely to suffer from non-linear distortion caused by clipping. This gives rise to out-
of-band spurious emissions and in-band corruption of the signal. To avoid such distortion,
the PAs have to operate with large power back-offs, leading to inefficient amplification or
expensive transmitters.

The PAPR is one measure of the high dynamic range of the input amplitude, and hence
a measure of the expected degradation. To analyse the PAPR mathematically, let xn be the
signal after IFFT as given by Equation (5.7) where the time index k can be dropped without
loss of generality. The PAPR of an OFDM symbol is defined as the square of the peak
amplitude divided by the mean power, i.e.

PAPR =
maxn{|xn|2}

E{|xn|2} (5.9)

Under the hypothesis that the Gaussian approximation is valid, the amplitude of xn has a
Rayleigh distribution, while its power has a central chi-square distribution with two degrees
of freedom. The Cumulative Distribution Function (CDF) Fx(α) of the normalized power is
given by

Fx(α) = Pr
( |xn|2

E{|xn|2} < α
)
= 1 − e−α (5.10)

If there is no oversampling, the time-domain samples are mutually uncorrelated and the
probability that the PAPR is above a certain threshold PAPR0 is given by2

Pr(PAPR > PAPR0) = 1 − Fx(PAPR0)N = 1 − (1 − e−PAPR0 )N (5.11)

Figure 5.6 plots the distribution of the PAPR given by Equation (5.11) for different values of
the number of subcarriers N. The figure shows that a high PAPR does not occur very often.
However, when it does occur, degradation due to PA non-linearities may be expected.

1Quadrature Amplitude Modulation.
2Note that the CDF of the PAPR is FPAPR(η) = [Fx(η)]N for N i.i.d. samples.
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Figure 5.6: PAPR distribution for different numbers of OFDM subcarriers.

In order to evaluate the impacts of distortion on the OFDM signal reception, a useful
framework for modelling non-linearities is developed in Section 21.5.2.

5.2.2.1 PAPR Reduction Techniques

Many techniques have been studied for reducing the PAPR of a transmitted OFDM signal.
Although no such techniques are specified for the LTE downlink signal generation, an
overview of the possibilities is provided below. In general, in LTE the cost and complexity
of generating the OFDM signal with acceptable Error Vector Magnitude (EVM) (see
Section 21.3.1.1) is left to the eNodeB implementation. As OFDM is not used for the LTE
uplink (see Section 14.2), such considerations do not directly apply to the transmitter in the
User Equipment (UE).

Techniques for PAPR reduction of OFDM signals can be broadly categorized into
three main concepts: clipping and filtering [10–12], selected mapping [13] and coding
techniques [14, 15]. The most potentially relevant from the point of view of LTE would be
clipping and filtering, whereby the time-domain signal is clipped to a predefined level. This
causes spectral leakage into adjacent channels, resulting in reduced spectral efficiency as well
as in-band noise degrading the bit error rate performance. Out-of-band radiation caused by
the clipping process can, however, be reduced by filtering. If discrete signals are clipped
directly, the resulting clipping noise will all fall in band and thus cannot be reduced by
filtering. To avoid this problem, one solution consists of oversampling the original signal by
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padding the input signal with zeros and processing it using a longer IFFT. The oversampled
signal is clipped and then filtered to reduce the out-of-band radiation.

5.2.3 Sensitivity to Carrier Frequency Offset and Time-Varying

Channels

The orthogonality of OFDM relies on the condition that transmitter and receiver operate with
exactly the same frequency reference. If this is not the case, the perfect orthogonality of the
subcarriers is lost, causing subcarrier leakage, also known as Inter-Carrier Interference (ICI),
as can be seen in Figure 5.7.

0

Frequency

A
m

p
li
tu

d
e

f
o

Figure 5.7: Loss of orthogonality between OFDM subcarriers due to frequency offset.

Frequency errors typically arise from a mismatch between the reference frequencies of
the transmitter and the receiver local oscillators. On the receiver side in particular, due to the
importance of using low-cost components in the mobile handset, local oscillator frequency
drifts are usually greater than in the eNodeB and are typically a function of parameters
such as temperature changes and voltage variations. This difference between the reference
frequencies is widely referred to as Carrier Frequency Offset (CFO). Phase noise in the UE
receiver may also result in frequency errors.
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The CFO can be several times larger than the subcarrier spacing. It is usually divided into
an integer part and a fractional part. Thus the frequency error can be written as

fo = (Γ + ε)Δ f (5.12)

where Δ f is the subcarrier spacing, Γ is an integer and −0.5 < ε < 0.5. If Γ � 0, then the
modulated data are in the wrong positions with respect to the subcarrier mapping performed
at the transmitter. This simply results in a Bit Error Rate (BER) of 0.5 if the frequency offset
is not compensated at the receiver, independently of the value of ε. In the case of Γ = 0 and
ε � 0, the perfect subcarrier orthogonality is lost, resulting in ICI which can degrade the
BER. Typically only synchronization errors of up to a few percent of the subcarrier spacing
are tolerable in OFDM systems.

Even in an ideal case where the local oscillators are perfectly aligned, the relative speed
between transmitter and receiver also generates a frequency error due to Doppler.

In the case of a single-path channel, UE mobility in a constant direction with respect
to the angle of arrival of the signal results in a Doppler shift fd, while in a scattering
environment this becomes a Doppler spread with spectral density P( f ) as discussed further
in Section 8.3.1.

It can be shown [16, 17] that, for both flat and dispersive channels, the ICI power can be
computed as a function of the generic Doppler spectral density P( f ) as follows:

PICI =

∫ fdmax

− fdmax

P( f )(1 − sinc2(Ts f )) d f (5.13)

where fdmax is the maximum Doppler frequency, and the transmitted signal power is
normalized.

ICI resulting from a mismatch fo between the transmitter and receiver oscillator frequen-
cies can be modelled as a Doppler shift arising from single-path propagation:

P( f ) = δ( f − fo) (5.14)

Hence, substituting (5.14) into (5.13), the ICI power in the case of a deterministic CFO is
given by

PICI,CFO = 1 − sinc2( foTs) (5.15)

For the classical Jakes model of Doppler spread (see Section 8.3.1), Equation (5.13) can
be written as

PICI,Jakes = 1 − 2
∫ 1

0
(1 − f )J0(2π fdmax Ts f ) d f (5.16)

where J0 is the zero-th order Bessel function.
When no assumptions on the shape of the Doppler spectrum can be made, an upper

bound on the ICI given by Equation (5.13) can be found by applying the Cauchy–Schwartz
inequality, leading to [17]

PICI ≤
∫ 1

0 [1 − sinc2( fdTs f )]2 d f∫ 1
0 1 − sinc2( fdTs f ) d f

(5.17)

This upper bound on PICI is valid only in the case of frequency spread and does not cover
the case of a deterministic CFO.
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Using Equations (5.17), (5.16) and (5.15), the Signal-to-Interference Ratio (SIR) in the
presence of ICI can be expressed as

SIRICI =
1 − PICI

PICI
(5.18)

Figures 5.8 and 5.9 plot these PICI and SIRICI for the cases provided. These figures
show that the highest ICI is introduced by a constant frequency offset. In the case of a
Doppler spread, the ICI impairment is lower. Figure 5.9 shows that, in the absence of any
other impairment such as interference (SIR =∞), the SIRICI rapidly decays as a function of
frequency misalignments.

Figure 5.8: PICI for the case of a classical Doppler distribution and a deterministic CFO.

The sensitivity of the BER depends on the modulation order. It is shown in [18] that QPSK
modulation can tolerate up to εmax = 0.05 whereas 64-QAM requires ε ≤ 0.01.

5.2.4 Timing Offset and Cyclic Prefix Dimensioning

In the case of a memoryless channel (i.e. no delay spread), OFDM is insensitive to timing
synchronization errors provided that the misalignment remains within the CP duration. In
other words, if To ≤ TCP (with To being the timing error), then orthogonality is maintained
thanks to the cyclic nature of the CP. Any symbol timing delay only introduces a constant
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Figure 5.9: SIRICI for classical Doppler distribution and deterministic CFO.

phase shift from one subcarrier to another. The received signal at the m-th subcarrier is
given by

Rm[k] = Xm[k] exp
(

j2π
dm
N

)
(5.19)

where d is the timing offset in samples corresponding to a duration equal to To. This phase
shift can be recovered as part of the channel estimation operation.

It is worth highlighting that the insensitivity to timing offsets would not hold for any kind
of guard period other than a cyclic prefix; for example, zero-padding would not exhibit the
same property, resulting in a portion of the useful signal power being lost.

In the general case of a channel with delay spread, for a given CP length, the maximum
tolerated timing offset without degrading the OFDM reception is reduced by an amount equal
to the length of the channel impulse response: To ≤ TCP − Td. For greater timing errors, ISI
and ICI occur. The effect caused by an insufficient CP is discussed in the following section.
Timing synchronization hence becomes more critical in long-delay-spread channels.

Initial timing acquisition in LTE is normally achieved by the cell-search and synchro-
nization procedures (see Chapter 7). Thereafter, for continuous tracking of the timing-offset,
two classes of approach exist, based on either CP correlation or Reference Signals (RSs). A
combination of the two is also possible. The reader is referred to [19] for a comprehensive
survey of OFDM synchronization techniques.
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5.2.4.1 Effect of Insufficient Cyclic Prefix Length

As already explained, if an OFDM system is designed with a CP of length G samples such
that L <G where L is the length of the channel impulse response (in number of samples), the
system benefits from turning the linear convolution into a circular one to keep the subcarriers
orthogonal. The condition of a sufficient CP is therefore strictly related to the orthogonality
property of OFDM.

As shown in [20], for an OFDM symbol consisting of N +G samples where N is the FFT
size, the power of the ICI and ISI can be computed as

PICI = 2
N+G−1∑

k=G

|h[k]|2 N(k −G) − (k −G)2

N2 (5.20)

PISI =

N+G−1∑
k=G

|h[k]|2 (k −G)2

N2 (5.21)

The signal power PS can be written as

PS =

G−1∑
k=0

|h(k)|2 +
N+G−1∑

k=G

|h(k)|2 (N − k +G)2

N2 (5.22)

The resulting SIR due to the CP being too short can then be written as

SIRog =
PS

PISI + PICI
(5.23)

Figures 5.10 and 5.11 plot Equations (5.21) to (5.23) for the case of the normal CP length
in LTE (see Section 5.4) assuming a channel with a uniform and normalized Power-Delay
Profile (PDP) of length L < N +G, where the dashed line marks the boundary of the CP
(L =G).

5.3 OFDMA

Orthogonal Frequency Division Multiple Access (OFDMA) is an extension of OFDM to the
implementation of a multiuser communication system. In the discussion above, it has been
assumed that a single user receives data on all the subcarriers at any given time. OFDMA
distributes subcarriers to different users at the same time, so that multiple users can be
scheduled to receive data simultaneously. Usually, subcarriers are allocated in contiguous
groups for simplicity and to reduce the overhead of indicating which subcarriers have been
allocated to each user.

OFDMA for mobile communications was first proposed in [21] based on multicarrier
FDMA (Frequency Division Multiple Access), where each user is assigned to a set of
randomly selected subchannels.

OFDMA enables the OFDM transmission to benefit from multi-user diversity, as dis-
cussed in Chapter 12. Based on feedback information about the frequency-selective channel
conditions from each user, adaptive user-to-subcarrier assignment can be performed, enhanc-
ing considerably the total system spectral efficiency compared to single-user OFDM systems.

IPR2022-00464 
Apple EX1014 Page 208



IPR2022-00464 
Apple EX1014 Page 209

138 LTE — THE UMTS LONG TERM EVOLUTION

5

1

1

-5 1 ph og ge 4
1 ne

mqOb:eeedec. ry PACKS swabs Nitti atop bea JOURS EES 1S Feige

: x : eae
_— 15F / facet iB . -

a 1/ get
S20 el
oa 1

Se il
4

-30b \ boundary of the
' cyclic prefix1

“gah 3 y: © P:

40+ mg x—Pry
—o— Pig,

-45

  
0 0,05 01 0.15 0.2 0.25 03 0.35 0.4 0.45 0.5

LN+G)

Figure 5.10: Powerof signal, ICI and ISI in case of a too-short CP.
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Figure 5.11: Effective SIR as a function of channel impulse response length for a given CP
length.
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OFDMA can also be used in combination with Time Division Multiple Access (TDMA),
suchthat the resourcesare partitioned in the time-frequency plane — i.e. groups of subcarriers
for a specific time duration. In LTE, such time-frequency blocks are known as Resource
Blocks (RBs), as explained in Section 6.2. Figure 5.12 depicts such an OFDMA/TDMA
mixed strategy as used in LTE.

fy User | Si User 2 [yg User 3 [_]User 4

Frequency 
Time

Figure 5.12: Example of resource allocation in a combined OFDMA/TDMA system.

5.4 Parameter Dimensioning

Ashighlighted in the previous sections, certain key parameters determine the performance of
OFDM and OFDMA systems. Inevitably, some compromises have to be made in defining
these parameters appropriately to maximize system spectral efficiency while maintaining
robustness against propagation impairments.

For a given system, the main propagation characteristics which should be taken into
account when designing an OFDM system are the expected delay spread Ty, the maximum
Doppler frequency fj,,,,, and, in the case of cellular systems,the targeted cell size.

The propagation characteristics impose constraints on the choice of the CP length and of
the subcarrier spacing.

Asalready mentioned, the CP should be longer than the Channel Impulse Response (CIR)
in order to ensure robustness against ISI. For cellular systems, and especially for large cells,
longer delay spreads may typically be experienced than those encountered, for example, in
WLAN systems, implying the need for a longer CP. Onthe other hand, a longer CP for a given
OFDMsymbolduration correspondsto a larger overhead in terms of energy per transmitted
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bit. Out of the N +G transmitted symbols, only N convey information, leading to a rate loss.
This reduction in bandwidth efficiency can be expressed as a function of the CP duration
TCP = GTs and the OFDM symbol period Tu = NTs (where Ts is the sampling period), as
follows:

βoverhead =
TCP

Tu + TCP
(5.24)

It is clear that to maximize spectral efficiency, Tu should be chosen to be large relative to
the CP duration, but small enough to ensure that the channel does not vary within one OFDM
symbol.

Further, the OFDM symbol duration Tu is related to the subcarrier spacing by Δ f = 1/Tu.
Choosing a large Tu leads to a smaller subcarrier separation Δ f , which has a direct impact
on the system sensitivity to Doppler and other sources of frequency offset, as explained in
Section 5.2.3.

Thus, in summary, the following three design criteria can be identified:

TCP ≥ Td to prevent ISI,

fdmax

Δ f
	 1 to keep ICI due to Doppler sufficiently low,

TCPΔ f 	 1 for spectral efficiency.

(5.25)

5.4.1 Physical Layer Parameters for LTE

LTE aims at supporting a wide range of cellular deployment scenarios, including indoor,
urban, suburban and rural situations covering both low and high UE mobility conditions (up
to 350 or even 500 km/h). The cell sizes may range from home networks only a few metres
across to large cells with radii of 100 kilometres or more.

Typical deployed carrier frequencies are in the range 400 MHz to 4 GHz, with bandwidths
ranging from 1.4 to 20 MHz. All these cases imply different delay spreads and Doppler
frequencies.

The ‘normal’ parameterization of the LTE downlink uses a Δ f = 15 kHz subcarrier
spacing with a CP length of approximately 5 μs. This subcarrier spacing is a compromise
between the percentage overhead of the CP and the sensitivity to frequency offsets. A 15 kHz
subcarrier spacing is sufficiently large to allow for high mobility and to avoid the need for
closed-loop frequency adjustments.

In addition to the normal parameterization, it is possible to configure LTE with an
extended CP of length approximately 17 μs.3 This is designed to ensure that even in
large suburban and rural cells, the delay spread should be contained within the CP. This,
however, comes at the expense of a higher overhead from the CP as a proportion of the
total system transmission resources. This is particularly useful for the multi-cell broadcast
transmission mode supported by LTE known as Multimedia Broadcast Single Frequency
Network (MBSFN) (see Section 13.4), in which the UE receives and combines synchronized
signals from multiple cells. In this case the relative timing offsets from the multiple cells
must all be received at the UE’s receiver within the CP duration, if ISI is to be avoided, thus
also requiring a long CP.

3The length of the extended CP is 1
4 of the OFDM symbol.
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In case MBSFN transmission were, in a future release of LTE, to be configured on a
dedicated carrier rather than sharing the carrier with unicast data (this is not possible in
current releases of LTE), a further set of parameters is defined with the subcarrier spacing
halved to 7.5 kHz; this would allow the OFDM symbollength to be doubled to provide an
extended CP of length approximately 33 ps while remaining ~ of the OFDM symbollength.
This would comeat the expenseofincreasing the sensitivity to mobility and frequency errors.

These modes and their corresponding parameters are summarized in Figure 5.13. It is
worth noting that when LTE is configured with the normal CP length, the CP length for
the first OFDM symbolin each 0.5 ms interval is slightly longer than that of the next six
OFDM symbols(i.e. 5.2 us compared to 4.7 us). This characteristic is due to the need to
accommodate an integer number of OFDM symbols, namely 7, into each 0.5 msinterval,
with assumed FFT block-lengths of 2048.

 

LTE slot 0.5 ms

15360 samples
{Assumed Sampling Frequency f, = 30.72 MHz)

5.2 1s 47s

oe 160 samples 144 samplesN ICP
arteiteaa

First OFDM symbol: 66.7 ns OFDM symbol:
71.9 ps 2048 samples 71.3 us

2208 samples 2192 samples
16.7 ys

512 samples

 
sel We OFDM Symbol:

2048 samples 83.3418
2560 samples

33.3 us
1024 samples

Extended CP—SSSS

Af= 7.5 kHz aa oF133.3 ps<——_,—____
4096 samples eee

5120 samples

Figure 5.13: LTE OFDM symboland CPlengths.

The actual FFT size and sampling frequency for the LTE downlink are not specified.
However, the above parameterizations are designed to be compatible with a sampling
frequency of 30.72 MHz. Thus, the basic unit of time in the LTE specifications, of which
all other time periods are a multiple, is defined as T, = 1/30.72 us. This is itself chosen for
backward compatibility with UMTS,for whichthe chip rate is 3.84 MHz — exactly one eighth
of the assumed LTE sampling frequency.

In the case of a 20 MHz system bandwidth, an FFT order of 2048 may be assumed for
efficient implementation. However,in practice the implementer is free to use other DFT sizes.

Lowersampling frequencies (and proportionally lower FFT orders) are always possible
to reduce RF and baseband processing complexity for narrower bandwidth deployments:for
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example, for a 5 MHz system bandwidth the FFT order and sampling frequency could be
scaled down to 512 and fs = 7.68 MHz respectively, while only 300 subcarriers are actually
modulated with data.

For the sake of simplifying terminal implementation, the direct current (d.c.) subcarrier is
left unused, in order to avoid d.c. offset errors in direct conversion receivers.

The OFDMA parameters used in the downlink are defined in the 3GPP Technical
Specification 36.211 [22, Section 6].

5.5 Summary

In this chapter, we have reviewed the key features, benefits and sensitivities of OFDM and
OFDMA systems. In summary, it can be noted that:

• OFDM is a mature technology.

• It is already widely deployed and is especially suited for broadcast or downlink appli-
cations because of the low receiver complexity while requiring a higher transmitter
complexity (expensive PA). The low receiver complexity also makes it well-suited to
MIMO schemes.

• It benefits from efficient implementation by means of the FFT.

• It achieves the high transmission rates of broadband transmission, with low receiver
complexity.

• It makes use of a CP to avoid ISI, enabling block-wise processing.

• It exploits orthogonal subcarriers to avoid the spectrum wastage associated with inter-
subcarrier guard-bands.

• The parameterization allows the system designer to balance tolerance of Doppler and
delay spread depending on the deployment scenario.

• It can be extended to a multiple-access scheme, OFDMA, in a straightforward manner.

These factors together have made OFDMA the technology of choice for the LTE
downlink.
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6

Introduction to Downlink Physical

Layer Design

Matthew Baker

6.1 Introduction

The LTE downlink transmissions from the eNodeB consist of user-plane and control-
plane data from the higher layers in the protocol stack (as described in Chapters 3 and 4)
multiplexed with physical layer signalling to support the data transmission. The multiplexing
of these various parts of the downlink signal is facilitated by the Orthogonal Frequency
Division Multiple Access (OFDMA) structure described in Chapter 5, which enables the
downlink signal to be subdivided into small units of time and frequency.

This subdivided structure is introduced below, together with an outline of the general steps
in forming the transmitted downlink signal in the physical layer.

6.2 Transmission Resource Structure

The downlink transmission resources in LTE possess dimensions of time, frequency and
space. The spatial dimension, measured in ‘layers’, is accessed by means of multiple ‘antenna
ports’ at the eNodeB; for each antenna port a Reference Signal (RS) is provided to enable
the User Equipment (UE) to estimate the radio channel (see Section 8.2); the techniques for
using multiple antenna ports to exploit multiple spatial layers are explained in Section 11.2.

The time-frequency resources for each transmit antenna port are subdivided according to
the following structure: the largest unit of time is the 10 ms radio frame, which is subdivided
into ten 1 ms subframes, each of which is split into two 0.5 ms slots. Each slot comprises
seven OFDM symbols in the case of the normal Cyclic Prefix (CP) length, or six if the
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extended CP is configured in the cell as explained in Section 5.4.1. In the frequency domain,
resources are grouped in units of 12 subcarriers (thus occupying a total of 180 kHz with a
subcarrier spacing of 15 kHz), such that one unit of 12 subcarriers for a duration of one slot
is termed a Resource Block (RB).1

The smallest unit of resource is the Resource Element (RE), which consists of one
subcarrier for a duration of one OFDM symbol. An RB thus comprises 84 REs in the case of
the normal cyclic prefix length, and 72 REs in the case of the extended cyclic prefix.

The detailed resource structure is shown in Figure 6.1 for the normal cyclic prefix length.
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Figure 6.1: Basic time-frequency resource structure of LTE (normal cyclic prefix case).

1In the case of the 7.5 kHz subcarrier spacing which may be available for Multimedia Broadcast Multicast
Service (MBMS) transmission in later releases of LTE (see Section 5.4.1 and Chapter 13), one RB consists of 24
subcarriers for a duration of one slot.
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Within certain RBs, some REs are reserved for special purposes: synchronization signals
(Chapter 7), Reference Signals (RSs — see Chapter 8), control signalling and critical broadcast
system information (Chapter 9). The remaining REsare used for data transmission, and are
usually allocated in pairs of RBs (the pairing being in the time domain).

The structure shown in Figure 6.1 assumesthat all subframes are available for downlink
transmission. This is known as ‘Frame Structure Type 1’ and is applicable for Frequency
Division Duplexing (FDD) in paired radio spectrum, or for a standalone downlink carrier.
For Time Division Duplexing (TDD)in unpaired radio spectrum, the basic structure of RBs
and REs remains the same, but only a subset of the subframesare available for downlink
transmission; the remaining subframes are used for uplink transmission, or for special
subframes which contain a guard period to allow for switching between downlink and uplink
transmission. The guard period allows the uplink transmission timing to be advanced as
described in Section 18.2. This TDD structure is known as ‘Frame Structure Type 2’, of
which seven different configurations are defined, as shownin Figure 6.2; these allow a variety
ofdownlink-uplink ratios and switching periodicities. Further details ofTDD operation using
this frame structure are described in Chapter 23.

10 ms radio frame

Special subframes with central Guard Period (GP)SS ——

number: -
0

PPPPR1

2

6  
aSbedal subframe with central Guard Period (GP)

—

 
Figure 6.2: LTE subframestructure for TDD operation:

(a) configurations with 5 ms periodicity of switching from downlink (DL) to uplink (UL);
(b) configurations with 10 ms periodicity of switching from downlink (DL) to uplink (UL).
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6.3 Signal Structure

The role of the physical layer is primarily to translate data into a reliable signal for
transmission across the radio interface between the eNodeB and the User Equipment
(UE). Each block of data is first protected against transmission errors, usually first with a
Cyclic Redundancy Check (CRC), and then with channel coding, to form a codeword (see
Chapter 10). After channel coding,the steps in the formation of the downlink LTE signal on
a given carrierare illustrated in Figure 6.3.

Codewords Layers eNBantenna ports

 
  

Figure 6.3: General signal structure for LTE downlink.
Reproduced by permission of © 3GPP.

The initial scrambling stage is applied to all downlink physical channels, and serves
the purpose of interference rejection. The scrambling sequence in all cases uses an order-
31 Gold code, which can provide 23! sequences whichare not cyclic shifts of each other.
Gold codes [1, 2] also possess the attractive feature that they can be generated with very
low implementation complexity, as they can be derived from the modulo-2 addition of two
maximum-length sequences (otherwise known as M-sequences), which can be generated
from a simple shift-register.? A shift-register implementation of the LTE scrambling sequence
generatoris illustrated in Figure 6.4.

 
Figure 6.4: Shift-register implementation of scrambling sequence generator.

The scrambling sequence generator is re-initialized every subframe (except for the
Physical Broadcast CHannel (PBCH), which is discussed in Section 9.2.1), based on the

2Gold Codes were also used in WCDMA (Wideband Code Division Multiple Access), for the uplink long
scrambling codes.
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identity of the cell, the subframe number (within a radio frame) and the UE identity. This
randomizes interference between cells and between UEs. In addition, in cases where multiple
data streams (codewords) are transmitted via multiple layers (see Table 11.2), the identity of
the codeword is also used in the initialization.

As a useful feature for avoiding unnecessary complexity, the scrambling sequence
generator described here is the same as for the pseudo-random sequence used for the RSs
as described in Chapter 8, the only difference being in the method of initialization; in all
cases, however, a fast-forward of 1600 places is applied at initialization, in order to ensure
low cross-correlation between sequences used in adjacent cells.

Following the scrambling stage, the data bits from each channel are mapped to complex-
valued modulation symbols depending on the relevant modulation scheme, then mapped to
layers and precoded as explained in Chapter 11, mapped to REs, and finally translated into a
complex-valued OFDM signal by means of an Inverse Fast Fourier Transform (IFFT).

6.4 Introduction to Downlink Operation

In order to communicate with an eNodeB supporting one or more cells, the UE must first
identify the downlink transmission from one of these cells and synchronize with it. This is
achieved by means of special synchronization signals which are embedded into the OFDM
structure described above. The procedure for cell search and synchronization is described in
Chapter 7.
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Figure 6.5: Summary of downlink physical channels and mapping to higher layers.

The next step for the UE is to estimate the downlink radio channel in order to be able
to perform coherent demodulation of the information-bearing parts of the downlink signal.
Some suitable techniques for channel estimation are described in Chapter 8, based on the
reference signals which are inserted into the downlink signal.
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Chapter 9 describes the parts of the downlink signal which carry data originating
from higher protocol layers, including the PBCH, the Physical Downlink Shared Channel
(PDSCH) and, in the case of MBMS transmission from Release 9 onwards, the Physical
Multicast CHannel (PMCH). In addition, the design of the downlink control signalling is
explained, including its implications for the ways in which downlink transmission resources
may be allocated to different users for data transmission.

The downlink physical channels described in the following chapters are summarized in
Figure 6.5, together with their relationship to the higher-layer channels.

The subsequent chapters explain the key techniques which enable these channels to make
efficient use of the radio spectrum: channel coding and link adaptation are explained in
Chapter 10, the LTE schemes for exploiting multiple antennas are covered in Chapter 11, and
techniques for effective scheduling of transmission resources to multiple users are described
in Chapter 12.
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7

Synchronization and Cell Search

Fabrizio Tomatis and Stefania Sesia

7.1 Introduction

A User Equipment (UE) wishing to access an LTE cell must first undertake a cell search
procedure. This chapter focuses on the aspects of the physical layer that are designed to
facilitate cell search. The way this relates to the overall mobility functionality and protocol
aspects for cell reselection and handover is explained in Chapters 3 and 22. The performance
requirements related to cell search and synchronization are explained in Section 22.2.

At the physical layer, the cell search procedure consists of a series of synchronization
stages by which the UE determines time and frequency parameters that are necessary to
demodulate the downlink and to transmit uplink signals with the correct timing. The UE also
acquires some critical system parameters.

Three major synchronization requirements can be identified in the LTE system:

1. Symbol and frame timing acquisition, by which the correct symbol start position is
determined, for example to set the Discrete Fourier Transform (DFT) window position;

2. Carrier frequency synchronization, which is required to reduce or eliminate the effect
of frequency errors1 arising from a mismatch of the local oscillators between the
transmitter and the receiver, as well as the Doppler shift caused by any UE motion;

3. Sampling clock synchronization.

7.2 Synchronization Sequences and Cell Search in LTE

The cell search procedure in LTE begins with a synchronization procedure which makes use
of two specially designed physical signals that are broadcast in each cell: the Primary Syn-
chronization Signal (PSS) and the Secondary Synchronization Signal (SSS). The detection of

1Frequency offsets may arise from factors such as temperature drift, ageing and imperfect calibration.
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these two signals not only enables time and frequency synchronization, but also provides the
UE with the physical layer identity of the cell and the cyclic prefix length, and informs the UE
whether the cell uses Frequency Division Duplex (FDD) or Time Division Duplex (TDD).

In the case of initial synchronization (when the UE is not already camping on or
connected to an LTE cell) after detecting the synchronization signals, the UE decodes the
Physical Broadcast CHannel (PBCH), from which critical system information is obtained
(see Section 9.2.1). In the case of neighbour cell identification, the UE does not need to
decode the PBCH; it simply makes quality-level measurements based on the reference signals
(see Chapter 8) transmitted from the newly detected cell and uses them for cell reselection
(in RRC_IDLE state) or handover (in RRC_CONNECTED state); in the latter case, the UE
reports these measurements to its serving cell.

The cell search and synchronization procedure is summarized in Figure 7.1, showing the
information ascertained by the UE at each stage. The PSS and SSS structure is specifically
designed to facilitate this acquisition of information.

Figure 7.1: Information acquired at each step of the cell search procedure.

The PSS and SSS structure in time is shown in Figure 7.2 for the FDD case and in
Figure 7.3 for TDD: the synchronization signals are transmitted periodically, twice per 10 ms
radio frame. In an FDD cell, the PSS is always located in the last OFDM (Orthogonal
Frequency Division Multiplexing) symbol of the first and 11th slots of each radio frame
(see Chapter 6), thus enabling the UE to acquire the slot boundary timing independently
of the Cyclic Prefix (CP) length. The SSS is located in the symbol immediately preceding the
PSS, a design choice enabling coherent detection2 of the SSS relative to the PSS, based on
the assumption that the channel coherence duration is significantly longer than one OFDM
symbol. In a TDD cell, the PSS is located in the third symbol of the 3rd and 13th slots, while
the SSS is located three symbols earlier; coherent detection can be used under the assumption
that the channel coherence time is significantly longer than four OFDM symbols.

The precise position of the SSS changes depending on the length of the CP configured
for the cell. At this stage of the cell detection process, the CP length is unknown a priori

2See Section 7.3.
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Figure 7.3: PSS and SSS frame and slot structure in time domain in the TDD case.

to the UE, and it is, therefore, blindly detected by checking for the SSS at the two possible
positions.>

3Henceatotal of four possible SSS positions must be checked if the UE is searching for both FDD and TDD
cells.
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While the PSS in a given cell is the same in every subframe in which it is transmitted,
the two SSS transmissions in each radio frame change in a specific manner as described
in Section 7.2.3, thus enabling the UE to establish the position of the 10 ms radio frame
boundary.

In the frequency domain, the mapping of the PSS and SSS to subcarriers is shown in
Figure 7.4. The PSS and SSS are transmitted in the central six Resource Blocks4 (RBs),
enabling the frequency mapping of the synchronization signals to be invariant with respect
to the system bandwidth (which can in principle vary from 6 to 110 RBs to suit channel
bandwidths between around 1.4 MHz and 20 MHz); this allows the UE to synchronize to the
network without any a priori knowledge of the allocated bandwidth. The PSS and SSS are
each comprised of a sequence of length 62 symbols, mapped to the central 62 subcarriers
around the d.c. subcarrier, which is left unused. This means that the five resource elements at
each extremity of each synchronization sequence are not used. This structure enables the UE
to detect the PSS and SSS using a size-64 Fast Fourier Transform (FFT) and a lower sampling
rate than would have been necessary if all 72 subcarriers were used in the central six resource
blocks. The shorter length for the synchronization sequences also avoids the possibility in a
TDD system of a high correlation with the uplink demodulation reference signals which use
the same kind of sequence as the PSS (see Chapter 15).

Figure 7.4: PSS and SSS frame structure in frequency and time domain for an FDD cell.

4Six Resource Blocks correspond to 72 subcarriers.
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In the case of multiple transmit antennas being used at the eNodeB, the PSS and SSS
are always transmitted from the same antenna port5 in any given subframe, while between
different subframes they may be transmitted from different antenna ports in order to benefit
from time-switched antenna diversity.

The particular sequences which are transmitted for the PSS and SSS in a given cell are
used to indicate the physical layer cell identity to the UE. There are 504 unique Physical Cell
Identities (PCIs) in LTE, grouped into 168 groups of three identities. The three identities in a
group would usually be assigned to cells under the control of the same eNodeB. Three PSS
sequences are used to indicate the cell identity within the group, and 168 SSS sequences are
used to indicate the identity of the group.6

The PSS uses sequences known as Zadoff–Chu. This kind of sequence is widely used
in LTE, including for the uplink reference signals and random access preambles (see
Chapters 15 and 17) in addition to the PSS. Therefore, Section 7.2.1 is devoted to an
explanation of the fundamental principles behind Zadoff–Chu sequences, before discussing
the specific constructions of the PSS and SSS sequences in the subsequent sections.

7.2.1 Zadoff–Chu Sequences

Zadoff–Chu (ZC) sequences (also known as Generalized Chirp-Like (GCL) sequences)
are named after the authors of [1] and [2]. ZC sequences are non-binary unit-amplitude
sequences [3], which satisfy a Constant Amplitude Zero Autocorrelation (CAZAC) property.
CAZAC sequences are complex signals of the form e jαk . The ZC sequence of odd-length NZC
is given by

aq(n) = exp
[
− j2πq

n(n + 1)/2 + ln
NZC

]
(7.1)

where q ∈ {1, . . . , NZC − 1} is the ZC sequence root index, n = 0, 1, . . . , NZC − 1, l ∈N is
any integer. In LTE, l = 0 is used for simplicity.

ZC sequences have the following three important properties:
Property 1. A ZC sequence has constant amplitude, and its NZC-point DFT also has

constant amplitude. The constant amplitude property limits the Peak-to-Average Power Ratio
(PAPR) and generates bounded and time-flat interference to other users. It also simplifies the
implementation as only phases need to be computed and stored, not amplitudes.

Property 2. ZC sequences of any length have ‘ideal’ cyclic autocorrelation (i.e. the
correlation with its circularly shifted version is a delta function). The zero autocorrelation
property may be formulated as:

rkk(σ) =
NZC−1∑

n=0

ak(n)a∗k[(n + σ)] = δ(σ) (7.2)

where rkk(·) is the discrete periodic autocorrelation function of ak at lag σ. This property is
of major interest when the received signal is correlated with a reference sequence and the
received reference sequences are misaligned. As an example, Figure 7.5 shows the difference

5The concept of an antenna port in LTE is explained in Section 8.2.
6A subset of the available PCIs can be reserved for Closed Subscriber Group (CSG) cells (e.g. Home eNodeBs).

If this is the case, the reserved PCIs are indicated in System Information Block 4 (SIB4), enabling the UE to eliminate
those PCIs from its search if CSG cells are not applicable for it.
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between the periodic autocorrelation of a truncated Pseudo-Noise (PN) sequence (as used
in WCDMA [4]) and a ZC sequence. Both are 839 symbols long in this example. The ZC
periodic autocorrelation is exactly zero for σ � 0 and it is non-zero for σ = 0, whereas the
PN periodic autocorrelation shows significant peaks, some above 0.1, at non-zero lags.
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Figure 7.5: Zadoff–Chu versus PN sequence: periodic autocorrelation.

The main benefit of the CAZAC property is that it allows multiple orthogonal sequences
to be generated from the same ZC sequence. Indeed, if the periodic autocorrelation of a
ZC sequence provides a single peak at the zero lag, the periodic correlation of the same
sequence against its cyclic shifted replica provides a peak at lag NCS, where NCS is the
number of samples of the cyclic shift. This creates a Zero-Correlation Zone (ZCZ) between
the two sequences. As a result, as long as the ZCZ is dimensioned to cope with the largest
possible expected time misalignment between them, the two sequences are orthogonal for all
transmissions within this time misalignment.

Property 3. The absolute value of the cyclic cross-correlation function between any two
ZC sequences is constant and equal to 1/

√
NZC,

7 if |q1 − q2| (where q1 and q2 are the sequence
indices) is relatively prime with respect to NZC (a condition that can be easily guaranteed if
NZC is a prime number). The cross-correlation of

√
NZC at all lags achieves the theoretical

minimum cross-correlation value for any two sequences that have ideal autocorrelation.
Selecting NZC as a prime number results in NZC − 1 ZC sequences which have the

optimal cyclic cross-correlation between any pair. However, it is not always convenient to
use sequences of prime length. In general, a sequence of non-prime length may be generated
by either cyclic extension or truncation of a prime-length ZC sequence. A further useful
property of ZC sequences is that the DFT of a ZC sequence xu(n) (in Equation (7.1)) is a
weighted cyclicly shifted ZC sequence Xw(k) such that w = −1/u mod NZC. This means that
a ZC sequence can be generated directly in the frequency domain without the need for a DFT
operation.

7Note that this value corresponds to the normalized cross-correlation function.

IPR2022-00464 
Apple EX1014 Page 226



SYNCHRONIZATION AND CELL SEARCH 157

7.2.2 Primary Synchronization Signal (PSS) Sequences

The PSS is constructed from a frequency-domain ZC sequence of length 63, with the middle
element punctured to avoid transmitting on the d.c. subcarrier.

The mapping of the PSS sequence to the subcarriers is shown in Figure 7.6.

Figure 7.6: PSS sequence mapping in the frequency domain.

Three PSS sequences are used in LTE, corresponding to the three physical layer
identities within each group of cells. The selected roots for the three ZC PSS sequences
are M = 29, 34, 25, such that the frequency-domain length-63 sequence for root M is given
by

ZC63
M (n) = exp

[
− j
πMn(n + 1)

63

]
, n = 0, 1, . . . , 62 (7.3)

This set of roots for the ZC sequences was chosen for its good periodic autocorrelation
and cross-correlation properties. In particular, these sequences have a low frequency-offset
sensitivity, defined as the ratio of the maximum undesired autocorrelation peak in the time
domain to the desired correlation peak computed at a certain frequency offset. This allows
a certain robustness of the PSS detection during the initial synchronization, as shown in
Figure 7.7.

Figures 7.8 and 7.9 show respectively the cross-correlation (for roots 29 and 25) as a
function of timing and frequency offset and the autocorrelation as a function of timing offset
(for root 29). It can be seen that the average and peak values of the cross-correlation are low
relative to the autocorrelation. Furthermore, the ZC sequences are robust against frequency
drifts as shown in Figure 7.10. Thanks to the flat frequency-domain autocorrelation property
and to the low frequency offset sensitivity, the PSS can be easily detected during the initial
synchronization with a frequency offset up to ±7.5 kHz.

From the UE’s point of view, the selected root combination satisfies time-domain root-
symmetry, in that sequences 29 and 34 are complex conjugates of each other and can be
detected with a single correlator, thus allowing for some complexity reduction.

The UE must detect the PSS without any a priori knowledge of the channel, so non-
coherent correlation8 is required for PSS timing detection. A maximum likelihood detector,

8See Section 7.3.
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as explained in Section 7.3, finds the timing offset m∗M that corresponds to the maximum
correlation, i.e.

m∗M = argmaxm

∣∣∣∣∣
N−1∑
i=0

Y[i + m]S ∗M[i]
∣∣∣∣∣2 (7.4)

where i is time index, m is the timing offset, N is the PSS time-domain signal length, Y[i] is
the received signal at time instant i and S M[i] is the PSS with root M replica signal at time i
as defined in Equation (7.3).
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Figure 7.7: Autocorrelation profile at 7.5 kHz frequency offset for roots = 25, 29, 34.

7.2.3 Secondary Synchronization Signal (SSS) Sequences

The SSS sequences are based on maximum length sequences, known as M-sequences, which
can be created by cycling through every possible state of a shift register of length n. This
results in a sequence of length 2n − 1.

Each SSS sequence is constructed by interleaving, in the frequency domain, two length-
31 BPSK9-modulated secondary synchronization codes, denoted here SSC1 and SSC2, as
shown in Figure 7.11.

These two codes are two different cyclic shifts of a single length-31 M-sequence. The
cyclic shift indices of the M-sequences are derived from a function of the PCI group (as given
in Table 6.11.2.1-1 in [5]). The two codes are alternated between the first and second SSS
transmissions in each radio frame. This enables the UE to determine the 10 ms radio frame
timing from a single observation of an SSS, which is important for UEs handing over to LTE
from another Radio Access Technology (RAT). For each transmission, SSC2 is scrambled
by a sequence that depends on the index of SSC1. The sequence is then scrambled by a code
that depends on the PSS. The scrambling code is one-to-one mapped to the physical layer

9Binary Phase Shift Keying.
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Figure 7.8: Cross-correlation of the PSS sequence pair 25 and 29
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Figure 7.10: Autocorrelation of the PSS sequence as a function of frequency offset.

identity within the group corresponding to the target eNodeB. The sequence construction is
illustrated in Figure 7.12; details of the scrambling operations are given in [5].

The SSS sequences have good frequency-domain properties, as shown in Figure 7.13. As
in the case of the PSS, the SSS can be detected with a frequency offset up to ±7.5 kHz. In
the time domain, the cross-correlation between any cyclic shifts of an SSS sequence is not as
good as for classical M-sequences (for which the cross-correlation is known to be −1), owing
to the effects of the scrambling operations.

From the UE’s point of view, the SSS detection is done after the PSS detection, and
the channel can therefore be assumed to be known (i.e. estimated based on the detected
PSS sequence). It follows that a coherent detection method, as described in Section 7.3 (
Equation (7.8)), can be applied:

Ŝm = argmin
S

( N∑
n=1

|y[n] − S[n, n]ĥn|2
)

(7.5)

where the symbols S[n, n] represent the SSS sequences and ĥn are the estimated channel
coefficients.

However, in the case of synchronized neighbouring eNodeBs, the performance of a
coherent detector can be degraded. This is because if an interfering eNodeB employs the
same PSS as the one used by the target cell, the phase difference between the two eNodeBs
can have an impact on the quality of the estimation of the channel coefficients. On the other
hand, the performance of a non-coherent detector degrades if the coherence bandwidth of the
channel is less than the six resource blocks occupied by the SSS.
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Figure 7.11: SSS sequence mapping.

In order to reduce the complexity of the SSS detector, the equivalence between M-
sequence matrices and Walsh–Hadamard matrices can be exploited [6]. Using this property,
a fast M-sequence transform is equivalent to a fast Walsh–Hadamard transform with index
remapping. Thanks to this property the complexity of the SSS detector is reduced to N log2 N
where N = 32.

7.3 Coherent Versus Non-Coherent Detection

This section gives some theoretical background to the difference between coherent and non-
coherent detection.

Both coherent and non-coherent detection may play a part in the synchronization
procedures: in the case of the PSS, non-coherent detection is used, while for SSS sequence
detection, coherent or non-coherent techniques can be used. From a conceptual point of
view, a coherent detector takes advantage of knowledge of the channel, while a non-coherent
detector uses an optimization metric corresponding to the average channel statistics.

We consider a generic system model where the received sequence ym at time instant m is
given by

ym = Smh + νm (7.6)
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Figure 7.12: SSS sequence generation.
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Figure 7.13: Autocorrelation of an SSS sequence as a function of frequency offset.

where the matrix Sm = diag [sm,1, . . . , sm,N] represents the transmitted symbol at time instant
m, h = [h1, . . . , hN]T is the channel vector and νm is zero-mean complex Gaussian noise with
variance σ2.

Maximum Likelihood (ML) coherent detection of a transmitted sequence consists of
finding the sequence such that the probability that this sequence was transmitted, conditioned
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on the knowledge of the channel, is maximized. Coherent detectors therefore require channel
estimation to be performed first.

Since the noise is assumed to be independently identically distributed (i.i.d.) and detection
is symbol-by-symbol, we focus on one particular symbol interval, neglecting the time instant
without loss of generality. The problem becomes

Ŝ = argmax
S

Pr(y | S, h) = argmax
S

1
(πN0)N exp

[
−‖y − Sh‖2

N0

]
(7.7)

= argmin
S

( N∑
n=1

|yn − Sn,nhn|2
)

(7.8)

Equation (7.8) is a minimum squared Euclidean distance rule where the symbols Sn,n are
weighted by the channel coefficient hn.

When channel knowledge is not available or cannot be exploited, non-coherent detection
can be used. The ML detection problem then maximizes the following conditional probabil-
ity:

Ŝ = argmax
S

Pr(y | S)

= argmax
S

E
h

[Pr(y | S, h)] =
∫

h

Pr(y | S, h) Pr(h) dh

=

∫
h

1
(π N0)N exp

[
−‖ym − Smh‖2

N0

]
Pr(h) dh (7.9)

By considering the Probability Density Function (PDF) of an AWGN channel, it can be
shown [9] that the ML non-coherent detector yields

Ŝ = argmax
S

{yHS(I + N0R−1
h )−1SHy} (7.10)

where the maximization is done over the input symbols S, so all terms which do not depend
on S can be discarded. Depending on the form of Rh, the ML non-coherent detector can be
implemented in different ways. For example, in the case of a frequency non-selective channel,
the channel correlation matrix can be written as Rh = σ

2
h
V where V is the all-ones matrix.

Under this assumption, the non-coherent ML detector is thus obtained by the maximiza-
tion of

Ŝ = argmax
S

{∣∣∣∣∣
N∑

i=1

S[i, i]y[i]
∣∣∣∣∣2} (7.11)
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8

Reference Signals and Channel

Estimation

Andrea Ancora, Stefania Sesia and Alex Gorokhov

8.1 Introduction

A simple communication system can be generally modelled as in Figure 8.1, where the
transmitted signal x passes through a radio channel H and suffers additive noise before being
received. Mobile radio channels usually exhibit multipath fading, which causes Inter-Symbol
Interference (ISI) in the received signal. In order to remove ISI, various kinds of equalization
and detection algorithms can be utilized, which may or may not exploit knowledge of
the Channel Impulse Response (CIR). Orthogonal Frequency Division Multiple Access
(OFDMA) is particularly robust against ISI, thanks to its structure and the use of the
Cyclic Prefix (CP) which allows the receiver to perform a low-complexity single-tap scalar
equalization in the frequency domain, as described in Section 5.2.1.

x Channel, H

n

+ y

Figure 8.1: A simple transmission model.

As explained in Section 7.3, when the detection method exploits channel knowledge, it is
generally said to be ‘coherent’; otherwise it is called ‘non-coherent’. Coherent detection can
make use of both amplitude and phase information carried by the complex signals, and not of
only amplitude information as with non-coherent detection. Optimal reception by coherent
detection therefore typically requires accurate estimation of the propagation channel.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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The main advantage of coherent detection is the simplicity of implementation compared to
the more complex algorithms required by non-coherent detection for equivalent performance.
However, this simplicity comes at a price, namely the overhead needed in order to be able to
estimate the channel. A common and simple way to estimate the channel is to exploit known
signals which do not carry any data, but which therefore cause a loss in spectral efficiency.
In general, it is not an easy task to find the optimal trade-off between minimizing the spectral
efficiency loss due to the overhead and providing adequate ability to track variations in the
channel.

Other possible techniques for channel estimation include exploiting the correlation
properties of the channel or using blind estimation.

Once synchronization between an eNodeB and a UE has been achieved, LTE (in common
with earlier systems such as GSM and UMTS) is a coherent communication system, for
which purpose known Reference Signals (RSs) are inserted into the transmitted signal
structure.

In general, a variety of methods can be used to embed RSs into a transmitted signal.
The RSs can be multiplexed with the data symbols (which are unknown at the receiver)
in either the frequency, time or code domains (the latter being used in the case of the
common pilot channel in the UMTS downlink). A special case of time multiplexing, known
as preamble-based training, involves transmitting the RSs at the beginning of each data burst.
Multiplexing-based techniques have the advantage of low receiver complexity, as the data
symbol detection is decoupled from the channel estimation problem. Alternatively, RSs may
be superimposed on top of the unknown data, without the two necessarily being orthogonal.
Note that multiplexing RSs in the code domain is a particular type of superposition with a
constraint on orthogonality between known RSs and the unknown data. A comprehensive
analysis of the optimization of RS design can be found in [1, 2].

Orthogonal RS multiplexing is by far the most common technique. For example, to
facilitate channel estimation in the UMTS downlink, two types of orthogonal RS are
provided. The first is code-multiplexed, available to all users in a cell, and uses a specific
spreading code which is orthogonal to the codes used to spread the users’ data. The second
type is time-multiplexed dedicated RSs, which may in some situations be inserted into the
users’ data streams [3].

In the LTE downlink, the OFDM transmission can be described by a two-dimensional
lattice in time and frequency, as shown in Figure 6.1 and described in Chapter 6. This
structure facilitates the multiplexing of the RSs, which are mapped to specific Resource
Elements (REs) of the two-dimensional lattice in Figure 6.1 according to patterns explained
in Section 8.2.

In order to estimate the channel as accurately as possible, all correlations between channel
coefficients in time, frequency and space should be taken into account. Since RSs are sent
only on particular OFDM REs (i.e. on particular OFDM symbols on particular subcarriers),
channel estimates for the REs which do not bear RSs have to be computed via interpolation.
The optimal interpolating channel estimator in terms of mean-squared error is based on a
two-dimensional Wiener filter interpolation [4]. Due to the high complexity of such a filter,
a trade-off between complexity and accuracy is achieved by using one-dimensional filters. In
Sections 8.4, 8.5 and 8.6, the problem of channel estimation is approached from a theoretical
point of view, and some possible solutions are described.
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The work done in the field of channel estimation, and the corresponding literature
available, is vast. Nevertheless many challenges still remain, and we refer the interested
reader to [2, 5] for general surveys of open issues in this area.

8.2 Design of Reference Signals in the LTE Downlink

In the LTE downlink, five different types of RS are provided [6, Section 6.10]:

• Cell-specific RSs (often referred to as ‘common’ RSs, as they are available to all UEs
in a cell and no UE-specific processing is applied to them);

• UE-specific RSs (introduced in Release 8, and extended in Releases 9 and 10), which
may be embedded in the data for specific UEs (also known as DeModulation Reference
Signals (DM-RSs);

• MBSFN-specific RSs, which are used only for Multimedia Broadcast Single Fre-
quency Network (MBSFN) operation and are discussed further in Section 13.4.1;

• Positioning RSs, which from Release 9 onwards may be embedded in certain ‘posi-
tioning subframes’ for the purpose of UE location measurements; these are discussed
in Section 19.3.1;

• Channel State Information (CSI) RSs, which are introduced in Release 10 specifically
for the purpose of estimating the downlink channel state and not for data demodulation
(see Section 29.1.2).

Each RS pattern is transmitted from an antenna port at the eNodeB. An antenna port may
in practice be implemented either as a single physical transmit antenna, or as a combination of
multiple physical antenna elements. In either case, the signal transmitted from each antenna
port is not designed to be further deconstructed by the UE receiver: the transmitted RS
corresponding to a given antenna port defines the antenna port from the point of view of the
UE, and enables the UE to derive a channel estimate for all data transmitted on that antenna
port – regardless of whether it represents a single radio channel from one physical antenna
or a composite channel from a multiplicity of physical antenna elements together comprising
the antenna port. The designations of the antenna ports available in LTE are summarized
below:

• Antenna Ports 0–3: cell-specific RSs – see Section 8.2.1;

• Antenna Port 4: MBSFN – see Section 13.4.1;

• Antenna Port 5: UE-specific RSs for single-layer beamforming – see Section 8.2.2;

• Antenna Port 6: positioning RSs (introduced in Release 9) – see Section 19.3.1;

• Antenna Ports 7–8: UE-specific RSs for dual-layer beamforming (introduced in
Release 9) – see Section 8.2.3;

• Antenna Ports 9–14: UE-specific RSs for multi-layer beamforming (introduced in
Release 10) – see Section 29.1.1;

• Antenna Ports 15–22: CSI RSs (introduced in Release 10) – see Section 29.1.2.
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Figure 8.2: Cell-specific reference symbol arrangement in the case of normal CP length for
one antenna port. Reproduced by permission of© 3GPP.

Details of the techniques provided for multi-antenna transmission in LTE can be found
in Chapter 11 for Releases 8 and 9, and in Chapter 29 for the new techniques introduced in
Release 10 for LTE-Advanced.

8.2.1 Cell-Specific Reference Signals

The cell-specific RSs enable the UE to determine the phase reference for demodulating the
downlink control channels (see Section 9.3) and the downlink data in most transmission
modes1 of the Physical Downlink Shared Channel (PDSCH – see Section 9.2.2). If UE-
specific precoding is applied to the PDSCH data symbols before transmission,2 downlink
control signalling is provided to inform the UE of the corresponding phase adjustment it
should apply relative to the phase reference provided by the cell-specific RSs. The cell-
specific RSs are also used by the UEs to generate Channel State Information (CSI) feedback
(see Sections 10.2.1 and 11.2.2.4).

References [7, 8] show that in an OFDM-based system an equidistant arrangement
of reference symbols in the lattice structure achieves the Minimum Mean-Squared Error
(MMSE) estimate of the channel. Moreover, in the case of a uniform reference symbol grid,
a ‘diamond shape’ in the time-frequency plane can be shown to be optimal.

In LTE, the arrangement of the REs on which the cell-specific RSs are transmitted follows
these principles. Figure 8.2 illustrates the RS arrangement for the normal CP length.3

1Transmission modes 1 to 6.
2In PDSCH transmission modes 3 to 6.
3In the case of the extended CP, the arrangement of the reference symbols changes slightly, but the explanations

in the rest of this chapter are no less valid. The detailed arrangement of reference symbols for the extended CP can
be found in [6].
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The LTE system is designed to work under high-mobility assumptions, in contrast to
WLAN systems which are generally optimized for pedestrian-level mobility. WLAN systems
typically use a preamble-based training sequence, and the degree of mobility such systems
can support depends on how often the preamble is transmitted.

The required spacing in time between the reference symbols can be determined by
considering the maximum Doppler spread (highest speed) to be supported, which for
LTE corresponds to 500 km/h [9]. The Doppler shift is fd = ( fc v/c) where fc is the
carrier frequency, v is the UE speed in metres per second, and c is the speed of light
(3 · 108 m/s). Considering fc = 2 GHz and v = 500 km/h, then the Doppler shift is fd �
950 Hz. According to Nyquist’s sampling theorem, the minimum sampling frequency needed
in order to reconstruct the channel is therefore given by Tc = 1/(2 fd) � 0.5 ms under the above
assumptions. This implies that two reference symbols per slot are needed in the time domain
in order to estimate the channel correctly.

In the frequency direction, there is one reference symbol every six subcarriers on each
OFDM symbol that includes reference symbols, but the reference symbols are staggered so
that within each Resource Block (RB) there is one reference symbol every threesubcarriers,
as shown in Figure 8.2. This spacing is related to the expected coherence bandwidth of the
channel, which is in turn related to the channel delay spread. In particular the 90% and 50%
coherence bandwidths4 are given by Bc,90% = 1/50στ and Bc,50% = 1/5στ respectively, where
στ is the r.m.s delay spread. In [10], the maximum r.m.s channel delay spread considered is
991 ns, corresponding to Bc,90% = 20 kHz and Bc,50% = 200 kHz. In LTE, the spacing between
two reference symbols in frequency, in one RB, is 45 kHz, thus allowing the expected
frequency-domain variations of the channel to be resolved.

Up to four cell-specific antenna ports, numbered 0 to 3, may be used by an LTE eNodeB,
thus requiring the UE to derive up to four separate channel estimates.5 For each antenna port,
a different RS pattern has been designed, with particular attention having been given to the
minimization of the intra-cell interference between the multiple transmit antenna ports. In
Figure 8.3, Rp indicates that the RE is used for the transmission of an RS on antenna port
p. When an RE is used to transmit an RS on one antenna port, the corresponding RE on the
other antenna ports is set to zero to limit the interference.

From Figure 8.3, it can be noticed that the density of reference symbols for the third and
fourth antenna ports is half that of the first two; this is to reduce the overhead in the system.
Frequent reference symbols are useful for high-speed conditions as explained above. In cells
with a high prevalence of high-speed users, the use of four antenna ports is unlikely, hence
for these conditions reference symbols with lower density can provide sufficient channel
estimation accuracy.

All the RSs (cell-specific, UE-specific or MBSFN-specific) are QPSK modulated – a
constant modulus modulation. This property ensures that the Peak-to-Average Power Ratio
(PAPR) of the transmitted waveform is kept low. The signal can be written as

rl,ns (m) =
1√
2

[1 − 2c(2m)] + j
1√
2

[1 − 2c(2m + 1)] (8.1)

4Bc,x% is the bandwidth where the autocorrelation of the channel in the frequency domain is equal to x% of the
peak.

5Any MBSFN and UE-specific RSs, if transmitted, constitute additional independent antenna ports in the LTE
specifications.
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Figure 8.3: Cell-specific RS arrangementin the case of normal CP length for
(a) two antennaports, (b) four antenna ports. Reproduced by permission of © 3GPP.

where m is the index of the RS, n, is the slot number within the radio frame and ‘/’ is the
symbol number within the time slot. The pseudo-random sequencec(i) is comprised of a
length-31 Gold sequence,already introduced in Chapter 6, with different initialization values
depending on the type of RSs. For the cell-specific RSs, the sequence is reinitialized at the
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start of each OFDM symbol, with a value that depends on the cell identity, Ncell
ID . The cell-

specific RS sequence therefore carries unambiguously one of the 504 different cell identities.
A cell-specific frequency shift is applied to the patterns of reference symbols shown in

Figures 8.2 and 8.3, given by Ncell
ID mod6.6 This shift helps to avoid time-frequency collisions

between cell-specific RSs from up to six adjacent cells. Avoidance of collisions is particularly
relevant in cases when the transmission power of the RS is boosted, as is possible in LTE up to
a maximum of 6 dB relative to the surrounding data symbols. RS power-boosting is designed
to improve channel estimation in the cell, but if adjacent cells transmit high-power RSs on the
same REs, the resulting inter-cell interference will prevent the benefit from being realized.

8.2.2 UE-Specific Reference Signals in Release 8

In Release 8 of LTE, UE-specific RSs may be transmitted in addition to the cell-specific
RSs described above if the UE is configured (by higher-layer RRC signalling) to receive
its downlink PDSCH data in transmission mode 7 (see Section 9.2.2.1). The UE-specific
RSs are embedded only in the RBs to which the PDSCH is mapped for those UEs. If UE-
specific RSs are transmitted, the UE is expected to use them to derive the channel estimate
for demodulating the data in the corresponding PDSCH RBs. The same precoding is applied
to the UE-specific RSs as to the PDSCH data symbols, and therefore there is no need for
signalling to inform the UE of the precoding applied. Thus the UE-specific RSs are treated
as being transmitted using a distinct antenna port (number 5), with its own channel response
from the eNodeB to the UE.

A typical usage of the UE-specific RSs is to enable beamforming of the data transmissions
to specific UEs. For example, rather than using the physical antennas used for transmission
of the other (cell-specific) antenna ports, the eNodeB may use a correlated array of physical
antenna elements to generate a narrow beam in the direction of a particular UE. Such a beam
will experience a different channel response between the eNodeB and UE, thus requiring the
use of UE-specific RSs to enable the UE to demodulate the beamformed data coherently. The
use of UE-specific beamforming is discussed in more detail in Section 11.2.2.3.

As identified in [11], the structure shown in Figure 8.4 (for the normal CP) has been
chosen because there is no collision with the cell specific RSs, and hence the presence of
UE-specific RSs does not affect features related to the cell-specific RSs. The UE-specific
RSs have a similar pattern to that of the cell-specific RSs, which allows a UE to re-use
similar channel estimation algorithms. The density is half that of the cell-specific RS, hence
minimizing the overhead. Unlike the cell-specific RSs, the sequence for the UE-specific RSs
is only reinitialized at the start of each subframe, as the number of REs to which the sequence
is mapped in one OFDM symbol may be very small (in the event of a small number of RBs
being transmitted to a UE). The initialization depends on the UE’s identity.

The corresponding pattern for use in case of the extended CP being configured in a cell
can be found in [6, Section 6.10.3.2].

8.2.3 UE-Specific Reference Signals in Release 9

A new design for UE-specific RSs is defined in Release 9 of the LTE specifications in order
to extend UE-specific RS support to dual layer transmission. This includes transmission of

6The mod6 operation is used because reference symbols are spaced apart by six subcarriers in the lattice grid.
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Figure 8.4: Release 8 UE-specific RS arrangement for PDSCH transmission mode 7 with
normal CP. Reproduced by permission of© 3GPP.

two spatial layers to one UE, or single-layer transmission to each of two UEs as a Multi-User
Multiple Input Multiple Output (MU-MIMO) transmission (see Chapter 11).

Dual layer beamforming in Release 9 is a precursor to higher-rank single- and multi-
user transmissions in Release 10, and therefore scalability towards LTE-Advanced (see
Section 29.1) was a key factor in the choice of design for the new RSs. This includes enabling
efficient inter-cell coordination, which can be facilitated by choosing the set of REs to be
non-cell-specific (i.e. without a frequency shift that depends on the cell identity).

A further consideration was backward compatibility with Release 8; this requires coexis-
tence with the ‘legacy’physical channels, and therefore the REs carrying the new UE-specific
RSs have to avoid the cell-specific RSs and downlink control channels.

A final design requirement was to keep equal power spectral density of the downlink
transmission in one RB. This favours designs where the UE-specific RSs for both layers are
present in the same OFDM symbol.

Since UE-specific RSs are designed for time-frequency channel estimation within a
given RB, the eigen-structure of the time and frequency channel covariance matrix provides
insights into the optimal pattern of REs for the RSs for MMSE channel estimation. As an
example, Figure 8.5 shows the eigenvalues and three dominant eigenvectors of the time-
domain channel covariance matrix for a pair of RBs in a subframe for various mobile
speeds assuming spatially uniform (Jakes) scattering. The same behaviour is observed in
the frequency domain.

It can be seen that the three principal eigenvectors can be accurately approximated by
constant, linear and quadratic functions respectively. Such a channel eigen-structure stems
from the time-frequency variations across a pair of RBs being limited. Most of the energy
is captured by the constant and linear components, and hence these should be the focus for
optimization. While the reference symbol locations do not affect estimation accuracy for the
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Figure 8.5: Time-domain channel covariance over a pair of RBs:
eigenvalues (left) and eigenvectors (right), assuming spatially uniform (Jakes) scattering.

The eigenvalue energies are normalized relative to the per-RE energy.

constant component, the best strategy for estimation of the linear component is to allocate
RS energy at the edges of the measured region. Finally, the quadratic component is small but
non-negligible, warranting three disjoint RS positions across the bandwidth of an RB.

Based on these observations, Figure 8.6 shows the pattern adopted for the new UE-specific
RS pattern in Release 9.7 The reference symbols are positioned in the earliest and latest
available pairs of OFDM symbols that avoid collisions with the cell-specific RSs. Pairs of
REs are used so that the UE-specific RSs for the two layers can be code-multiplexed. The
UE-specific RSs for the two layers using this pattern are termed antenna ports 7 and 8. A
UE configured to use the Release 9 dual-layer UE-specific RSs is configured in PDSCH
transmission mode 8 (see Section 9.2.2.1).

Length-2 orthogonal Walsh codes are used for the code-multiplexing of the two RS ports.8

Compared to the use of frequency-multiplexed RS ports, code multiplexing can improve
the accuracy of interference estimation and potentially simplifies the implementation by
maintaining the same set of RS REs regardless of the number of layers transmitted (thus
facilitating dynamic switching between one and two layers).

Finally, the Release 9 UE-specific RS sequence is initialized using only the cell identity
(without the UE identity used for the Release 8 UE-specific RSs), in order to enable the two
orthogonally code-multiplexed UE-specific RS ports to be used for MU-MIMO (with the two
RS ports assigned to different UEs). In addition, two different RS sequence initializations are

7Note that distributed RB mapping (see Section 9.2.2.1) is not supported in conjunction with UE-specific RSs.
8The mapping of the second Walsh code to each pair of REs reverses from one subcarrier to the next; this is to

minimize the Peak-to-Average Power Ratio (PAPR) of the RS transmissions [12].
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Figure 8.6: Dual-layer UE-specific RS arrangementin Release9.

provided, enabling non-orthogonal UE-specific RS multiplexing to be used, for example for
MU-MIMOwith upto dual layer transmission to each UE. An exampleofa possible usage
is shownin Figure 8.7.

Non orthogonal RS separation
worusing different sequence initialization

 
 

 
Orthogonal UE specific
RSusing ports 7 and 8  

  OrthogonalUE specific
~— RS using ports 7 and 8

Figure 8.7: Example of usage of orthogonal and non-orthogonal UE-specific RSsin
Release 9, for dual-layer transmission to each of two UEs with MU-MIMO.

8.3. RS-Aided Channel Modelling and Estimation

The channel estimation problem is related to the channel model, itself determined by the
physical propagation characteristics, including the numberof transmit and receive antennas,
transmission bandwidth, carrier frequency, cell configuration and relative speed between
eNodeBand UE receivers. In general,

e The carrier frequencies and system bandwidth mainly determine the scattering nature
of the channel.
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• The cell deployment governs its multipath, delay spread and spatial correlation
characteristics.

• The relative speed sets the time-varying properties of the channel.

The propagation conditions characterize the channel correlation function in a three-
dimensional space comprising frequency, time and spatial domains. In the general case, each
MIMO multipath channel component can experience different but related spatial scattering
conditions leading to a full three-dimensional correlation function across the three domains.
Nevertheless, for the sake of simplicity, assuming that the multipath components of each
spatial channel experience the same scattering conditions, the spatial correlation can be
assumed to be independent from the other two domains and can be handled separately.

This framework might be suboptimal in general, but is nevertheless useful in mitigating the
complexity of channel estimation as it reduces the general three-dimensional joint estimation
problem into independent estimation problems.

For a comprehensive survey of MIMO channel estimation, the interested reader is referred
to [13]. The following two subsections define the channel model and the corresponding
correlation properties which are then used as the basis for an overview of channel estimation
techniques.

8.3.1 Time-Frequency-Domain Correlation: The WSSUS Channel

Model

The Wide-Sense Stationary Uncorrelated Scattering (WSSUS) channel model is commonly
employed for the multipath channels experienced in mobile communications.

Neglecting the spatial dimension for the sake of simplicity, let h(τ; t) denote the time-
varying complex baseband impulse response of a multipath channel realization at time instant
t and delay τ.

Considering the channel as a random process in the time direction t, the channel is said to
be delay Uncorrelated-Scattered (US) if

E[h(τa; t1)∗h(τb; t2)] = φh(τa; t1, t2)δ(τb − τa) (8.2)

where E[·] is the expectation operator. According to the US assumption, two CIR components
a and b at relative delays τa and τb are uncorrelated if τa � τb.

The channel is Wide-Sense Stationary (WSS) uncorrelated if

φh(τ; t1, t2) = φh(τ; t2 − t1) (8.3)

which means that the correlation of each delay component of the CIR is only a function of
the difference in time between each realization.

Hence, the second-order statistics of this model are completely described by its delay
cross-power density φh(τ; Δt) or by its Fourier transform, the scattering function defined as

S h(τ; f ) =
∫
φh(τ; Δt)e− j2π fΔt dΔt (8.4)

with f being the Doppler frequency. Other related functions of interest include the Power
Delay Profile (PDP)

ψh(τ) = φh(τ; 0) =
∫

S h(τ; f ) d f
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the time-correlation function

φh(Δt) =
∫
φh(τ; Δt) dτ

and the Doppler power spectrum

S h( f ) =
∫

S h(τ; f ) dτ.

A more general exposition of WSSUS models is given in [14]. Classical results were
derived by Clarke [15] and Jakes [16] for the case of a mobile terminal communicating with
a stationary base station in a two-dimensional propagation geometry.

These well-known results state that

S h( f ) =
1√

f 2
d − f 2

(8.5)

for | f | ≤ fd with fd being the maximum Doppler shift and

φ̄h(Δt) = J0(2π fdΔt) (8.6)

where J0(·) is the zeroth-order Bessel function. Figure 8.8 shows the PSD of the classical
Doppler spectrum described by Clarke and Jakes [15, 16]. The Clarke and Jakes derivations
are based on the assumption that the physical scattering environment is chaotic and therefore
the angle of arrival of the electromagnetic wave at the receiver is a uniformly distributed
random variable in the angular domain. As a consequence, the time-correlation function is
strictly real-valued, the Doppler spectrum is symmetric and interestingly there is a delay-
temporal separability property in the general bi-dimensional scattering function S h(τ, Δt). In
other words,

S h(τ; f ) = ψh(τ)S h( f ) (8.7)

or equivalently
φh(τ; Δt) = ψh(τ)φh(Δt) (8.8)

If the time and frequency aspects can be assumed to be separable, the complexity of
channel estimation can be significantly reduced, as the problem is reduced to two one-
dimensional operations.

The continuous-time correlation properties of the channel h(τ, t) discussed above apply
equivalently to the corresponding low-pass sampled discrete-time CIR, i.e. h[l, k] [17], for
every lth delay sampled at the kT th instant where T is the sampling period. Moreover, these
properties are maintained if we assume h[l, k] to be well-approximated by a Finite-Impulse
Response (FIR) vector h[k] = [h[0, k], · · · , h[L − 1, k]]T with a maximum delay spread of
L samples. For the sake of notational simplicity and without loss of generality, the index k
will be dropped in the following sections.

8.3.2 Spatial-Domain Correlation: The Kronecker Model

While the frequency and time correlations addressed in the previous section are induced
by the channel delays and Doppler spread, the spatial correlation arises from the spatial
scattering conditions.
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Figure 8.8: Normalized PSD for Clarke’s model.

Among the possible spatial correlation models, for performance evaluation of LTE the
Kronecker model is generally used [10]. Despite its simplicity, this correlation-based
analytical model is widely used for the theoretical analysis of MIMO systems and yields
experimentally verifiable results when limited to two or three antennas at each end of the
radio link.

Let us assume the narrowband MIMO channel NRx × NTx matrix for a system with NTx
transmitting antennas and NRx receiving antennas to be

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h0,0 · · · h0,NTx−1
...

...
hNRx−1,NTx−1 · · · hNRx−1,NTx−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (8.9)

The narrowband assumption particularly suits OFDM systems (see Section 5.2.1), where
each MIMO channel component hn,m can be seen as the complex channel coefficient of each
spatial link at a given subcarrier index.

The matrix H is rearranged into a vector by means of the operator vec(H) = [hT
0 , h

T
1 , . . . ,

hT
NTx−1]T where hi is the ith column of H and {·}T is the transpose operation. Hence, the

correlation matrix can be defined as

CS = E[vec(H)vec(H)H] (8.10)

where {·}H is the Hermitian operation. The matrix in (8.10) is the full correlation matrix of
the MIMO channel.

The Kronecker model assumes that the full correlation matrix results from separate spatial
correlations at the transmitter and receiver, which is equivalent to writing the full correlation
matrix as a Kronecker product (⊗) of the transmitter and receiver correlation matrices:

CS = CTx ⊗ CRx (8.11)

IPR2022-00464 
Apple EX1014 Page 247



178 LTE – THE UMTS LONG TERM EVOLUTION

with CTx = E[HHH] and CRx = E[HHH].
Typical values assumed for these correlations according to the Kronecker model are

discussed in Section 20.3.5.

8.4 Frequency-Domain Channel Estimation

In this section, we address the channel estimation problem over one OFDMA symbol
(specifically a symbol containing reference symbols) to exploit the frequency-domain
characteristics.

In the LTE context, as for any OFDM system with uniformly distributed reference symbols
[18], the Channel Transfer Function (CTF) can be estimated using a maximum likelihood
approach in the frequency domain at the REs containing the RSs by de-correlating the
constant modulus RS. Using a matrix notation, the CTF estimate ẑp on reference symbol
p can be written as

ẑp = zp + z̃p = Fph + z̃p (8.12)

for p ∈ (0, . . . , P) where P is the number of available reference symbols and h is the L ×
1 CIR vector. Fp is the P × L matrix obtained by selecting the rows corresponding to the
reference symbol positions and the first L columns of the N × N Discrete Fourier Transform
(DFT) matrix where N is the FFT order. z̃p is a P × 1 zero-mean complex circular white noise
vector whose P × P covariance matrix is given by Cz̃p . The effective channel length L ≤ LCP
is assumed to be known.

8.4.1 Channel Estimate Interpolation

8.4.1.1 Linear Interpolation Estimator

The natural approach to estimate the whole CTF is to interpolate its estimate between the
reference symbol positions. In the general case, let A be a generic interpolation filter; then
the interpolated CTF estimate at subcarrier index i can be written as

ẑi = Âzp (8.13)

Substituting Equation (8.12) into (8.13), the error of the interpolated CTF estimate is

z̃i = z − ẑi = (FL − AFp)h − Ãzp (8.14)

where FL is the N × L matrix obtained by taking the first L columns of the DFT matrix and
z = FLh. In Equation (8.14), it can be seen that the channel estimation error is constituted of
a bias term (itself dependent on the channel) and an error term.

The error covariance matrix is

Cz̃i = (FL − AFp)Ch(FL − AFp)H + σ2
z̃p

AAH (8.15)

where Ch = E[hhH] is the channel covariance matrix.
Recalling Equation (8.13), linear interpolation would be the intuitive choice. Such an

estimator is deterministically biased, but unbiased from the Bayesian viewpoint regardless
of the structure of A.
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8.4.1.2 IFFT Estimator

As a second straightforward approach, the CTF estimate over all subcarriers can be obtained
by IFFT interpolation. In this case, the matrix A from Equation (8.13) becomes:

AIFFT =
1
P

FLFH
p (8.16)

The error of the IFFT-interpolated CTF estimate and its covariance matrix can be obtained
by substituting Equation (8.16) into Equations (8.14) and (8.15).

With the approximation of IL ≈ (1/P)FH
p Fp, where IL is the L × L identity matrix, it can

immediately be seen that the bias term in Equation (8.14) would disappear, providing for
better performance.

Given the LTE system parameters and the patterns of REs used for RSs, in practice
(1/P)FH

p Fp is far from being a multiple of an identity matrix. The approximation becomes
an equality when K = N, N/W > L and N/W is an integer,9 i.e. the system would have to be
dimensioned without guard-bands and the RS would have to be positioned with a spacing
which is an exact factor of the FFT order N, namely a power of two.

In view of the other factors affecting the design of the RS RE patterns outlined above,
such constraints are impractical.

8.4.2 General Approach to Linear Channel Estimation

Compared to the simplistic approaches presented in the previous section, more elaborate
linear estimators derived from both deterministic and statistical viewpoints are proposed
in [19–21]. Such approaches include Least Squares (LS), Regularized LS, Minimum Mean-
Squared Error (MMSE) and Mismatched MMSE. These can all be expressed under the
following general formulation:

Agen = B(GHG + R)−1GH (8.17)

where B, G and R are matrices that vary according to each estimator as expressed in
Table 8.1, where 0L is the all-zeros L × L matrix.

The LS estimator discussed in [19] is theoretically unbiased. However, as shown in [21], it
is not possible to apply the LS estimator to LTE directly, because the expression (FpFH

p )−1 is
ill-conditioned due to the unused portion of the spectrum corresponding to the unmodulated
subcarriers.

To counter this problem, the classical robust regularized LS estimator can be used instead,
so as to yield a better conditioning of the matrix to be inverted. A regularization matrix αIL is
introduced [22] where α is a constant (computed off-line) chosen to optimize the performance
of the estimator in a given Signal-to-Noise Ratio (SNR) working range.

The MMSE estimator belongs to the class of statistical estimators. Unlike deterministic
LS and its derivations, statistical estimators need knowledge of the second-order statistics
(PDP and noise variance) of the channel in order to perform the estimation process, normally
with much better performance compared to deterministic estimators. However, second-order
statistics vary as the propagation conditions change and therefore need appropriate re-
estimation regularly. For this reason statistical estimators are, in general, more complex due

9W is the spacing (in terms of number of subcarriers) between reference symbols.
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Table 8.1: Linear estimators.

Components of interpolation filter (see Equation (8.17))
Interpolation method B G R

Simple interpolator A IP 0L

FFT 1
P FLFH

p IP 0L

LS FL Fp 0L

Regularized LS FL Fp αIL

MMSE FL Fp σ2
z̃p

Ch
−1

Mismatched MMSE FL Fp σ2
z̃p
/σ2

h
· IL

to the additional burden of estimating the second-order statistics and computing the filter
coefficients.

A mismatched MMSE estimator avoids the estimation of the second-order channel
statistics and the consequent on-line inversion of an L × L matrix (as required in the
straightforward application of MMSE) by assuming that the channel PDP is uniform10 [20].
This estimator is, in practice, equivalent to the regularized LS estimator where the only
difference lies in the fact that α = σ2

z̃p
/σ2

h
is estimated and therefore adapted. The mismatched

MMSE formulation offers the advantage that the filter coefficients can be computed to be real
numbers because the uniform PDP is symmetric. Moreover, since the length of the CIR is
small compared to the FFT size, the matrix Agen can be considered to be ‘low-density’, so
storing only the significant coefficients can reduce the complexity.

However, LTE does not use an exactly uniform pattern of reference symbols; for the cell-
specific RSs this is the case around the d.c. subcarrier which is not transmitted. This implies
that a larger number of coefficients needs to be stored.

8.4.3 Performance Comparison

For the sake of comparison between the performance of the different classes of estimator, we
introduce the Truncated Normalized Mean Squared Error (TNMSE).

For each estimator, the TNMSE is computed from its covariance matrix Cz̃ and the true
CTF z as follows:

TNMSEẑ =
Ttr(Cz̃)

Ttr(FLChFH
L )

(8.18)

where Ttr{·} denotes the truncated trace operator, where the truncation is such that only the
K used subcarriers are included.

Figure 8.9 shows the performance of an LTE FDD downlink with 10 MHz transmission
bandwidth (N = 1024) and Spatial Channel Model-A (SCM-A – see Section 20.3.4).

It can be seen that the IFFT and linear interpolation methods yield the lowest performance.
The regularized LS and the mismatched MMSE perform equally and the curve of the latter
is therefore omitted. As expected, the optimal MMSE estimator outperforms any other
estimator.

10This results in the second-order statistics of the channel having the structure of an identity matrix.
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Figure 8.9: Frequency-domain channel estimation performance.

The TNMSE computed over all subcarriers actually hides the behaviour of each estimator
in relation to a well-known problem of frequency-domain channel estimation techniques:
the band-edge effect. This can be represented by the Gibbs [23] phenomenon in a finite-
length Fourier series approximation; following this approach, Figure 8.10 shows that MMSE-
based channel estimation suffers the least band-edge degradation, while all the other methods
presented are highly adversely affected.

8.5 Time-Domain Channel Estimation

The main benefit of time-domain channel estimation is the possibility to enhance the
channel estimate of one OFDM symbol containing reference symbols by exploiting its time
correlation with the channel at previous OFDM symbols containing reference symbols. This
requires sufficient memory for buffering soft values of data over several OFDM symbols
while the channel estimation is carried out.

However, the correlation between consecutive symbols decreases as the UE speed
increases, as expressed by Equation (8.6), and this sets a limit on the possibilities for time-
domain filtering in high-mobility conditions.

Time-domain filtering is applied to the CIR estimate, rather than to the CTF estimate in
the frequency domain. The use of a number of parallel scalar filters equal to the channel
length L does not imply a loss of optimality, because of the WSSUS assumption.
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Figure 8.10: Band-edge behaviour of frequency-domain channel estimation.

8.5.1 Finite and Infinite Length MMSE

The statistical time-domain filter which is optimal in terms of Mean Squared Error (MSE)
can be approximated in the form of a finite impulse response filter [24]. The channel at the
lth tap position and at time instant n is estimated as

ˆ̂hl,n = wH
l ĥM

l,n (8.19)

where ˆ̂hl is the smoothed CIR lth tap estimate which exploits the vector ĥM
l,n = [ĥl,n, . . . ,

ĥl,n−M+1]T of length M of the channel tap hl across estimates at M time instants.11 This is
obtained by inverse Fourier transformation of, for example, any frequency-domain technique
illustrated in Section 8.4 or even a raw estimate obtained by RS decorrelation.

The M × 1 vector of Finite Impulse Response (FIR) filter coefficients wl is given by

wl = (Rh + σ
2
nI)−1rh (8.20)

where Rh = E[hM
l (hM

l )H] is the lth channel tap M × M correlation matrix, σ2
n the additive

noise variance and rh = E[hM
l h∗l,n] (the M × 1 correlation vector between the lth tap of the

current channel realization and M previous realizations including the current one).

11hl,k is the lth component of the channel vector hk at time instant k. ĥl,k is its estimate. Note that for the frequency-
domain treatment, the time index was dropped.
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In practical cases, the FIR filter length M is dimensioned according to a performance-
complexity trade-off as a function of UE speed.

By setting M infinite, the upper bound on performance is obtained.
The MSE performance of the finite-length estimator of a channel of length L can be

analytically computed as

ε(M) = 1 − 1
σ2

h

L−1∑
l=0

wH
l rh (8.21)

The upper bound given by an infinite-length estimator is therefore given by

ε(∞) = lim
M→∞ ε

(M) (8.22)

From Equation (8.20) it can be observed that, unlike frequency-domain MMSE filtering,
the size of the matrix to be inverted for a finite-length time-domain MMSE estimator is
independent of the channel length L but dependent on the chosen FIR order M. Similarly to
the frequency-domain counterpart, the time-domain MMSE estimator requires knowledge of
the PDP, the UE speed and the noise variance.

Figure 8.11 shows the performance of time-domain MMSE channel estimation as a
function of filter length M (Equation (8.21)) for a single-tap channel with a classical Doppler
spectrum for low UE speed. The performance bounds derived for an infinite-length filter in
each case are also indicated.

Figure 8.11: Time-domain channel estimation performance.
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8.5.2 Normalized Least-Mean-Square

As an alternative to time-domain MMSE channel estimation, an adaptive estimation approach
can be considered which does not require knowledge of second-order statistics of both
channel and noise. A feasible solution is the Normalized Least-Mean-Square (NLMS)
estimator.

It can be expressed exactly as in Equation (8.19) but with the M × 1 vector of filter
coefficients w updated according to

wl,n = wl,n−1 + kl,n−1el,n (8.23)

where M here denotes the NLMS filter order. The M × 1 updated gain vector is computed
according to the well-known NLMS adaptation:

kl,n =
μ

‖ĥl,n‖2
ĥM

l,n (8.24)

where μ is an appropriately chosen step adaptation, ĥM
l,n is defined as for Equation (8.19) and

el,n = ĥl,n − ĥl,n−1 (8.25)

It can be observed that the time-domain NLMS estimator requires much lower complexity
compared to time-domain MMSE because no matrix inversion or a priori statistical knowl-
edge is required.

Other adaptive approaches could also be considered, such as Recursive Least Squares
(RLS) and Kalman-based filtering. Although more complex than NLMS, the Kalman filter is
a valuable candidate and is reviewed in detail in [25].

8.6 Spatial-Domain Channel Estimation

It is assumed that an LTE UE has multiple receiving antennas. Consequently, whenever the
channel is correlated in the spatial domain, the correlation can be exploited to provide a
further means for enhancing the channel estimate.

If it is desired to exploit spatial correlation, a natural approach is again offered by spatial
domain MMSE filtering [26].

We consider here the case of a MIMO OFDM communication system with N subcarriers,
NTx transmitting antennas and NRx receiving antennas. The NRx × 1 received signal vector at
subcarrier k containing the RS sequence can be written as

r(k) =
1√
NTx

W(k)s(k) + n(k) (8.26)

where W(k) is the NRx × NTx channel frequency response matrix at RS subcarrier k, s(k) is
the NTx × 1 known zero-mean and unit-variance transmitted RS sequence at subcarrier k,
and n(k) is the NRx × 1 complex additive white Gaussian noise vector with zero mean and
variance σ2

n.
The CTF at subcarrier k, W(k), is obtained by DFT from the CIR matrix at the lth tap Hl as

W(k) =
L−1∑
l=0

Hl exp
[
− j2π

lk
N

]
(8.27)
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The vector h is obtained by rearranging the elements of all Hl channel tap matrices as
follows:

h = [vec(H0)T, vec(H1)T, . . . , vec(HL−1)T]T (8.28)

The correlation matrix of h is given by

Ch = E[hhH] (8.29)

Using Equations (8.27) and (8.28), Equation (8.26) can now be rewritten as

r(k) =
1√
NTx

G(k)h + n(k) (8.30)

where G(k) = [D0(k), D1(k), . . . , DL−1(k)] and Dl(k) = exp[− j2π(lk/N)]sT(k) ⊗ INRx .
Rearranging the received signal matrix G and the noise matrix at all N subcarriers into a

vector as follows,
r = [rT(0), rT(1), . . . , rT(N − 1)]T (8.31)

Equation (8.30) can be rewritten more compactly as

r =
1√
NTx

Gh + n (8.32)

Hence, the spatial domain MMSE estimation of the rearranged channel impulse vector h

can be simply obtained by
ĥ =Qr (8.33)

with

Q =
1√
NTx

ChGH
( 1

NTx
GChGH + σ2

nIN·NRx

)−1
(8.34)

Therefore the NMSE can be computed as

NMSESD-MMSE =
tr(CSD-MMSE)

tr(Ch)
(8.35)

where CSD-MMSE is the error covariance matrix.
Figure 8.12 shows the spatial domain MMSE performance given by Equation (8.35)

compared to the performance obtained by the ML channel estimation on the subcarriers
which carry RS.

8.7 Advanced Techniques

The LTE specifications do not mandate any specific channel estimation technique, and there
is therefore complete freedom in implementation provided that the performance requirements
are met and the complexity is affordable.

Particular aspects, such as channel estimation based on the UE-specific RSs, band-edge
effect reduction or bursty reception, might require further improvements which go beyond
the techniques described here.

Blind and semi-blind techniques are promising for some such aspects, as they try to
exploit not only the a priori knowledge of the RSs but also the unknown data structure. A
comprehensive analysis is available in [27] and references therein.
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Figure 8.12: Spatial-domain channel estimation performance: CIR NMSE versus SNR.
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9

Downlink Physical Data and

Control Channels

Matthew Baker and Tim Moulsley

9.1 Introduction

Chapters 7 and 8 have described the signals which enable User Equipment (UEs) to
synchronize with the network and estimate the downlink radio channel in order to be able to
demodulate data. This chapter first reviews the downlink physical channels which transport
the data and then explains the control-signalling channels; the latter support the data channels
by indicating the particular time-frequency transmission resources to which the data is
mapped and the format in which the data itself is transmitted.

9.2 Downlink Data-Transporting Channels

9.2.1 Physical Broadcast Channel (PBCH)

In cellular systems, the basic System Information (SI) which allows the other channels in
the cell to be configured and operated is usually carried by a Broadcast CHannel (BCH).
Therefore the achievable coverage for reception of the BCH is crucial to the successful
operation of such cellular communication systems; LTE is no exception. As already noted
in Chapter 3, the broadcast (SI) is divided into two categories:

Stefania Sesia, Issam Toufik and Matthew Baker.
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• The ‘Master Information Block’ (MIB), which consists of a limited number of the most
frequently transmitted parameters essential for initial access to the cell,1 and is carried
on the Physical Broadcast CHannel (PBCH).

• The other System Information Blocks (SIBs) which, at the physical layer, are
multiplexed with unicast data transmitted on the Physical Downlink Shared CHannel
(PDSCH) as discussed in Section 9.2.2.2.

This section focuses in particular on the PBCH, the design of which reflects some specific
requirements:

• Detectability without prior knowledge of the system bandwidth;

• Low system overhead;

• Reliable reception right to the edge of the LTE cells;

• Decodability with low latency and low impact on UE battery life.

The resulting overall PBCH structure is shown in Figure 9.1.
Detectability without the UE having prior knowledge of the system bandwidth is achieved

by mapping the PBCH only to the central 72 subcarriers of the OFDM2 signal (which
corresponds to the minimum possible LTE system bandwidth of 6 Resource Blocks (RBs)),
regardless of the actual system bandwidth. The UE will have first identified the system centre-
frequency from the synchronization signals as described in Chapter 7.

Low system overhead for the PBCH is achieved by deliberately keeping the amount
of information carried on the PBCH to a minimum, since achieving stringent coverage
requirements for a large quantity of data would result in a high system overhead. The size of
the MIB is therefore just 14 bits, and, since it is repeated every 40 ms, this corresponds to a
data rate on the PBCH of just 350 bps.

The main mechanisms employed to facilitate reliable reception of the PBCH in LTE are
time diversity, Forward Error Correction (FEC) coding and antenna diversity.

Time diversity is exploited by spreading out the transmission of each MIB on the PBCH
over a period of 40 ms. This significantly reduces the likelihood of a whole MIB being lost
in a fade in the radio propagation channel, even when the mobile terminal is moving at
pedestrian speeds.

The FEC coding for the PBCH uses a convolutional coder, as the number of information
bits to be coded is small; the details of the convolutional coder are explained in Section 10.3.3.
The basic code rate is 1/3, after which a high degree of repetition of the systematic (i.e.
information) bits and parity bits is used, such that each MIB is coded at a very low code rate
(1/48 over a 40 ms period) to give strong error protection.

Antenna diversity may be utilized at both the eNodeB and the UE. The UE performance
requirements specified for LTE assume that all UEs can achieve a level of decoding
performance commensurate with dual-antenna receive diversity (although it is recognized
that in low-frequency deployments, such as below 1 GHz, the advantage obtained from
receive antenna diversity is reduced due to the correspondingly higher correlation between

1The MIB information consists of the downlink system bandwidth, the PHICH size (Physical Hybrid ARQ
Indicator CHannel, see Section 9.3.4), and the most-significant eight bits of the System Frame Number (SFN) – the
remaining two bits being gleaned from the 40 ms periodicity of the PBCH.

2Orthogonal Frequency Division Multiplexing.
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Figure 9.1: PBCHstructure.

the antennas); this enables LTE system plannerstorely onthis level of performance being
commonto all UEs, thereby enabling wider cell coverage to be achieved with fewercell sites
than would otherwise be possible. Transmit antenna diversity may be also employed at the
eNodeBto further improve coverage, depending on the capability of the eNodeB; eNodeBs
with two or four transmit antenna ports transmit the PBCH using a Space-Frequency Block
Code (SFBC), details of which are explained in Section 11.2.2.1.

The precise set of Resource Elements (REs) used by the PBCH is independent of the
number of transmit antenna ports used by the eNodeB; any REs which may be used for
Reference Signal (RS) transmission are avoided by the PBCH,irrespective of the actual
numberof transmit antenna ports deployed at the eNodeB. The numberof transmit antenna
ports used by the eNodeB mustbe ascertained blindly by the UE, by performing the decoding
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for each SFBC scheme corresponding to the different possible numbers of transmit antenna
ports (namely one, two or four). This discovery of the number of transmit antenna ports
is further facilitated by the fact that the Cyclic Redundancy Check (CRC) on each MIB is
masked with a codeword representing the number of transmit antenna ports.

Finally, achieving low latency and a low impact on UE battery life is also facilitated by
the design of the coding outlined above: the low code rate with repetition enables the full set
of coded bits to be divided into four subsets, each of which is self-decodable in its own right.
Each of these subsets of the coded bits is then transmitted in a different one of the four radio
frames during the 40 ms transmission period, as shown in Figure 9.1. This means that if the
Signal to Interference Ratio (SIR) of the radio channel is sufficiently good to allow the UE
to decode the MIB correctly from the transmission in less than four radio frames, then the
UE does not need to receive the other parts of the PBCH transmission in the remainder of
the 40 ms period; on the other hand, if the SIR is low, the UE can receive further parts of
the MIB transmission, soft-combining each part with those received already, until successful
decoding is achieved.

The timing of the 40 ms transmission interval for each MIB on the PBCH is not indicated
explicitly to the UE; it is ascertained implicitly from the scrambling and bit positions, which
are re-initialized every 40 ms. The UE can therefore initially determine the 40 ms timing by
performing four separate decodings of the PBCH using each of the four possible phases of
the PBCH scrambling code, checking the CRC for each decoding.

When a UE initially attempts to access a cell by reading the PBCH, a variety of approaches
may be taken to carry out the necessary blind decodings. A simple approach is always
to perform the decoding using a soft combination of the PBCH over four radio frames,
advancing a 40 ms sliding window one radio frame at a time until the window aligns with
the 40 ms period of the PBCH and the decoding succeeds. However, this would result in a
40–70 ms delay before the PBCH can be decoded. A faster approach would be to attempt to
decode the PBCH from the first single radio frame, which should be possible provided the
SIR is sufficiently high; if the decoding fails for all four possible scrambling code phases, the
PBCH from the first frame could be soft-combined with the PBCH bits received in the next
frame – there is a 3-in-4 chance that the two frames contain data from the same transport
block. If decoding still fails, a third radio frame could be combined, and failing that a fourth.
It is evident that the latter approach may be much faster (potentially taking only 10 ms), but
on the other hand requires slightly more complex logic.

9.2.2 Physical Downlink Shared CHannel (PDSCH)

The Physical Downlink Shared CHannel (PDSCH) is the main data-bearing downlink
channel in LTE. It is used for all user data, as well as for broadcast system information which
is not carried on the PBCH, and for paging messages – there is no specific physical layer
paging channel in LTE. The use of the PDSCH for user data is explained in Section 9.2.2.1;
the use of the PDSCH for system information and paging is covered in Section 9.2.2.2.

Data is transmitted on the PDSCH in units known as Transport Blocks (TBs), each of
which corresponds to a Medium Access Control (MAC) layer Protocol Data Unit (PDU) as
described in Section 4.4. Transport blocks may be passed down from the MAC layer to the
physical layer once per Transmission Time Interval (TTI), where a TTI is 1 ms, corresponding
to the subframe duration.
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9.2.2.1 General Use of the PDSCH

When employed for user data, one or, at most, two TBs can be transmitted per UE per
subframe, depending on the transmission mode selected for the PDSCH for each UE. The
transmission mode configures the multi-antenna transmission scheme usually applied:3

Transmission Mode 1: Transmission from a single eNodeB antenna port;

Transmission Mode 2: Transmit diversity (see Section 11.2.2.1);

Transmission Mode 3: Open-loop spatial multiplexing (see Section 11.2.2.2);

Transmission Mode 4: Closed-loop spatial multiplexing (see Section 11.2.2.2);

Transmission Mode 5: Multi-User Multiple-Input Multiple-Output (MU-MIMO) (see
Section 11.2.3);

Transmission Mode 6: Closed-loop rank-1 precoding (see Section 11.2.2.2);

Transmission Mode 7: Transmission using UE-specific RSs with a single spatial layer (see
Sections 8.2 and 11.2.2.3);

Transmission Mode 8: Introduced in Release 9, transmission using UE-specific RSs with
up to two spatial layers (see Sections 8.2.3 and 11.2.2.3);

Transmission Mode 9: Introduced in Release 10, transmission using UE-specific RSs with
up to eight spatial layers (see Sections 29.1 and 29.3).

With the exception of transmission modes 7, 8 and 9, the phase reference for demodulating
the PDSCH is given by the cell-specific Reference Signals (RSs) described in Section 8.2.1,
and the number of eNodeB antenna ports used for transmission of the PDSCH is the same
as the number of antenna ports used in the cell for the PBCH. In transmission modes 7, 8
and 9, UE-specific RSs (see Sections 8.2.2, 8.2.3 and 29.1.1 respectively) provide the phase
reference for the PDSCH. The configured transmission mode also controls the formats of
the associated downlink control signalling messages, as described in Section 9.3.5.1, and the
modes of channel quality feedback from the UE (see Section 10.2.1).

After channel coding (see Section 10.3.2) and mapping to spatial layers according to the
selected transmission mode, the coded PDSCH data bits are mapped to modulation symbols
depending on the modulation scheme selected for the current radio channel conditions and
required data rate.

The modulation order may be selected between two bits per symbol (using QPSK
(Quadrature Phase Shift Keying)), four bits per symbol (using 16QAM (Quadrature Ampli-
tude Modulation)) and six bits per symbol (using 64QAM); constellation diagrams for
these modulation schemes are illustrated in Figure 9.2. Support for reception of 64QAM
modulation is mandatory for all classes of LTE UE.

The REs used for the PDSCH can be any which are not reserved for other purposes
(i.e. RSs, synchronization signals, PBCH and control signalling). Thus when the control

3In addition to the transmission schemes listed here for each mode, transmission modes 3 to 9 also support the
use of transmit diversity as a ‘fallback’ technique; this is useful, for example, when radio conditions are temporarily
inappropriate for the usual scheme, or to ensure that a common scheme is available during reconfiguration of the
transmission mode.
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Figure 9.2: Constellations of modulation schemes applicable to PDSCH transmission.

signalling informs a UE that a particular pair of RBs* in a subframe are allocated to that
UE,it is only the available REs within those RBs which actually carry PDSCHdata.

Normally the allocation of pairs of RBs to PDSCH transmission for a particular UE is
signalled to the UE by means of dynamic control signalling transmitted at the start of the
relevant subframe using the Physical Downlink Control Channel (PDCCH),as described in
Section 9.3.

The mapping of data to physical RBs can be carried out in one of two ways: localized
mapping and distributed mapping.

Localized resource mapping entails allocating all the available REs in a pair of RBs to
the same UE.This is suitable for most scenarios, including the use of dynamic channel-
dependent scheduling according to frequency-specific channel quality information reported
by the UE(see Sections 10.2.1 and 12.4).

Distributed resource mapping entails separating in frequency the two physical RBs
comprising each pair, with a frequency-hop occurring at the slot boundary in the middle
of the subframe, as shown in Figure 9.3. This is a useful means of obtaining frequency
diversity for small amounts of data which would otherwise be constrained to a narrow
part of the downlink bandwidth and would therefore be more susceptible to narrow-band
fading. An example of a typical use for this transmission mode could be a Voice-over-
IP (VoIP) service, where, in order to minimize overhead, certain frequency resources may
be ‘semi-persistently scheduled’ (see Section 4.4.2.1) — in other words, certain RBs in the
frequency domain are allocated on a periodic basis to a specific UE by Radio Resource
Control (RRC) signalling rather than by dynamic PDCCH signalling. This means that the
transmissions are not able to benefit from dynamic channel-dependent scheduling, and
therefore the frequency diversity which is achieved through distributed mappingis a useful
tool to improve performance. Moreover, as the amount of data to be transmitted per UE
for a VoIP service is small (typically sufficient to occupy only one or two pairs of RBsin
a given subframe), the degree of frequency diversity obtainable via localized scheduling is
very limited.

*The term ‘pair of RBs’ here means a pair of resource blocks which occupy the same set of 12 subcarriers and
are contiguous in time, thus having a duration of one subframe.

>Distributed mappingis not supported in conjunction with UE-specific RSs in transmission modes 8 and 9.
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One subframe = 1 ms
——

12 subcarriers}
} }

 

Data for UE1: Ears   

Data for UE2: pe OK,

Figure 9.3: Frequency-distributed data mapping in LTE downlink.

The potential increase in the number of VoIP users which can be accommodated inacell
as a result of using distributed resource mapping as opposedto localized resource mapping
is illustrated by way of example in Figure 9.4.
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Figure 9.4: Example of increase in VoIP capacity arising from frequency-distributed
resource mapping.

9.2.2.2 Special Uses of the PDSCH

As noted above, the PDSCHis used for some special purposes in addition to normal user
data transmission.
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One such use is for the broadcast system information (i.e. SIBs) that is not carried on the
PBCH. The RBs used for broadcast data of this sort are indicated by signalling messages on
the PDCCH in the same way as for other PDSCH data, except that the identity indicated on
the PDCCH is not the identity of a specific UE but is, rather, a designated broadcast identity
known as the System Information Radio Network Temporary Identifier (SI-RNTI), which is
fixed in the specifications (see Section 7.1 of [1]) and therefore known a priori to all UEs.
Some constraints exist as to which subframes may be used for SI messages on the PDSCH;
these are explained in Section 3.2.2.

Another special use of the PDSCH is paging, as no separate physical channel is provided
in LTE for this purpose. In previous systems such as WCDMA,6 a special ‘Paging Indicator
Channel’ was provided, which was specially designed to enable the UE to wake up its receiver
periodically for a very short period of time, in order to minimize the impact on battery life;
on detecting a paging indicator (typically for a group of UEs), the UE would then keep its
receiver switched on to receive a longer message indicating the exact identity of the UE
being paged. By contrast, in LTE the PDCCH signalling is already very short in duration,
and therefore the impact on UE battery life of monitoring the PDCCH from time to time is
low. Therefore the normal PDCCH signalling can be used to carry the equivalent of a paging
indicator, with the detailed paging information being carried on the PDSCH in RBs indicated
by the PDCCH. In a similar way to broadcast data, paging indicators on the PDCCH use
a single fixed identifier called the Paging RNTI (P-RNTI). Rather than providing different
paging identifiers for different groups of UEs, different UEs monitor different subframes for
their paging messages, as described in Section 3.4. Paging messages may be received in
subframes 0, 4, 5 or 9 in each radio frame.

9.2.3 Physical Multicast Channel (PMCH)

In LTE Release 9, the use of a third data-transporting channel became available, namely
the Physical Multicast CHannel (PMCH), designed to carry data for Multimedia Broadcast
and Multicast Services (MBMS). The PMCH can only be transmitted in certain specific
subframes known as MBSFN (Multimedia Broadcast Single Frequency Network) subframes,
indicated in the system information carried on the PDSCH. A Release 8 UE must be aware of
the possible existence of MBSFN subframes, but is not required to decode the PMCH. The
details of the PMCH are explained in Section 13.4.1.

9.3 Downlink Control Channels

9.3.1 Requirements for Control Channel Design

The control channels in LTE are provided to support efficient data transmission. In common
with other wireless systems, the control channels convey physical layer messages which
cannot be carried sufficiently efficiently, quickly or conveniently by higher layer protocols.
The design of the control channels in the LTE downlink aims to balance a number of
somewhat conflicting requirements, the most important of which are discussed below.

6Wideband Code Division Multiple Access.
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9.3.1.1 Physical Layer Signalling to Support the MAC Layer

The general requirement to support MAC operation is very similar to that in WCDMA,
but there are a number of differences of detail, mainly arising from the frequency domain
resource allocation supported in the LTE multiple access schemes.

The use of the uplink transmission resources on the Physical Uplink Shared Channel
(PUSCH) is determined dynamically by an uplink scheduling process in the eNodeB, and
therefore physical layer signalling must be provided to indicate to UEs which time/frequency
resources they have been granted permission to use.

The eNodeB also schedules downlink transmissions on the PDSCH, and therefore similar
physical layer messages from the eNodeB are needed to indicate which resources in the
frequency domain contain the downlink data transmissions intended for particular UEs,
together with parameters such as the modulation scheme and code rate used for the data.
Explicit signalling of this kind avoids the considerable additional complexity which would
arise if UEs had to search for their data among all the possible combinations of data packet
size, format and resource allocation.

In order to facilitate efficient operation of HARQ,7 further physical layer signals are
needed to convey acknowledgements of uplink data packets received by the eNodeB,
and power control commands are needed to ensure that uplink transmissions are made at
appropriate power levels (as explained in Section 18.3).

9.3.1.2 Flexibility, Overhead and Complexity

The LTE physical layer specification is intended to allow operation in any system bandwidth
from six resource blocks (1.08 MHz) to 110 resource blocks (19.8 MHz). It is also designed to
support a range of scenarios including, for example, just a few users in a cell each demanding
high data rates, or very many users with low data rates. Considering the possibility that both
uplink resource grants and downlink resource allocations could be required for every UE in
each subframe, the number of control channel messages carrying resource information could
be as many as a couple of hundred if every resource allocation were as small as one resource
block. Since every additional control channel message implies additional overhead which
consumes downlink resources, it is desirable that the control channel is designed to minimize
unnecessary overhead for any given signalling load, whatever the system bandwidth.

Similar considerations apply to the signalling of HARQ acknowledgements for each
uplink packet transmission.

Furthermore, as in any mobile communication system, the complexity and power con-
sumption of the terminals are important considerations for LTE. Therefore, the control
signalling must be designed so that the necessary scalability and flexibility is achieved
without undue decoding complexity.

9.3.1.3 Coverage and Robustness

In order to achieve good coverage it must be possible to configure the system so that the
control channels can be received with sufficient reliability over a substantial part of every
cell. As an example, if a message indicating resource allocation is not received correctly,
then the corresponding data transmission will also fail, with a direct and proportionate impact

7Hybrid Automatic Repeat reQuest – see Sections 4.4 and 10.3.2.5.
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on throughput efficiency. Techniques such as channel coding and frequency diversity can be
used to make the control channels more robust. However, in order to make good use of
system resources, it is desirable to be able to adapt the transmission parameters of the control
signalling for different UEs or groups of UEs, so that lower code rates and higher power
levels are only applied for those UEs for which it is necessary (e.g. near the cell border,
where signal levels are likely to be low and interference from other cells high).

Also, it is desirable to avoid unintended reception of control channels from other cells, by
applying cell-specific randomization.

9.3.1.4 System-Related Design Aspects

Since the different parts of LTE are intended to provide a complete system, some aspects of
control channel design cannot be considered in isolation.

A basic design decision in LTE is that a control channel message is intended to be
transmitted to a particular UE (or, in some cases, a group of UEs). Therefore, in order to
reach multiple UEs in a cell within a subframe, it must be possible to transmit multiple
control channels within the duration of a single subframe. However, in cases where the
control channel messages are intended for reception by more than one UE (for example, when
relating to the transmission of a SIB on the PDSCH), it is more efficient to arrange for all
the UEs to receive a single transmission rather than to transmit the same information to each
UE individually. This requires that both common and dedicated control channel messages be
supported.

Finally, some scenarios may be characterized by the data arriving at regular intervals, as
is typical for VoIP traffic. It is then possible to predict in advance when resources will need
to be assigned in the downlink or granted in the uplink, and the number of control channel
messages which need to be sent can be reduced by means of ‘Semi-Persistent Scheduling’
(SPS) as discussed in Section 4.4.2.1.

9.3.2 Control Channel Structure

Three downlink physical control channels are provided in LTE: the Physical Control Format
Indicator CHannel (PCFICH), the Physical HARQ Indicator CHannel (PHICH) and the
Physical Downlink Control CHannel (PDCCH). In general, the downlink control channels
can be configured to occupy the first 1, 2 or 3 OFDM symbols in a subframe, extending over
the entire system bandwidth as shown in Figure 9.5.

This flexibility allows the control channel overhead to be adjusted according to the
particular system configuration, traffic scenario and channel conditions. There are two special
cases: in subframes containing MBSFN transmissions (see Sections 9.2.3 and 13.4.1) there
may be 0, 1 or 2 OFDM symbols for control signalling, while for narrow system bandwidths
(less than 10 RBs) the number of control symbols is increased and may be 2, 3 or 4 to ensure
sufficient coverage at the cell border.

9.3.3 Physical Control Format Indicator CHannel (PCFICH)

The PCFICH carries a Control Format Indicator (CFI) which indicates the number of OFDM
symbols (i.e. normally 1, 2 or 3) used for transmission of control channel information in each
subframe. In principle, the UE could deduce the value of the CFI without a channel such as
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1 subframe (1 ms)

12subcarriers 
Resource elements
reserved for reference
symbols
(two antenna port case)

frequency 
—

Control channel region (three OFDM symbols in this example)

Figure 9.5: The time-frequency region used for downlink control signalling.

the PCFICH,for example by multiple attempts to decode the control channels assuming each
possible number of symbols, but this would result in significant additional processing load.
Three different CFI values are used in LTE.In order to make the CFI sufficiently robust, each
codeword is 32 bits in length, mapped to 16 REs using QPSK modulation. These 16 REs
are arranged in groups of 4, known as Resource Element Groups (REGs). The REs occupied
by RSsare not included within the REGs, which meansthat the total number of REGs in a
given OFDM symbol depends on whetheror notcell-specific RSs are present. The concept
of REGs (i.e. mapping in groups of four REs) is also used for the other downlink control
channels (the PHICH and PDCCH).

The PCFICHis transmitted on the same set of antenna ports as the PBCH,with transmit
diversity being applied if more than one antennaport is used.

In order to achieve frequency diversity, the 4 REGs carrying the PCFICHare distributed
across the frequency domain. This is done accordingto a predefined pattern in the first OFDM
symbol in each downlink subframe (see Figure 9.6), so that the UEs can alwayslocate the
PCFICH information, which is a prerequisite to being able to decode the rest of the control
signalling.

To minimize the possibility of confusion with PCFICH information from a neighbouring
cell, a cell-specific frequency offset is applied to the positions of the PCFICH REs;this offset
dependson the Physical Cell ID (PCI), which is deduced from the Primary and Secondary
Synchronization Signals (PSS and SSS) as explained in Section 7.2. In addition, a cell-
specific scrambling sequence (again a function of the PCI) is applied to the CFI codewords,
so that the UE can preferentially receive the PCFICH from the desired cell.
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Figure 9.6: PCFICH mapping to Resource Element Groups (REGs).

9.3.4 Physical Hybrid ARQ Indicator Channel (PHICH)

The PHICH carries the HARQ ACK/NACK, which indicates whether the eNodeB has

correctly received a transmission on the PUSCH. The HARQindicator is set to 0 for a
positive ACKnowledgement (ACK)and 1| for a Negative ACKnowledgement (NACK). This
information is repeated in each of three BPSK® symbols.

Multiple PHICHs are mapped to the same set of REs. These constitute a PHICH group,
where different PHICHs within the same PHICH group are separated through different
complex orthogonal Walsh sequences. Each PHICHis uniquely identified by a PHICH index,
whichindicates both the group and the sequence. The sequence length is four for the normal
cyclic prefix (or twoin the case of the extended cyclic prefix). As the sequences are complex,
the number of PHICHsin a group(i.e. the number of UEs receiving their acknowledgements
on the same set of downlink REs) can be up to twice the sequence length. A cell-specific
scrambling sequenceis applied.

Factor-3 repetition coding is applied for robustness, resulting in three instances of the
orthogonal Walsh code being transmitted for each ACK or NACK. The error rate on the
PHICHis intended to be of the order of 10-* for ACKs andas low as 10~ for NACKs.The

resulting PHICH construction, including repetition and orthogonal spreading, is shown in
Figure 9.7.

HARQindicator

 
Walsh

spreading +1} -1|+1|-1 +1|-1|+1|-1 +1|-1|+1] -1

Each quadruplet is then mapped to an OFDM symbol

Figure 9.7: An example of PHICH signal construction.

Binary Phase Shift Keying.
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The PHICHduration, in terms of the number of OFDM symbols used in the time domain,
is configurable (by an indication transmitted on the PBCH), normally to either one or three
OFDM symbols.” As the PHICH cannotextend into the PDSCH transmission region, the
duration configured for the PHICH puts a lower limit on the size of the control channel
region at the start of each subframe (as signalled by the PCFICH).

Finally, each of the three instances of the orthogonal code of a PHICH transmission is
mapped to an REG onone ofthefirst three OFDM symbols of each subframe,'° in such a
way that each PHICHis partly transmitted on each of the available OFDM symbols. This
mappingis illustrated in Figure 9.8 for each possible PHICH duration.

u la

u c alla
time

frequency
PHICHduration: (a)1 OFDM symbol (b)2OFDMsymbols (c) 3 OFDM symbols

Figure 9.8: Examples of the mappingofthe three instances of a PHICH orthogonal codeto
OFDMsymbols, depending on the configured PHICH duration.

The PBCHalso signals the number of PHICH groups configured in the cell, which enables
the UEs to deduce to which remaining REs in the control region the PDCCHsare mapped.!!

In order to obviate the need for additional signalling to indicate which PHICH carries
the ACK/NACKresponse for each PUSCH transmission, the PHICH index is implicitly
associated with the index of the lowest uplink RB used for the corresponding PUSCH
transmission. This relationship is such that adjacent PUSCH RBsare associated with
PHICHsin different PHICH groups, to enable some degree of load balancing. However,this
mechanism alone is not sufficient to enable multiple UEsto be allocated the same RBsfor a
PUSCHtransmission, as occurs in the case of uplink multi-user MIMO (see Section 16.6);
in this case, different cyclic shifts of the uplink demodulation RSs are configured for the
different UEs which are allocated the same time-frequency PUSCHresources, and the same

In some special cases, the three-OFDM-symbol duration is reduced to two OFDM symbols; these cases are
(i) MBSEN subframes on mixed carriers supporting MBSFN and unicast data, and (ii) the second and seventh
subframes in case of frame structure type 2 for Time Division Duplex (TDD)operation.

'0The mapping avoids REs used for reference symbols or PCFICH.
'l For Frequency Division Duplex (FDD) operation with Frame Structure Type 1 (see Section 6.2), the configured

number of PHICH groups is the same in all subframes; for TDD operation with Frame Structure Type 2, the number
of PHICH groups is 0, 1 or 2 times the number signalled by the PBCH,according to the correspondence with uplink
subframes.
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cyclic shift index is then used to shift the PHICHallocations in the downlink so that each UE
receives its ACK or NACK on a different PHICH. This mapping of the PHICHallocationsis
illustrated in Figure 9.9.

Cyclic shift of uplink RS causes
shift of PHICH group and 

Figure 9.9: Indexing of PHICHs within PHICH groups,and shifting in the case of cyclic
shifting of the uplink demodulation reference signals.

The PHICH indexing for the case of uplink MIMO in Release 10 is explained in
Section 29.4.1. The use of the PHICH in the case of aggregation of multiple carriers in
Release 10 is explained in Section 28.3.1.3.

The PHICHsare transmitted on the same set of antennaports as the PBCH,and transmit
diversity is applied if more than one antennaport is used.

9.3.5 Physical Downlink Control CHannel (PDCCH)

Each PDCCHcarries a message known as Downlink Control Information (DCI, which
includes resource assignments and other control information for a UE or group of UEs. In
general, several PDCCHscan be transmitted in a subframe.

Each PDCCHistransmitted using one or more Control Channel Elements (CCEs), where
each CCE corresponds to nine REGs. Four QPSK symbols are mapped to each REG.

Four PDCCHformats are supported, as listed in Table 9.1.

Table 9.1: PDCCH formats.

PDCCHformat Number of CCEs (7) NumberofREGs Number of PDCCHbits

0 1 9 72
1 2 18 144

2 + 36 288
3 8 72 576

CCEs are numbered and used consecutively, and, to simplify the decoding process, a
PDCCH with a format consisting of nm CCEs may only start with a CCE with a number
equal to a multiple of n.
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The number of CCEs aggregated for transmission of a particular PDCCH is known as the
‘aggregation level’ and is determined by the eNodeB according to the channel conditions.
For example, if the PDCCH is intended for a UE with a good downlink channel (e.g. close to
the eNodeB), then one CCE is likely to be sufficient. However, for a UE with a poor channel
(e.g. near the cell border) then eight CCEs may be required in order to achieve sufficient
robustness. In addition, the power level of a PDCCH may be adjusted to match the channel
conditions.

9.3.5.1 Formats for Downlink Control Information (DCI)

The required content of the control channel messages depends on the system deployment
and UE configuration. For example, if the infrastructure does not support MIMO, or if a UE
is configured in a transmission mode which does not involve MIMO, there is no need to
signal the parameters that are only required for MIMO transmissions. In order to minimize
the signalling overhead, it is therefore desirable that several different message formats are
available, each containing the minimum payload required for a particular scenario. On the
other hand, to avoid too much complexity in implementation and testing, it is desirable not
to specify too many formats. The set of DCI message formats in Table 9.2 is specified in
LTE; Format 2B was added in Release 9, and Formats 2C and 4 were added in Release 10.
Additional formats may be defined in future.

Table 9.2: Supported DCI formats.

DCI format Purpose Applicable PDSCH
transmission mode(s)

0 PUSCH grants All
1 PDSCH assignments with a single codeword 1,2,7

1A PDSCH assignments using a compact format All
1B PDSCH assignments for rank-1 transmission 6
1C PDSCH assignments using a very compact format n/a
1D PDSCH assignments for multi-user MIMO 5
2 PDSCH assignments for closed-loop MIMO operation 4

2A PDSCH assignments for open-loop MIMO operation 3
2B PDSCH assignments for dual-layer beamforming 8
2C PDSCH assignments for up to 8-layer spatial multiplexing 9
3 Transmit Power Control (TPC) commands for multiple users n/a

for PUCCH and PUSCH with 2-bit power adjustments
3A Transmit Power Control (TPC) commands for multiple users n/a

for PUCCH and PUSCH with 1-bit power adjustments
4 PUSCH grants for up to 4-layer spatial multiplexing All (if configured for

PUSCH transmission
mode 2)
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The information content of the different DCI message formats is listed below for
Frequency Division Duplex (FDD) operation. Some small differences exist for Time Division
Duplex (TDD), and these are outlined afterwards.

Format 0. DCI Format 0 is used for the transmission of resource grants for the PUSCH.
The following information is transmitted:

• Flag to differentiate between Format 0 and Format 1A;
• Resource assignment and frequency hopping flag;
• Modulation and Coding Scheme (MCS);
• New Data Indicator (NDI);
• HARQ information and Redundancy Version (RV);
• Power control command for scheduled PUSCH;
• Cyclic shift for uplink Demodulation RS;
• Request for transmission of an aperiodic CQI report (see Sections 10.2.1 and 28.3.2.3).

Format 1. DCI Format 1 is used for the transmission of resource assignments for single
codeword PDSCH transmissions (transmission modes 1, 2 and 7 (see Section 9.2.2.1)).
The following information is transmitted:

• Resource allocation type (see Section 9.3.5.4);
• RB assignment;
• MCS;
• HARQ information and RV;
• Power control command for Physical Uplink Control CHannel (PUCCH).

Format 1A. DCI Format 1A is used for compact signalling of resource assignments for
single codeword PDSCH transmissions for any PDSCH transmission mode. It is also used
to allocate a dedicated preamble signature to a UE to trigger contention-free random access
(see Section 17.3.2); in this case the PDCCH message is known as a PDCCH order. The
following information is transmitted:

• Flag to differentiate between Format 0 and Format 1A;
• Flag to indicate that the distributed mapping mode (see Section 9.2.2.1) is used for the

PDSCH transmission (otherwise the allocation is a contiguous set of physical RBs);
• RB assignment;
• MCS;
• HARQ information and RV;
• Power control command for PUCCH.

Format 1B. DCI Format 1B is used for compact signalling of resource assignments for
PDSCH transmissions using closed-loop precoding with rank-1 transmission (transmission
mode 6). The information transmitted is the same as in Format 1A, but with the addition of
an indicator of the precoding vector applied for the PDSCH transmission.
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Format 1C. DCI Format 1C is used for very compact transmission of PDSCH assignments.
When format 1C is used, the PDSCH transmission is constrained to using QPSK modulation.
This is used, for example, for signalling paging messages and some broadcast system
information messages (see Section 9.2.2.2), and for notifying UEs of a change of MBMS
control information on the Multicast Control Channel (MCCH – see Section 13.6.3.2). The
following information is transmitted:

• RB assignment;
• Coding scheme.

The RV is not signalled explicitly, but is deduced from the SFN (see [1, Section 5.3.1]).

Format 1D. DCI Format 1D is used for compact signalling of resource assignments for
PDSCH transmissions using multi-user MIMO (transmission mode 5). The information
transmitted is the same as in Format 1B, but, instead of one of the bits of the precoding
vector indicators, there is a single bit to indicate whether a power offset is applied to the data
symbols. This is needed to show whether the transmission power is shared between two UEs.

Format 2. DCI Format 2 is used for the transmission of resource assignments for PDSCH
for closed-loop MIMO operation (transmission mode 4). The following information is
transmitted:

• Resource allocation type (see Section 9.3.5.4);
• RB assignment;
• Power control command for PUCCH;
• HARQ information and RV for each codeword;
• MCS for each codeword;
• A flag to indicate if the mapping from transport blocks to codewords is reversed;
• Number of spatial layers;
• Precoding information and indication of whether one or two codewords are transmitted

on the PDSCH.

Format 2A. DCI Format 2A is used for the transmission of resource assignments for
PDSCH for open-loop MIMO operation (transmission mode 3). The information transmitted
is the same as for Format 2, except that if the eNodeB has two transmit antenna ports, there
is no precoding information, and, for four antenna ports, two bits are used to indicate the
transmission rank.

Format 2B. DCI Format 2B is introduced in Release 9 and is used for the transmission of
resource assignments for PDSCH for dual-layer beamforming (transmission mode 8). The
information transmitted is similar to Format 2A, except that no precoding information is
included and the bit in Format 2A for indicating reversal of the transport block to codeword
mapping is replaced in Format 2B by a bit indicating the scrambling code applied to the
UE-specific RSs for the corresponding PDSCH transmission (see Section 8.2.3).
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Format 2C. DCI Format 2C is introduced in Release 10 and is used for the transmission of
resource assignments for PDSCH for closed-loop single-user or multi-user MIMO operation
with up to 8 layers (transmission mode 9). The information transmitted is similar to
Format 2B; full details are given in Section 29.3.2.

Formats 3 and 3A. DCI Formats 3 and 3A are used for the transmission of power control
commands for PUCCH and PUSCH, with 2-bit or 1-bit power adjustments respectively.
These DCI formats contain individual power control commands for a group of UEs.

Format 4. DCI Format 4 is introduced in Release 10 and is used for the transmission of
resource grants for the PUSCH when the UE is configured in PUSCH transmission mode
2 for uplink single-user MIMO. The information transmitted is similar to Format 0, with
the addition of MCS and NDI information for a second transport block, and precoding
information; full details are given in Section 29.4.

DCI Formats for TDD. In TDD operation, the DCI formats contain the same information
as for FDD, but with some additions (see Section 23.4.3 for an explanation of the usage of
these additions):

• Uplink index (in DCI Formats 0 and 4, uplink-downlink configuration 0 only);
• Downlink Assignment Index (DAI) (in DCI Formats 0, 1, 1A, 1B, 1D, 2, 2A 2B, 2C

and 4, uplink-downlink configurations 1–6 only); see Section 23.4.3 for details of DAI
usage.

DCI Format modifications in Release 10. In the case of aggregation of multiple carriers in
Release 10, DCI Formats 0, 1, 1A, 1B, 1D, 2, 2A, 2B, 2C and 4 can be configured to include
a carrier indicator for cross-carrier scheduling; this is explained in detail in Section 28.3.1.1.
In DCI Formats 0 and 4, additional fields are included to request transmission of an aperiodic
Sounding Reference Signal (SRS) (see Section 29.2.2) and to indicate whether the uplink
PRB allocation is contiguous or multi-clustered (see Section 28.3.6.2 for details). In TDD
operation, DCI Formats 2B and 2C may also be configured to include an additional field to
request transmission of an aperiodic SRS.

9.3.5.2 PDCCH CRC Attachment

In order that the UE can identify whether it has received a PDCCH transmission correctly,
error detection is provided by means of a 16-bit CRC appended to each PDCCH. Further-
more, it is necessary that the UE can identify which PDCCH(s) are intended for it. This could
in theory be achieved by adding an identifier to the PDCCH payload; however, it turns out
to be more efficient to scramble the CRC with the ‘UE identity’, which saves the additional
payload but at the cost of a small increase in the probability of falsely detecting a PDCCH
intended for another UE.

In addition, for UEs which support antenna selection for uplink transmissions (see
Section 16.6), the requested antenna may be indicated using Format 0 by applying an
antenna-specific mask to the CRC. This has the advantage that the same size of DCI message
can be used, irrespective of whether antenna selection is used.
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9.3.5.3 PDCCH Construction

In general, the number of bits required for resource assignment depends on the system
bandwidth, and therefore the message sizes also vary with the system bandwidth. The
numbers of payload bits for each DCI format (including information bits and CRC) are
summarized in Table 9.3, for each of the supported values of system bandwidth. In addition,
padding bits are added if necessary in the following cases:

• To ensure that Formats 0 and 1A are the same size, even in the case of different uplink
and downlink bandwidths, in order to avoid additional complexity at the UE receiver;
• To ensure that Formats 3 and 3A are the same size as Formats 0 and 1A, likewise to

avoid additional complexity at the UE receiver;
• To avoid potential ambiguity in identifying the correct PDCCH location as described

in Section 9.3.5.5;
• To ensure that Format 1 has a different size from Formats 0/1A, so that these formats

can be easily distinguished at the UE receiver;
• To ensure that Format 4 has a different size from Formats 1/2/2A/2B/2C, again so that

this format can be easily distinguished.

In Release 10, some optional additional information bits may be configured in some of
the DCI formats; these are not included in Table 9.3, but are explained below the table.
Because their presence may affect the number of padding bits, any such additional bits do
not necessarily increase the transmitted size of the DCI format by the same amount.

In order to provide robustness against transmission errors, the PDCCH information bits are
coded as described in Section 10.3.3. The set of coded and rate-matched bits for each PDCCH
are then scrambled with a cell-specific scrambling sequence; this reduces the possibility
of confusion with PDCCH transmissions from neighbouring cells. The scrambled bits are
mapped to blocks of four QPSK symbols (REGs). Interleaving is applied to these symbol
blocks, to provide frequency diversity, followed by mapping to the available physical REs on
the set of OFDM symbols indicated by the PCFICH. This mapping process excludes the REs
reserved for RSs and the other control channels (PCFICH and PHICH).

The PDCCHs are transmitted on the same set of antenna ports as the PBCH, and transmit
diversity is applied if more than one antenna port is used.

9.3.5.4 Resource Allocation

Conveying indications of physical layer resource allocation is one of the major functions of
the PDCCHs. While the exact use of the PDCCHs depends on the algorithms implemented in
the eNodeB, it is nevertheless possible to outline some general principles of typical operation.

In each subframe, PDCCHs indicate the frequency-domain resource allocations. As
discussed in Section 9.2.2.1, resource allocations are normally localized, meaning that a
Physical RB (PRB) in the first half of a subframe is paired with the PRB at the same frequency
in the second half of the subframe. For simplicity, the explanation here is in terms of the first
half subframe only.

The main design challenge for the signalling of frequency-domain resource allocations
(in terms of a set of RBs) is to find a good compromise between flexibility and signalling
overhead. The most flexible, and arguably the simplest, approach is to send each UE a
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Table 9.3: DCI format payload sizes (in bits), without padding, for different FDD system
bandwidths.

Bandwidth (PRBs)
6 15 25 50 75 100

Format 0 35 37 39 41 42 43
Format 1 35 38 43 47 49 55
Format 1A 36 38 40 42 43 44
Format 1B/1D (2 transmit antenna ports) 38 40 42 44 45 46
Format 1C 24 26 28 29 30 31
Format 2 (2 transmit antenna ports) 47 50 55 59 61 67
Format 2A (2 transmit antenna ports) 44 47 52 56 58 64
Format 2B (2 or 4 transmit antenna ports) 44 47 52 56 58 64
Format 2C 46 49 54 58 60 66
Format 4 (2 UE transmit antennas) 46 47 50 52 53 54
Format 1B/1D (4 transmit antenna ports) 40 42 44 46 47 48
Format 2 (4 transmit antenna ports) 50 53 58 62 64 70
Format 2A (4 transmit antenna ports) 46 49 54 58 60 66
Format 4 (4 UE transmit antennas) 49 50 53 55 56 57

Note that for Release 10 UEs:
• DCI Format 0 is extended by 1 bit for a multi-cluster resource allocation flag

and may be further extended by 1 or 2 bits for aperiodic CQI request (see
Section 28.3.2.3) and aperiodic SRS request (see Section 29.2.2), depending on
configuration.

• DCI Format 1A may be extended by 1 bit for aperiodic SRS request, depending on
configuration.

• In TDD operation, DCI Formats 2B and 2C may be extended by 1 bit for aperiodic
SRS request, depending on configuration.

• DCI Format 4 always includes 2 bits for requesting aperiodic SRS (see
Section 29.2.2), and 1 bit for aperiodic CQI request, but may be extended by
an additional 1 bit for aperiodic CQI request in case of carrier aggregation (see
Section 28.3.2.3).

• DCI Formats 0, 1, 1A, 1B, 1D, 2, 2A, 2B, 2C and 4 can be configured to be
extended by 3 bits for a carrier indicator field (see Section 28.3.1.1).

bitmap in which each bit indicates a particular PRB. This would work well for small system
bandwidths, but for large system bandwidths (i.e. up to 110 PRBs) the bitmap would need
110 bits, which would be a prohibitive overhead – particularly for small packets, where the
PDCCH message could be larger than the data packet! One possible solution would be to
send a combined resource allocation message to all UEs, but this was rejected on the grounds
of the high power needed to reach all UEs reliably, including those at the cell edges. The
approaches adopted in LTE Releases 8 and 9 are listed in Table 9.4, and further details are
given below.

Resource allocation Type 0. In resource allocations of Type 0, a bitmap indicates the
Resource Block Groups (RBGs) which are allocated to the scheduled UE, where an RBG
is a set of consecutive PRBs. The RBG size (P) is a function of the system bandwidth as
shown in Table 9.5. The total number of RBGs (NRBG) for a downlink system bandwidth of
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Table 9.4: Methods for indicating Resource Block (RB) allocation.

Number of bits required
Method UL/DL Description (see text for definitions)

Direct
bitmap

DL The bitmap comprises 1 bit per RB. This method
is the only one applicable when the bandwidth is
less than 10 resource blocks.

NDL
RB

Bitmap:
‘Type 0’

DL The bitmap addresses Resource Block Groups
(RBGs), where the group size (2, 3 or 4) depends
on the system bandwidth.

�NDL
RB/P�

Bitmap:
‘Type 1’

DL The bitmap addresses individual RBs in a subset
of RBGs. The number of subsets (2, 3, or 4)
depends on the system bandwidth. The number
of bits is arranged to be the same as for Type 0,
so the same DCI format can carry either type of
allocation.

�NDL
RB/P�

Contiguous
allocations:
‘Type 2’

DL
or
UL

Any possible arrangement of contiguous RB
allocations can be signalled in terms of a starting
position and number of RBs.

�log2(NDL
RB (NDL

RB + 1))�
or
�log2(NUL

RB (NUL
RB + 1))�

Distributed
allocations

DL In the downlink, a limited set of resource
allocations can be signalled where the RBs are
scattered across the frequency domain and
shared between two UEs. The number of bits is
arranged to be the same as for contiguous
allocations Type 2, so the same DCI format can
carry either type of allocation.

�log2(NDL
RB (NDL

RB + 1))�

NDL
RB PRBs is given by NRBG = �NDL

RB/P�. An example for the case of NDL
RB = 25, NRBG = 13

and P = 2 is shown in Figure 9.10, where each bit in the bitmap indicates a pair of PRBs (i.e.
two PRBs which are adjacent in frequency).

Table 9.5: RBG size for Type 0 resource allocation.

Downlink bandwidth NDL
RB RBG size (P)

0 ≤ 10 1
11–26 2
27–63 3

64–110 4

IPR2022-00464 
Apple EX1014 Page 278



210 LTE – THE UMTS LONG TERM EVOLUTION

PRB
1

PRB
2

PRB
3

RBG1

PRB
4

PRB
5

PRB
6

PRB
7

PRB
8

PRB
9

PRB
10

PRB
11

PRB
12

PRB
13

PRB
14

PRB
15

PRB
16

PRB
17

PRB
18

PRB
19

PRB
20

PRB
21

PRB
22

PRB
23

PRB
24

PRB
25

RBG2 RBG3 RBG4 RBG5 RBG6 RBG7 RBG8 RBG9 RBG10 RBG11 RBG12 RBG13

frequency

Figure 9.10: PRB addressed by a bitmap Type 0, each bit addressing a complete RBG.

Resource allocation Type 1. In resource allocations of Type 1, individual PRBs can be
addressed (but only within a subset of the PRBs available). The bitmap used is slightly
smaller than for Type 0, since some bits are used to indicate which subset of the RBG is
addressed, and a shift in the position of the bitmap. The total number of bits (including these
additional flags) is the same as for Type 0. An example for the case of NDL

RB = 25, NRBG = 11
and P = 2 is shown in Figure 9.11.

The motivation for providing this method of resource allocation is flexibility in spreading
the resources across the frequency domain to exploit frequency diversity.
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Figure 9.11: PRBs addressed by a bitmap Type 1, each bit addressing a subset of an RBG,
depending on a subset selection and shift value.

Resource allocation Type 2. In resource allocations of Type 2, the resource allocation
information indicates a contiguous set of PRBs, using either localized or distributed mapping
(see Section 9.2.2.1) as indicated by a 1-bit flag in the resource allocation message. PRB
allocations may vary from a single PRB up to a maximum number of PRBs spanning the
system bandwidth. A Type 2 resource allocation field consists of a Resource Indication
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Value (RIV) corresponding to a starting RB (RBSTART) and a length in terms of contiguously-
allocated RBs (LCRBs). The resource indication value is defined by

if (LCRBs − 1) ≤ �NDL
RB/2� then RIV = NDL

RB (LCRBs − 1) + RBSTART

else RIV = NDL
RB (NDL

RB − LCRBs + 1) + (NDL
RB − 1 − RBSTART)

An example of a method for reversing the mapping to derive the resource allocation from the
RIV can be found in [2].

Resource allocation in Release 10. In addition to the above methods, Release 10
supports a non-contiguous resource allocation method for the uplink, allowing two separate
contiguous sets of PRBs to be assigned, as explained in detail in Section 28.3.6.2.

9.3.5.5 PDCCH Transmission and Blind Decoding

The previous discussion has covered the structure and possible contents of an individual
PDCCH message, and transmission by an eNodeB of multiple PDCCHs in a subframe.
This section addresses the question of how these transmissions are organized so that a UE
can locate the PDCCHs intended for it, while at the same time making efficient use of the
resources allocated for PDCCH transmission.

A simple approach, at least for the eNodeB, would be to allow the eNodeB to place any
PDCCH anywhere in the PDCCH resources (or CCEs) indicated by the PCFICH. In this
case, the UE would need to check all possible PDCCH locations, PDCCH formats and DCI
formats, and act on the messages with correct CRCs (taking into account that the CRC is
scrambled with a UE identity). Carrying out such a ‘blind decoding’ of all the possible
combinations would require the UE to make many PDCCH decoding attempts in every
subframe. For small system bandwidths, the computational load would be reasonable, but
for large system bandwidths, with a large number of possible PDCCH locations, it would
become a significant burden, leading to excessive power consumption in the UE receiver.
For example, blind decoding of 100 possible CCE locations for PDCCH Format 0 would be
equivalent to continuously receiving a data rate of around 4 Mbps.

The alternative approach adopted for LTE is to define for each UE a limited set of CCE
locations where a PDCCH may be placed. Such a constraint may lead to some limitations
as to which UEs can be sent PDCCHs within the same subframe, which thus restricts the
UEs to which the eNodeB can grant resources. Therefore it is important for good system
performance that the set of possible PDCCH locations available for each UE is not too small.

The set of CCE locations in which the UE may find its PDCCHs can be considered as a
‘search space’. In LTE, the search space is a different size for each PDCCH format. Moreover,
separate UE-specific and common search spaces are defined; a UE-specific search space is
configured for each UE individually, whereas all UEs are aware of the extent of the common
search space. Note that the UE-specific and common search spaces may overlap for a given
UE. The sizes of the common and UE-specific search spaces in Releases 8 and 9 are listed in
Table 9.6.

With such small search spaces, it is quite possible in a given subframe that the eNodeB
cannot find CCE resources to send PDCCHs to all the UEs that it would like to, because
having assigned some CCE locations, the remaining ones are not in the search space of a
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Table 9.6: Search spaces for PDCCH formats in Releases 8 and 9.

Number of CCEs Number of candidates Number of candidates
PDCCH format (n) in common search space in UE-specific search space

0 1 — 6
1 2 — 6
2 4 4 2
3 8 2 2

Note: The search space sizes in Release 10 are discussed in Section 28.3.1.1.

particular UE. To minimize the possibility of such blocking persisting into the next subframe,
a UE-specific hopping sequence (derived from the UE identity) is applied to the starting
positions of the UE-specific search spaces from subframe to subframe.

In order to keep under control the computational load arising from the total number of
blind decoding attempts, the UE is not required to search for all the defined DCI formats
simultaneously. Typically, in the UE-specific search space, the UE will always search for
Formats 0 and 1A, which are the same size and are distinguished by a flag in the message.
In addition, a UE may be required to receive a further format (i.e. 1, 1B, 1D, 2, 2A or 2B,
depending on the PDSCH transmission mode configured by the eNodeB).

In the common search space, the UE will typically search for Formats 1A and 1C. In
addition, the UE may be configured to search for Formats 3 or 3A, which have the same size
as Formats 0 and 1A, and may be distinguished by having the CRC scrambled by a different
(common) identity, rather than a UE-specific one.

Considering the above, a Release 8/9 UE is required to carry out a maximum of 44 blind
decodings in any subframe (12 in the common search space and 32 in the UE-specific search
space). This does not include checking the same message with different CRC values, which
requires only a small additional computational complexity. The number of blind decodings
required for a Release 10 UE is discussed in Section 28.3.1.1.

Finally, the PDCCH structure is also adapted to avoid cases where a PDCCH CRC ‘pass’
might occur for multiple positions in the configured search-spaces due to repetition in the
channel coding (for example, if a PDCCH was mapped to a high number of CCEs with a low
code rate, then the CRC could pass for an overlapping smaller set of CCEs as well, if the
channel coding repetition was thus aligned). Such cases are avoided by adding a padding bit
to any PDCCH messages having a size which could result in this problem occurring.

9.3.6 PDCCH Scheduling Process

To summarize the arrangement of the PDCCH transmissions in a given subframe, a typical
sequence of steps carried out by the eNodeB is depicted in Figure 9.12.
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Figure 9.12: A typical sequence of PDCCHscheduling operations in a subframe.
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Link Adaptation and Channel

Coding

Brian Classon, Ajit Nimbalker, Stefania Sesia and

Issam Toufik

10.1 Introduction

The principle of link adaptation is fundamental to the design of a radio interface which
is efficient for packet-switched data traffic. Unlike the early versions of UMTS (Universal
Mobile Telecommunication System), which used fast closed-loop power control to support
circuit-switched services with a roughly constant data rate, link adaptation in HSPA (High
Speed Packet Access) and LTE adjusts the transmitted information data rate (modulation
scheme and channel coding rate) dynamically to match the prevailing radio channel capacity
for each user. Link adaptation is therefore very closely related to the design of the channel
coding scheme used for forward error correction.

For the downlink data transmissions in LTE, the eNodeB typically selects the modulation
scheme and code rate depending on a prediction of the downlink channel conditions.
An important input to this selection process is the Channel Quality Indicator (CQI)
feedback transmitted by the User Equipment (UE) in the uplink. CQI feedback is an
indication of the data rate which can be supported by the channel, taking into account the
Signal-to-Interference-plus-Noise Ratio (SINR) and the characteristics of the UE’s receiver.
Section 10.2 explains the principles of link adaptation as applied in LTE; it also shows how
the eNodeB can select different CQI feedback modes to trade off the improved downlink link
adaptation enabled by CQI against the uplink overhead caused by the CQI itself.

The LTE specifications are designed to provide the signalling necessary for interoperabil-
ity between the eNodeB and the UEs so that the eNodeB can optimize the link adaptation,
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but the exact methods used by the eNodeB to exploit the information that is available are left
to the manufacturer’s choice of implementation.

In general, in response to the CQI feedback the eNodeB can select between QPSK,
16QAM and 64QAM1 schemes and a wide range of code rates. As discussed further
in Section 10.2.1, the optimal switching points between the different combinations of
modulation order and code rate depend on a number of factors, including the required quality
of service and cell throughput.

The channel coding scheme for forward error correction, on which the code rate adaptation
is based, was the subject of extensive study during the standardization of LTE. The chapter
therefore continues with a review of the key theoretical aspects of the types of channel
coding studied for LTE: convolutional codes, turbo codes with iterative decoding, and a
brief introduction of Low-Density Parity Check (LDPC) codes. The theory of channel
coding has seen intense activity in recent decades, especially since the discovery of turbo
codes offering near-Shannon limit performance, and the development of iterative processing
techniques in general. 3GPP was an early adopter of these advanced channel coding
techniques, with the turbo code being standardized in the first version of the UMTS as
early as 1999. Later releases of UMTS (in HSPA) added more advanced channel coding
features with the introduction of link adaptation, including Hybrid Automatic Repeat reQuest
(HARQ), a combination of ARQ and channel coding which provides more robustness
against fading; these schemes include incremental redundancy, whereby the code rate is
progressively reduced by transmitting additional parity information with each retransmission.
However, the underlying turbo code from the first version of UMTS remained untouched.
Meanwhile, the academic and research communities were generating new insights into code
design, iterative decoding and the implementation of decoders. Section 10.3.2 explains how
these developments impacted the design of the channel coding for LTE, and in particular
the decision to enhance the turbo code from UMTS by means of a new contention-free
interleaver, rather than to adopt a new LDPC code.

For the LTE uplink transmissions, the link adaptation process is similar to that for the
downlink, with the selection of modulation and coding schemes also being under the control
of the eNodeB. An identical channel coding structure is used for the uplink, while the
modulation scheme may be selected between QPSK, 16QAM and, for the highest category
of UE, also 64QAM. The main difference from the downlink is that instead of basing the
link adaptation on CQI feedback, the eNodeB can directly make its own estimate of the
supportable uplink data rate by channel sounding, for example using the Sounding Reference
Signals (SRSs) which are described separately in Section 15.6.

A final important aspect of link adaptation is its use in conjunction with multi-user
scheduling in time and frequency, which enables the radio transmission resources to be
shared efficiently between users as the channel capacity to individual users varies. The
CQI can therefore be used not only to adapt the modulation and coding rate to the channel
conditions, but also for the optimization of time/frequency selective scheduling and for inter-
cell interference management as discussed in Chapter 12.

1Quadrature Phase Shift Keying (QPSK) and Quadrature Amplitude Modulation (QAM).
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10.2 Link Adaptation and CQI Feedback

In cellular communication systems, the quality of the signal received by a UE depends on
the channel quality from the serving cell, the level of interference from other cells, and the
noise level. To optimize system capacity and coverage for a given transmission power, the
transmitter should try to match the information data rate for each user to the variations in
received signal quality (see, for example, [1, 2] and references therein). This is commonly
referred to as link adaptation and is typically based on Adaptive Modulation and Coding
(AMC).

The degrees of freedom for the AMC consist of the modulation and coding schemes:

• Modulation Scheme. Low-order modulation (i.e. few data bits per modulated symbol,
e.g. QPSK) is more robust and can tolerate higher levels of interference but provides
a lower transmission bit rate. High-order modulation (i.e. more bits per modulated
symbol, e.g. 64QAM) offers a higher bit rate but is more prone to errors due to its
higher sensitivity to interference, noise and channel estimation errors; it is therefore
useful only when the SINR is sufficiently high.

• Code rate. For a given modulation, the code rate can be chosen depending on the radio
link conditions: a lower code rate can be used in poor channel conditions and a higher
code rate in the case of high SINR. The adaptation of the code rate is achieved by
applying puncturing (to increase the code rate) or repetition (to reduce the code rate)
to the output of a mother code, as explained in Section 10.3.2.4.

A key issue in the design of the AMC scheme for LTE was whether all Resource Blocks
(RBs) allocated to one user in a subframe should use the same Modulation and Coding
Scheme (MCS) (see, for example, [3–6]) or whether the MCS should be frequency-dependent
within each subframe. It was shown that, in general, only a small throughput improvement
arises from a frequency-dependent MCS compared to an RB-common MCS in the absence
of transmission power control, and therefore the additional control signalling overhead
associated with frequency-dependent MCS is not justified. Therefore in LTE the modulation
and channel coding rates are constant over the allocated frequency resources for a given
user, and time-domain channel-dependent scheduling and AMC are supported instead. In
addition, when multiple transport blocks are transmitted to one user in a given subframe
using multistream Multiple-Input Multiple-Output (MIMO) (as discussed in Chapter 11),
each transport block can use an independent MCS.

In LTE, the UE can be configured to report CQIs to assist the eNodeB in selecting an
appropriate MCS to use for the downlink transmissions. The CQI reports are derived from the
downlink received signal quality, typically based on measurements of the downlink reference
signals (see Section 8.2). It is important to note that, like HSDPA, the reported CQI is not a
direct indication of SINR. Instead, the UE reports the highest MCS that it can decode with a
BLER (BLock Error Rate, computed on the transport blocks) probability not exceeding 10%.
Thus the information received by the eNodeB takes into account the characteristics of the
UE’s receiver, and not just the prevailing radio channel quality. Hence a UE that is designed
with advanced signal processing algorithms (for example, using interference cancellation
techniques) can report a higher channel quality and, depending on the characteristics of the
eNodeB’s scheduler, can receive a higher data rate.
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A simple method by which a UE can choose an appropriate CQI value could be based on
a set of BLER thresholds, as illustrated in Figure 10.1. The UE would report the CQI value
corresponding to the MCS that ensures BLER ≤ 10−1 based on the measured received signal
quality.
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Figure 10.1: Typical BLER versus Signal-to-Noise Ratio (SNR) for different MCSs. From
left to right, the curves in this example correspond to QPSK, 16QAM and 64QAM, rates

1/3, 1/2, 2/3 and 4/5.

The list of modulation schemes and code rates which can be signalled by means of a CQI
value is shown in Table 10.1.

AMC can exploit the UE feedback by assuming that the channel fading is sufficiently
slow. This requires the channel coherence time to be at least as long as the time between
the UE’s measurement of the downlink reference signals and the subframe containing the
correspondingly adapted downlink transmission on the Physical Downlink Shared CHannel
(PDSCH). This time is typically 7–8 ms (equivalent to a UE speed of ∼16 km/h at 1.9 GHz).

However, a trade-off exists between the amount of CQI information reported by the
UEs and the accuracy with which the AMC can match the prevailing conditions. Frequent
reporting of the CQI in the time domain allows better matching to the channel and inter-
ference variations, while fine resolution in the frequency domain allows better exploitation
of frequency-domain scheduling. However, both lead to increased feedback overhead in
the uplink. Therefore, the eNodeB can configure both the time-domain update rate and the
frequency-domain resolution of the CQI, as discussed in the following section.

10.2.1 CQI Feedback in LTE

The periodicity and frequency resolution to be used by a UE to report CQI are both controlled
by the eNodeB. In the time domain, both periodic and aperiodic CQI reporting are supported.
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Table 10.1: CQI values. Reproduced by permission of© 3GPP.

Efficiency
CQI index Modulation Approximate code rate (information bits per symbol)

0 ‘Out-of-range’ — —
1 QPSK 0.076 0.1523
2 QPSK 0.12 0.2344
3 QPSK 0.19 0.3770
4 QPSK 0.3 0.6016
5 QPSK 0.44 0.8770
6 QPSK 0.59 1.1758
7 16QAM 0.37 1.4766
8 16QAM 0.48 1.9141
9 16QAM 0.6 2.4063

10 64QAM 0.45 2.7305
11 64QAM 0.55 3.3223
12 64QAM 0.65 3.9023
13 64QAM 0.75 4.5234
14 64QAM 0.85 5.1152
15 64QAM 0.93 5.5547

The Physical Uplink Control CHannel (PUCCH, see Section 16.3.1) is used for periodic CQI
reporting only while the Physical Uplink Shared CHannel (PUSCH, see Section 16.2) is
used for aperiodic reporting of the CQI, whereby the eNodeB specifically instructs the UE to
send an individual CQI report embedded into a resource which is scheduled for uplink data
transmission.

The frequency granularity of the CQI reporting is determined by defining a number of sub-
bands (N), each comprised of k contiguous Physical Resource Blocks (PRBs).2 The value of
k depends on the type of CQI report considered and is a function of the system bandwidth. In
each case, the number of sub-bands spans the whole system bandwidth and is given by N =
�NDL

RB/k�, where NDL
RB is the number of RBs across the system bandwidth. The CQI reporting

modes can be Wideband CQI, eNodeB-configured sub-band feedback, or UE-selected sub-
band feedback. These are explained in detail in the following sections. In addition, in the
case of multiple transmit antennas at the eNodeB, CQI value(s) may be reported for a second
codeword.

For some downlink transmission modes, additional feedback signalling consisting of
Precoding Matrix Indicators (PMI) and Rank Indications (RI) is also transmitted by the UE,
as explained in Section 11.2.2.4.

10.2.1.1 Aperiodic CQI Reporting

Aperiodic CQI reporting on the PUSCH is scheduled by the eNodeB by setting a CQI request
bit in an uplink resource grant sent on the Physical Downlink Control CHannel (PDCCH).

2Note that the last sub-band may have less than k contiguous PRBs.
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The type of CQI report is configured by the eNodeB by RRC signalling. Table 10.2
summarizes the relationship between the configured downlink transmission mode (see
Section 9.2.2.1) and the possible CQI reporting type.

Table 10.2: Aperiodic CQI feedback types on PUSCH for each PDSCH transmission mode.

CQI type

PDSCH PDSCH transmission scheme Wideband eNodeB-configured UE-selected
transmission mode assumed by UE for deriving CQI only sub-bands sub-bands
(See Section 9.2.2.1)

Mode 1 Single antenna port X X

Mode 2 Transmit diversity X X

Mode 3 Transmit diversity if RI=1, X X
otherwise large-delay CDDa

Mode 4 Closed-loop spatial multiplexing X X X

Mode 5 Multi-user MIMO X

Mode 6 Closed-loop spatial multiplexing X X X
using a single transmission layer

Mode 7 Single antenna port X X
if one PBCH antenna port,
otherwise transmit diversity

Mode 8b with Closed-loop spatial multiplexing X X X
PMI/RI configured

Mode 8b without Single antenna port X X
PMI/RI configured if one PBCH antenna port,

otherwise transmit diversity

Mode 9c with Closed-loop spatial multiplexing X X X
PMI/RI configured
and >1 CSI-RS portd

Mode 9c otherwise Single antenna port X X
if one PBCH antenna port,
otherwise transmit diversity

a Cyclic Delay Diversity. b Introduced in Release 9. c Introduced in Release 10. d See Section 29.1.2.

The CQI reporting types are as follows:

• Wideband feedback. The UE reports one wideband CQI value for the whole system
bandwidth.
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• eNodeB-configured sub-band feedback. The UE reports a wideband CQI value for
the whole system bandwidth. In addition, the UE reports a CQI value for each sub-
band, calculated assuming transmission only in the relevant sub-band. Sub-band CQI
reports are encoded differentially with respect to the wideband CQI using 2-bits as
follows:

Sub-band differential CQI offset = Sub-band CQI index −Wideband CQI index

Possible sub-band differential CQI offsets are {≤ −1, 0, +1, ≥ +2}. The sub-band size k
is a function of system bandwidth as summarized in Table 10.3.

Table 10.3: Sub-band size (k) versus system bandwidth for eNodeB-configured aperiodic
CQI reports. Reproduced by permission of© 3GPP.

System bandwidth Sub-band size
(RBs) (k RBs)

6–7 (Wideband CQI only)
8–10 4

11–26 4
27–63 6
64–110 8

• UE-selected sub-band feedback. The UE selects a set of M preferred sub-bands of
size k (where k and M are given in Table 10.4 for each system bandwidth range) within
the whole system bandwidth. The UE reports one wideband CQI value and one CQI
value reflecting the average quality of the M selected sub-bands. The UE also reports
the positions of the M selected sub-bands using a combinatorial index r defined as

r =
M−1∑
i=0

〈N − si

M − i

〉
where the set {si}M−1

i=0 , 1 ≤ si ≤ N, si < si+1 contains the M sorted sub-band indices and

〈x
y

〉
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
x
y

)
if x ≥ y

0 if x < y

is the extended binomial coefficient, resulting in a unique label r ∈ {0, . . . ,
(

N
M

)
− 1}.

Some possible algorithms for deriving the combinatorial index r in the UE and
extracting the information from it in the eNodeB can be found in [7, 8].

The CQI value for the M selected sub-bands for each codeword is encoded differen-
tially using two bits relative to its respective wideband CQI as defined by

Differential CQI

= Index for average of M preferred sub-bands −Wideband CQI index

Possible differential CQI values are {≤ +1, +2, +3, ≥ +4}.
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Table 10.4: Sub-band size k and number of preferred sub-bands (M) versus downlink
system bandwidth for aperiodic CQI reports for UE-selected sub-band feedback.

Reproduced by permission of© 3GPP.

System bandwidth Sub-band size Number of preferred sub-bands
(RBs) (k RBs) (M)

6–7 (Wideband CQI only) (Wideband CQI only)
8–10 2 1

11–26 2 3
27–63 3 5
64–110 4 6

10.2.1.2 Periodic CQI Reporting

If the eNodeB wishes to receive periodic reporting of the CQI, the UE will transmit the
reports using the PUCCH.3

Only wideband and UE-selected sub-band feedback is possible for periodic CQI reporting,
for all downlink (PDSCH) transmission modes. As with aperiodic CQI reporting, the type of
periodic reporting is configured by the eNodeB by RRC signalling. For wideband periodic
CQI reporting, the period can be configured to4):

{2, 5, 10, 16, 20, 32, 40, 64, 80, 128, 160}ms, or Off.

While the wideband feedback mode is similar to that sent via the PUSCH, the ‘UE-
selected sub-band’ CQI using PUCCH is different. In this case, the total number of sub-bands
N is divided into J fractions called bandwidth parts. The value of J depends on the system
bandwidth as summarized in Table 10.5. In this case, one CQI value is computed and reported
for a single selected sub-band from each bandwidth part, along with the corresponding sub-
band index.

Table 10.5: Periodic CQI reporting with UE-selected sub-bands:
sub-band size (k) and bandwidth parts (J) versus downlink system bandwidth.

Reproduced by permission of© 3GPP.

System bandwidth Sub-band size Number of bandwidth parts
(RBs) (k RBs) (J)

6–7 (Wideband CQI only) 1
8–10 4 1

11–26 4 2
27–63 6 3
64–110 8 4

3If PUSCH transmission resources are scheduled for the UE in one of the periodic subframes, the periodic CQI
report is sent on the PUSCH instead, as explained in Section 16.4 and Figure 16.15.

4These values apply to FDD operation; for TDD, see [9, Section 7.2.2]
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10.2.1.3 CQI Reporting for Spatial Multiplexing

If the UE is configured in PDSCH transmission modes 3, 4, 8 or 9,5 the eNodeB may use
spatial multiplexing to transmit two codewords simultaneously to the UE with independently
selected MCSs. To support this, the following behaviour is defined for the UE’s CQI reports
in these modes:

• If the UE is not configured to send RI feedback, or if the reported RI is equal to
1, or in any case in transmission mode 3,6 the UE feeds back only one CQI report
corresponding to a single codeword.

• If RI feedback is configured and the reported RI is greater than 1 in transmission modes
4 or 8:

– For aperiodic CQI reporting, each CQI report (whether wideband or sub-band)
comprises two independent CQI reports for the two codewords.

– For periodic CQI reporting, one CQI report is fed back for the first codeword,
and a second three-bit differential CQI report is fed back for the second codeword
(for both wideband and sub-band reporting). The differential CQI report for the
second codeword can take the following values relative to the CQI report for the
first codeword: ≤ −4, −3, −2, −1, 0, +1, +2, ≥ +3.

10.3 Channel Coding

Channel coding, and in particular the channel decoder, has retained its reputation for being
the dominant source of complexity in the implementation of wireless communications, in
spite of the relatively recent prevalence of advanced antenna techniques with their associated
complexity.

Section 10.3.1 introduces the theory behind the families of channel codes of relevance
to LTE. This is followed in Sections 10.3.2 and 10.3.3 by an explanation of the practical
design and implementation of the channel codes used in LTE for data and control signalling
respectively.

10.3.1 Theoretical Aspects of Channel Coding

This section first explains convolutional codes, as not only do they remain relevant for small
data blocks but also an understanding of them is a prerequisite for understanding turbo codes.
The turbo-coding principle and the Soft-Input Soft-Output (SISO) decoding algorithms are
then discussed. The section concludes with a brief introduction to LDPC codes.

10.3.1.1 From Convolutional Codes to Turbo Codes

A convolutional encoder C(k, n, m) is composed of a shift register with m stages. At each
time instant, k information bits enter the shift register and k bits in the last position of

5Mode 8 from Release 9 onwards; mode 9 from Release 10 onwards.
6If RI feedback is configured in transmission mode 3 and the RI fed back is greater than 1, although only one

CQI corresponding to the first codeword is fed back, its value is adapted on the assumption that a second codeword
will also be transmitted.
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the shift register are dropped. The set of n output bits is a linear combination of the
content of the shift register. The rate of the code is defined as Rc = k/n. Figure 10.2 shows
the convolutional encoder used in LTE [10] with m = 6, n = 3, k = 1 and rate Rc = 1/3.
The linear combinations are defined via n generator sequences G = [g0, . . . , gn−1] where
g� = [g�,0, g�,1, . . . , g�,m]. The generator sequences used in Figure 10.2 are

g0 = [1 0 1 1 0 1 1] = [133](oct),

g1 = [1 1 1 1 0 0 1] = [171](oct),

g2 = [1 1 1 0 1 0 1] = [165](oct).

��

���
��

���
��

�+�
��

Figure 10.2: Rate 1/3 convolutional encoder used in LTE with m = 6, n = 3, k = 1 [10].
Reproduced by permission of© 3GPP.

A convolutional encoder can be described by a trellis diagram [11], which is a representa-
tion of a finite state machine including the time dimension.

Consider an input block with L bits encoded with a rate 1/n (i.e. k = 1) convolutional
encoder, resulting in a codeword of length (L + m) × n bits, including m trellis termination
bits (or tail bits) which are inserted at the end of the information block to drive the shift
register contents back to all zeros at the end of the encoding process. Note that using tail bits
is just one possible way of terminating an input sequence. Other trellis termination methods
include simple truncation (i.e. no tail bits appended) and so-called tail-biting [12]. In the
tail-biting approach, the initial and final states of the convolutional encoder are required
to be identical. Usually, tail-biting for feed-forward convolutional encoders is achieved by
initializing the shift register contents with the last m information bits in the input block. Tail-
biting encoding facilitates uniform protection of the information bits and suffers no rate-loss
owing to the tail bits. Tail-biting convolutional codes can be decoded using, for example, the
Circular Viterbi Algorithm (CVA) [13, 14].

Let the received sequence y be expressed as

y =
√

Ebx + n (10.1)

where n = [n0, n1, . . . , n�, . . . , n(L+m)×(n−1)] and n� ∼ N(0, N0) is the Additive White Gaus-
sian Noise (AWGN) and Eb is the energy per bit. The transmitted codeword is x =

[x0, x1, . . . , x�, . . . , xL+m−1] where x� is the convolutional code output sequence at time
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instant � for the input information bit i�, given by x� = [x�,0, . . . , x�,n−1]. Equivalently,
y =

[
y0, y1, . . . , y�, . . . , yL+m−1

]
where y� =

[
y�,0, . . . , y�,n−1

]
is the noisy received version

of x. (L + m) is the total trellis length.

10.3.1.2 Soft-Input Soft-Output (SISO) Decoders

In order to define the performance of a communication system, the codeword error probability
or bit error probability can be considered. The minimization of the bit error probability is in
general more complicated and requires the maximization of the a posteriori bit probability
(MAP symbol-by-symbol). The minimization of the codeword/sequence error probability is
in general easier and is equivalent to the maximization of A Posteriori Probability (APP) for
each codeword; this is expressed by the MAP sequence detection rule, whereby the estimate
x̂ of the transmitted codeword is given by

x̂ = argmax
x

P(x | y) (10.2)

When all codewords are equiprobable, the MAP criterion is equivalent to the Maximum
Likelihood (ML) criterion which selects the codeword that maximizes the probability of the
received sequence y conditioned on the estimated transmitted sequence x, i.e.

x̂ = argmax
x

P(y | x) (10.3)

Maximizing Equation (10.3) is equivalent to maximizing the logarithm of P(y | x), as log(·) is
a monotonically increasing function. This leads to simplified processing.7 The log-likelihood
function for a memoryless channel can be written as

log P(y | x) =
L+m−1∑

i=0

n−1∑
j=0

log P(yi, j | xi, j) (10.4)

For an AWGN channel, the conditional probability in Equation (10.4) is P(yi, j | xi, j) ∼
N(
√

Ebxi, j, N0), hence
log P(y | x) ∝ ‖yi −

√
Ebxi‖2 (10.5)

The maximization of the metric in Equation (10.5) yields a codeword that is closest to
the received sequence in terms of the Euclidean distance [15]. This maximization can be
performed in an efficient manner by operating on the trellis.

As an example, Figure 10.3 shows a simple convolutional code with generator polynomi-
als g0 = [1 0 1] and g1 = [1 1 1] and Figure 10.4 represents the corresponding trellis diagram.
Each edge in the trellis corresponds to a transition from a state s to a state s′, which can be
obtained for a particular input information bit. In Figure 10.4, the edges are parametrized with
the notation i�/x�,0 x�,1, i.e. the input/output of the convolutional encoder. The shift registers
of the convolutional code are initialized to the all-zero state.

In Figure 10.4, M(yi | xi) =
∑n−1

j=0 log P(yi, j | xi, j) denotes the branch metric at the ith trellis
step (i.e. the cost of choosing a branch at trellis step i), given by Equation (10.5). The Viterbi
Algorithm (VA) selects the best path through the trellis by computing at each step the best

7The processing is simplified because the multiplication operation can be transformed to the simpler addition
operation in the logarithmic domain.
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Figure 10.3: Rate 1
2 convolutional encoder with m = 2, m = 2, k = 1, corresponding to

generator polynomials g0 = [1 0 1] and g1 = [1 1 1].

Figure 10.4: Trellis corresponding to convolutional code with generator polynomials
g0 = [1 0 1] and g1 = [1 1 1].

partial metric (the accumulated cost of following a specific path until the �th transition) and
selecting at the end the best total metric [16, 17]. It then traces back the selected path in the
trellis to provide the estimated input sequence.

Although the original VA outputs a hard-decision estimate of the input sequence, the VA
can be modified to output soft information8 along with the hard-decision estimate of the
input sequence [18]. The reliability of coded or information bits can be obtained via the
computation of the a posteriori probability.

Let i� be the information bit which enters the shift register of the convolutional code at
time �. Assuming BPSK (Binary Phase Shift Keying) modulation (0→ +1, and 1→−1), the
Log Likelihood Ratio (LLR) of an information symbol (or bit) i� is

8A soft decision gives additional information about the reliability of the decision [15].

g0=[101], 5(oct)

g1=[111], 7(oct)

i�

x�,0

x�,1

0/00
00

01

10

11

Time

1/11

1/10

0/10
0/01

1/00
1/11

0/11

M1
10(y,x)

M2
01(y,x)

M1
11(y,x)

M(y2,01)

M(y2,10)

�=0 �=1 �=2 �=L+m-1
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Λ(i�) = Λ(x�,0) = log
APP(i� = 1)

APP(i� = −1)
= log

P(i� = 1 | y)
P(i� = −1 | y)

(10.6)

The decoder can make a decision by comparing Λ(i�) to zero. Thus, the sign of the
LLR gives an estimate of the information bit i� (LLR ≥ 0→ 0, and LLR < 0→ 1), and the
magnitude indicates the reliability of the estimate of the bit.

The a posteriori LLR Λ(i�) can be computed via the BCJR algorithm (named after its
inventors, Bahl, Cocke, Jelinek and Raviv [19]). The BCJR algorithm is a SISO decoding
algorithm that uses two Viterbi-like recursions going forwards and backwards in the trellis
to compute Equation (10.6) efficiently. For this reason it is also referred to as a ‘forward-
backward’ algorithm.

In order to explain the BCJR algorithm, it is better to write the APP from Equation (10.6)
in terms of the joint probability of a transition in the trellis from the state s� at time instant �,
to the state s�+1 at time instant � + 1,

Λ(i�) = log
(∑

S + P(s� = s′, s�+1 = s, y)∑
S − P(s� = s′, s�+1 = s, y)

)
= log

(∑
S + p(s′, s, y)∑
S − p(s′, s, y)

)
(10.7)

where s, s′ ∈ S are possible states of the convolutional encoder, S + is the set of ordered pairs
(s′, s) such that a transition from state s′ to state s at time � is caused by the input bit i� = 0.
Similarly, S − is the set of transitions caused by i� = 1. The probability p(s′, s, y) can be
decomposed as follows:

p(s′, s, y) = p(s′, yt<�)p(s, y� | s′)p(yt>� | s) (10.8)

where yt<�
Δ
= [y0, . . . , y�−1] and yt>�

Δ
= [y�, . . . , yL+m−1].

By defining

α�(s′) Δ= p(s′, yt<�) (10.9)

β�+1(s′) Δ= p(yt>� | s) (10.10)

γ�(s′, s) Δ= p(s, y� | s′) (10.11)

the APP in Equation (10.7) takes the usual form [19], i.e.

Λ(i�) = log
(∑

S + α�(s′)γ�(s′, s)β�+1(s)∑
S − α�(s′)γ�(s′, s)β�+1(s)

)
(10.12)

The probability α�(s′) is computed iteratively in a forward recursion

α�+1(s) =
∑
s′∈S
α�(s′)γ�(s′, s) (10.13)

with initial condition α0(0) = 1, α0(s) = 0 for s � 0, assuming that the initial state of the
encoder is 0. Similarly, the probability β�(s′) is computed via a backward recursion

β�(s′) =
∑
s∈S
β�+1(s)γ�(s′, s) (10.14)
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with initial condition βL+m−1(0) = 1, βL+m−1(s) = 0 for s � 0 assuming trellis termination is
employed using tail bits. The transition probability can be computed as

γ�(s′, s) = P(y� | x�)P(i�)

The MAP algorithm consists of initializing α0(s′), βL+m−1(s), computing the branch metric
γ�(s′, s), and continuing the forward and backward recursion in Equations (10.13) and
(10.14) to compute the updates of α�+1(s) and β�(s′).

The complexity of the BCJR is approximately three times that of the Viterbi decoder. In
order to reduce the complexity a log-MAP decoder can be considered, where all operations
are performed in the logarithmic domain. Thus, the forward and backward recursions α�+1(s),
β�(s′) and γ�(s, s′) are replaced by α∗�+1(s) = log[α�+1(s)], β∗�(s′) = log[β�(s′)] and γ∗� (s, s′) =
log[γ�(s, s′)]. This gives advantages for implementation and can be shown to be numerically
more stable. By defining

max∗(z1, z2) Δ= log(ez1 + ez2 ) =max(z1, z2) + log(1 + e−|z1−z2 |) (10.15)

it can be shown that the recursion in Equations (10.13) and (10.14) becomes

α∗�+1(s) = log
(∑

s′∈S
eα
∗
� (s′)+γ∗� (s′,s)

)

=max
s′∈S

∗{α∗�(s′) + γ∗� (s′, s)} (10.16)

with initial condition α∗0(0) = 0, α∗0(s) = −∞ for s � 0. Similarly,

β∗�(s′) =max
s′∈S

∗{β∗�+1(s) + γ∗� (s′, s)} (10.17)

with initial condition β∗L+m(0) = 0, β∗L+m(s) = −∞ for s � 0. Figure 10.5 shows a schematic
representation of the forward and backward recursion.

�F
G��H��

�F
G��H�	��

�F
G��H
	��

�F
G��H
�

�F
GI����

�F
G��H	�
�

�F
G��H�

�F
G��H	���

�F
GI���
�

�F
GI�����

Figure 10.5: Forward and backward recursion for the BCJR decoding algorithm.
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The APP in Equation (10.12) becomes

Λ(i�) = max
(s′,s)∈S +

∗{α∗�(s′) + γ∗� (s′, s) + β∗�+1(s)}

− max
(s′,s)∈S −

∗{α∗�(s′) + γ∗� (s′, s) + β∗�+1(s)} (10.18)

In order to reduce the complexity further, the max-log-MAP approximation can be used,
where the max∗ = log(ex + ey) is approximated by max(x, y). The advantage is that the
algorithm is simpler and faster, with the complexity of the forward and backward passes
being equivalent to a Viterbi decoder. The drawback is the loss of accuracy arising from the
approximation.

Convolutional codes are the most widely used family of error-correcting codes owing to
their reasonably good performance and the possibility of extremely fast decoders based on the
VA, as well as their flexibility in supporting variable input codeword sizes. However, it is well
known that there remains a significant gap between the performance of convolutional codes
and the theoretical limits set by Shannon.9 In the early 1990s, an encoding and decoding
algorithm based on convolutional codes was proposed [20], which exhibited performance
within a few tenths of a deciBel (dB) from the Shannon limit – the turbo code family was
born. Immediately after turbo codes were discovered, Low-Density Parity Check (LDPC)
codes [23–25] that also provided near-Shannon limit performance were rediscovered.

10.3.1.3 Turbo Codes

Berrou, Glavieux and Thitimajshima introduced turbo codes and the concept of iterative
decoding to achieve near-Shannon limit performance [20, 26]. Some of the reasoning
regarding probabilistic processing can be found in [18, 27], as recognized by Berrou in [28].

A turbo encoder consists of a concatenation of two convolutional encoders linked by an
interleaver. For instance, the turbo encoder adopted in UMTS and LTE [10] is schematically
represented in Figure 10.6 with two identical convolutional codes with generator polynomial
given by G = [1, g0/g1] where g0 = [1011] and g1 = [1101]. Thus, a turbo code encodes
the input block twice (with and without interleaving) to generate two distinct set of parity
bits. Each constituent encoder may be terminated to the all-zero state by using tail bits. The
nominal code rate of the turbo code shown in Figure 10.6 is 1/3.

Like convolutional codes, the optimal decoder for turbo codes would ideally be the MAP
or ML decoder. However the number of states in the trellis of a turbo code is significantly
larger due to the interleaverΠ, thus making a true ML or MAP decoder intractable (except for
trivial block sizes). Therefore, Berrou et al. [26] proposed the principle of iterative decoding.
This is based on a suboptimal approach using a separate optimal decoder for each constituent
convolutional coder, with the two constituent decoders iteratively exchanging information
via a (de)interleaver. The classical decoding structure is shown in Figure 10.7.

The SISO decoder for each constituent convolutional code can be implemented via the
BCJR algorithm (or the MAP algorithm), which was briefly described in the previous section.
The SISO decoder outputs an a posteriori LLR value for each information bit, and this can
be used to obtain a hard decision estimate as well as a reliability estimate. In addition, the

9‘Shannon’s theorem’, otherwise known as the ‘noisy-channel coding theorem’, states that if and only if the
information rate is less than the channel capacity, then there exists a coding-decoding scheme with vanishing error
probability when the code’s block length tends to infinity [21, 22].
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1" constituent encoder xe0

 
Turbo Code

Intermal

Interleaver, IT 2" constituent encoder 
Figure 10.6: Schematic view of parallel turbo code used in LTE and UMTS[10].

Reproduced by permission of © 3GPP.

 
Figure 10.7: Schematic turbo decoderrepresentation.

SISO decoder generates extrinsic LLRs(i.e. the extrinsic information of the bit xz is the LLR
obtained from all the bits of the convolutional code except the bit corresponding to x¢) for
each information/coded bit that is utilized by the other decoderasapriori information after
suitable (de)interleaving. The soft input to the first SISO decoder is the so-called channel
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observation or channel likelihood, obtained as

Lin(x�,k) =
P(y�,k | x�,k = 1)

P(y�,k | x�,k = −1)

Thus the two decoders cooperate by iteratively exchanging the extrinsic information via
the (de)interleaver. After a certain number of iterations (after convergence), the a posteriori
LLR output can be used to obtain final hard decision estimates of the information bits.

10.3.1.4 Low-Density Parity-Check (LDPC) Codes

Low-Density Parity-Check (LDPC) codes were first studied by Gallager in his doctoral
thesis [23] and have been extensively analysed by many researchers in recent years. LDPC
codes are linear parity-check codes with a parity-check equation given by HcT = 0, where H
is the (n − k) × n parity-check matrix of the code C(k, n) and c is a length-n valid codeword
belonging to the code C. Similarly to turbo codes, ML decoding for LDPC codes becomes
too complex as the block size increases. In order to approximate ML decoding, Gallager
in [23] introduced an iterative decoding technique which can be considered as the forerunner
of message-passing algorithms [24,29], which lead to an efficient LDPC decoding algorithm
with a complexity which is linear with respect to the block size.

The term ‘low-density’ refers to the fact that the parity-check matrix entries are mostly
zeros – in other words, the density of ones is low. The parity-check matrix of an LDPC code
can be represented by a ‘Tanner graph’, in which two types of node, variable and check, are
interconnected. The variable nodes and check nodes correspond to the codeword bits and the
parity-check constraints respectively. A variable node v j is connected to a check node ci if
the corresponding codeword bit participates in the parity-check equation, i.e. if H(i, j) = 1.
Thus, the Tanner graph is an excellent tool by which to visualize the code constraints and to
describe the decoding algorithms. Since an LDPC code has a low density of ones in H, the
number of interconnections in the Tanner graph is small (and typically linear with respect
to the codeword size). Figure 10.8 shows an example of a Tanner graph of a (10, 5) code
together with its parity-check matrix H.10

As mentioned above, LDPC codes are decoded using message-passing algorithms, such as
Belief Propagation (BP) or the Sum-Product Algorithm (SPA). The idea of BP is to calculate
approximate marginal a posteriori LLRs by applying Bayes’ rule locally and iteratively at the
nodes in the Tanner graph. The variable nodes and check nodes in the Tanner graph exchange
LLR messages along their interconnections in an iterative fashion, thus cooperating with each
other in the decoding process. Only extrinsic messages are passed along the interconnections
to ensure that a node does not receive repeats of information which it already possesses,
analogous to the exchange of extrinsic information in turbo decoding.

It is important to note that the number of operations per iteration in the BP algorithm is
linear with respect to the number of message nodes. However, the BP decoding of LDPC
codes is also suboptimal, like the turbo codes, owing to the cycles in the Tanner graph.11

Cycles increase the dependencies between the extrinsic messages being received at each
node during the iterative process. However, the performance loss can be limited by avoiding

10This particular matrix is not actually ‘low density’, but it is used for the sake of illustration.
11A cycle of length P in a Tanner graph is a set of P connected edges that starts and ends at the same node. A cycle

verifies the condition that no node (except the initial and final nodes) appears more than once.

IPR2022-00464 
Apple EX1014 Page 300



232 LTE – THE UMTS LONG TERM EVOLUTION

Figure 10.8: A Tanner graph representing the parity-check matrix of a (3, 6)-regular LDPC
code C(10, 5) and its associated parity-check matrix H.

excessive occurrences of short cycles. After a certain number of iterations, the a posteriori
LLRs for the codeword bits are computed to obtain the final hard decision estimates.
Typically, more iterations are required for LDPC codes to converge than are required for
turbo codes. In practice, a variation of BP known as the Layered BP (LBP) algorithm is
preferred, as it requires half as many iterations as the conventional BP algorithm [30].

From an encoding perspective, a straightforward algorithm based on the parity-check
matrix would require a number of operations that is proportional to the square of the
codeword size. However, there exist several structured LDPC code designs (including those
used in the IEEE 802.16e, IEEE 802.11n and DVB-S2 standards) which have linear encoding
complexity and extremely good performance. With structured or vectorized LDPC codes,
the parity-check matrices are constructed using submatrices which are all-zero or circulant
(shifted identity matrices), and such codes require substantially lower encoding/decoding
complexity without sacrificing performance. Numerous references exist for LDPC code
design and analysis, and the interested reader is referred, for example, to [23, 24, 29, 31–33]
and references therein.

10.3.2 Channel Coding for Data Channels in LTE

Turbo codes found a home in UMTS relatively rapidly after their publication in 1993, with
the benefits of their near-Shannon limit performance outweighing the associated costs of
memory and processing requirements. Once the turbo code was defined in UMTS there was
little incentive to reopen the specification as long as it was functional.

Therefore, although in UMTS Releases 5, 6 and 7 the core turbo code was not
changed, it was enhanced by the ability to select different redundancy versions for HARQ
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retransmissions. However, for LTE, with data rates of 100 Mbps to 300 Mbps in view, the
UMTS turbo code needed to be re-examined, especially in terms of decoding complexity.

Sections 10.3.2.1 and 10.3.2.2 explain the eventual decision not to use LDPC codes
for LTE, while replacing the turbo interleaver with a ‘contention-free’ interleaver. The
following sections explain the specific differences between LTE channel coding and UMTS
as summarized in Table 10.6.

Table 10.6: Major features of UMTS and LTE channel coding schemes.

Channel coding UMTS LTE

Constituent code Tailed, eight states, R = 1/3 Same
mother code

Turbo interleaver Row/column permutation Contention-free quadratic
permutation polynomial (QPP)
interleaver

Rate matching Performed on concatenated
code blocks

Virtual Circular Buffer (CB) rate
matching, performed per code block

Hybrid ARQ Redundancy Versions (RVs)
defined, Chase operation
allowed

RVs defined on virtual CB, Chase
operation allowed

Control channel 256-state tailed
convolutional code

64-state tail-biting convolutional
code, CB rate matching

Per-code-block operations Turbo coding only CRC attachment, turbo coding, rate
matching, modulation mapping

10.3.2.1 The Lure of the LDPC Code

The draw of LDPC codes is clear: performance almost up to the Shannon limit, with claims
of up to eight times less complexity than turbo codes. LDPC codes had also recently been
standardized as an option in IEEE 802.16-2005. The complexity angle is all-important in
LTE, provided that the excellent performance of the turbo code is maintained. However,
LDPC proposals put forward for LTE claimed widely varying complexity benefits, from no
benefit to 2.4 times [35] up to 7.35 times [36]. In fact, it turns out that the complexity benefit is
code-rate dependent, with roughly a factor-of-two reduction in the operations count at code
rate 1/2 [37]. This comparison assumes that the LDPC code is decoded with the Layered
Belief Propagation (LBP) decoder [30] while the turbo code is decoded with a log-MAP
decoder.

On operations count alone, LDPC would be the choice for LTE. However, at least two
factors curbed enthusiasm for LDPC. First, LDPC decoders have significant implementation
complexity for memory and routing, which makes simple operation counts unrepresentative.
Second, turbo codes were already standardized in UMTS, and a similar lengthy standard-
ization process was undesired when perhaps a relatively simple enhancement to the known
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turbo code would suffice. It was therefore decided to keep the same turbo code constituent
encoders as in the UMTS turbo code, including the tailing method, but to enhance it using a
new contention-free interleaver that enables efficient decoding at the high data rates targeted
for LTE. Table 10.7 gives a comparison of some of the features of turbo and LDPC codes
which are explained in the following sections.

Table 10.7: Comparison of turbo and LDPC codes.

Turbo codes LDPC codes

Standards UMTS, LTE, IEEE 802.16e,
WiMAX IEEE 802.11n

DVB-S2

Encoding Linear time Linear time with
certain designs (802.16e, 802.11n)

Decoding log-MAP and variants Scheduling: Layered Belief Propagation,
turbo-decoding
Node processing: Min-Sum,
normalized Min-Sum

Main decoding Computationally intensive Memory intensive
concern (more operations) (more memory);

routing network

Throughput No inherent parallelism; Inherently parallelizable;
Parallelism obtained Structured LDPC codes
via contention-free interleaver for flexible design

Performance Comparable for information Can be slightly better than
block sizes 103–104; turbo codes at large block
Slightly better than LDPC lengths (104 or larger),
at small block sizes; iterative decoding threshold analysis;
Four to eight iterations Very low error floor
on average (e.g. at BLER around 10−7);

10 to 15 iterations on average

HARQ Simple for both Chase and IR Simple for Chase;
(via mother code puncturing) IR possible using model matrix

extension or puncturing
from a mother code

Complexity comparison Slightly higher operations count Slightly lower operations count
(operations count) than LDPC at high code rates than turbo codes at high code rates

10.3.2.2 Contention-Free Turbo Decoding

The key to high data-rate turbo decoding is to parallelize the turbo decoder efficiently while
maintaining excellent performance. The classical turbo decoder has two MAP decoders

IPR2022-00464 
Apple EX1014 Page 303



IPR2022-00464 
Apple EX1014 Page 304

LINK ADAPTATION AND CHANNEL CODING 235

(usually realized via a single hardware instantiation) that exchange extrinsic information in an
iterative fashion between the two componentcodes,as described in Section 10.3.1. Thus, the
first consideration is whetherthe parallelism is applied internally to the MAP decoder(single
codeword parallelization) or externally by employing multiple turbo decoders (multiple
codeword parallelizations with no exchangeofextrinsic information between codewords).

If external parallelism is adopted, an input block may be split into X pieces, resulting in
X codewords, and the increase in processing speed is obtained by operating up to X turbo
decoders in parallel on the X codewords.In this case, in addition to a performance loss due
to the smaller turbo interleaver size in each codeword,extra costis incurred for memory and
ancillary gate counts for forward-backward decoders. For this reason, one larger codeword
with internal MAPparallelization is preferred. With one larger codeword, the MAPalgorithm
is run in parallel on each of the X pieces and the pieces can exchange extrinsic information,
thus benefiting from the coding gains dueto the large interleaver size. Connecting the pieces
is most easily done with forward and backwardstate initialization based on the outputof the
previous iterations, although training within adjacent pieces during the currentiteration is
also possible [38]. As long as the size of each piece is large enough(e.g. 32 bits or greater),
performance is essentially unaffected by the parallel processing.

Whileit is clear that the MAP algorithm can be parallelized, the MAPis not the entire
turbo decoder. Efficient handling of the extrinsic message exchange(i.e. the (de)interleaving
operation) is required as well. Since multiple MAP processors operate in parallel, multiple
extrinsic values need to be read from or written to the memories concurrently. The memory
accesses depend onthe interleaver structure.

The existing UMTSinterleaver has a problem with memory access contentions. Con-
tentions result in having to read from or write to the same memory at the same time (as
shownin Figure 10.9).

 
Figure 10.9: Memory access contention in window | due to concurrent access by Processors

0 and 2.

Contention resolution is possible (see, e.g., [39,40]), but at a cost of extra hardware, and
the resolution time (cycles) may vary for every supported interleaver size. Complex memory
management mayalso be used as contention resolution for any arbitrary interleaver [41].

A new, Contention-Free (CF) interleaver solves the problem by ensuring that no con-
tentions occur in the first place. An interleaver x(i), 0 <i < K, is said to be contention-free for
a windowsize W whenitsatisfies the following for both interleaver w = x and deinterleaver
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ψ = π−1 [42]: ⌊
ψ(u1W + ν)

W

⌋
�
⌊
ψ(u2W + ν)

W

⌋
(10.19)

where 0 ≤ νW, u1 ≥ 0 and u2 < M for all u1 � u2. The terms on both sides of Equation (10.19)
are the memory bank indices that are accessed by the M processors on the vth step.
Inequality (10.19) requires that, for any given position v of each window, the memory banks
accessed be unique between any two windows, thus eliminating access contentions. For
significant hardware savings, instead of using M physically separate memories, it is better
to use a single physical memory and fetch or store M values on each cycle from a single
address. This requires the CF interleaver also to satisfy a vectorized decoding property where
the intra-window permutation is the same for each window:

π(uW + ν) mod W = π(ν) mod W (10.20)

for all 1 ≤ u < M and 0 ≤ ν <W.
Performance, implementation complexity and flexibility are concerns. However, even a

simple CF interleaver composed of look-up tables (for each block size) and a bit-reversal
permutation [43] can be shown to have excellent performance. In terms of flexibility, a
maximally contention-free interleaver can have a parallelism order (number of windows)
that is any factor of the block size. A variety of possible parallelism factors provides freedom
for each individual manufacturer to select the degree of parallelism based on the target data
rates for different UE categories.

After consideration of performance, available flexible classes of CF interleavers and
complexity benefits, a new contention-free interleaver was selected for LTE.

10.3.2.3 The LTE Contention-Free Interleaver

The main choices for the CF interleaver included Almost Regular Permutation (ARP) [44]
and Quadratic Permutation Polynomial (QPP) [45] interleavers. The ARP and QPP inter-
leavers share many similarities and they are both suitable for LTE turbo coding, offering
flexible parallelism orders for each block size, low-complexity implementation, and excellent
performance. A detailed overview of ARP and QPP proposals for LTE (and their comparison
with the UMTS Release-99 turbo interleaver) is given in [46]. Of these two closely competing
designs, the QPP interleaver was selected for LTE as it provides more parallelism factors M
and requires less storage, thus making it better-suited to high data rates.

For an information block size K, a QPP interleaver is defined by the following polynomial:

π(i) = ( f1i + f2i2) mod K (10.21)

where i is the output index (0 ≤ i ≤ K − 1), π(i) is the input index and f1 and f2 are the
coefficients that define the permutation with the following conditions:

• f1 is relatively prime to block size K;

• all prime factors of K also factor f2.

The inverses of QPP interleavers can also be described via permutation polynomials but
they are not necessarily quadratic, as such a requirement may result in inferior turbo code
performance for certain block sizes. Therefore, it is better to select QPP interleavers with
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low-degree inverse polynomials (the maximum degree of the inverse polynomial is equal
to four for LTE QPP interleavers) without incurring a performance penalty. In general,
permutation polynomials (quadratic and non-quadratic) are implementation-friendly as they
can be realized using only adders in a recursive fashion. A total of 188 interleavers are defined
for LTE, of which 153 have quadratic inverses while the remaining 35 have degree-3 and
degree-4 inverses. The performance of the LTE QPP interleavers is shown alongside the
UMTS turbo code in Figure 10.10.
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Figure 10.10: Performance of LTE QPP interleaver design versus UMTS turbo interleaver in
static AWGN with QPSK modulation and eight iterations of a max-log-MAP decoder.

An attractive (and perhaps the most important) feature of QPP interleavers is that they
are ‘maximum contention-free’, which means that they provide the maximum flexibility in
supported parallelism, i.e. every factor of K is a supported parallelism factor. For example,
for K = 1024, supported parallelism factors include {1, 2, 4, 8, 16, 32, 64, 128, 256, 512,
1024}, although factors that result in a window size less than 32 may not be required in
practice.

The QPP interleavers also have the ‘even-even’ property whereby even and odd indices
in the input are mapped to even and odd indices respectively in the output; this enables
the encoder and decoder to process two information bits per clock cycle, facilitating radix-
4 implementations (i.e. all log-MAP decoding operations can process two bits at a time,
including forward and backward recursions, extrinsic LLR generation and memory read and
write).

One key impact of the decision to use a CF interleaver is that not all input block sizes are
natively supported. As the amounts of parallelism depend on the factorization of the block
size, certain block sizes (e.g. prime sizes) are not natively supportable by the turbo code.
Since the input can be any size, filler bits are used whenever necessary to pad the input to the
nearest QPP interleaver size. The QPP sizes are selected such that:
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• The number of interleavers is limited (fewer interleavers implies more filler bits).

• The fraction of filler bits is roughly the same as the block size increases (spacing
increases as block size increases).

• Multiple parallelism values are available (block sizes are spaced an integer number of
bytes apart).

For performance within approximately 0.1 dB of the baseline UMTS interleaver, as few as 45
interleaver sizes [47] are feasible, although the percentage of filler bits may be high (nearly
12%). For LTE, the following 188 byte-aligned interleaver sizes spaced in a semi-log manner
were selected with approximately 3% filler bits [10]:

K =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

40 + 8t if 0 ≤ t ≤ 59 (40–512 in steps of 8 bits)
512 + 16t if 0 < t ≤ 32 (528–1024 in steps of 16 bits)
1024 + 32t if 0 < t ≤ 32 (1056–2048 in steps of 32 bits)
2048 + 64t if 0 < t ≤ 64 (2112–6144 in steps of 64 bits)

(10.22)

The maximum turbo interleaver size was also increased from 5114 in UMTS to 6144 in LTE,
such that a 1500-byte TCP/IP packet would be segmented into only two segments rather than
three, thereby minimizing the potential segmentation penalty and (marginally) increasing the
turbo interleaver gain.

10.3.2.4 Rate-Matching

The Rate-Matching (RM) algorithm selects bits for transmission from the rate 1/3 turbo
coder output via puncturing and/or repetition. Since the number of bits for transmission is
determined based on the available physical resources, the RM should be capable of generating
puncturing patterns for arbitrary rates. Furthermore, the RM should send as many new bits as
possible in retransmissions to maximize the Incremental Redundancy (IR) HARQ gains (see
Section 4.4 for further details about the HARQ protocol).

The main contenders for LTE RM were to use the same (or a similar) algorithm as HSPA,
or to use Circular Buffer (CB) RM as in CDMA2000 1xEV and WiMAX. The primary
advantage of the HSPA RM is that while it appears complex, it has been well studied and
is well understood. However, a key drawback is that there are some severe performance
degradations at higher code rates, especially near code rates 0.78 and 0.88 [48]. Therefore,
circular buffer RM was selected for LTE, as it generates puncturing patterns simply and
flexibly for any arbitrary code rate, with excellent performance.

In the CB approach, as shown in Figure 10.11, each of the three output streams of the turbo
coder (systematic part, parity0, and parity1) is rearranged with its own interleaver (called a
sub-block interleaver). In LTE, the 12 tail bits are distributed equally into the three streams
as well, resulting in the sub-block size Ks = K + 4, where K is the QPP interleaver size.
Then, an output buffer is formed by concatenating the rearranged systematic bits with the
interlacing of the two rearranged parity streams. For any desired code rate, the coded bits for
transmission are simply read out serially from a certain starting point in the buffer, wrapping
around to the beginning of the buffer if the end of the buffer is reached.

A Redundancy Version (RV) specifies a starting point in the circular buffer to start reading
out bits. Different RVs are specified by defining different starting points to enable HARQ
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Subblock  interleaver 0 Subblock  interleaver 1 Subblock  interleaver 2

Figure 10.11: Rate-matching algorithm based on the CB. RV = 0 starts at an offset relative
to the beginning of the CB to enable systematic bit puncturing on the first transmission.

operation. Usually RV = 0 is selected for the initial transmission to send as many systematic
bits as possible. The scheduler can choose different RVs on transmissions of the same packet
to support both IR and Chase combining HARQ.

The turbo code tail bits are uniformly distributed into the three streams, with all streams
the same size. Each sub-block interleaver is based on the traditional row-column interleaver
with 32 columns (for all block size) and a simple length-32 intra-column permutation.

• The bits of each stream are written row-by-row into a matrix with 32 columns (the
number of rows is determined by the stream size), with dummy bits padded to the
front of each stream to completely fill the matrix.

• A length-32 column permutation is applied and the bits are read out column-by-column
to form the output of the sub-block interleaver. This sub-block interleaver has the
property that it naturally first puts all the even indices and then all the odd indices
into the rearranged sub-block. The permutation order is as follows:
[0, 16, 8, 24, 4, 20, 12, 28, 2, 18, 10, 26, 6, 22, 14, 30, 1, 17, 9, 25, 5, 21, 13, 29, 3, 19, 11, 27, 7, 23, 15, 31]

Given the even-even property of the QPP permutations and the above property of the sub-
block interleaver, the sub-block interleaver of the second parity stream is offset by an odd
value δ = 1 to ensure that the odd and even input indices have equal levels of protection. Thus,
for index i, if πsys(i) denotes the permutation of the systematic bit sub-block interleaver, then
the permutation of the two parity sub-block interleavers are πpar0(i) = πsys(i), and πpar1(i) =
(πsys(i) + δ) mod Ks, where Ks is the sub-block size. With the offset δ = 1 used in LTE, the
first Ks parity bits in the interlaced parity portion of the circular buffer correspond to the
Ks systematic bits, thus ensuring equal protection to all systematic bits [49]. Moreover, the
offset enables the systematic bit puncturing feature whereby a small percentage of systematic
bits are punctured in an initial transmission to enhance performance at high code rates. With
the offset, RV = 0 results in partially systematic codes that are self-decodable at high coding
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rates, i.e. avoiding the ‘catastrophic’ puncturing patterns which have been shown to exist at
some code rates in UMTS.

A two-dimensional interpretation of the circular buffer (with a total of 96 columns) is
shown in Figure 10.12 (where different shadings indicate bits from different streams and
black cells indicate dummy bits). The one-dimensional CB may be formed by reading bits out
column-by-column from the two-dimensional CB. Bits are read column-by-column starting
from a column top RV location, and the dummy bits are discarded during the output bit
generation. Although the dummy bits can be discarded during sub-block interleaving, in LTE
the dummy bits are kept to allow a simpler implementation.

0  1  2          ………...

Nr
RV=3RV=0 RV=1 RV=2

Figure 10.12: Two-dimensional visualization of the VCB. The starting points for the four
RVs are the top of the selected columns.

This leads to the foremost advantage of the LTE CB approach, in that it enables efficient
HARQ operation, since the CB operation can be performed without requiring an intermediate
step of forming any actual physical buffer. In other words, for any combination of the 188
stream sizes and four RV values, the desired codeword bits can be equivalently obtained
directly from the output of the turbo encoder using simple addressing based on sub-block
permutation.

Therefore the term ‘Virtual Circular Buffer’ (VCB) is more appropriate in LTE. The LTE
VCB operation also allows Systematic Bit Puncturing (SBP) by defining RV = 0 to skip the
first two systematic columns of the CB, leading to approximately 6% punctured systematic
bits (with no wrap around). Thus, with systematic bit puncturing and uniform spaced RVs,
the four RVs start at the top of columns 2, 26, 50 and 74.

10.3.2.5 HARQ in LTE

The physical layer in LTE supports HARQ on the physical downlink and uplink shared
channels, with separate control channels to send the associated acknowledgement feedback.
In Frequency Division Duplex (FDD) operation, eight Stop-And-Wait (SAW) HARQ
processes are available in both downlink and uplink with a typical Round-Trip Time (RTT)
of 8 ms (see Figures 10.13 and 10.14 respectively). Each HARQ process requires a separate
soft buffer allocation in the receiver for the purpose of combining the retransmissions. In
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Figure 10.14: Timing diagram of the uplink HARQ (SAW)protocol.

FDD, the HARQ processto which a transport block belongsis identified by a unique three-
bit HARQprocess IDentifier (HARQ ID). In TDD, the number of HARQprocesses depends
on the uplink/downlink configuration as explained in Section 23.4.3, and four bits are used
to identify the process.

There are several fields in the downlink control information (see Section 9.3.5.1) to aid

the HARQoperation:

e New Data Indicator (NDI): toggled whenever a new packettransmission begins;

e Redundancy Version (RV): indicates the RV selected for the transmission or retrans-
mission;

e MCS: Modulation and Coding Scheme.

As explained in Section 4.4.1.1, the LTE downlink HARQ is asynchronous and adap-
tive, and therefore every downlink transmission is accompanied by explicit signalling
of control information. The uplink HARQ is synchronous, and either non-adaptive or
adaptive. The uplink non-adaptive HARQ operation requires a predefined RV sequence
0, 2, 3, 1, 0, 2, 3, 1, ... for successive transmissions of a packet due to the absence
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of explicit control signalling. For the adaptive HARQ operation, the RV is explicitly
signalled. There are also other uplink modes in which the redundancy version (or the
modulation) is combined with other control information to minimize control signalling
overhead. Aspects of HARQ control signalling specifically related to TDD operation are
discussed in Section 23.4.3.

10.3.2.6 Limited Buffer Rate Matching (LBRM)

A major contributor to the UE implementation complexity is the UE HARQ soft buffer size,
which is the total memory (over all the HARQ processes) required for LLR storage to support
HARQ operation. The aim of Limited Buffer Rate Matching (LBRM) is therefore to reduce
the required UE HARQ soft buffer sizes while maintaining the peak data rates and having
minimal impact on the system performance. [50] shows that there is a negligible performance
impact even with a 50% reduction in the soft buffer size. Therefore, for LTE, up to 50% soft
buffer reduction is enabled by means of LBRM for the higher UE categories (3, 4 and 5 –
see Section 1.3.4) while it is not applied to the lower UE categories (1 and 2). This reduction
corresponds to a mother code rate of 2/3 for the largest Transport Block12 (TB).

For each UE category, the soft buffer size is determined based on the instantaneous peak
data rate supported per subframe (see Table 1.2) multiplied by eight (i.e. using eight HARQ
processes) and applying the soft buffer reduction factor as described above [51]. For FDD, the
soft buffer is split into eight equal partitions (one partition per TB) if the UE is configured to
receive Physical Downlink Shared CHannel (PDSCH) transmissions based on transmission
modes other than 3 or 4 (i.e. one TB per HARQ process), or sixteen equal partitions for
transmission modes 3 or 4 (i.e. two TBs per HARQ process). It is important to note that
all transmission modes are supported by all UE categories.13 Therefore, a category 1 UE
could be in transmission modes 3 or 4 but may be limited to rank-1 operation as it can
support only one layer in spatial multiplexing (see Section 11.2.2). For simplicity and to
facilitate dual-mode UE development, the soft buffer sizes for TDD were chosen to be the
same as those for FDD. However, the number of downlink HARQ processes in TDD varies
between 4 and 15 according to the downlink/uplink configuration (see Section 6.2); hence
the soft buffer is adapted and split into min(MDL_HARQ, Mlimit) equal partitions if the UE is
configured to receive PDSCH transmissions based on transmission modes other than 3 or 4,
or 2 ·min(MDL_HARQ, Mlimit) equal partitions for transmission modes 3 or 4, where MDL_HARQ
is the number of downlink HARQ processes, and Mlimit is equal to 8. Thus, when the number
of downlink HARQ processes is greater than 8, statistical soft buffer management can be
used for efficient UE implementation [52].

A soft buffer size per code block segment is derived from the soft buffer size per TB, and
LBRM then simply shortens the length of the VCB of the code block segments for certain
larger sizes of TB, with the RV spacing being compressed accordingly. With LBRM, the
effective mother code rate for a TB becomes a function of the TB size and the allocated
UE soft buffer size. Since the eNodeB knows the soft buffer capability of the UE, it only
transmits those code bits out of the VCB that can be stored in the UE’s HARQ soft buffer for
all (re)transmissions of a given TB.

12A transport block is equivalent to a MAC PDU – see Section 4.4.
13The only exceptions are that PDSCH transmission modes 7 and 8 (see Section 9.2.2.1) are optional for FDD

UEs, and PUSCH transmission mode 2 (see Section 29.4.1) is optional for UE categories 1–7.
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Soft buffer management in case of carrier aggregation in Release 10 is discussed in
Section 28.4.2.

10.3.2.7 Overall Channel Coding Chain for Data

The overall flow diagram of the turbo coded channels in LTE is summarized in Figure 10.15.
The physical layer first attaches a 24-bit Cyclic Redundancy Check (CRC) to each TB

received from the MAC layer. This is used at the receiver to verify correct reception and to
generate the HARQ ACK/NACK feedback.

The TB is then segmented into ‘code blocks’ according to a rule which, given an arbitrary
TB size, is designed to minimize the number of filler bits needed to match the available QPP
sizes. This is accomplished by allowing two adjacent QPP sizes to be used when segmenting
a TB, rather than being restricted to a single QPP size. The filler bits would then be placed
in the first segment. However, in LTE the set of possible TB sizes is restricted such that the
segmentation rule described above always results in a single QPP size for each segment with
no filler bits.

Following segmentation, a further 24-bit CRC is attached to each code block if the TB
was split into two or more code blocks. This code-block-level CRC can be utilized to devise

Figure 10.15: Flow diagram for turbo coded channels in LTE.
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rules for early termination of the turbo decoding iterations to reduce decoding complexity. It
is worth noting that the polynomial used for the code-block-level CRC is different from the
polynomial used for the transport block CRC. This is a deliberate design feature in order to
avoid increasing the probability of failing to detect errors as a result of the use of individual
CRCs per code block; if all the code block CRCs pass, the decoder should still check the
transport block CRC, which, being based on a different polynomial, is likely to detect an
error which was not detected by a code-block CRC.

A major difference between LTE and HSDPA is that in LTE most of the channel coding
operations on the PDSCH are performed at a code-block level, whereas in HSDPA only turbo
coding is performed at the code block level. Although in the LTE specifications [10] the code
block concatenation for transmission is done prior to the scrambler and modulation mapper,
each code block is associated with a distinct set of modulation symbols, implying that the
scrambling and modulation mapping operations may in fact be done individually for each
code block, which facilitates an efficient pipelined implementation.

10.3.3 Channel Coding for Control Channels in LTE

Unlike the data, control information (such as is sent on the Physical Downlink Control
CHannel (PDCCH) and Physical Broadcast CHannel (PBCH)!channel coding) is coded
with a convolutional code, as the code blocks are significantly smaller and the additional
complexity of the turbo coding operation is therefore not worthwhile.

The PDCCH is especially critical from a decoding complexity point of view, since a
UE must decode a large number of potential control channel locations as discussed in
Section 9.3.5.5. Another relevant factor in the code design for the PDCCH and the PBCH is
that they both carry a relatively small number of bits, making the tail bits a more significant
overhead. Therefore, it was decided to adopt a tail-biting convolutional code for LTE but,
in order to limit the decoding complexity, using a new convolutional code with only 64
states instead of the 256-state convolutional code used in UMTS. These key differences are
summarized in Table 10.8.

The LTE convolutional code, shown in Figure 10.2, offers slightly better performance
for the target information block sizes, as shown in Figure 10.16. The initial value of the
shift register of the encoder is set to the values corresponding to the last six information

Table 10.8: Differences between LTE and HSPA convolutional coding.

Property LTE convolutional code HSPA convolutional code

Number of states 64 256

Tailing method Tail-biting Tailed

Generators [133, 171, 165](oct) [561, 753](oct) R = 1/2
R = 1/3 [557, 663, 711](oct) R = 1/3

Normalized decoding 1/2 (assuming two 1
complexity iterations of decoding)

Rate matching Circular buffer Algorithmic calculation of rate-matching pattern
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Figure 10.16: Eb/N0 (dB) versus block size (bits) for BLER target of 1% for convolutional
codes with rate 1/3, 1/2, and 2/3. The HSPA convolutional code has 256-state code with

tail bits and the 64-state LTE code is tail-biting.

bits in the input stream so that the initial and final states of the shift register are the same.
The decoder can utilize a Circular Viterbi Algorithm [14] or MAP algorithm [53], with
decoding complexity approximately twice that of the Viterbi decoder with two iterations
(passes through the trellis). With only a quarter the number of states, the overall complexity
of the LTE convolutional code can therefore be argued to be half that of the HSPA code,
provided that only two iterations are used.

The rate-matching for the convolutional code in LTE uses a similar CB method as for the
turbo code. A 32-column interleaver is used, with no interlacing in the CB (the three parity
streams are concatenated in the CB). This structure gives good performance at higher code
rates as well as lower code rates, and therefore LTE has no need for an additional (different)
R = 1/2 generator polynomial as used in UMTS.

Other even smaller items of control information use block codes (for example, a Reed–
Muller code for CQI, or a simple list of codewords for the Physical Control Format Indicator
CHannel (PCFICH) – see Section 9.3.3). With small information words, block codes lend
themselves well to a Maximum Likelihood (ML) decoding approach.

10.4 Conclusions

The LTE channel coding is a versatile design that has benefited from the decades of research
and development in the area of iterative processing. Although the turbo codes used in LTE
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and UMTS are of the same form as Berrou’s original scheme, the LTE turbo code with its
contention-free interleaver provides hardware designers with sufficient design flexibility to
support the high data rates offered by LTE and LTE-Advanced. However, with increased
support for parallelism comes the cost of routing the extrinsic values to and from the memory.
The routing complexity in the turbo decoder with a large number of processors (e.g. M = 64)
may in fact become comparable to that of an LDPC code with similar processing capability.
Therefore, it is possible that the cost versus performance trade-offs between turbo and LDPC
codes may be reinvestigated in the future. Nevertheless, it is clear that the turbo code will
continue to shine for a long time to come.
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Multiple Antenna Techniques
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Filippo Tosato, Florian Kaltenberger and Tetsushi Abe

11.1 Fundamentals of Multiple Antenna Theory

11.1.1 Overview

The value of multiple antenna systems as a means to improve communications was
recognized in the very early ages of wireless transmission. However, most of the scientific
progress in understanding their fundamental capabilities has occurred only in the last 20
years, driven by efforts in signal and information theory, with a key milestone being achieved
with the invention of so-called Multiple-Input Multiple-Output (MIMO) systems in the mid-
1990s.

Although early applications of beamforming concepts can be traced back as far as 60 years
in military applications, serious attention has been paid to the utilization of multiple antenna
techniques in mass-market commercial wireless networks only since around 2000. Today,
the key role which MIMO technology plays in the latest wireless communication standards
for Personal, Wide and Metropolitan Area Networks (PANs, WANs and MANs) testifies to
its importance. Aided by rapid progress in the areas of computation and circuit integration,
this trend culminated in the adoption of MIMO for the first time in a cellular mobile network
standard in the Release 7 version of HSDPA (High Speed Downlink Packet Access); soon
after, the development of LTE broke new ground in being the first global mobile cellular
system to be designed with MIMO as a key component from the start.

This chapter first provides the reader with the theoretical background necessary for a
good understanding of the role and advantages promised by multiple antenna techniques in

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.

© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.

IPR2022-00464 
Apple EX1014 Page 318



250 LTE – THE UMTS LONG TERM EVOLUTION

wireless communications in general.1 The chapter focuses on the intuition behind the main
technical results and show how key progress in information theory yields practical lessons in
algorithm and system design for cellular communications. As can be expected, there is still a
gap between the theoretical predictions and the performance achieved by schemes that must
meet the complexity constraints imposed by commercial considerations.

We distinguish between single-user MIMO and multi-user MIMO, although a common
set of concepts captures the essential MIMO benefits in both cases. Single-user MIMO
techniques dominated the algorithms selected for the first version of LTE, with multi-user
MIMO becoming more established in Releases 9 and 10.

The second part of the chapter describes the actual methods adopted for LTE, paying par-
ticular attention to the combinations of theoretical principles and system design constraints
that led to these choices.

While traditional wireless communications (Single-Input Single-Output (SISO)) exploit
time- or frequency-domain pre-processing and decoding of the transmitted and received data
respectively, the use of additional antenna elements at either the base station (eNodeB) or
User Equipment (UE) side (on the downlink or uplink) opens an extra spatial dimension to
signal precoding and detection. Space-time processing methods exploit this dimension with
the aim of improving the link’s performance in terms of one or more possible metrics, such
as the error rate, communication data rate, coverage area and spectral efficiency (expressed
in bps/Hz/cell).

Depending on the availability of multiple antennas at the transmitter and/or the receiver,
such techniques are classified as Single-Input Multiple-Output (SIMO), Multiple-Input
Single-Output (MISO) or MIMO. Thus in the scenario of a multi-antenna-enabled base
station communicating with a single antenna UE, the uplink and downlink are referred to
as SIMO and MISO respectively. When a multi-antenna terminal is involved, a full MIMO
link may be obtained, although the term MIMO is sometimes also used in its widest sense,
thus including SIMO and MISO as special cases. While a point-to-point multiple-antenna
link between a base station and one UE is referred to as Single-User MIMO (SU-MIMO),
Multi-User MIMO (MU-MIMO) features several UEs communicating simultaneously with a
common base station using the same frequency- and time-domain resources.2 By extension,
considering a multicell context, neighbouring base stations sharing their antennas in virtual
MIMO fashion [4] to communicate with the same set of UEs in different cells comes under
the term Coordinated MultiPoint (CoMP) transmission/reception. This latter scenario is not
supported in the first versions of LTE but it is being studied for possible inclusion in later
releases of LTE-Advanced as described in Section 29.5. The overall evolution of MIMO
concepts, from the simplest diversity setup to the advanced joint-processing CoMP technique,
is illustrated in Figure 11.1.

Despite their variety and sometimes perceived complexity, single-user and multi-user
MIMO techniques tend to revolve around just a few fundamental principles, which aim at
leveraging some key properties of multi-antenna radio propagation channels. As introduced

1For more exhaustive tutorial information on MIMO systems, the reader is referred, for example, to [1–3].
2Note that, in LTE, a single eNodeB may in practice control multiple cells; in such a case, we consider each cell as

an independent base station for the purpose of explaining the MIMO techniques; the simultaneous transmissions in
the different cells address different UEs and are typically achieved using different fixed directional physical antennas;
they are therefore not classified as multi-user MIMO.
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Figure 11.1: The evolution of MIMO technology, from traditional single antenna
communication, to multi-user MIMO scenarios, to the possible multicell MIMO networks

of the future.

in Section 1.3, there are basically three advantages associated with such channels (over their
SISO counterparts):

• Diversity gain.

• Array gain.

• Spatial multiplexing gain.

Diversity gain corresponds to the mitigation of the effect of multipath fading, by means
of transmitting or receiving over multiple antennas at which the fading is sufficiently
decorrelated. It is typically expressed in terms of an order, referring either to the number
of effective independent diversity branches or to the slope of the Bit Error Rate (BER) curve
as a function of the Signal-to-Noise Ratio (SNR) (or possibly in terms of an SNR gain in the
system’s link budget).

While diversity gain is fundamentally related to improvement of the statistics of instan-
taneous SNR in a fading channel, array gain and multiplexing gain are of a different nature,
rather being related to the geometry and the theory of vector spaces. Array gain corresponds
to a spatial version of the well-known matched-filter gain in time-domain receivers, while
multiplexing gain refers to the ability to send multiple data streams in parallel and to separate
them on the basis of their spatial signature. The latter is much akin to the multiplexing of users
separated by orthogonal spreading codes, timeslots or frequency assignments, with the great
advantage that, unlike Code, Time or Frequency Division Multiple Access (CDMA, TDMA
or FDMA), MIMO multiplexing does not come at the cost of bandwidth expansion; it does,
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however, suffer the expense of added antennas and signal processing complexity and its gains
strongly depend on the spatial characteristics of the propagation channel (see Chapter 20).

These aspects are analysed further in the following sections, considering first theoretically
optimal transmission schemes and then popular MIMO approaches. First a base station
to single-user communication model is considered (to cover single-user MIMO); then the
techniques are generalized to multi-user MIMO.

The schemes adopted in LTE Releases 8 and 9, specifically for the downlink, are addressed
subsequently. We focus on the Frequency Division Duplex (FDD) case. Discussion of some
aspects of MIMO which are specific to Time Division Duplex (TDD) operation can be found
in Section 23.5.

11.1.2 MIMO Signal Model

Let Y be a matrix of size N × T denoting the set of (possibly precoded) signals being
transmitted from N distinct antennas over T symbol durations (or, in the case of some
frequency-domain systems, T subcarriers), where T is a parameter of the MIMO algorithm
(defined below). Thus the nth row of Y corresponds to the signal emitted from the nth transmit
antenna. Let H denote the M × N channel matrix modelling the propagation effects from each
of the N transmit antennas to any one of M receive antennas, over an arbitrary subcarrier
whose index is omitted here for simplicity. We assume H to be invariant over T symbol
durations. The matrix channel is represented by way of example in Figure 11.2. Then the
M × T signal R received over T symbol durations over this subcarrier can be conveniently
written as

R =HY + N (11.1)

where N is the additive noise matrix of dimension M × T over all M receiving antennas. We
will use hi to denote the ith column of H, which will be referred to as the receive spatial
signature of (i.e. corresponding to) the ith transmitting antenna. Likewise, the jth row of H

can be termed the transmit spatial signature of the jth receiving antenna.

M receiving antennas

ji
i

j

1

N

1

M

MIMO transmitter MIMO receiver

N transmitting antennas

h
00101100010110

Figure 11.2: Simplified transmission model for a MIMO system with N transmit antennas
and M receive antennas, giving rise to an M × N channel matrix, with MN links.
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Let X = (x1, x2, . . . , xP) be a group of P QAM3 symbols to be sent to the receiver over
the T symbol durations; these symbols must be mapped to the transmitted signal Y before
launching into the air. The choice of this mapping function X→ Y(X) determines which
one out of several possible MIMO transmission methods results, each yielding a different
combination of the diversity, array and multiplexing gains. Meanwhile, the so-called spatial
rate of the chosen MIMO transmission method is given by the ratio P/T .

Note that, in the most general case, the considered transmit (or receive) antennas may be
attached to a single transmitting (or receiving) device (base station or UE), or distributed over
different devices. The symbols in (x1, x2, . . . , xP) may also correspond to the data of one or
possibly multiple users, giving rise to the single-user MIMO or multi-user MIMO models.

11.1.3 Single-User MIMO Techniques

Several classes of SU-MIMO transmission methods are discussed below, both optimal and
suboptimal.

11.1.3.1 Optimal Transmission over MIMO Systems

The optimal way of communicating over the MIMO channel involves a channel-dependent
precoder, which fulfils the roles of both transmit beamforming and power allocation
across the transmitted streams, and a matching receive beamforming structure. Full channel
knowledge is therefore required at the transmit side for this method to be applicable. Consider
a set of P = NT symbols to be sent over the channel. The symbols are separated into N
streams (or layers) of T symbols each. Stream i consists of symbols [xi,1, xi,2, . . . , xi,T ]. Note
that in an ideal setting, each stream may adopt a distinct code rate and modulation. This is
discussed in more detail below. The transmitted signal can now be written as

Y(X) = VPX̄ (11.2)

where

X̄ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1,1 x1,2 . . . x1,T
...

...
...

xN,1 xN,2 . . . xN,T

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (11.3)

V is an N × N transmit beamforming matrix and P is a N × N diagonal power-allocation
matrix with

√
pi as its ith diagonal element, where pi is the power allocated to the ith stream.

Of course, the power levels must be chosen so as not to exceed the available transmit power,
which can often be conveniently expressed as a constraint on the total normalized transmit
power Pt.4 Under this model, the information-theoretic capacity of the MIMO channel in
bps/Hz can be obtained as [3]

CMIMO = log2 det(I + ρHVP2VHHH) (11.4)

where {·}H denotes the Hermitian operator for a matrix or vector and ρ is the so-called transmit
SNR, given by the ratio of the transmit power over the noise power.

3Quadrature Amplitude Modulation.
4In practice, there may be a limit on the maximum transmission power from each antenna.
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The optimal (capacity-maximizing) precoder (VP) in Equation (11.4) is obtained by
the concatenation of singular vector beamforming and the so-called waterfilling power
allocation.

Singular vector beamforming means that V should be a unitary matrix (i.e. VHV is the
identity matrix of size N) chosen such that H = UΣVH is the Singular-Value Decomposition5

(SVD) of the channel matrix H. Thus the ith right singular vector of H, given by the ith column
of V, is used as a transmit beamforming vector for the ith stream. At the receiver side, the
optimal beamformer for the ith stream is the ith left singular vector of H, obtained as the ith

row of UH:
uH

i R = λi
√

pi[xi,1, xi,2, . . . , xi,T ] + uH
i N (11.5)

where λi is the ith singular value of H.
Waterfilling power allocation is the optimal power allocation and is given by

pi = [μ − 1/(ρλ2
i )]+ (11.6)

where [x]+ is equal to x if x is positive and zero otherwise. μ is the so-called ‘water level’, a
positive real variable which is set such that the total transmit power constraint is satisfied.

Thus the optimal SU-MIMO multiplexing scheme uses SVD-based transmit and receive
beamforming to decompose the MIMO channel into a number of parallel non-interfering
subchannels, dubbed ‘eigen-channels’, each one with an SNR being a function of the
corresponding singular value λi and chosen power level pi.

Contrary to what would perhaps be expected, the philosophy of optimal power allocation
across the eigen-channels is not to equalize the SNRs, but rather to render them more unequal,
by ‘pouring’ more power into the better eigen-channels, while allocating little power (or even
none at all) to the weaker ones because they are seen as not contributing enough to the total
capacity. This waterfilling principle is illustrated in Figure 11.3.

The underlying information-theoretic assumption here is that the information rate on each
stream can be adjusted finely to match the eigen-channel’s SNR. In practice, this is done by
selecting a suitable Modulation and Coding Scheme (MCS) for each stream.

11.1.3.2 Beamforming with Single Antenna Transmitter or Receiver

In the case where either the receiver or the transmitter is equipped with only a single antenna,
the MIMO channel exhibits only one active eigen-channel, and hence multiplexing of more
than one data stream is not possible.

In receive beamforming, N = 1 and M > 1 (assuming a single stream). In this case, one
symbol is transmitted at a time, such that the symbol-to-transmit-signal mapping function is
characterized by P = T = 1, and Y(X) = X = x, where x is the one QAM symbol to be sent.
The received signal vector is given by

R =Hx + N (11.7)

The receiver combines the signals from its M antennas through the use of weights w =

[w1, . . . , wM]. Thus the received signal after antenna combining can be expressed as

z = wR = wHs + wN (11.8)
5The reader is referred to [5] for an explanation of generic matrix operations and terminology.
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Figure 11.3: The waterfilling principle for optimal powerallocation.

After the receiver has acquired a channelestimate (as discussed in Chapter8), it can set the
beamforming vector w to its optimal value to maximize the received SNR. This is done
by aligning the beamforming vector with the UE’s channel, via the so-called Maximum
Ratio Combining (MRC) w = H", which can be viewed as a spatial version of the well-
known matched filter. Note that cancellation of an interfering signal can also be achieved,
by selecting the beamforming vector to be orthogonal to the channel from the interference
source. These simple concepts are illustrated in Figure 11.4.

The maximum ratio combiner provides a factor of M improvement in the received
SNR compared to the M=N =1case — i.e. an array gain of 10 log,)(M) dB in the link
budget.

In transmit beamforming, M=1 and N> 1. The symbol-to-transmit-signal mapping
function is characterized by P = T = 1, and Y(X) = wx, where x is the one QAM symbol
to be sent and w is the transmit beamforming vector of size N x 1, computed based on
channel knowledge,whichis itselfoften obtained via a receiver-to-transmitter feedback link.®
Assuming perfect channel knowledge at the transmitter side, the SNR-maximizing solution
is given by the transmit MRC, which can be seen as a matched prefilter,

HH

w= ial (11.9)

where the normalization by ||H|| enforces a total power constraint across the transmit
antennas. The transmit MRC pre-filter provides a similar gain as its receive counterpart,
namely 10 log;,(V) dB in average SNR improvement.

In some situations, other techniques such as receive/transmit channelreciprocity may be used, as discussed in
Section 23.5.2.
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Figure 11.4: The beamforming and interference cancelling concepts.

11.1.3.3 Spatial Multiplexing without Channel Knowledge at the Transmitter

When N > 1 and M > 1, multiplexing of up to min(M, N) streams is theoretically possible
even without channel knowledge at the transmitter. Assume for instance that M ≥ N. In this
case, one considers N streams, each transmitted using a different transmit antenna. As the
transmitter does not have knowledge of the matrix H, the precoder is simply the identity
matrix. In this case, the symbol-to-transmit-signal mapping function is characterized by P =
NT and by

Y(X) = X̄ (11.10)

At the receiver, a variety of linear and non-linear detection techniques may be implemented
to recover the symbol matrix X̄. A low-complexity solution is offered by the linear case,
whereby the receiver superposes N beamformers w1, w2, . . . , wN so that the ith stream
[xi,1, xi,2, . . . , xi,T ] is detected as follows,

wiR = wiHX̄ + wiN (11.11)

The design criterion for the beamformer wi can be interpreted as a compromise between
single-stream beamforming and cancelling of interference (created by the other N − 1
streams). Inter-stream interference is fully cancelled by selecting the Zero-Forcing (ZF)
receiver given by

W =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
w1
w2
...

wN

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (HHH)−1HH. (11.12)
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However, for optimal performance, wi should strike a balance between alignment with
respect to hi and orthogonality with respect to all other signatures hk, k � i. Such a balance is
achieved by, for example, a Minimum Mean-Squared Error (MMSE) receiver.

Beyond classical linear detection structures such as the ZF or MMSE receivers, more
advanced but non-linear detectors can be exploited which provide a better error rate
performance at the chosen SNR operating point, at the cost of extra complexity. Examples
of such detectors include the Successive Interference Cancellation (SIC) detector and the
Maximum Likelihood Detector (MLD) [3]. The principle of the SIC detector is to treat
individual streams, which are channel-encoded, as layers which are ‘peeled off’ one by one
by a processing sequence consisting of linear detection, decoding, remodulating, re-encoding
and subtraction from the total received signal R. On the other hand, the MLD attempts to
select the most likely set of all streams, simultaneously, from R, by an exhaustive search
procedure or a lower-complexity equivalent such as the sphere-decoding technique [3].

Multiplexing gain

The multiplexing gain corresponds to the multiplicative factor by which the spectral
efficiency is increased by a given scheme. Perhaps the single most important requirement
for MIMO multiplexing gain to be achieved is for the various transmit and receive antennas
to experience a sufficiently different channel response. This translates into the condition
that the spatial signatures of the various transmitters (the hi’s) (or receivers) be sufficiently
decorrelated and linearly independent to make the channel matrix H invertible (or, more
generally, well-conditioned). An immediate consequence of this condition is the limitation
to min(M, N) of the number of independent streams which may be multiplexed into the
MIMO channel, or, more generally, to rank(H) streams. As an example, single-user MIMO
communication between a four-antenna base station and a dual antenna UE can, at best,
support multiplexing of two data streams, and thus a doubling of the UE’s data rate compared
with a single stream.

11.1.3.4 Diversity Techniques

Unlike the basic multiplexing scenario in Equation (11.10), where the design of the
transmitted signal matrix Y exhibits no redundancy between its entries, a diversity-oriented
design will feature some level of repetition between the entries of Y. For ‘full diversity’,
each transmitted symbol x1, x2, . . . , xP must be assigned to each of the transmit antennas at
least once in the course of the T symbol durations. The resulting symbol-to-transmit-signal
mapping function is called a Space-Time Block Code (STBC). Although many designs of
STBC exist, additional properties such as the orthogonality of matrix Y allow improved
performance and easy decoding at the receiver. Such properties are realized by the Alamouti
space-time code [6], explained in Section 11.2.2.1. The total diversity order which can be
realized in the N to M MIMO channel is MN when entries of the MIMO channel matrix
are statistically uncorrelated. The intuition behind this is that MN − 1 represents the number
of SISO links simultaneously in a state of severe fading which the system can sustain while
still being able to convey the information to the receiver. The diversity order is equal to this
number plus one. As in the previous simple multiplexing scheme, an advantage of diversity-
oriented transmission is that the transmitter does not need knowledge of the channel H, and
therefore no feedback of this parameter is necessary.
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Diversity versus multiplexing trade-off

A fundamental aspect of the benefits of MIMO lies in the fact that any given multiple antenna
configuration has a limited number of degrees of freedom. Thus there exists a compromise
between reaching full beamforming gain in the detection of a desired stream of data and the
perfect cancelling of undesired, interfering streams. Similarly, there exists a trade-off between
the number of streams that may be multiplexed across the MIMO channel and the amount
of diversity that each one of them will enjoy. Such a trade-off can be formulated from an
information-theoretic point of view [7]. In the particular case of spatial multiplexing of N
streams over an N to M antenna channel, with M ≥ N, and using a linear detector, it can be
shown that each stream can enjoy a maximum diversity order of M − N + 1.

To some extent, increasing the spatial load of MIMO systems (i.e. the number of
spatially multiplexed streams) is akin to increasing the user load in CDMA systems. This
correspondence extends to the fact that an optimal load level exists for a given target error
rate in both systems.

11.1.4 Multi-User MIMO Techniques

11.1.4.1 Comparing Single-User and Multi-User MIMO

The set of MIMO techniques featuring data streams being communicated to (or from)
antennas located on distinct UEs is referred to as Multi-User MIMO (MU-MIMO), which
is one of the more recent developments of MIMO technology.

Although the MU-MIMO situation is just as well described by our model in Equation (11.1),
the MU-MIMO scenario differs in a number of crucial ways from its single-user counterpart.
We first explain these differences qualitatively, and then present a brief survey of the most
important MU-MIMO transmission techniques.

In MU-MIMO, K UEs are selected for simultaneous communication over the same time-
frequency resource, from a set of U active UEs in the cell. Typically, K is much smaller than
U. Each UE is assumed to be equipped with J antennas, so the selected UEs together form
a set of M = KJ UE-side antennas. Since the number of streams that may be communicated
over an N to M MIMO channel is limited to min(M, N) (if complete interference suppression
is intended using linear combining of the antennas), the upper bound on the number of
streams in MU-MIMO is typically dictated by the number of base station antennas N. The
number of streams which may be allocated to each UE is limited by the number of antennas J
at that UE. For instance, with single-antenna UEs, up to N streams can be multiplexed, thus
achieving the maximum multiplexing gain, with a distinct stream being allocated to each
UE. This is in contrast to SU-MIMO, where the transmission of N streams necessitates that
the UE be equipped with at least N antennas. Therefore a great advantage of MU-MIMO
over SU-MIMO is that the MIMO multiplexing benefits are preserved even in the case of
low-cost UEs with a small number of antennas. As a result, it is generally assumed that, in
MU-MIMO, it is the base station which bears the burden of spatially separating the UEs, be
it on the uplink or the downlink. Thus the base station performs receive beamforming from
several UEs on the uplink and transmit beamforming towards several UEs on the downlink.

Another fundamental contrast between SU-MIMO and MU-MIMO comes from the
difference in the underlying channel model. While in SU-MIMO the decorrelation between
the spatial signatures of the antennas requires rich multipath propagation or the use of
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orthogonal polarizations, in MU-MIMO the decorrelation between the signatures of the
different UEs occurs naturally due to fact that the separation between such UEs is typically
large relative to the wavelength.

However, all these benefits of MU-MIMO depend on the level of Channel State Informa-
tion at the Transmitter (CSIT) that the eNodeB receives from each UE. In the case of SU-
MIMO, it has been shown that even a small number of feedback bits per antenna can be very
beneficial in steering the transmitted energy accurately towards the UE’s antenna(s) [8–11].
More precisely, in SU-MIMO channels, the accuracy of CSIT only causes an SNR offset, but
does not affect the slope of the cell throughput-versus-SNR curve (i.e. the multiplexing gain).
Yet for the MU-MIMO downlink, the level of Channel State Information (CSI) available
at the transmitter does affect the multiplexing gain, because a MU-MIMO system with
finite-rate feedback is essentially interference-limited after the crucial interference rejection
processing has been carried out by the transmitter. Hence, providing accurate channel
feedback is considerably more important for MU-MIMO than for SU-MIMO. On the other
hand, in a system with a large number of UEs, the uplink resources required for accurate CSI
feedback can become large and must be carefully controlled in the system design.

11.1.4.2 Techniques for Single-Antenna UEs

In considering the case of MU-MIMO for single-antenna UEs, it is worth noting that the
number of antennas available to a UE for transmission is typically less than the number
available for reception. We therefore examine first the uplink scenario, followed by the
downlink.

With a single antenna at each UE, the MU-MIMO uplink scenario is very similar to the one
described by Equation (11.10): because the UEs in mobile communication systems such as
LTE typically cannot cooperate and do not have knowledge of the uplink channel coefficients,
no precoding can be applied and each UE simply transmits an independent message. Thus,
if K UEs are selected for transmission in the same time-frequency resource, with each UE
k transmitting symbol sk, the received signal at the base station, over a single T = 1 symbol
period, is written as

R =HX̄ + N (11.13)

where X̄ = (x1, . . . , xK)T . In this case, the columns of H correspond to the receive spatial
signatures of the different UEs. The base station can recover the transmitted symbol
information by applying beamforming filters, for example using MMSE or ZF solutions.
Note that no more than N UEs can be served (i.e. K ≤ N) if inter-user interference is to be
suppressed fully.

MU-MIMO in the uplink is sometimes referred to as ‘Virtual MIMO’ as, from the point
of view of a given UE, there is no knowledge of the simultaneous transmissions of the other
UEs. This transmission mode and its implications for LTE are discussed in Section 16.6.2.

On the downlink, which is illustrated in Figure 11.5, the base station must resort to
transmit beamforming in order to separate the data streams intended for the various UEs.
Over a single T = 1 symbol period, the signal received by UEs 1 to K can be written
compactly as

R =(r1, . . . , rK)T =HVPX̄ + N (11.14)

This time, the rows of H correspond to the transmit spatial signatures of the various UEs. V

is the transmit beamforming matrix and P is the (diagonal) power allocation matrix selected
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such that it fulfils the total normalized transmit power constraint Pt. To cancel out fully the
inter-user interference when K ≤ N, a transmit ZF beamforming solution may be employed
(although this is not optimal due to the fact that it may require a high transmit power if the
channel is ill-conditioned). Such a solution would be given by V =HH(HHH)−1.

Note that regardless of the channel realization, the power allocation must be chosen to
satisfy any power constraints at the base station, for example such that trace(VPPHVH) =
Pt. It is important to note that ZF precoding requires accurate channel knowledge at the
transmitter, which in most cases necessitates terminal feedback in the uplink.

Figure 11.5: An MU-MIMO scenario in the downlink with single-antenna UEs: the base
station transmits to K selected UEs simultaneously. Their signals are separated by
multiple-antenna precoding at the base station side, based on channel knowledge.

11.1.4.3 Techniques for Multiple-Antenna UEs

The principles presented above for single-antenna UEs can be generalized to the case of
multiple-antenna UEs. There could, in theory, be essentially two ways of exploiting the
additional antennas at the UE side. In the first approach, the multiple antennas are simply
treated as multiple virtual UEs, allowing high-capability terminals to receive or transmit
more than one stream, while at the same time spatially sharing the channel with other UEs.
For instance, a four-antenna base station could theoretically communicate in a MU-MIMO
fashion with two UEs equipped with two antennas each, allowing two streams per UE,
resulting in a total multiplexing gain of four. Another example would be that of two single-
antenna UEs, receiving one stream each, and sharing access with another two-antenna UE,
the latter receiving two streams. Again, the overall multiplexing factor remains limited to the
number of base-station antennas.

The second approach for making use of additional UE antennas is to treat them as extra
degrees of freedom for the purpose of strengthening the link between the UE and the base

UE k

UE K

UE 1

base station (N antennas)

K users (UEs have 1 antenna each)
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station. Multiple antennas at the UE may then be combined in MRC fashion in the case
of the downlink, or, in the case of the uplink, space-time coding could be used. Antenna
selection is another way of extracting more diversity out of the uplink channel, as discussed
in Section 16.6.

11.1.4.4 Comparing Single-User and Multi-User Capacity

To illustrate the gains of multi-user multiplexing over single-user transmission, we compare
the sum-rate achieved by both types of system from an information-theoretic standpoint,
for single antenna UEs. We compare the Shannon capacity in single-user and multi-user
scenarios both for an idealized synthetic channel and for a channel obtained from real
measurement data.

The idealized channel model assumes that the entries of the channel matrix H in
Equation (11.13) are independently and identically distributed (i.i.d.) Rayleigh fading. For
the measured channel case, a channel sounder7 was used to perform real-time wideband
channel measurements synchronously for two UEs moving at vehicular speed in an outdoor
semi-urban hilly environment with Line-Of-Sight (LOS) propagation predominantly present.
The most important parameters of the platform are summarized in Table 11.1.

Table 11.1: Parameters of the measured channel for SU-MIMO/MU-MIMO comparison.
More details can be found in [12, 13].

Parameter Value

Centre frequency 1917.6 MHz
Bandwidth 4.8 MHz
Base station transmit power 30 dBm
Number of antennas at base station 4 (2 cross polarized)
Number of UEs 2
Number of antennas at UE 1
Number of subcarriers 160

The sum-rate capacity of a two-UE MU-MIMO system (calculated assuming a ZF
precoder as described in Section 11.1.4) is compared with the capacity of an equivalent
MISO system serving a single UE at a time (i.e. in TDMA), employing beamforming (see
Section 11.1.3.2). The base station has four antennas and the UE has a single antenna. Full
CSIT is assumed in both cases.

Figure 11.6 shows the ergodic (i.e. average) sum-rate of both schemes in both channels.
The mean is taken over all frames and all subcarriers and subsequently normalized to bps/Hz.
It can be seen that in both the ideal and the measured channels, MU-MIMO yields a higher
sum-rate than SU-MISO in general. In fact, at high SNR, the multiplexing gain of the MU-
MIMO system is two while it is limited to one for the SU-MISO case.

However, for low SNR, the SU-MISO TDMA and MU-MIMO schemes perform very
similarly. This is because a sufficiently high SNR is required to excite more than one MIMO

7The Eurecom MIMO OpenAir Sounder (EMOS) [12].
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Figure 11.6: Ergodic sum-rate capacity of SU-MISO TDMA and MU-MIMOwith two UEs,
for an i.i.d. Rayleigh fading channel and for a measured channel.

transmission mode. Interestingly, the performance of both SU-MISO TDMA and MU-MIMO
is slightly worse in the measured channels than in the idealized i.i.d. channels. This can
be attributed to the correlation of the measured channel in time (due tothe relatively slow
movementof the users), in frequency (due to the LOS propagation), and in space (due to
the transmit antenna correlation). In the MU-MIMOcase,the difference between the i.i.d.

and the measured channel is much higher than in the single-user TDMA case, since these
correlation effects result in a rank-deficient channel matrix.

11.2 MIMO Schemes in LTE

Building on the theoretical background ofthe previous section, the MIMO schemes adopted
for LTE Releases 8 and 9 are now reviewed and explained. These schemes relate to the
downlink unless otherwise stated. The MIMO enhancements introduced for LTE-Advanced

in Release 10 are explained in Chapter 29.
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11.2.1 Practical Considerations

First, a few important practical constraints are briefly reviewed which affect the real-
life performance of the theoretical MIMO systems considered above. Such constraints
include practical deployment and antenna configurations, propagation conditions, channel
knowledge, and implementation complexity. These aspects are often decisive for assessing
the performance of a particular transmission strategy in a given propagation and system
setting and were fundamental to the selection of MIMO schemes for LTE.

It was argued above that the full MIMO benefits (array gain, diversity gain and
multiplexing gain) assume ideally decorrelated antennas and full-rank MIMO channel
matrices. In this regard, the propagation environment and the antenna design (e.g. the spacing
and polarization) play a significant role. If the antenna separation at the base station and the
UE is small relative to the wavelength, strong correlation will be observed between the spatial
signatures (especially in a LOS situation), limiting the usefulness of spatial multiplexing.
However, this can to some extent be circumvented by means of dual-polarized antennas,
whose design itself provides orthogonality even in LOS situations.8 Beyond such antennas,
the condition of spatial signature independence with SU-MIMO can only be satisfied with the
help of rich random multipath propagation. In diversity-oriented schemes, the invertibility of
the channel matrix is not required, yet the entries of the channel matrix should be statistically
decorrelated. Although a greater LOS to non-LOS energy ratio will tend to correlate the
fading coefficients on the various antennas, this effect will be counteracted by the reduction
in fading delivered by the LOS component.

Another source of discrepancy between theoretical MIMO gains and practically achieved
performance lies in the (in-)ability of the receiver and, whenever needed, the transmitter, to
acquire reliable knowledge of the propagation channel. At the receiver, channel estimation
is typically performed over a finite sample of Reference Signals (RSs), as discussed in
Chapter 8. In the case of transmit beamforming and MIMO precoding, the transmitter then
has to acquire this channel knowledge from the receiver usually through a limited feedback
link, which causes further degradation to the available CSIT.

The potential advantages of MU-MIMO over SU-MIMO include robustness with respect
to the propagation environment and the preservation of spatial multiplexing gain even in the
case of UEs with small numbers of antennas. However, these advantages rely on the ability of
the base station to compute the required transmit beamformer, which requires accurate CSIT;
if no CSIT is available and the fading statistics are identical for all the UEs, the MU-MIMO
gains disappear and the SU-MIMO strategy becomes optimal [14]. As a consequence, one
of the most difficult challenges in making MU-MIMO practical for cellular applications, and
particularly for an FDD system, is devising feedback mechanisms that allow for accurate CSI
to be delivered efficiently by the UEs to the base station. This requires the use of appropriate
codebooks for quantization (see Section 11.2.2.3). A recent account of the literature on this
subject may be found in [15].

Another issue which arises for practical implementations of MIMO schemes is the inter-
action between the physical layer and the scheduling protocol. As noted in Section 11.1.4.1,
in both uplink and downlink cases the number of UEs which can be served in a MU-
MIMO fashion is typically limited to K = N, assuming linear combining structures. Often

8Horizontal and vertical polarizations, or, better, +45◦ and −45◦ polarizations, give a twofold multiplexing
capability even in LOS.
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one may even decide to limit K to a value strictly less than N to preserve some degrees of
freedom for per-user diversity. As the number of active users U will typically exceed K, a
selection algorithm must be implemented to identify which set of users will be scheduled
for simultaneous transmission over a particular time-frequency Resource Block (RB). This
algorithm is not specified in LTE and various approaches are possible; as discussed in
Chapter 12, a combination of rate maximization and QoS constraints will typically be
considered. It is important to note that the choice of UEs that will maximize the sum-rate
(the sum over the K individual rates for a given subframe) is one that favours UEs exhibiting
not only good instantaneous SNR but also spatial separability among their signatures.

11.2.2 Single-User Schemes

In this section, we examine the downlink multi-antenna schemes adopted in LTE for individ-
ual UEs. We consider first the diversity schemes used on the transmit side, then the single-
user spatial multiplexing transmission modes, and finally beamforming using precoded
UE-specific RSs (including the combination of beamforming and spatial multiplexing as
introduced in Release 9).

11.2.2.1 Transmit Diversity Schemes

The theoretical aspects of transmit diversity were discussed in Section 11.1. Here we discuss
the two main transmit diversity techniques defined in LTE. In LTE, transmit diversity is only
defined for 2 and 4 transmit antennas and one data stream, referred to in LTE as one codeword
since one transport block CRC9 is used per data stream. To maximize diversity gain, the
antennas typically need to be uncorrelated, so they need to be well separated relative to
the wavelength or have different polarization. Transmit diversity is valuable in a number
of scenarios, including low SNR, or for applications with low delay tolerance. Diversity
schemes are also desirable for channels for which no uplink feedback signalling is available
(e.g. Multimedia Broadcast/Multicast Services (MBMS) described in Chapter 13, Physical
Broadcast CHannel (PBCH) in Chapter 9 and Synchronization Signals in Chapter 7), or when
the feedback is not sufficiently accurate (e.g. at high speeds); transmit diversity is therefore
also used as a fallback scheme in LTE when transmission with other schemes fails.

In LTE the multiple-antenna scheme is independently configured for the control channels
and the data channels, and in the case of the data channels (Physical Downlink Shared
CHannel – PDSCH) it is assigned independently per UE.

In this section we discuss in detail the transmit diversity techniques of Space-Frequency
Block Codes (SFBCs) and Frequency-Switched Transmit Diversity (FSTD), as well as the
combination of these schemes as used in LTE. These transmit diversity schemes may be used
in LTE for the PBCH and Physical Downlink Control CHannel (PDCCH), and also for the
PDSCH if it is configured in transmit diversity mode10 for a UE.

Another transmit diversity technique which is commonly associated with OFDM is Cyclic
Delay Diversity (CDD). CDD is not used in LTE as a diversity scheme in its own right but

9Cyclic Redundancy Check.
10PDSCH transmission mode 2 – see Section 9.2.2.1. As noted above, transmit diversity may also be used as a

fallback in other transmission modes.
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rather as a precoding scheme for spatial multiplexing on the PDSCH; we therefore introduce
it in Section 11.2.2.2 in the context of spatial multiplexing.

Space-Frequency Block Codes (SFBCs)

If a physical channel in LTE is configured for transmit diversity operation using two eNodeB
antennas, pure SFBC is used. SFBC is a frequency-domain version of the well-known Space-
Time Block Codes (STBCs), also known as Alamouti codes [6]. This family of codes is
designed so that the transmitted diversity streams are orthogonal and achieve the optimal
SNR with a linear receiver. Such orthogonal codes only exist for the case of two transmit
antennas.

STBC is used in UMTS, but in LTE the number of available OFDM symbols in a subframe
is often odd while STBC operates on pairs of adjacent symbols in the time domain. The
application of STBC is therefore not straightforward for LTE, while the multiple subcarriers
of OFDM lend themselves well to the application of SFBC.

For SFBC transmission in LTE, the symbols transmitted from the two eNodeB antenna
ports on each pair of adjacent subcarriers are defined as follows:[

y(0)(1) y(0)(2)
y(1)(1) y(1)(2)

]
=

[
x1 x2
−x∗2 x∗1

]
(11.15)

where y(p)(k) denotes the symbols transmitted from antenna port p on the kth subcarrier.
Since no orthogonal codes exist for antenna configurations beyond 2 × 2, SFBC has to be

modified in order to apply it to the case of 4 transmit antennas. In LTE, this is achieved by
combining SFBC with FSTD.

Frequency Switched Transmit Diversity (FSTD) and its Combination with SFBC

General FSTD schemes transmit symbols from each antenna on a different set of subcarriers.
In LTE, FSTD is only used in combination with SFBC for the case of 4 transmit antennas,
in order to provide a suitable transmit diversity scheme where no orthogonal rate-1 block
code exists. The LTE scheme is in fact a combination of two 2 × 2 SFBC schemes mapped
to independent subcarriers as follows:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y(0)(1) y(0)(2) y(0)(3) y(0)(4)
y(1)(1) y(1)(2) y(1)(3) y(1)(4)
y(2)(1) y(2)(2) y(2)(3) y(2)(4)
y(3)(1) y(3)(2) y(3)(3) y(3)(4)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1 x2 0 0
0 0 x3 x4
−x∗2 x∗1 0 0

0 0 −x∗4 x∗3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (11.16)

where, as previously, y(p)(k) denotes the symbols transmitted from antenna port p on the kth

subcarrier. Note that the mapping of symbols to antenna ports is different in the 4 transmit-
antenna case compared to the 2 transmit-antenna SFBC scheme. This is because the density
of cell-specific RSs on the third and fourth antenna ports is half that of the first and second
antenna ports (see Section 8.2.1), and hence the channel estimation accuracy may be lower on
the third and fourth antenna ports. Thus, this design of the transmit diversity scheme avoids
concentrating the channel estimation losses in just one of the SFBC codes, resulting in a
slight coding gain.
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11.2.2.2 Spatial Multiplexing Schemes

We begin by introducing some terminology used to describe spatial multiplexing in LTE:

• A spatial layer is the term used in LTE for one of the different streams generated
by spatial multiplexing as described in Section 11.1. A layer can be described as a
mapping of symbols onto the transmit antenna ports.11 Each layer is identified by a
precoding vector of size equal to the number of transmit antenna ports and can be
associated with a radiation pattern.

• The rank of the transmission is the number of layers transmitted.12

• A codeword is an independently encoded data block, corresponding to a single
Transport Block (TB) delivered from the Medium Access Control (MAC) layer in the
transmitter to the physical layer, and protected with a CRC.

For ranks greater than 1, two codewords can be transmitted. Note that the number of
codewords is always less than or equal to the number of layers, which in turn is always less
than or equal to the number of antenna ports.

In principle, a SU-MIMO spatial multiplexing scheme can either use a single codeword
mapped to all the available layers, or multiple codewords each mapped to one or more
different layers. The main benefit of using only one codeword is a reduction in the amount
of control signalling required, both for Channel Quality Indicator (CQI) reporting, where
only a single value would be needed for all layers, and for HARQ ACK/NACK13 feedback,
where only one ACK/NACK would have to be signalled per subframe per UE. In such a
case, the MLD receiver is optimal in terms of minimizing the BER. At the opposite extreme,
a separate codeword could be mapped to each of the layers. The advantage of such a mapping
is that significant gains are possible by using SIC, albeit at the expense of more signalling
being required. An MMSE-SIC receiver can be shown to approach the Shannon capacity [7].
Note that an MMSE receiver is viable for both transmitter structures. For LTE, a middle-way
was adopted whereby at most two codewords are used, even if four layers are transmitted.
The codeword-to-layer mapping is static, since only minimal gains were shown for a dynamic
mapping method. The mappings are shown in Table 11.2. Note that in LTE all RBs belonging
to the same codeword use the same MCS, even if a codeword is mapped to multiple layers.

Precoding

The PDSCH transmission modes for open-loop spatial multiplexing14 and closed-loop spatial
multiplexing15 use precoding from a defined ‘codebook’ to form the transmitted layers. Each
codebook consists of a set of predefined precoding matrices, with the size of the set being a
trade-off between the number of signalling bits required to indicate a particular matrix in the
codebook and the suitability of the resulting transmitted beam direction.

11See Section 8.2 for an explanation of the concept of an antenna port.
12Note that the rank of a matrix is the number of linearly independent rows or columns, or equivalently the

dimension of the subspace generated by the rows or columns of the matrix. Hence the rank of the channel matrix
may be higher than the number of transmitted layers.

13Hybrid Automatic Repeat reQuest ACKnowledgement/Negative ACKnowledgement.
14PDSCH transmission mode 3 – see Section 9.2.2.1.
15PDSCH transmission modes 4 and 6 – see Section 9.2.2.1.
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Table 11.2: Codeword-to-layer mapping in LTE.

Transmission
rank

Codeword 1 Codeword 2

Rank 1 Layer 1
Rank 2 Layer 1 Layer 2
Rank 3 Layer 1 Layer 2 and Layer 3
Rank 4 Layer 1 and Layer 2 Layer 3 and Layer 4

In the case of closed-loop spatial multiplexing, a UE feeds back to the eNodeB the index
of the most desirable entry from a predefined codebook. The preferred precoder is the matrix
which would maximize the capacity based on the receiver capabilities. In a single-cell,
interference-free environment the UE will typically indicate the precoder that would result in
a transmission with an effective SNR following most closely the largest singular values of its
estimated channel matrix.

Some important properties of the LTE codebooks are as follows:

• Constant modulus property. LTE uses precoders which mostly comprise pure phase
corrections – that is, with no amplitude changes. This is to ensure that the Power
Amplifier (PA) connected to each antenna is loaded equally. The one exception (which
still maintains the constant modulus property) is using an identity matrix as the
precoder. However, although the identity precoder may completely switch off one
antenna on one layer, since each layer is still connected to one antenna at constant
power the net effect across the layers is still constant modulus to the PA.

• Nested property. The nested property is a method of arranging the codebooks of
different ranks so that the lower rank codebook is comprised of a subset of the higher
rank codebook vectors. This property simplifies the CQI calculation across different
ranks. It ensures that the precoded transmission for a lower rank is a subset of the
precoded transmission for a higher rank, thereby reducing the number of calculations
required for the UE to generate the feedback. For example, if a specific index in the
codebook corresponds to columns 1, 2 and 3 from the precoder W in the case of a rank
3 transmission, then the same index in the case of rank 2 transmission must consist of
either columns 1 and 2 or columns 1 and 3 from W.

• Minimal ‘complex’ multiplications. The 2-antenna codebook consists entirely of a
QPSK16 alphabet, which eliminates the need for any complex multiplications since all
codebook multiplications use only ±1 and ± j. The 4-antenna codebook does contain
some QPSK entries which require a

√
2 magnitude scaling as well; it was considered

that the performance gain of including these precoders justified the added complexity.

The 2-antenna codebook in LTE comprises one 2 × 2 identity matrix and two DFT
(Discrete Fourier Transform) matrices:[

1 0
0 1

]
,

[
1 1
1 −1

]
and

[
1 1
j − j

]
(11.17)

16Quadrature Phase Shift Keying.
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Here the columns of the matrices correspond to the layers.
The 4 transmit antenna codebook in LTE uses a Householder generating function:

WH = I − 2uuH/uHu, (11.18)

which generates unitary matrices from input vectors u, which are defined in [16, Table
6.3.4.2.3-2]. The advantage of using precoders generated with this equation is that it
simplifies the CQI calculation (which has to be carried out for each individual precoder in
order to determine the preferred precoder) by reducing the number of matrix inversions. This
structure also reduces the amount of control signalling required, since the optimum rank-1
version of WH is always the first column of WH; therefore the UE only needs to indicate
the preferred precoding matrix, and not also the individual vector within it which would be
optimal for the case of rank-1 transmission.

Note that both DFT and Householder matrices are unitary.

Cyclic Delay Diversity (CDD)

In the case of open-loop spatial multiplexing,17 the feedback from the UE indicates only
the rank of the channel, and not a preferred precoding matrix. In this mode, if the rank
used for PDSCH transmission is greater than 1 (i.e. more than one layer is transmitted),
LTE uses Cyclic Delay Diversity (CDD) [17]. CDD involves transmitting the same set of
OFDM symbols on the same set of OFDM subcarriers from multiple transmit antennas, with
a different delay on each antenna. The delay is applied before the Cyclic Prefix (CP) is added,
thereby guaranteeing that the delay is cyclic over the Fast Fourier Transform (FFT) size. This
gives CDD its name.

Adding a time delay is identical to applying a phase shift in the frequency domain.
As the same time delay is applied to all subcarriers, the phase shift will increase linearly
across the subcarriers with increasing subcarrier frequency. Each subcarrier will therefore
experience a different beamforming pattern as the non-delayed subcarrier from one antenna
interferes constructively or destructively with the delayed version from another antenna. The
diversity effect of CDD therefore arises from the fact that different subcarriers will pick out
different spatial paths in the propagation channel, thus increasing the frequency-selectivity
of the channel. The channel coding, which is applied to a whole transport block across the
subcarriers, ensures that the whole transport block benefits from the diversity of spatial paths.

Although this approach does not optimally exploit the channel in the way that ideal
precoding would (by matching the precoding to the eigenvectors of the channel), it does
help to ensure that any destructive fading is constrained to individual subcarriers rather
than affecting a whole transport block. This can be particularly beneficial if the channel
information at the transmitter is unreliable, for example due to the feedback being limited
or the UE velocity being high.

The general principle of the CDD technique is illustrated in Figure 11.7. The fact that the
delay is added before the CP means that any delay value can be used without increasing the
overall delay spread of the channel. By contrast, if the delay had been added after the addition
of the CP, then the usable delays would have had to be kept small in order to ensure that the
delay spread of the delayed symbol is no more than the maximum channel delay spread, in
order to obviate any need to increase the CP length.

17PDSCH transmission mode 3 – see Section 9.2.2.1.
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Figure 11.7: Principle of Cyclic Delay Diversity.

The time-delay/phase-shift equivalence means that the CDD operation can be imple-
mented as a frequency-domain precoder for the affected antenna(s), where the precoder
phase changes on a per-subcarrier basis according to a fixed linear function. In general, the
implementation designer can choose whether to implement CDD in the time domain or the
frequency domain. However, one advantage of a frequency-domain implementation is that it
is not limited to delays corresponding to an integer number of samples.

As an example of CDD for a case with 2 transmit antenna ports, we can express
mathematically the received symbol rk on the kth subcarrier as

rk = h1k xk + h2ke jφk xk (11.19)

where hpk is the channel from the pth transmit antenna and e jφk is the phase shift on the
kth subcarrier due to the delay operation. We can see clearly that on some subcarriers the
symbols from the second transmit antenna will add constructively, while on other subcarriers
they will add destructively. Here, φ = 2πdcdd/N, where N is the FFT size and dcdd is the delay
in samples.

The number of peaks and troughs created by CDD in the received signal spectrum across
the subcarriers therefore depends on the length of the delay dcdd: as dcdd is increased, the
number of peaks and troughs in the spectrum also increases.

In LTE, the frequency-domain phase shift values φ are π, 2π/3 and π/2 for 2-, 3- and
4-layer transmission respectively. For a size-2048 FFT, for example, these values correspond
to dcdd = 1024, 682.7, 512 sample delays respectively.

For the application of CDD in LTE, the eNodeB transmitter combines CDD delay-based
phase shifts with additional precoding using fixed unitary DFT-based precoding matrices.

The application of precoding in this way is useful when the channel coefficients of the
antenna ports are correlated, since then virtual antennas (formed by fixed, non-channel-
dependent precoding) will typically be uncorrelated. On its own, the benefit of CDD
is reduced by antenna correlation. The use of uncorrelated virtual antennas created by
fixed precoding can avoid this problem in correlated channels, while not degrading the
performance if the individual antenna ports are uncorrelated.
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For ease of explanation, the above discussion of CDD has been in terms of a rank-1
transmission – i.e. with a single layer. However, in practice, CDD is only applied in LTE
when the rank used for PDSCH transmission is greater than 1. In such a case, each layer
benefits independently from CDD in the same way as for a single layer. For example, for a
rank-2 transmission, the transmission on the second antenna port is delayed relative to the
first antenna port for each layer. This means that symbols transmitted on both layers will
experience the delay and hence the increased frequency selectivity.

For multilayer CDD operation, the mapping of the layers to antenna ports is carried
out using precoding matrices selected from the spatial multiplexing codebooks described
earlier. As the UE does not indicate a preferred precoding matrix in the open loop spatial
multiplexing transmission mode in which CDD is used, the particular spatial multiplexing
matrices selected from the spatial multiplexing codebooks in this case are predetermined.

In the case of 2 transmit antenna ports, the predetermined spatial multiplexing precoding
matrix W is always the same (the first entry in the 2 transmit antenna port codebook, which
is the identity matrix). Thus, the transmitted signal can be expressed as follows:[

y(0)(k)
y(1)(k)

]
=WD2U2x =

1√
2

[
1 0
0 1

]
1√
2

[
1 0
0 e jφ1k

] [
1 1
1 −1

] [
x(0)(i)
x(1)(i)

]
(11.20)

In the case of 4 transmit antenna ports, ν different precoding matrices are used from
the 4 transmit antenna port codebook where ν is the transmission rank. These ν precoding
matrices are applied in turn across groups of ν subcarriers in order to provide additional
decorrelation between the spatial streams.

11.2.2.3 Beamforming Schemes

The theoretical aspects of beamforming were described in Section 11.1. This section explains
how it is implemented in LTE Release 8 and Release 9.

In LTE, two beamforming techniques are supported for the PDSCH:

• Closed-loop rank-1 precoding.18 This mode amounts to beamforming since only a
single layer is transmitted, exploiting the gain of the antenna array. However, it can
also be seen as a special case of the SU-MIMO spatial multiplexing using codebook
based precoding discussed in Section 11.2.2.2. In this mode, the UE feeds channel
state information back to the eNodeB to indicate suitable precoding to apply for the
beamforming operation. This feedback information is known as Precoding Matrix
Indicators (PMIs) and is described in detail in Section 11.2.2.4.

• Beamforming with UE-specific RSs.19 In this case, the MIMO precoding is not
restricted to a predefined codebook, so the UE cannot use the cell-specific RS for
PDSCH demodulation and precoded UE-specific RS are therefore needed.

In this section we focus on the latter case which supports a single transmitted layer in LTE
Release 8 and was extended to support dual-layer beamforming in Release 9. These modes
are primarily mechanisms to extend cell coverage by concentrating the eNodeB power in the
directions in which the radio channel offers the strongest path(s) to reach the UE. They are

18PDSCH transmission mode 6 – see Section 9.2.2.1.
19PDSCH transmission mode 7 (from Release 8) and 8 (introduced in Release 9) – see Section 9.2.2.1.
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typically implemented with an array of closely spaced antenna elements (or pairs of cross-
polarized elements) for creating directional transmissions. Due to the fact that no precoding
codebook is used, an arbitrary number of transmit antennas is theoretically supported; in
practical deployments up to 8 antennas are typically used (e.g. an array of 4 cross-polarized
pairs). The signals from the correlated antenna elements are phased appropriately so that they
add up constructively at the location where the UE is situated. The UE is not really aware that
it is receiving a precoded directional transmission rather than a cell-wide transmission (other
than by the fact that the UE is directed to use the UE-specific RS as the phase reference for
demodulation). To the UE, the phased array of antennas ‘appears’ as just one antenna port.

In LTE Release 8, only a single UE-specific antenna port and associated RSs is defined
(see Section 8.2.2). As a consequence the beamformed PDSCH can only be transmitted with a
single spatial layer. The support of two UE-specific antenna ports was introduced in Release 9
(see Section 8.2.3), thus enabling beamforming with two spatial layers with a direct one-to-
one mapping between the layers and antenna ports. The UE-specific RS patterns for the two
Release 9 antenna ports were designed to be orthogonal in order to facilitate separation of
the spatial layers at the receiver. The two associated PDSCH layers can then be transmitted
to a single user in good propagation conditions to increase its data rate, or to multiple users
(MU-MIMO) to increase the system capacity. LTE Release 10 further extends the support
for beamforming with UE-specific RSs to higher numbers of spatial layers, as described in
Chapter 29.

When two layers are transmitted over superposed beams they share the available transmit
power of the eNodeB, so the increase in data rate comes at the expense of a reduction of
coverage. This makes fast rank adaptation (which is also used in the codebook-based spatial
multiplexing transmission mode) an important mechanism for the dual-layer beamforming
mode. To support this, it is possible to configure the UE to feed back a Rank Indicator (RI)
together with the PMI (see Section 11.2.2.4).

It should also be noted that beamforming in LTE can only be applied to the PDSCH and
not to the downlink control channels, so although the range of a given data rate on the PDSCH
can be extended by beamforming, the overall cell coverage may still be limited by the range
of the control channels unless other measures are taken. The trade-off between throughput
and coverage with beamforming in LTE is illustrated in Figure 11.8.

Like any precoding technique, these beamforming modes require reliable CSIT which can,
in principle, be obtained either from feedback from the UE or from estimation of the uplink
channel.

In the single-layer beamforming mode of Release 8, the UE does not feed back any
precoding-related information, and the eNodeB deduces this information from the uplink,
for example using Direction Of Arrival (DOA) estimations. It is worth noting that in this case
calibration of the eNodeB RF paths may be necessary, as discussed in Section 23.5.2.

The dual-layer beamforming mode of Release 9 provides the possibility for the UE to help
the eNodeB to derive the beamforming precoding weights by sending PMI feedback in the
same way as for codebook-based closed-loop spatial multiplexing. For beamforming, this is
particularly suitable for FDD deployments where channel reciprocity cannot be exploited
as effectively as in the case of TDD. Nevertheless, this PMI feedback can only provide
partial CSIT, since it is based on measurements of the common RSs which, in beamforming
deployments, are usually transmitted from multiple antenna elements with broad beam
patterns; furthermore, the PMI feedback uses the same codebook as for closed-loop spatial
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Figure 11.8: Trade-off between throughput and coverage with beamforming.

multiplexing and is therefore constrained by quantization while the beamforming precoding
is not. As a consequence, additional uplink channelestimates are still required if the full
benefits of beamformingare to be realized.

For the Channel Quality Indicator (CQI) feedback for link adaptation, the eNodeB must
take into accountthe fact that in the beamforming modesthe channel quality experienced by
the UE on the beamformed PDSCHresourceswill typically be different (hopefully better)
than onthe cell-specific RSs from which the CQIis derived. The UE-specife RSs cannot be
used for CQI estimation because they are only present in the RBs in which beamforming
transmission is used; UE-specific RSs that are precoded for a different UE are obviously
not useful for channel estimation. The eNodeB has to adjust the MCSusedfor transmission
relative to the CQI reports by estimating the expected beamforming gain depending on the
numberof transmitted layers; the HARQ acknowledgementrate can be useful in deriving
such an adjustment.

It is worth mentioning that beamforming also affects the interference caused to neigh-
bouring cells. If the beamforming is intermittent, it can result in a problem often known
as the ‘flash-light effect’, where strong intermittent interference may disturb the accuracy
of the UEs’ CQIreporting in adjacent cells. This effect was shown to havethe potential to
cause throughput reductions in HSDPA [18]. In LTE the possibility for frequency-domain
scheduling (as discussed in Section 12.5) provides an additional degree of freedom to avoid
such issues. In addition, beamforming may even be coordinated to take advantage of the
spatial interference structure created by beamformingin multiple cells, especially among the
cells controlled by one eNodeB.

11.2.2.4 Feedback Computation and Signalling

In order to support MIMOoperation. the UE can be configured to report Precoding Matrix
Indicators (PMIs) and Rank Indicators(RIs), in addition to CQI reporting as discussed in
Section 10.2.1.
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In the case of codebook-based spatial multiplexing transmissions, the precoding at the
eNodeB transmitter is applied relative to the transmitted phase of the cell-specific RSs for
each antenna port. Thus if the UE knows the precoding matrices that could be applicable
(as defined in the configured codebook) and it knows the transfer function of the channels
from the different antenna ports (by making measurements on the RSs), it can determine
which W is most suitable under the current radio conditions and signal this to the eNodeB.
The preferred W, whose index constitutes the PMI report, is the precoder that maximizes
the aggregate number of data bits which could be received across all layers. The number of
RBs to which each PMI corresponds in the frequency domain depends on the feedback mode
configured by the eNodeB:

• Wideband PMI. The UE reports a single PMI corresponding to the preferred precoder
assuming transmission over the whole system bandwidth. This is applicable for PMI
feedback that is configured to be sent periodically (on the PUCCH20 unless the
PUSCH21 is transmitted), and also for PMI feedback that is sent aperiodically in con-
junction with UE-selected sub-band CQI reports on the PUSCH (see Section 10.2.1).

• Sub-band PMI. The UE reports one PMI for each sub-band across the whole system
bandwidth, where the sub-band size is between 4 and 6 RBs depending on the system
bandwidth (as shown in Table 10.3). This is applicable for PMI feedback that is
sent aperiodically on the PUSCH in conjunction with a wideband CQI report. It is
well suited to a scenario where the eNodeB wishes to schedule a wideband data
transmission to a UE while the channel direction varies across the bandwidth; the
precoder used by the eNodeB can change from sub-band to sub-band within one
transport block.

• UE-selected sub-band PMI. The UE selects a set of M preferred sub-bands, each of
size k RBs (where M and k are the same as for UE-selected sub-band CQI feedback as
given in Table 10.4) and reports a single PMI corresponding to the preferred precoder
assuming transmission over all of the M selected sub-bands. This is applicable in
conjunction with UE-selected sub-band CQI reports on the PUSCH.

The eNodeB is not bound to use the precoder requested by the UE, but clearly if the
eNodeB chooses another precoder then the eNodeB will have to adjust the MCS accordingly
since the reported CQI could not be assumed to be applicable.

The eNodeB may also restrict the set of precoders which the UE may evaluate and
report. This is known as codebook subset restriction. It enables the eNodeB to prevent the
UE from reporting precoders which are not useful, for example in some eNodeB antenna
configurations or in correlated fading scenarios. In the case of open-loop spatial multiplexing,
codebook subset restriction amounts simply to a restriction on the rank which the UE may
report.

For each PDSCH transmission to a UE, the eNodeB indicates via a ‘Transmitted Precoding
Matrix Indicator’ (TPMI) in the downlink assignment message22 on the PDCCH whether it
is applying the UE’s preferred precoder, and if not, which precoder is used. This enables
the UE to derive the correct phase reference relative to the cell-specific RSs in order to

20Physical Uplink Control CHannel.
21Physical Uplink Shared CHannel.
22The TPMI is sent in DCI Formats 2, 2A and 2B – see Section 9.3.5.1.
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demodulate the PDSCH data. The ability to indicate that the eNodeB is applying the UE’s
preferred precoder is particularly useful in the case of sub-band PMI reporting, as it enables
multiple precoders to be used across the bandwidth of a wideband transmission to a UE
without incurring a high signalling overhead to notify the UE of the set of precoders used.

The UE can also be configured to report the channel rank via a RI, which is calculated to
maximize the capacity over the entire bandwidth, jointly selecting the preferred precoder(s)
to maximize the capacity on the assumption of the selected transmission rank. The CQI
values reported by the UE correspond to the preferred transmission rank and precoders, to
enable the eNodeB to perform link adaptation and multi-user scheduling as discussed in
Sections 10.2 and 12.1. The number of CQI values reported normally corresponds to the
number of codewords supported by the preferred transmission rank. Further, the CQI values
themselves will depend on the assumed transmission rank: for example, the precoding matrix
for layer 1 will usually be different depending on whether or not the UE is assuming the
presence of a second layer.

Although the UE indicates the transmission rank that would maximize the downlink data
rate, the eNodeB can also indicate to the UE that a different transmission rank is being used
for a PDSCH transmission. This gives flexibility to the eNodeB, since the UE does not know
the amount of data in the downlink buffer; if the amount of data in the buffer is small, the
eNodeB may prefer to use a lower rank with higher reliability.

11.2.3 Multi-User MIMO

The main focus of MIMO in the first release of LTE was on achieving transmit antenna
diversity or single-user multiplexing gain, neither of which requires such a sophisticated CSI
feedback mechanism as MU-MIMO. As pointed out in Section 11.2.1, the availability of
accurate CSIT is the main challenge in making MU-MIMO schemes attractive for cellular
applications.

Nevertheless, basic support for MU-MIMO was provided in Release 8, and enhanced
schemes were added in Releases 9 and 10.

The MU-MIMO scheme supported in LTE Release 823 is based on the same codebook-
based scheme as is defined for SU-MIMO (see Section 11.2.2.2). In particular the same
‘implicit’ feedback calculation mechanism is used, whereby the UE makes hypotheses
on the precoder the eNodeB would use for transmission on the PDSCH and reports a
recommended precoding matrix (PMI) corresponding to the best hypothesis – i.e. an implicit
representation of the CSI. The recommended precoder typically depends on the type of
receiver implemented by the UE, e.g. MRC, linear MMSE or MMSE Decision Feedback
Equalizer (DFE). However, in the same way as for SU-MIMO, the eNodeB is not bound to
the UE’s recommendation and can override the PMI report by choosing a different precoder
from the codebook and signalling it back to the scheduled UEs using a TPMI on the PDCCH.

In the light of the similarities between implicit channel feedback by precoder recommen-
dation and explicit channel vector quantization, it is instructive to consider the implications of
the fact that the LTE 2-antenna codebook and the first eight entries in the 4-antenna codebook
are derived from a DFT matrix (as noted in Section 11.2.2.2). The main reasons for this
choice are as follows:

23PDSCH transmission mode 5 – see Section 9.2.2.1.
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• Simplicity in the PMI/CQI calculation, which can be done in some cases without
complex multiplications;

• A DFT matrix nicely captures the characteristics of a highly correlated MISO
channel.24

In LTE Release 8, a UE configured in MU-MIMO mode assumes that an eNodeB
transmission on the PDSCH would be performed on one layer using one of the rank-
1 codebook entries defined for two or four antenna ports. Therefore, the MU-MIMO
transmission is limited to a single layer and single codeword per scheduled UE, and the
RI and PMI feedback are the same as for SU-MIMO rank 1.

The eNodeB can then co-schedule multiple UEs on the same RB, typically by pairing UEs
that report orthogonal PMIs. The eNodeB can therefore signal to those UEs (using one bit in
the DCI format 1D message on the PDCCH – see Section 9.3.5.1) that the PDSCH power is
reduced by 3 dB relative to the cell-specific RSs. This assumes that the transmission power
of the eNodeB is equally divided between the two codewords and implies that in practice a
maximum of two UEs may be co-scheduled in Release 8 MU-MIMO mode.

Apart from this power offset signalling, MU-MIMO in Release 8 is fully transparent to the
scheduled UEs, in that they are not explicitly aware of how many other UEs are co-scheduled
or of which precoding vectors are used for any co-scheduled UEs.

CQI reporting for MU-MIMO in Release 8 does not take into account any interference
from transmissions to co-scheduled users. The CQI values reported are therefore equivalent
to those that would be reported for rank-1 SU-MIMO. It is left to the eNodeB to estimate a
suitable adjustment to apply to the MCS if multiple UEs are co-scheduled.

In Release 9, the support for MU-MIMO is enhanced by the introduction of dual-layer
beamforming in conjunction with precoded UE-specific RSs, as discussed in Sections 8.2.3
and 11.2.2.3. This removes the constraint on the eNodeB to use the feedback codebook for
precoding, and gives flexibility to utilize other approaches to MU-MIMO user separation,
for example according to a zero-forcing beamforming criterion. Note that in the limit of a
large UE population, a zero-forcing beamforming solution converges to a unitary precoder
because, with high probability, there will be N UEs with good channel conditions reporting
orthogonal channel signatures.

The use of precoded UE-specific RSs removes the need to signal explicitly the details
of the chosen precoder to the UEs. Instead, the UEs estimate the effective channel (i.e. the
combination of the precoding matrix and physical channel), from which they can derive the
optimal antenna combiner for their receivers.

The UE-specific RS structure described in Section 8.2.3 allows up to 4 UEs to be
scheduled for MU-MIMO transmissions from Release 9.

Furthermore, the precoded UE-specific RSs mean that for Release 9 MU-MIMO it is not
necessary to signal explicitly a power offset depending on the number of co-scheduled UEs.
As the UE-specific RSs for two UEs are code-division multiplexed, the eNodeB transmission
power is shared between the two antenna ports in the same way as the transmitted data, so
the UE can use the UE-specific RSs as both the phase reference and the amplitude reference
for demodulation. Thus the MU-MIMO scheduling is fully transparent in Release 9.

24It is not difficult to see that if the first N rows are taken from a DFT matrix of size Nq, each of the Nq column
vectors comprises the spatial signature of the ith element of a uniform linear antenna array with spacing l, such that
l
λ sin θ = i

Nq
[7].
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11.2.4 MIMO Performance

The multiple antenna schemes supported by LTE contribute much to its spectral efficiency
improvements compared to UMTS.

Figure 11.9 shows a typical link throughput performance comparison between the open-
loop SU-MIMO spatial multiplexing mode of LTE Release 8 with rank feedback but no PMI
feedback, and closed-loop SU-MIMO spatial multiplexing with PMI feedback. Four transmit
and two receive antennas are used. Both modes make use of spatial multiplexing gain to
enhance the peak data rate. Closed-loop MIMO provides gain from the channel-dependent
precoding, while open-loop MIMO offers additional robustness by SFBC for single-layer
transmissions and CDD for more than one layer.

The gain of closed-loop precoding can be observed in low mobility scenarios, while the
benefit of open-loop diversity can clearly be seen in the case of high mobility.

Figure 11.9: Example of closed-loop and open-loop MIMO performance.

11.3 Summary

In this chapter we have reviewed the predominant families of MIMO techniques (both single-
user and multi-user) of relevance to LTE. LTE breaks new ground in drawing on such
approaches to harness the power of MIMO systems not just for boosting the peak per-user
data rate but also for improving overall system capacity and spectral efficiency. Single-User
MIMO techniques are well-developed in Release 8, providing the possibility to benefit from
precoding while avoiding a high control signalling overhead. Support for beamforming and
Multi-User MIMO is significantly enhanced in Release 9. LTE-Advanced further develops
and enhances these techniques, as outlined in Chapter 29.
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Multi-User Scheduling and

Interference Coordination

Issam Toufik and Raymond Knopp

12.1 Introduction

The eNodeB in an LTE system is responsible, among other functions, for managing resource
scheduling for both uplink and downlink channels. The ultimate aim of this function is
typically to fulfil the expectations of as many users of the system as possible, taking into
account the Quality of Service (QoS) requirements of their respective applications.

A typical single-cell cellular radio system is shown in Figure 12.1, comprising K User
Equipments (UEs) communicating with one eNodeB over a fixed total bandwidth B. In the
uplink, each UE has several data queues corresponding to different uplink logical channel
groups, each with different delay and rate constraints. In the same way, in the downlink the
eNodeB may maintain several buffers per UE containing dedicated data traffic, in addition to
queues for broadcast services. The different traffic queues in the eNodeB would typically
have different QoS constraints. We further assume for the purposes of this analysis that
only one user is allocated a particular Resource Block (RB) in any subframe, although in
practice multi-user MIMO schemes may result in more than one UE per RB, as discussed in
Sections 11.2.3 and 16.6.2 for the downlink and uplink respectively.

The goal of a resource scheduling algorithm in the eNodeB is to allocate the RBs and
transmission powers for each subframe in order to optimize a function of a set of performance
metrics, for example maximum/minimum/average throughput, maximum/minimum/average
delay, total/per-user spectral efficiency or outage probability. In the downlink the resource
allocation strategy is constrained by the total transmission power of the eNodeB, while in the
uplink the main constraints on transmission power in different RBs arises from a multicell
view of inter-cell interference and the power headroom of the UEs.

In this chapter we provide an overview of some of the key families of scheduling
algorithms which are relevant for an LTE system and highlight some of the factors that an
eNodeB can advantageously take into account.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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IPR2022-00464 
Apple EX1014 Page 347



IPR2022-00464 
Apple EX1014 Page 348

280 LTE — THE UMTS LONG TERM EVOLUTION

DLtraffic DLtraffic DLtraffic

for UE, for UE, for UE,

Pe] De) Ded

E, ULtraffic

 

ic traffic

Figure 12.1: A typical single-cell cellular radio system.

12.2 General Considerations for Resource Allocation

Strategies

The generic function of a resource scheduler, as shown for the downlink case in Figure 12.2,
is to schedule data to a set of UEs on a shared set of physical resources.

It is worth noting that the algorithm used by the resource scheduleris also tightly coupled
with the Adaptive Modulation and Coding (AMC) scheme andthe retransmission protocol
(Hybrid Automatic Repeat reQuest, HARQ, see Sections 4.4 and 10.3.2.5). This is due
firstly to the fact that, in addition to dynamic physical resource allocation, the channel
measurements are also used to adapt the Modulation and Coding Scheme (MCS)(i.e.
transmission spectral-efficiency) as explained in Section 10.2. Secondly, the queue dynamics,
which impact the throughput and delay characteristics of the link seen by the application,
depend heavily on the HARQprotocol andtransport block sizes. Moreover, the combination
of channel coding and retransmissions provided by HARQenablesthe spectral efficiency of
an individual transmission in one subframe to be traded off against the number of subframes
in which retransmissions take place. Well-designed practical scheduling algorithms will
necessarily consider all these aspects.

In general, scheduling algorithms can make use of two types of measurementinformation
to inform the scheduling decisions, namely Channel State Information (CSI) and traffic
measurements (volume and priority). These are obtained either by direct measurements at
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the eNodeB, or via feedback signalling channels, or a combination of both. The amount of
feedback used is an important consideration, since the availability of accurate CSI and traffic
information helps to maximize the data rate in one direction at the expense of more overhead
in the other. This fundamental trade-off, which is common to all feedback-based resource
scheduling schemes, is particularly important in Frequency Division Duplex (FDD) operation
where uplink-downlink reciprocity of the radio channels cannot be assumed (see Chapter 20).
For Time Division Duplex (TDD) systems, coherence between the uplink and downlink
channels may be used to assist the scheduling algorithm, as discussed in Section 23.5.

Figure 12.2: Generic view of a wideband resource scheduler.

Based on the available measurement information, the eNodeB resource scheduler must
manage the differing requirements of all the UEs in the cells under its control to ensure that
sufficient radio transmission resources are allocated to each UE within acceptable latencies to
meet their QoS requirements in a spectrally efficient way. The details of this process are not
standardized as it is largely internal to the eNodeB, allowing for vendor-specific algorithms
to be developed which can be optimized for specific scenarios in conjunction with network
operators. However, the key inputs available to the resource scheduling process are common.

In general, two extremes of scheduling algorithm may be identified: opportunistic
scheduling and fair scheduling. The former is typically designed to maximize the sum of
the transmitted data rates to all users by exploiting the fact that different users experience
different channel gains and hence will experience good channel conditions at different times
and frequencies. A fundamental characteristic of mobile radio channels is the fading effects
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arising from the mobility of the UEs in a multipath propagation environment, and from
variations in the surrounding environment itself (see Chapter 20). In [1–3] it is shown that,
for a multi-user system, significantly more information can be transmitted across a fading
channel than a non-fading channel for the same average signal power at the receiver. This
principle is known as multi-user diversity. With proper dynamic scheduling, allocating the
channel at each given time instant only to the user with the best channel condition in a
particular part of the spectrum can yield a considerable increase in the total throughput as
the number of active users becomes large.

The main issue arising from opportunistic resource allocation schemes is the difficulty
of ensuring fairness and the required QoS. Users’ data cannot always wait until the channel
conditions are sufficiently favourable for transmission, especially in slowly varying channels.
Furthermore, as explained in Chapter 1, it is important that network operators can provide
reliable wide area coverage, including to stationary users near the cell edge – not just to the
users which happen to experience good channel conditions by virtue of their proximity to the
eNodeB.

The second extreme of scheduling algorithm, fair scheduling, therefore pays more
attention to latency and achieving a minimum data rate for each user than to the total
data rate achieved. This is particularly important for real-time applications such as Voice-
over-IP (VoIP) or video-conferencing, where a certain minimum rate must be guaranteed
independently of the channel state.

In practice, most scheduling algorithms fall between the two extremes outlined above,
including elements of both to deliver the required mix of QoS. A variety of metrics can
be used to quantify the degree of fairness provided by a scheduling algorithm, the general
objective being to avoid heavily penalizing the cell-edge users in an attempt to give high
throughputs to the users with good channel conditions. One example is based on the
Cumulative Distribution Function (CDF) of the throughput of all users, whereby a system
may be considered sufficiently fair if the CDF of the throughput lies to the right-hand side of
a particular line, such as that shown in Figure 12.3. Another example is the Jain index [4],
which gives an indication of the variation in throughput between users. It is calculated as:

J =
T

2

T
2
+ var(T )

, 0 ≤ J ≤ 1, (12.1)

where T and var(T ) are the mean and variance respectively of the average user throughputs.
The more similar the average user throughputs (var(T ) → 0), the higher the value of J.

Other factors also need to be taken into account, especially the fact that, in a coordinated
deployment, individual cells cannot be considered in isolation – nor even the individual set of
cells controlled by a single eNodeB. The eNodeBs should take into account the interference
generated by co-channel cells, which can be a severe limiting factor, especially for cell-edge
users. Similarly, the performance of the system as a whole can be enhanced if each eNodeB
also takes into account the impact of the transmissions of its own cells on the neighbouring
cells. These inter-cell aspects, and the corresponding inter-eNodeB signalling mechanisms
provided in LTE, are discussed in detail in Section 12.5.
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Figure 12.3: An example of a metric based on the throughput CDF over all users for
scheduler fairness evaluation (10–50 metric).

12.3 Scheduling Algorithms

Multi-user scheduling finds its basis at the interface between information theory and queueing
theory, in the theory of capacity-maximizing resource allocation. Before establishing an
algorithm, a capacity-related metric is first formulated and then optimized across all possible
resource allocation solutions satisfying a set of predetermined constraints. Such constraints
may be physical (e.g. bandwidth and total power) or QoS-related.

Information theory offers a range of possible capacity metrics which are relevant in
different system operation scenarios. Two prominent examples are explained here, namely
the so-called ergodic capacity and delay-limited capacity, corresponding respectively to soft
and hard forms of rate guarantee for the user.

12.3.1 Ergodic Capacity

The ergodic capacity (also known as the Shannon capacity) is defined as the maximum
data rate which can be sent over the channel with asymptotically small error probability,
averaged over the fading process. When CSI is available at the Transmitter (i.e. CSIT),
the transmit power and mutual information1between the transmitter and the receiver can be
varied depending on the fading state in order to maximize the average rates. The ergodic
capacity metric considers the long-term average data rate which can be delivered to a user
when the user does not have any latency constraints.

1The mutual information bewteen two random variables X and Y with probability density function p(X) and
p(Y) respectively is defined as I(X; Y) =EX,Y

[
log p(X; Y)/(p(X)p(Y))

]
, where E[.] is the expectation function [5].
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12.3.1.1 Maximum Rate Scheduling

It has been shown in [3, 6] that the maximum total ergodic sum rate
∑K

k=1 Rk, where Rk is the
total rate allocated to user k, is achieved with a transmission power given by

Pk(m, f ) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
[ 1
λk
− PN

|Hk(m, f )|2
]+

if |Hk(m, f )|2 ≥ λk

λk′
|Hk′ (m, f )|2

0 otherwise

(12.2)

where [x]+ =max(0, x), Hk(m, f ) is the channel gain of user k in RB m of subframe f and λk

are constants which are chosen in order to satisfy an average per-user power constraint.
This approach is known in the literature as maximum sum rate scheduling. The result in

Equation (12.2) shows that the maximum sum rate is achieved by orthogonal multiplexing
where in each subchannel (i.e. each RB in LTE) only the user with the best channel
gain is scheduled. This orthogonal scheduling property is in line with, and thus justifies,
the philosophy of the LTE multiple-access schemes. The input power spectra given by
Equation (12.2) are water-filling formulae in both frequency and time (i.e. allocating more
power to a scheduled user when his channel gain is high and less power when it is low).2

A variant of this resource allocation strategy with no power control (relevant for cases
where the power control dynamic range is limited or zero) is considered in [2]. This allocation
strategy is called ‘maximum-rate constant-power’ scheduling, where only the user with the
best channel gain is scheduled in each RB, but with no adaptation of the transmit power. It
is shown in [2] that most of the performance gains offered by the maximum rate allocation
in Equation (12.2) are due to multi-user diversity and not to power control, so an on-off
power allocation can achieve comparable performance to maximum sum rate scheduling.
This not only allows some simplification of the scheduling algorithm but also is well suited
to a downlink scenario where the frequency-domain dynamic range of the transmitted power
in a given subframe is limited by constraints such as the dynamic range of the UE receivers
and the need to transmit wideband reference signals for channel estimation.

12.3.1.2 Proportional Fair Scheduling

The ergodic sum rate corresponds to the optimal rate for traffic which has no delay constraint.
This results in an unfair sharing of the channel resources. When the QoS required by the
application includes latency constraints, such a scheduling strategy is not suitable and other
fairer approaches need to be considered. One such approach is the well-known Proportional
Fair Scheduling (PFS) algorithm. PFS schedules a user when its instantaneous channel
quality is high relative to its own average channel condition over time. It allocates user k̂m in
RB m in any given subframe f if [7]

k̂m = argmax
k=1,...,K

Rk(m, f )
Tk( f )

(12.3)

where Tk( f ) denotes the long-term average throughput of user k computed in subframe f and
Rk(m, f ) = log (1 + SNRk(m, f )) is the achievable rate by user k in RB m and subframe f .

2Water-filling strategies are discussed in more detail in the context of MIMO in Section 11.1.3.
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The long-term average user throughputs are recursively computed by

Tk( f ) =
(
1 − 1

tc

)
Tk( f − 1) +

1
tc

M∑
m=1

Rk(m, f )I{k̂m = k} (12.4)

where tc is the time window over which fairness is imposed and I{·} is the indicator function
equal to one if k̂m = k and zero otherwise. A large time window tc tends to maximize the total
average throughput; in fact, in the limit of a very long time window, PFS and maximum-rate
constant-power scheduling result in the same allocation of resources. For small tc, the PFS
tends towards a round-robin3 scheduling of users [7].

Several studies of PFS have been conducted in the case of WCDMA/HSDPA4, yielding
insights which can be applied to LTE. In [8] the link level system performance of PFS is
studied, taking into account issues such as link adaptation dynamic range, power and code
resources, convergence settings, signalling overhead and code multiplexing. [9] analyses the
performance of PFS in the case of VoIP, including a comparison with round-robin scheduling
for different delay budgets and packet-scheduling settings. A study of PFS performance in
the case of video streaming in HSDPA can be found in [10].

12.3.2 Delay-Limited Capacity

Even though PFS introduces some fairness into the system, this form of fairness may not
be sufficient for applications which have a very tight latency constraint. For these cases, a
different capacity metric is needed; one such example is referred to as the ‘delay-limited
capacity’. The delay-limited capacity (also known as zero-outage capacity) is defined as
the transmission rate which can be guaranteed in all fading states under finite long-term
power constraints. In contrast to the ergodic capacity, where mutual information between
the transmitter and the receiver vary with the channel, the powers in delay-limited capacity
are coordinated between users and RBs with the objective of maintaining constant mutual
information independently of fading states. The delay-limited capacity is relevant to traffic
classes where a given data rate must be guaranteed throughout the connection time, regardless
of the fading dips.

The delay-limited capacity for a flat-fading multiple-access channel is characterized in
[11]. The wideband case is analysed in [7, 12].

It is shown in [7] that guaranteeing a delay-limited rate incurs only a small throughput
loss in high Signal to Noise Ratio (SNR) conditions, provided that the number of users is
large. However, the solution to achieve the delay-limited capacity requires non-orthogonal
scheduling of the users, with successive decoding in each RB. This makes this approach
basically unsuitable for LTE.

It is, however, possible to combine orthogonal multiple access with hard QoS require-
ments. Examples of algorithms achieving such a compromise can be found in [12,13]. It can
be shown that even under hard fairness constraints it is possible to achieve performance which
is very close to the optimal unfair policy; thus hard fairness constraints do not necessarily
introduce a significant throughput degradation, even with orthogonal resource allocation,
provided that the number of users and the system bandwidth are large. This may be a relevant

3A round-robin approach schedules each user in turn, irrespective of their prevailing channel conditions.
4Wideband Code Division Multiple Access / High Speed Downlink Packet Access.
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scenario for a deployment targeting VoIP users, where densities of several hundred users per
cell are foreseen (as mentioned in Section 1.2), with a latency constraint typically requiring
each packet to be successfully delivered within 50 ms.

In general this discussion of scheduling strategies assumes that all users have an equal and
infinite queue length – often referred to as a full-buffer traffic model. In practice this is not the
case, especially for real-time services, and information on users’ queue lengths is necessary to
guarantee system stability. If a scheduling algorithm can be found which keeps the average
queue length bounded, the system is said to be stabilized [14]. One approach to ensuring
that the queue length remains bounded is to use the queue length to set the priority order
in the allocation of RBs. This generally works for lightly loaded systems. In [15] and [16]
it is shown that in wideband frequency-selective channels, low average packet delay can be
achieved even if the fading is very slow.

12.4 Considerations for Resource Scheduling in LTE

In LTE, each logical channel has a corresponding QoS description which should influence the
behaviour of the eNodeB resource scheduling algorithm. Based on the evolution of the radio
and traffic conditions, this QoS description could potentially be updated for each service in
a long-term fashion. The mapping between the QoS descriptions of different services and
the resource scheduling algorithm in the eNodeB can be a key differentiating factor between
radio network equipment manufacturers.

An important constraint for the eNodeB scheduling algorithm is the accuracy of the
eNodeB’s knowledge of the channel quality for the active UEs in the cell. The manner
in which such information is provided to the scheduler in LTE differs between uplink and
downlink transmissions. In practice, for the downlink this information is provided through
the feedback of Channel Quality Indicators (CQIs)5 by UEs as described in Chapter 10, while
for the uplink the eNodeB may use Sounding Reference Signals (SRSs) or other signals
transmitted by the UEs to estimate the channel quality, as discussed in Chapter 15. The
frequency with which CQI reports and SRS are transmitted is configurable by the eNodeB,
allowing for a trade-off between the signalling overhead and the availability of up-to-date
channel information. If the most recent CQI report or SRS was received a significant time
before the scheduling decision is taken, the performance of the scheduling algorithm can be
significantly degraded.

In order to perform frequency-domain scheduling, the information about the radio channel
needs to be frequency-specific. For this purpose, the eNodeB may configure the CQI
reports to relate to specific sub-bands to assist the downlink scheduling, as explained in
Section 10.2.1. Uplink frequency-domain scheduling can be facilitated by configuring the
SRS to be transmitted over a large bandwidth. However, for cell-edge UEs the wider the
transmitted bandwidth the lower the available power per RB; this means that accurate
frequency-domain scheduling may be more difficult for UEs near the cell edge. Limiting
the SRS to a subset of the system bandwidth will improve the channel quality estimation on
these RBs but restrict the ability of the scheduler to find an optimal scheduling solution for
all users. In general, provided that the bandwidth over which the channel can be estimated for

5More generally, in the context of user selection for MU-MIMO, full CSI is relevant, to support user pairing as
well as rate scheduling.
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scheduling purposes is greater than the intended scheduling bandwidth for data transmission
by a sufficient factor, a useful element of multi-user diversity gain may still be achievable.

As noted above, in order to support QoS- and queue-aware scheduling, it is necessary for
the scheduler to have not only information about the channel quality, but also information on
the queue status. In the LTE downlink, knowledge of the amount of buffered data awaiting
transmission to each UE is inherently available in the eNodeB; for the uplink, Section 4.4.2.2
explains the buffer status reporting mechanisms available to transfer such information to the
eNodeB.

12.5 Interference Coordination and Frequency Reuse

One limiting aspect for system throughput performance in cellular networks is inter-cell
interference, especially for cell-edge users. Careful management of inter-cell interference is
particularly important in systems such as LTE which are designed to operate with a frequency
reuse factor of one.

The scheduling strategy of the eNodeB may therefore include an element of Inter-Cell
Interference Coordination (ICIC), whereby interference from and to the adjacent cells is taken
into account in order to increase the data rates which can be provided for users at the cell edge.
This implies for example imposing restrictions on what resources in time and/or frequency
are available to the scheduler, or what transmit power may be used in certain time/frequency
resources.

The impact of interference on the achievable data rate for a given user can be expressed
analytically. If a user k is experiencing no interference, then its achievable rate in an RB m of
subframe f can be expressed as

Rk,no-Int(m, f ) =W log
(
1 +

Ps(m, f )|Hs
k(m, f )|2

PN

)
(12.5)

where Hs
k(m, f ) is the channel gain from the serving cell s to user k, Ps(m, f ) is the transmit

power from cell s, PN is the noise power and W is the bandwidth of one RB (i.e. 180 kHz). If
neighbouring cells are transmitting in the same time-frequency resources, then the achievable
rate for user k reduces to

Rk,Int(m, f ) =W log
(
1 +

Ps(m, f )|Hs
k(m, f )|2

PN +
∑

i�s Pi(m, f )|Hi
k(m, f )|2

)
(12.6)

where the indices i denote interfering cells.
The rate loss for user k can then be expressed as

Rk,loss(m, f ) = Rk,no-Int(m, f ) − Rk,Int(m, f )

=W log

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 1 + SNR

1 +
[

1
SNR +

∑
i�s Pi(m, f )|Hi

k(m, f )|2
Ps(m, f )|Hs

k (m, f )|2
]−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (12.7)

Figure 12.4 plots the rate loss for user k as a function of the total inter-cell interference
to signal ratio α =

(∑
i�s Pi(m, f )|Hi

k(m, f )|2
)
/
(
Ps(m, f )|Hs

k(m, f )|2
)
, with SNR = 0 dB. It can
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Figure 12.4: User’s rate loss due to interference.

easily be seen that for a level of interference equal to the desired signal level (i.e. α ≈ 0 dB),
user k experiences a rate loss of approximately 40%.

In order to demonstrate further the significance of interference and power allocation
depending on the system configuration we consider two examples of a cellular system with
two cells (s1 and s2) and one active user per cell (k1 and k2 respectively). Each user receives
the wanted signal from its serving cell, while the inter-cell interference comes from the other
cell.

In the first example, each user is located near its respective eNodeB (see Figure 12.5(a)).
The channel gain from the interfering cell is small compared to the channel gain from the
serving cell (|Hs1

k1
(m, f )| � |Hs2

k1
(m, f )| and |Hs2

k2
(m, f )| � |Hs1

k2
(m, f )|). In the second example

(see Figure 12.5(b)), we consider the same scenario but with the users now located close to
the edge of their respective cells. In this case the channel gain from the serving cell and the
interfering cell are comparable (|Hs1

k1
(m, f )| ≈ |Hs2

k1
(m, f )| and |Hs2

k2
(m, f )| ≈ |Hs1

k2
(m, f )|).

The capacity of the system with two eNodeBs and two users can be written as

RTot =W
(
log

(
1 +

Ps1 |Hs1
k1

(m, f )|2
PN + Ps2 |Hs2

k1
(m, f )|2

)
+ log

(
1 +

Ps2 |Hs2
k2

(m, f )|2
PN + Ps1 |Hs1

k2
(m, f )|2

))
(12.8)

From this equation, it can be noted that the optimal transmit power operating point in terms
of maximum achievable throughput is different for the two considered cases. In the first
scenario, the maximum throughput is achieved when both eNodeBs transmit at maximum
power, while in the second the maximum capacity is reached by allowing only one eNodeB
to transmit. It can in fact be shown that the optimal power allocation for maximum capacity
for this situation with two base stations is binary in the general case; this means that either
both base stations should be operating at maximum power in a given RB, or one of them
should be turned off completely in that RB [17].

From a practical point of view, this result can be exploited in the eNodeB scheduler by
treating users in different ways depending on whether they are cell-centre or cell-edge users.
Each cell can then be divided into two parts – inner and outer. In the inner part, where users
experience a low level of interference and also require less power to communicate with the
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same eNodeB, a coordinated scheduling strategy can be followed without the need for
standardized signalling. However, where neighbouring cells are controlled by different
eNodeBs, standardized signalling is important, especially in multivendor networks. The
main mechanism for ICIC in LTE Releases 8 and 9 is normally assumed to be frequency-
domain-based, at least for the data channels, and the Release 8/9 inter-eNodeB ICIC
signalling explained in the following two sections is designed to support this. In Release 10,
additional time-domain mechanisms are introduced, aiming particularly to support ICIC for
the PDCCH and for heterogeneous networks comprising both macrocells and small cells;
these mechanisms are explained in Section 31.2.

12.5.1 Inter-eNodeB Signalling to Support Downlink

Frequency-Domain ICIC in LTE

In relation to the downlink transmissions, a bitmap termed the Relative Narrowband Transmit
Power (RNTP6) indicator can be exchanged between eNodeBs over the X2 interface. Each
bit of the RNTP indicator corresponds to one RB in the frequency domain and is used to
inform the neighbouring eNodeBs if a cell is planning to keep the transmit power for the RB
below a certain upper limit or not. The value of this upper limit, and the period for which
the indicator is valid into the future, are configurable. This enables the neighbouring cells to
take into account the expected level of interference in each RB when scheduling UEs in their
own cells. The reaction of the eNodeB in case of receiving an indication of high transmit
power in an RB in a neighbouring cell is not standardized (thus allowing some freedom of
implementation for the scheduling algorithm); however, a typical response could be to avoid
scheduling cell-edge UEs in such RBs. In the definition of the RNTP indicator, the transmit
power per antenna port is normalized by the maximum output power of a base station or cell.
The reason for this is that a cell with a smaller maximum output power, corresponding to
smaller cell size, can create as much interference as a cell with a larger maximum output
power corresponding to a larger cell size.

12.5.2 Inter-eNodeB Signalling to Support Uplink Frequency-Domain

ICIC in LTE

For the uplink transmissions, two messages may be exchanged between eNodeBs to facilitate
some coordination of their transmit powers and scheduling of users:

A reactive indicator, known as the ‘Overload Indicator’ (OI), can be exchanged over the
X2 interface to indicate physical layer measurements of the average uplink interference plus
thermal noise for each RB. The OI can take three values, expressing low, medium, and high
levels of interference plus noise. In order to avoid excessive signalling load, it cannot be
updated more often than every 20 ms.

A proactive indicator, known as the ‘High Interference Indicator’ (HII), can also be sent
by an eNodeB to its neighbouring eNodeBs to inform them that it will, in the near future,
schedule uplink transmissions by one or more cell-edge UEs in certain parts of the bandwidth,
and therefore that high interference might occur in those frequency regions. Neighbouring
cells may then take this information into consideration in scheduling their own users to limit
the interference impact. This can be achieved either by deciding not to schedule their own

6RNTP is defined in [18, Section 5.2.1].
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cell-edge UEs in that part of the bandwidth and only considering the allocation of those
resources for cell-centre users requiring less transmission power, or by not scheduling any
user at all in the relevant RBs. The HII is comprised of a bitmap with one bit per RB and,
like the OI, is not sent more often than every 20 ms. The HII bitmap is addressed to specific
neighbour eNodeBs.

In addition to frequency-domain scheduling in the uplink, the eNodeB also controls the
degree to which each UE compensates for the path-loss when setting its uplink transmission
power. This enables the eNodeB to trade off fairness for cell-edge UEs against inter-cell
interference generated towards other cells, and can also be used to maximize system capacity.
This is discussed in more detail in Section 18.3.2.

12.5.3 Static versus Semi-Static ICIC

In general, ICIC may be static or semi-static, with different levels of associated communica-
tion required between eNodeBs.

For static interference coordination, the coordination is associated with cell planning, and
reconfigurations are rare. This largely avoids signalling on the X2 interface, but it may result
in some performance limitation since it cannot adaptively take into account variations in cell
loading and user distributions.

Semi-static interference coordination typically refers to reconfigurations carried out on a
time-scale of the order of seconds or longer. The inter-eNodeB communication methods over
the X2 interface can be used as discussed above. Other types of information such as traffic
load information may also be used, as discussed in Section 2.6.4. Semi-static interference
coordination may be more beneficial in cases of non-uniform load distributions in eNodeBs
and varying cell sizes across the network.

12.6 Summary

In summary, it can be observed that a variety of resource scheduling algorithms may be
applied by the eNodeB depending on the optimization criteria required. The prioritization
of data will typically take into account the corresponding traffic classes, especially in regard
to balancing throughput maximization for delay-tolerant applications against QoS for delay-
limited applications in a fair way.

It can be seen that multi-user diversity is an important factor in all cases, and especially
if the user density is high, in which case the multi-user diversity gain enables the scheduler
to achieve a high capacity even with tight delay constraints. Finally, it is important to note
that individual cells, and even individual eNodeBs, cannot be considered in isolation. System
optimization requires some degree of coordination between cells and eNodeBs, in order to
avoid inter-cell interference becoming the limiting factor. Considering the system as a whole,
the best results are in many cases realized by simple ‘on-off’ allocation of resource blocks,
whereby some eNodeBs avoid scheduling transmissions in certain resource blocks which are
used by neighbouring eNodeBs for cell-edge users.

LTE Releases 8 and 9 support standardized signalling between eNodeBs to facilitate
frequency-domain data-channel ICIC algorithms for both downlink and uplink. Additional
time-domain ICIC mechanisms of particular relevance to the control signalling and to
heterogeneous networks are introduced in Release 10 and explained in Section 31.2.
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Broadcast Operation

Himke van der Velde, Olivier Hus and Matthew Baker

13.1 Introduction

The Multimedia Broadcast/Multicast Service (MBMS) aims to provide an efficient mode
of delivery for both broadcast and multicast services over the core network. MBMS was
introduced in the second release of the LTE specifications (Release 9), although the initial
Release 8 physical layer specifications were already designed to support MBMS by including
essential components to ensure forward-compatibility.

The LTE MBMS feature is largely based on that which was already available in UTRAN1

(from Release 6) and GERAN2 with both simplifications and enhancements.
This chapter first describes general aspects including the MBMS reference architecture,

before reviewing the MBMS features supported by LTE in more detail. In particular, we
describe how LTE is able to benefit from the new OFDM downlink radio interface to achieve
radically improved transmission efficiency and coverage by means of multicell ‘single
frequency network’ operation. The control signalling and user plane content synchronization
mechanisms are also explained.

13.2 Broadcast Modes

In the most general sense, broadcasting is the distribution of content to an audience of
multiple users; in the case of mobile multimedia services an efficient transmission system
for the simultaneous delivery of content to large groups of mobile users. Typical broadcast
content can include newscasts, weather forecasts or live mobile television.

Figure 13.1 illustrates the reception of a video clip showing a highlight of a sporting event.
There are three possible types of transmission to reach multiple users:
1UMTS Terrestrial Radio Access Network.
2GSM Edge Radio Access Network.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.

© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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Figure 13.1: Receiving football game highlights as a mobile broadcast service. Adapted
from image provided courtesy of Philips ‘Living Memory’ project.

• Unicast: A bidirectional point-to-point transmission between the network and each of
the multiple users; the network provides a dedicated connection to each terminal, and
the same content is transmitted multiple times – i.e. separately to each individual user
receiving the service.

• Broadcast: A downlink-only point-to-multipoint connection from the network to
multiple terminals; the content is transmitted once to all terminals in a geographical
area, and users are free to choose whether or not to receive it.

• Multicast: A downlink-only point-to-multipoint connection from the network to a
managed group of terminals; the content is transmitted once to the whole group, and
only users belonging to the managed user group can receive it.

Point-to-multipoint transmission typically becomes more efficient than point-to-point
when there are more than around three to five users per cell, as it supports feedback which
can improve the radio link efficiency; the exact switching point depends on the nature of the
transfer mechanisms. At higher user densities, point-to-multipoint transmission decreases the
total amount of data transmitted in the downlink, and it may also reduce the control overhead
especially in the uplink.

The difference between broadcast and multicast modes manifests itself predominantly in
the upper layers (i.e. the Non-Access Stratum (NAS) – see Section 3.1). Multicast includes
additional procedures for subscription, authorization and charging, to ensure that the services
are available only to specific users. Multicast also includes joining and leaving procedures,
which aim to provide control information only in areas in which there are users who are
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subscribed to the MBMS multicast service. For UTRAN, both modes were developed;
however, for simplicity, LTE Release 9 MBMS includes only a broadcast mode.

A point-to-multipoint transfer can involve either single or multicell transmission. In the
latter case, multiple cells transmit exactly the same data in a synchronized manner so as
to appear as one transmission to the UE. Whereas UTRAN MBMS supports point-to-point,
single cell point-to-multipoint and multicell point-to-multipoint modes, LTE MBMS supports
a single transfer mode: multicell point-to-multipoint, using a ‘single frequency network’
transmission as described in Section 13.4.1. The number of cells participating in the multicell
transmission can, however, be limited to one.

UTRAN MBMS includes counting procedures that enable UTRAN to count the number
of UEs interested in receiving a service and hence to select the optimal transfer mode (point-
to-point or point-to-multipoint), as well as to avoid transmission of MBMS user data in
cells in which there are no users interested in receiving the session. LTE MBMS did not
include counting procedures in Release 9, so both the transfer mode and the transmission
area were fixed (i.e. semi-statically configured). However, a counting procedure is introduced
in Release 10 of LTE, as explained in Section 13.6.5.

13.3 Overall MBMS Architecture

13.3.1 Reference Architecture

Figure 13.2 shows the reference architecture for MBMS broadcast mode in the Evolved
Packet System (EPS – see Section 2.1), with both E-UTRAN and UTRAN. E-UTRAN
includes a Multicell Coordination Entity (MCE), which is a logical entity – in other words,
its functionality need not be placed in a separate physical node but could, for example, be
integrated with an eNodeB.

The main nodes and interfaces of the MBMS reference architecture are described in the
following sections.

13.3.2 Content Provision

Sources of MBMS content vary, but are normally assumed to be external to the Core Network
(CN); one example of external content providers would be television broadcasters for mobile
television. The MBMS content is generally assumed to be IP based, and by design the MBMS
system is integrated with the IP Multimedia Subsystem (IMS) [2] service infrastructure based
on the Internet Engineering Task Force (IETF) Session Initiation Protocol (SIP) [3].

The Broadcast-Multicast Service Centre (BM-SC) is the interface between external
content providers and the CN. The main functions provided by the BM-SC are:

• Reception of MBMS content from external content providers;

• Providing application and media servers for the mobile network operator;

• Announcement and scheduling of MBMS services and delivery of MBMS content into
the core network (including traffic shaping and content synchronization).
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13.3.5 MBMS Interfaces

For MBMS in LTE, two new control plane interfaces have been defined (M3 and M2), as
well as one new user plane interface (M1), as shown in Figure 13.2.

13.3.5.1 M3 Interface (MCE – MME)

An Application Part (M3AP) is defined for this interface between the MME and MCE. The
M3AP primarily specifies procedures for starting, stopping and updating MBMS sessions.
Upon start or modification of an MBMS session, the MME provides the details of the MBMS
bearer while the MCE verifies if the MBMS service (or modification of it) can be supported.
Point-to-point signalling transport is applied, using the Stream Control Transmission Protocol
(SCTP) [4].

13.3.5.2 M2 Interface (MCE – eNodeB)

Like the M3 interface, an application part (M2AP) is defined for this interface between the
MCE and eNodeB, again primarily specifying procedures for starting, stopping and updating
MBMS sessions. Upon start or modification of an MBMS session, the MCE provides
the details of the radio resource configuration that all participating eNodeBs shall apply.
In particular, the MCE provides the updated control information to be broadcast by the
eNodeBs. SCTP is again used for the signalling transport.

13.3.5.3 M1 Interface (MBMS GW – eNodeB)

Similarly to the S1 and X2 interfaces (see Sections 2.5 and 2.6 respectively), the GTP-U4

protocol over UDP5 over IP is used to transport MBMS data streams over the M1 interface.
IP multicast is used for point-to-multipoint delivery.

13.4 MBMS Single Frequency Network Transmission

One of the targets for MBMS in LTE is to support a cell edge spectral efficiency in an
urban or suburban environment of 1 bps/Hz – equivalent to the support of at least 16 mobile
TV channels at around 300 kbps per channel in a 5 MHz carrier. This is only achievable
by exploiting the special features of the LTE OFDM6 air interface to transmit multicast or
broadcast data as a multicell transmission over a synchronized ‘single frequency network’:
this is known as Multimedia Broadcast Single Frequency Network (MBSFN) operation.

13.4.1 Physical Layer Aspects

In MBSFN operation, MBMS data is transmitted simultaneously over the air from multiple
tightly time-synchronized cells. A UE receiver will therefore observe multiple versions of the
signal with different delays due to the multicell transmission. Provided that the transmissions
from the multiple cells are sufficiently tightly synchronized for each to arrive at the UE within

4GPRS Tunnelling Protocol – User Plane [5].
5User Datagram Protocol.
6Orthogonal Frequency Division Multiplexing.
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the Cyclic Prefix (CP) at the start of the symbol, there will be no Inter—Symbol Interference

(ISI). In effect, this makes the MBSFN transmission appear to a UE as a transmission from

a single large cell, and the UE receiver may treat the multicell transmissions in the same

way as multipath components of a single-cell transmission without incurring any additional
complexity. This is illustrated in Figure 13.3. The UE does not even need to know how many

cells are transmitting the signal.

The method of achieving the required tight synchronization between MBSFN transmis-

sions from different eNodeBs is not defined in the LTE specifications; this is left to the

implementation of the eNodeBs. Typical implementations are likely to use satellite-based

solutions (e.g. GPS7) or possibly synchronized backhaul protocols (e.g. [6]).

Syndirorized eNodeBs
transnitting MBMS data

E Signals from different eNodeBs
I I arrive with‘n cycic prefix at UE

OFDM syn'bot duration+—————>

cyan/:l:l
Prefix I::I

I:I:l
Ef—J

ISI free window

Figure 13.3: ISI-free operation with MBSFN transmission.

This single frequency network reception leads to significant improvements in spectral

efficiency compared to UMTS Release 6 MBMS, as the MBSFN transmission greatly

enhances the Signal-to—Interference-plus—Noise Ratio (SlNR). This is especially true at the

cell edge, where transmissions which would otherwise have constituted inter-cell interference

are translated into useful signal energy — hence the received signal power is increased at the

same time as the interference power being largely removed.

An example of the improvement in performance achievable using MBSFN transmission

compared to single-cell point-to-multipoint transmission is shown in Figure 13.4. In this

7Global Positioning System

Samsung Ex. 1010
902 of 1365
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example, the probability of a randomly located UE not being in outage (defined as MBMS

packet loss rate < 1%) is plotted against spectral efficiency of the MBMS data transmissions

(a measure of MBMS data rate in a given bandwidth). A hexagonal cell—layout is assumed,

with the MBSFN area comprising one, two or three rings around a central cell for which the

performance is evaluated. It can be seen that the achievable data rates increase markedly as
the size of the MBSFN area is increased and hence the surrounding inter-cell interference

is reduced. A 1 km cell radius is assumed, with 46 dBm eNodeB transmission power, 15 m

eNodeB antenna height and 2 GHz carrier frequency.
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Figure 13.4: Reduction in total downlink resource usage achievable using MBSFN

transmission [7]. Reproduced by permission of © 2007 Motorola.

MBSFN data transmission takes place via the Multicast CHannel (MCH) transport

channel, which is mapped to the Physical Multicast Cl-lannel (PMCH) introduced in
Section 9.2.3.

The basic structure of the Physical Multicast Channel (PMCH) is very similar to the

Physical Downlink Shared Channel (PDSCH). However, as the channel in MBSFN operation

is in efiect a composite channel from multiple cells, it is necessary for the UE to perform

a separate channel estimate for MBSFN reception from that performed for reception of

data from a single cell. Therefore, in order to avoid the need to mix normal Reference

Signals (RSs) and RSs for MBSFN in the same subframe, frequency-division multiplexing

of the PMCH and PDSCH is not permitted within a given subframe; instead, time-division

multiplexing of unicast and MBSFN data is used - certain subframes are specifically

designated as MBSFN subframes, and it is in these subframes that the PMCH would be

Samsung Ex. 1010
903 of 1365
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transmitted.8 Certain subframes are not allowed to be used for MBSFN transmission: in a
Frequency Division Duplex (FDD) system, subframes 0, 4, 5 and 9 in each 10 ms radio frame
are reserved for unicast transmission in order to avoid disrupting the synchronization signals
or paging occasions, and to ensure that sufficient cell-specific RSs are available for decoding
the broadcast system information; in a Time Division Duplex (TDD) system, subframes 0, 1,
2, 5 and 6 cannot be MBSFN subframes.

The key differences from PDSCH in respect of the PMCH are as follows:

• The dynamic control signalling (PDCCH and PHICH9 – see Section 9.3) cannot
occupy more than two OFDM symbols in an MBSFN subframe. The scheduling of
MBSFN data on the PMCH is carried out by higher-layer signalling, so the PDCCH is
used only for uplink resource grants and not for the PMCH.

• The PMCH always uses the first redundancy version (see Section 10.3.2.4) and does
not use Hybrid ARQ.

• The extended CP is used (∼17 μs instead of ∼5 μs) (see Section 5.4.1). As the
differences in propagation delay from multiple cells will typically be considerably
greater than the delay spread in a single cell, the longer CP helps to ensure that the
signals remain within the CP at the UE receivers, thereby reducing the likelihood of
ISI. This avoids introducing the complexity of an equalizer in the UE receiver, at the
expense of a small loss in peak data rate due to the additional overhead of the longer CP.
Note, however, that if the non-MBSFN subframes use the normal CP, then the normal
CP is used in the OFDM symbols used for the control signalling at the start of each
MBSFN subframe. This results in there being some spare time samples whose usage is
unspecified between the end of the last control signalling symbol and the first PMCH
symbol, the PMCH remaining aligned with the end of the subframe; the eNodeB may
transmit an undefined signal (e.g. a cyclic extension) during this time or it may switch
off its transmitter – the UE cannot assume anything about the transmitted signal during
these samples.

• The Reference Signal (RS) pattern embedded in the PMCH (designated ‘antenna port
4’) is different from non-MBSFN data transmission, as shown in Figure 13.5. The RSs
are spaced more closely in the frequency domain than for non-MBSFN transmission,
reducing the separation to every other subcarrier instead of every sixth subcarrier. This
improves the accuracy of the channel estimate that can be achieved for the longer delay
spreads. The channel estimate obtained by the UE from the MBSFN RS is a composite
channel estimate, representing the composite channel from the set of cells transmitting
the MBSFN data. (Note, however, that the cell-specific RS pattern embedded in the
OFDM symbols carrying control signalling at the start of each MBSFN subframe
remains the same as in the non-MBSFN subframes.)

The latter two features are designed so that a UE making measurements of a neighbouring
cell does not need to know in advance the allocation of MBSFN and non-MBSFN subframes.
The UE can take advantage of the fact that the first two OFDM symbols in all subframes use
the same CP duration and RS pattern.

8LTE does not currently support dedicated MBMS carriers in which all subframes would be used for MBSFN
transmission.

9Physical Downlink Control Channel and Physical HARQ Indicator Channel.
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Figure 13.5: MBSFN RS pattern for 15 kHz subcarrier spacing.
Reproduced by permission of© 3GPP.

In addition to these enhancements for MBSFN transmission, a second OFDM parame-
terization is provided in the LTE physical layer specifications, designed for downlink-only
multicast/broadcast transmissions. However, this parameterization is not supported in current
releases of LTE. As discussed in Section 5.4.1, this parameterization has an even longer CP,
double the length of the extended CP, resulting in approximately 33 μs. This is designed
to cater in the future for deployments with very large differences in propagation delay
between the signals from different cells (e.g. 10 km). This would be most likely to occur for
deployments at low carrier frequencies and large inter-site distances. In order to avoid further
increasing the overhead arising from the CP in this case, the number of subcarriers per unit
bandwidth is also doubled, giving a subcarrier spacing of 7.5 kHz. The cost of this is an
increase in Inter-Carrier Interference (ICI), especially in high-mobility scenarios with a large
Doppler spread. There is therefore a trade-off between support for wide-area coverage and
support for high mobile velocities. It should be noted, however, that the maximum Doppler
shift is lower at the low carrier frequencies that would be likely to be used for a deployment
with a 7.5 kHz subcarrier spacing. The absolute frequency spacing of the reference symbols
for the 7.5 kHz parameterization is the same as for the 15 kHz subcarrier spacing MBSFN
pattern, resulting in a reference symbols on every fourth subcarrier.

13.4.2 MBSFN Areas

A geographical area of the network where MBMS can be transmitted is called an MBMS
Service Area.

A geographical area where all eNodeBs can be synchronized and can perform MBSFN
transmissions is called an MBSFN Synchronization Area.

The area within an MBSFN Synchronization Area, covered by a group of cells participat-
ing in an MBSFN transmission, is called an MBSFN Area. An MBSFN Synchronization Area
may support several MBSFN Areas. Moreover, a cell within an MBSFN Synchronization
Area may form part of multiple MBSFN Areas, each characterized by different transmitted
content and a different set of participating cells.
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Figure 13.6 illustrates an example of the usage of MBSFN areas in a network providing
two nationwide MBMS services (N1 and N2) as well as two regional MBMS services, R1
and R2 (i.e. with different regional content), across three different regions.

The most natural way to deploy this would be to use four different MBSFN areas, as
shown in the figure. It should be noted that the control information related to a service is
transmitted by the same set of cells that transmit the data – e.g. MBSFN area N provides
both control and data for the two nationwide services. This kind of approach implies that
within a geographical area the resources allocated to MBMS need to be semi-statically
divided between the MBSFN areas, and UEs that are potentially interested in receiving both
nationwide and regional services need to monitor the control information of multiple MBSFN
areas. Indeed, UEs are expected to be capable of monitoring control information of multiple
MBSFN areas, although simultaneous reception of multiple services is optional regardless
of whether they are part of the same MBSFN area. Further details of UE capabilities can be
found in Section 13.5.2.
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Figure 13.6: Example scenario with overlapping MBSFN areas.

Figure 13.7 illustrates how the same services can be provided without overlapping
MBSFN areas. It should be noted that for the nationwide services this approach results
in reduced MBSFN transmission gains and potential service interruptions upon change of
MBSFN area.

����������>�������������������������

��&	������

��&	������

��&	�������

��&	�������

��&	������� ��&	�������

��&	������� ��&	�������

������

��&	������

��&	������ ��&	������

��&	������

Figure 13.7: Example scenario without overlapping MBSFN areas.
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Current releases of LTE do not support dynamic change of the MBSFN area; the counting
procedure introduced in Release 10 (see Section 13.6.5) is used only to decide whether or not
to use MBSFN transmission for an MBMS service but not to change set of cells used for an
MBSFN transmission.

13.5 MBMS Characteristics

13.5.1 Mobility Support

Mobility for MBMS is purely based on the procedures defined for unicast operation. No
additional mechanisms are provided to direct UEs to the carrier frequency providing MBMS,
nor to reduce MBMS service interruption when moving from one MBSFN area to another.

E-UTRAN can assign the highest cell reselection priority to the carrier frequency
providing MBMS. However, in connected mode, when E-UTRAN controls the mobility, the
network is aware neither of whether the UE supports MBMS nor of whether it is interested
in actually receiving any particular MBMS service.

13.5.2 UE Capabilities and Service Prioritization

All UEs need to support some MBMS-related behaviour, including those that do not support
MBMS reception and UEs that conform to the initial Release 8 version of LTE (which does
not include MBMS). These UEs must be aware of the MBSFN subframes that are configured,
since the RS pattern is different. Release 8/9 UEs not supporting MBMS may also benefit
from knowing that no regular downlink resource assignments will occur for them in the
MBSFN subframes.

As unicast and MBMS transmissions are time-division multiplexed, parallel reception of
unicast and MBMS on the same carrier should be relatively straightforward. Nevertheless,
a UE may of course have other limitations preventing parallel support, for example due to
memory or display restrictions. Consequently, there is no requirement for a UE that supports
MBMS to support simultaneous reception of unicast, nor to support simultaneous reception
of multiple MBMS services.

In the case of a UE that cannot receive all the services in which it is interested, it should be
able to receive the service (unicast or MBMS) that it prioritizes most. This implies that a UE
that is receiving a service should at least be able to detect the start of other services (unless
the currently received service is always considered as having the highest priority).

The UE itself performs the prioritization of MBMS services for reception. The E-UTRAN
is neither aware of which MBMS services a UE is interested in receiving (a UE may, for
example, have successfully received an earlier transmission of a repeated session), nor about
the priority ascribed to reception of each service by the UE. The details of prioritization
are not specified, being left instead to UE implementation. A UE may, for example, choose
to terminate a unicast service at the application layer if it prevents reception of an MBMS
service that it has prioritized.
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13.6 Radio Access Protocol Architecture and Signalling

13.6.1 Protocol Architecture

The LTE radio protocols have been extended in Release 9 to accommodate MBMS:

• Two new types of logical channels are introduced in Release 9: the Multicast Control
CHannel (MCCH) and the Multicast Traffic CHannel (MTCH) for MBMS control and
user data respectively.

• A new transport channel, the Multicast Channel (MCH), is introduced, mapped onto
the PMCH to support the multicell MBSFN transmission mode.

User data for an MBMS session may employ one or more radio bearers, each of which
corresponds to an MTCH logical channel. The Medium Access Control (MAC) layer may
multiplex information from multiple logical channels (MCCH and one or more MTCH)
together in one transport block that is carried on the MCH.

The MBMS control information is mainly carried by the MCCH, of which there is one per
MBSFN area. The MCCH primarily carries the MBSFNAreaConfiguration message, which
provides the radio bearer and (P)MCH configuration details, as well as the list of ongoing
MBMS sessions. The remainder of the MBMS control information, consisting of the MCCH
configuration and parameters related to the notification of changes in the MCCH information,
clearly cannot be carried by the MCCH itself and is instead carried by the Broadcast Control
CHannel (BCCH), in SIB13 (see Section 3.2.2). In Release 10, a further MCCH message
was introduced for the counting procedure, as explained in Section 13.6.5.

Figure 13.8 illustrates the radio protocol extensions introduced to accommodate MBMS.
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Figure 13.8: LTE protocol extensions to support MBMS.
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13.6.2 Session Start Signalling

As a result of the relative simplicity of MBMS in LTE Release 9, the main signalling
procedures are for ‘session start’ and ‘session stop’. The absence of multicast support means
that procedures for subscription and joining/leaving are not required; furthermore, service
announcement is assumed to be an application-specific procedure, not part of the main
MBMS signalling procedures.

Figure 13.9 provides an overview of the session start message sequence.
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Figure 13.9: The MBMS session start message sequence.

The BM-SC may initiate multiple subsessions with different content, distinguished by
flow identifiers. The ‘Session Start Request’ message from the BM-SC includes the following
parameters:

• QoS: Used for the admission control and radio resource configuration in the MCE.

• Service area: Used to decide to which eNodeBs the session start signalling should be
forwarded.

• Session duration: Used by admission control in the MCE.

• Time to data transfer: Used by the MCE to ensure all UEs receive the control
information in time.

• Access indicator: Indicates in which Radio Access Technologies (RATs) the service
will be broadcast.

Upon receiving the session start request, the MCE performs admission control, allocates
IP multicast addresses, and allocates and configures the radio resources. The MCE provides
the relevant session parameters (e.g. the multicast address) to the eNodeB by means of
the ‘Session Start Request’ message. Likewise, the MCE transfers the radio resource
configuration within a ‘scheduling information’ message to the eNodeB. Upon receiving
these messages, the eNodeB notifies the UEs about a change of MCCH information and
subsequently provides the updated MBMS radio resource configuration information within
the MBSFNAreaConfiguration message. The eNodeB also joins the transport network IP
multicast address.

The actual data transfer starts after a (configurable) duration, such as 10 s.
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13.6.3 Radio Resource Control (RRC) Signalling Aspects

13.6.3.1 Scheduling

MBMS does not use the PDCCH for dynamic scheduling. In an MBSFN subframe, the MCH
uses all the resources in the frequency domain, so MCH-related scheduling only relates to
the subframe allocation in the time domain.

The subframes that carry MCCH are indicated semi-statically by SIB13. For MTCH,
the scheduling of which subframes are used for a particular MBMS bearer is somewhat
more dynamic: once per ‘MCH Scheduling Period’ (MSP), E-UTRAN indicates which
subframes are used for each MTCH. This ‘MCH Scheduling Information’ (MSI) is provided
independently for each MCH by means of a MAC control element (see Section 4.4.2.7).

One design goal for LTE MBMS was to avoid long service interruptions when the user
switches from one service to another (i.e. channel switching). Assuming that the UE stores
the complete MCCH information, the channel switching time is mainly determined by the
length of the MSP; if E-UTRAN configures a reasonably low value for this parameter (e.g.
320 ms), users can smoothly switch channels without noticeable delays.

13.6.3.2 MBMS Control Information Validity and Change Notification

As mentioned above, the MBMS control information is mainly carried by the MCCH; the
BCCH merely carries the control information needed to acquire the MCCH and to detect
MCCH information changes.

Transmission of MBMS control information on the BCCH (i.e. in SIB13) is performed
according to the usual procedures for SIBs (see Section 3.2.2.2). The transfer procedures
for MBMS control information on the MCCH are similar: control information can only
change at specific radio frames with System Frame Number (SFN) given by SFN mod m = 0,
where m is the modification period. The MBSFNAreaConfiguration message is repeated a
configurable number of times within the modification period.

When an MBMS session is started, E-UTRAN notifies the UEs about an MCCH
information change. This change notification is provided a configurable number of times
per modification period, by means of a message on the PDCCH using Downlink Control
Information (DCI) Format 1C (see Section 9.3.5.1), using a special identifier, the MBMS
Radio Network Temporary Identifier (M-RNTI). This message indicates which of the
configured MCCHs will change. UEs that are interested in receiving an MBMS session
that has not yet started should try receiving the change notification a minimum number of
times during the modification period. If the UE knows which MBSFN area(s) will be used
to provide the MBMS session(s) it is interested in receiving, it has to meet this requirement
only for the corresponding MCCH(s).

Figure 13.10 illustrates a change of MBMS control information, affecting both the BCCH
and the MCCH. In this example, E-UTRAN starts to use the updated configuration at an
SFN at which the BCCH and MCCH modification period boundaries coincide. The figure
illustrates the change notifications provided by E-UTRAN in such a case. Initially, the change
notification indicates only that MCCH-2, which has a modification period of 10.24 s, will
change. Later, the notification indicates that both MCCH-1 (which has a modification period
of 5.12 s) and MCCH-2 will change.
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Figure 13.10: An example of a change of MBMS control information.

The change notification procedure is not used to inform UEs about modifications of
ongoing sessions. UEs that are receiving an MBMS session are therefore required to acquire,
every modification period, the MBMS control information of the MBSFN area used for that
session.

13.6.3.3 Radio Resource Allocation

The network broadcasts in SIB13 a bitmap indicating to the UEs the set of subframes that is
allocated to the MCCH. This bitmap covers a single radio frame. It is possible to configure a
more robust Modulation and Coding Scheme (MCS) for the subframes that include MCCH.

Semi-static resource allocation signalling indicates which subframes are allocated to a
particular MBSFN area; this is known as the Common Subframe Allocation (CSA).10 The
CSA is defined by up to eight patterns. Each pattern specifies the allocated subframes by a
bitmap, that covers one or four radio frames, and repeats with a periodicity of up to 32 radio
frames. The MCCH subframes are included in the CSA.

Next, the subframes assigned to the MBSFN area are allocated to each of the MCHs using
the MBSFN area. Within a CSA period, the MCHs are time-multiplexed, with each MCH
using one or more subframes which are consecutive within the set of subframes in the CSA;
as the subframes are consecutive in this way, only the last allocated subframe is signalled for
each MCH. This is known as the MCH Subframe Allocation (MSA).

The MBMS resource allocation is illustrated in Figure 13.11 for an example with two
MBSFN areas:

• In even-numbered radio frames, subframes 3 and 6 are allocated, while in odd-
numbered radio frames only subframe 6 is allocated;

• Within a period of 80 ms, the MBSFN areas are not interleaved – MBSFN area 1 takes
the first 4.5 radio frames while area 2 takes the next 3.5;

• Both MBSFN areas use two MCHs, one with an MSP of 160 ms and one with an MSP
of 320 ms;

10The term ‘common’ here indicates that the CSA subframes are shared by all the MCHs of the MBSFN area.
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0 Both MBSFN areas use a CSA period of 160 ms;
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Figure 13.] I: An example of MBMS resource allocation.

Every MSP, a UE that is receiving, for example, MCH-2b via MBSFN area 2 acquires the

initial subframes to acquire MCCH (if present in this MSP), the MSI MAC control element

(see Section 13.6.3.1) and subsequently the subframes dynamically allocated to the service

in question.

13.6.4 Content Synchronization

As explained in Section [3.4, the basic property of MBSFN transmission is that all

participating cells transmit exactly the same content in a synchronized manner so it appears

as one transmission to the UE Mechanisms are therefore provided to ensure synchronization

of the MBMS content — i.e. to ensure that all participating eNodeBs include the same MBMS

control information and data in the corresponding time-synchronized subframes.

For the MBMS control information, whenever the MCE updates the control information

it indicates the modification period from which the updated control information applies by

means of a parameter called ‘MCCH update time’.

For the synchronization of MBMS user data, a specific protocol was designed: the SYNC

protocol as specified in [8]. Each MBMS bearer operates a separate instance of the SYNC

protocol, which uses a timestamp to indicate the time at which the eNodeB should start the

transmission of a first packet belonging to a synchronization sequence. The timestamp is

based on a common time reference and should be set taking into account transfer delays that

may occur. All packets that the BM-SC allocates to a synchronization sequence are given

the same timestamp. The MSP is the same as, or a multiple of, the synchronization sequence

values applicable for the services carried by the MCH in question.
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Before considering the details of the SYNC protocol, it is important to understand the
overall architecture, which can be summarized as follows:

• The BM-SC performs traffic shaping: it discards packets as necessary to ensure that,
for each synchronization sequence, the actual bit rate of each MBMS bearer does not
exceed the guaranteed bit rate (see Section 2.4).The BM-SC also decides in which
synchronization sequence each packet should be transmitted.11

• The MCE semi-statically configures which services are multiplexed together, as well
as the radio resources allocated to the relevant MCH. The MCE also semi-statically
configures the order in which the services are scheduled.
• The participating eNodeBs first buffer all the packets of an entire MSP. The eNodeBs

then dynamically schedule the services, taking into account the order pre-defined by
the MCE. If the BM-SC allocates more packets to an MSP than actually fit into the
allocated radio resources, the eNodeBs discard some of the packets, starting with the
last packets of the service scheduled last according to the pre-defined order (so-called
tail-dropping). Finally the eNodeBs compile the MSI. The resulting MAC control
element is transmitted at the start of the MSP.

Figure 13.12 illustrates the SYNC protocol by means of a typical sequence of the different
SYNC Protocol Data Unit (PDU) types.
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Figure 13.12: An example of a SYNC protocol PDU sequence.

11In a future release of LTE, it may become possible for the BM-SC to perform ‘radio-aware traffic shaping’
– i.e. knowing which services share a given radio resource and their respective bit rates, the BM-SC may handle
temporary rate fluctuations by moving some packets to a previous or later scheduling MSP.
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The BM-SC transfers the data allocated to one synchronization sequence by means of a
number of PDUs of ‘type 1’. These PDUs all include the same timestamp, a packet number
that is reset at the start of the synchronization sequence and increases for every subsequent
packet, and an elapsed octet counter that indicates the number of octets transferred since the
start of the synchronization sequence.

After transferring all the user data, the BM-SC may provide additional information by
means of a PDU ‘type 0’ or ‘type 3’. These PDUs may be repeated to increase the likelihood
the PDU is received correctly. PDU type 0 not only includes the regular timestamp, the
packet number and the elapsed octet counter but also indicates the total number of packets
and the total elapsed octets within the synchronization sequence. PDU type 3 provides the
same information, but in addition provides the length of each packet in the synchronization
sequence.

The eNodeB has a buffer corresponding to one MSP, in which it inserts the received
packets in accordance with the pre-defined service order. If one or more non-consecutive
packets are lost, the SYNC protocol provides the eNodeB with all the information required
to continue filling the transmission buffer correctly. In such cases, the eNodeB only needs to
mute the subframes affected by the lost packets (rather than muting all subsequent subframes
until the end of the MSP). The eNodeB may be unable to do this if consecutive packets are
lost (unless a PDU type 3 is received), as the size of the layer 2 headers depends on the
precise construction of the transport blocks, which depends on the packet sizes.

13.6.5 Counting Procedure

A counting procedure was introduced in Release 10 that enables E-UTRAN to determine
how many UEs are receiving, or are interested in receiving, an MBMS service via an MBSFN
Radio Bearer (MRB) (i.e. using the MBSFN mode of operation). Compared to UMTS, the
counting procedure is limited in the following respects:

• Only UEs of Release 10 or later that are in connected mode respond to a counting
request from the network;

• The counting request does not include the session identity, with the result that UEs
respond to a counting request even if they have already received the upcoming session
(in case of session repetition).

Moreover, E-UTRAN can only interpret the counting responses properly when it knows
whether or not the service is available via unicast, because if the service is available, all
interested UEs should be in connected mode to receive the service, whereas if the service is
not available, only a fraction of the interested UEs may be in connected mode.

Based on the counting results, E-UTRAN may decide to start or stop MBSFN transmission
of a given MBMS service. Dynamic change of the MBSFN area (i.e. dynamic control of the
cells that participate in the MBSFN transmission of a service) is not supported.

Figure 13.13 provides an overview of a typical message sequence for MBMS counting.
The sequence shown is based on the following assumptions:

• Whenever a session of an MBMS service is scheduled to take place (e.g. according to
the Electronic Programme Guide (EPG)), it is accessible via unicast transmission;
• Upon start of the session’s schedule, the BM-SC allocates a Temporary Mobile Group

Identifier (TMGI) and provides a session start indication to E-UTRAN;
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• E-UTRAN waits a certain time (e.g. 10 s) before initiating the counting procedure; this
delay allows UEs that are interested in receiving the service to enter connected mode
to receive the service via unicast.
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Figure 13.13: MBMS counting upon session start.

The counting request messages relate to a single MBSFN area and can cover up to 16
services. E-UTRAN can issue one ‘MBMSCountingRequest’ message per MBSFN area in
a modification period, and UEs only respond once in a modification period. In the event
of E-UTRAN repeating the same counting request (i.e. including the same services) in a
subsequent modification period, the UEs respond again.

Counting may also be performed to deactivate the service in case, at a later point in time,
the number of interested UEs has dropped. In such a case, the MBSFN transmission of the
service may be suspended temporarily; if later the number of interested UEs increases again,
the MBSFN transmission of the service may be resumed. This is illustrated in Figure 13.14.
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Figure 13.14: Suspension and resumption of MBSFN transmission based on counting.

It should be noted that normally an eNodeB does not initiate the MBMS change
notification procedure without a session start; MBMS service resumption is an exception.
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13.7 Public Warning Systems

Cellular networks are commonly used to broadcast public warnings and emergency informa-
tion during events such as natural disasters (e.g. earthquakes, tsunamis or floods). There are
two Public Warning System (PWS) variants: the Earthquake and Tsunami Warning System
(ETWS), predominantly used in Japan, and the Commercial Mobile Alert Service (CMAS),
mainly used in the Americas.

As MBMS was not part of the first release of LTE, it was agreed to support public warnings
by means of the BCCH.

ETWS provides ‘primary notifications’, which are short notifications delivered within 4
seconds, as well as ‘secondary notifications’ that are less time-critical and provide more
detailed information such as where to get help. Both the primary and secondary notifications,
of which there may be multiple, are optional. In case of an emergency, E-UTRAN does
not need to delay the scheduling of ETWS notifications until the next BCCH modification
period. It notifies UEs (in both idle and connected modes) about the presence of an ETWS
notification by means of a paging message including a field named ‘etws-Indication’. Upon
detecting this indicator, an ETWS-capable UE attempts to receive SIB10, which is used to
transfer the ETWS primary notification. The UE also checks if SIB11 is scheduled, which
is used to carry an ETWS secondary notification (or a segment of one). Upon receiving the
primary and/or secondary ETWS notifications (depending on which is scheduled), the UE
may stop acquisition of system information for ETWS.

CMAS only employs short text messages, for a single type of warning message. In an
emergency situation, multiple CMAS alerts may need to be broadcast. However, E-UTRAN
only schedules a subsequent CMAS alert after completely transmitting all segments of the
previous CMAS warning message. In the same way as for ETWS, E-UTRAN need not delay
the scheduling of CMAS warning messages until the next BCCH modification period, and
paging is used for notification. Unlike ETWS, however, SIB12 is used to transfer a CMAS
warning message (or a segment of one), and the UE should continue SIB12 acquisition upon
receiving a complete CMAS warning message.

Both ETWS and CMAS incorporate security mechanisms, including means to verify the
integrity of the warning message and to authenticate the message source. The use of these
mechanisms is subject to regulatory requirements.

13.8 Comparison of Mobile Broadcast Modes

MBMS is not the only technology which is capable of efficient delivery of multimedia content
to mobile consumers, and it is therefore instructive to consider briefly some of the relative
strengths and weaknesses of the different general approaches.

13.8.1 Delivery by Cellular Networks

The key feature of using a cellular network for the content delivery is that the services can be
deployed using a network operator’s existing network infrastructure. Furthermore, it does not
necessarily require the allocation or acquisition of additional spectrum beyond that to which
the operator already has access. However, the advantage of reusing the cellular network and
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spectrum for multimedia broadcasting is also its main drawback: it reduces the bandwidth
available for other mobile services.

It can be noted that mobile operators have been providing mobile television over UTRAN
networks for a number of years already; this has however generally been based on point-
to-point unicast connections; this is feasible in lightly loaded networks, but, as explained
in Section 13.2, it does not make the most efficient use of the radio resources. MBMS
transmission from a single source entity to multiple recipients on a single delivery channel
allows radio resources to be shared, thus solving the capacity issues associated with the use of
unicast transmissions for streaming of bandwidth-hungry services such as mobile television.

In general, the use of a cellular network for MBMS also has the advantage of bringing the
capability to send ‘personalized’ content to groups of a few users, as well as the possibility
of a built-in application-layer return channel, which is useful for the provision of interactive
services. However, such functionality is not supported in current releases of LTE.

13.8.2 Delivery by Broadcast Networks

Mobile broadcast services may alternatively be provided by standalone broadcast systems
such as Digital Video Broadcasting-Terrestrial (DVB-T) and Digital Audio Broadcasting
(DAB). Originally developed for fixed receivers, specific mobile versions of these standards
have been developed, namely Digital Video Broadcasting-Handheld (DVB-H) and Digital
Mobile Broadcasting (DMB) respectively.

These systems typically assume the use of a relatively small number of higher-powered
transmitters designed to cover a wide geographical area. For broadcast service provision, user
capacity constraints do not require the use of small cells.

Such systems can therefore achieve relatively high data rates with excellent wide-area
coverage. However, they clearly also require dedicated spectrum in which to operate, the
construction and operation of a network of transmitters additional to that provided for the
cellular network, and the presence of additional hardware in the mobile terminals.

Standalone broadcast systems are also, by definition, ‘downlink-only’: they do not provide
a direct return channel for interactive services, although it may be possible to use the cellular
network for this purpose.

13.8.3 Services and Applications

Both cellular delivery (MBMS) and standalone broadcast methods enable the delivery of a
variety of multimedia services and applications, the most fashionable being mobile television.
This gives network operators the opportunity to differentiate their service offerings.

In some ways, cellular delivery (MBMS) and standalone broadcast (e.g. DVB-H) systems
can be seen as complementary. The mobile television industry and market are changing
rapidly, and may be better described as part of the mobile entertainment industry, where new
market models prevail. An example of this is the concept of the ‘long tail of content’ [9] which
describes the consumption of products or services across a large population, as illustrated in
Figure 13.15: given a large availability of choice, a few very popular products or services
will dominate the market for the majority of consumers; a large number of other products or
services will only find a niche market.
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Figure 13.15: The ‘Long Tail of Content’.

This is a very appropriate representation of the usage of broadcast television, whether

fixed or mobile: viewing figures for a few main channels (typically national broadcasters)

are high, while usage is low for a profusion of specialist channels that gather a limited yet
dedicated audience.

The deployment of mobile broadcast technology worldwide (whether by cellular MBMS

or standalone broadcast) is very much dependent on the availability of spectrum and on the

offer of services in each country, while infrastructure costs and content agreements between

network operators and broadcasters are also significant factors.

What matters ultimately to the user is the quality of reception on their terminal, and

mobility. Deployment of MBMS in LTE networks can be a highly eflicient solution,

especially by exploiting the use of Single Frequency Network operation based on OFDM

— which is also the transmission method used by DVB-H and DMB.
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Uplink Physical Layer Design

Robert Love and Vijay Nangia

14.1 Introduction

While many of the requirements for the design of the LTE uplink physical layer and multiple-
access scheme are similar to those of the downlink, the uplink also poses some unique
challenges. Some of the desirable attributes for the LTE uplink include:

• Orthogonal uplink transmission by different User Equipment (UEs), to minimize intra-
cell interference and maximize capacity;

• Flexibility to support a wide range of data rates, and to enable the data rate to be
adapted to the Signal-to-Interference-plus-Noise Ratio (SINR);

• Sufficiently low Peak-to-Average Power Ratio (PAPR) (or Cubic Metric (CM) – see
Section 21.3.3) of the transmitted waveform, to avoid excessive cost, size and power
consumption of the UE Power Amplifier (PA);

• Ability to exploit the frequency diversity afforded by the wideband channel (up to
20 MHz), even when transmitting at low data rates;

• Support for frequency-selective scheduling;

• Support for advanced multiple-antenna techniques, to exploit spatial diversity and
enhance uplink capacity.

The multiple-access scheme selected for the LTE uplink so as to fulfil these principle
characteristics is Single Carrier-Frequency Division Multiple Access (SC-FDMA).

A major advantage of SC-FDMA over the Direct-Sequence Code Division Multiple
Access (DS-CDMA) scheme used in UMTS is that it achieves intra-cell orthogonality even
in frequency-selective channels. SC-FDMA avoids the high level of intra-cell interference
associated with DS-CDMA which significantly reduces system capacity and limits the use

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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of adaptive modulation. A code-multiplexed uplink also suffers the drawback of an increased
CM/PAPR if multi-code transmission is used from a single UE.

The use of OFDMA (Orthogonal Frequency Division Multiple Access) for the LTE uplink
would have been attractive due to the possibility for full uplink-downlink commonality. In
principle, an OFDMA scheme similar to the LTE downlink could satisfy all the uplink design
criteria listed above, except for low CM/PAPR. As outlined in Section 5.2.2.1, much research
has been conducted in recent years on methods to reduce the CM/PAPR of OFDM; however,
in general the effectiveness of these methods requires careful practical evaluation against
their associated complexity and/or overhead (for example, in terms of additional signalling
or additional transmission bandwidth used to achieve the CM/PAPR reduction).

SC-FDMA combines the desirable characteristics of OFDM outlined in Section 5.2 with
the low CM/PAPR of single-carrier transmission schemes.

Like OFDM, SC-FDMA divides the transmission bandwidth into multiple parallel
subcarriers, with the orthogonality between the subcarriers being maintained in frequency-
selective channels by the use of a Cyclic Prefix (CP) or guard period. The use of a CP prevents
Inter-Symbol Interference (ISI) between SC-FDMA information blocks. It transforms the
linear convolution of the multipath channel into a circular convolution, enabling the receiver
to equalize the channel simply by scaling each subcarrier by a complex gain factor as
explained in Chapter 5.

However, unlike OFDM, where the data symbols directly modulate each subcarrier
independently (such that the amplitude of each subcarrier at a given time instant is set by the
constellation points of the digital modulation scheme), in SC-FDMA the signal modulated
onto a given subcarrier is a linear combination of all the data symbols transmitted at the same
time instant. Thus in each symbol period, all the transmitted subcarriers of an SC-FDMA
signal carry a component of each modulated data symbol. This gives SC-FDMA its crucial
single-carrier property, which results in the CM/PAPR being significantly lower than pure
multicarrier transmission schemes such as OFDM.

14.2 SC-FDMA Principles

14.2.1 SC-FDMA Transmission Structure

An SC-FDMA signal can, in theory, be generated in either the time domain or the frequency
domain [1]. Although the two techniques are duals and ‘functionally’ equivalent, in practice,
the time-domain generation is less bandwidth-efficient due to time-domain filtering and
associated requirements for filter ramp-up and ramp-down times [2, 3]. Nevertheless, we
describe both approaches here to facilitate understanding of the principles of SC-FDMA in
both domains.

14.2.2 Time-Domain Signal Generation

Time-domain generation of an SC-FDMA signal is shown in Figure 14.1.
The input bit stream is mapped into a single-carrier stream of QPSK or QAM1 symbols,

which are grouped into symbol-blocks of length M. This may be followed by an optional
repetition stage, in which each block is repeated L times, and a user-specific frequency shift,

1QPSK: Quadrature Phase Shift Keying; QAM: Quadrature Amplitude Modulation.
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Figure 14.1: SC-FDMA time-domain transmit processing.

by which each user’s transmission may be translated to a particular part of the available
bandwidth. A CP is then inserted. After filtering (e.g. with a Root-Raised Cosine (RRC)
pulse-shaping filter), the resulting signal is transmitted.

The repetition of the symbol blocks results in the spectrum of the transmitted signal only
being non-zero at certain subcarrier frequencies, i.e. every Lth subcarrier as shown in the
example in Figure 14.2.
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Figure 14.2: Distributed transmission with equal spacing between occupied subcarriers.

Since such a signal occupies only one in every L subcarriers, the transmission is said to
be ‘distributed’ and is one way of providing a frequency-diversity gain.

When no symbol-block repetition is performed (L = 1), the signal occupies consecutive
subcarriers2 and the transmission is said to be ‘localized’. Localized transmissions are ben-
eficial for supporting frequency-selective scheduling or inter-cell interference coordination
(as explained in Section 12.5). Localized transmission may also provide frequency diversity
if the set of consecutive subcarriers is hopped in the frequency domain.

Different users’ transmissions, using different repetition factors or bandwidths, remain
orthogonal on the uplink when the following conditions are met:

• The users occupy different sets of subcarriers. This may in general be accomplished
either by introducing a user-specific frequency shift (for localized transmissions) or
alternatively by arranging for different users to occupy interleaved sets of subcarriers

2The occupied bandwidth then depends on the symbol rate.
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(for distributed transmissions). The latter method is known in the literature as
Interleaved Frequency Division Multiple Access (IFDMA) [4].

• The received signals are properly synchronized in time and frequency.

• The CP is longer than the sum of the delay spread of the channel and any residual
timing synchronization error between the users.

14.2.3 Frequency-Domain Signal Generation (DFT-S-OFDM)

Generation of an SC-FDMA signal in the frequency domain uses a Discrete Fourier
Transform-Spread-OFDM (DFT-S-OFDM) structure [5–7] as shown in Figure 14.3.
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Figure 14.3: SC-FDMA frequency-domain transmit processing (DFT-S-OFDM)
showing localized and distributed subcarrier mappings.

The first step of DFT-S-OFDM SC-FDMA signal generation is to perform an M-point
DFT operation on each block of M QAM data symbols. Zeros are then inserted among the
outputs of the DFT in order to match the DFT size to an N-subcarrier OFDM modulator
(typically an Inverse Fast Fourier Transform (IFFT)). The zero-padded DFT output is mapped
to the N subcarriers, with the positions of the zeros determining to which subcarriers the
DFT-precoded data is mapped.

Usually N is larger than the maximum number of occupied subcarriers, thus providing for
efficient oversampling and ‘sinc’ (sin(x)/x) pulse-shaping. The equivalence of DFT-S-OFDM
and a time-domain-generated SC-FDMA transmission can readily be seen by considering the
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case of M = N, where the DFT operation cancels the IFFT of the OFDM modulator resulting
in the data symbols being transmitted serially in the time domain. However, this simplistic
construction would not provide any oversampling or pulse-shape filtering.

As with the time-domain approach, DFT-S-OFDM is capable of generating both localized
and distributed transmissions:

• Localized transmission. The subcarrier mapping allocates a group of M adjacent
subcarriers to a user. M < N results in zeros being appended to the output of the DFT
spreader resulting in an upsampled/interpolated version of the original M QAM data
symbols at the IFFT output of the OFDM modulator. The transmitted signal is thus
similar to a narrowband single carrier with a CP (equivalent to time-domain generation
with repetition factor L = 1) and ‘sinc’ pulse-shaping filtering.

• Distributed transmission. The subcarrier mapping allocates M equally spaced subcar-
riers (e.g. every Lth subcarrier). (L − 1) zeros are inserted between the M DFT outputs,
and additional zeros are appended to either side of the DFT output prior to the IFFT
(ML < N). As with the localized case, the zeros appended on either side of the DFT
output provide upsampling or ‘sinc’ interpolation, while the zeros inserted between
the DFT outputs produce waveform repetition in the time domain. This results in a
transmitted signal similar to time-domain IFDMA with repetition factor L and ‘sinc’
pulse-shaping filtering.

Like the time-domain SC-FDMA signal generation (in Section 14.2.2), orthogonality
between different users with different data rate requirements can be achieved by assigning
each user a unique set of subcarriers. The CP structure is the same as for the time-domain
signal generation, and therefore the same efficient FDE techniques can be employed at the
receiver [8, 9].

It is worth noting that, in principle, any unitary matrix can be used instead of the DFT
for the spreading operation with similar performance [10]. However, the use of non-DFT
spreading would result in increased CM/PAPR since the transmitted signal would no longer
have the single carrier characteristic.

14.3 SC-FDMA Design in LTE

Having outlined the key principles of SC-FDMA transmission, we now explain the applica-
tion of SC-FDMA to the LTE uplink.

14.3.1 Transmit Processing for LTE

Although the frequency-domain generation of SC-FDMA (DFT-S-OFDM) is functionally
equivalent to the time-domain SC-FDMA signal generation, each technique requires a
slightly different parameterization for efficient signal generation [3]. The pulse-shaping filter
used in the time domain SC-FDMA generation approach in practice has a non-zero excess
bandwidth, resulting in bandwidth efficiency which is smaller than that achievable with the
frequency-domain method with its inherent ‘sinc’ (zero excess bandwidth) pulse-shaping
filter which arises from the zero padding and IFFT operation. The non-zero excess bandwidth
pulse-shaping filter in the time-domain generation also requires ramp-up and ramp-down
times of 3–4 samples duration, while for DFT-S-OFDM there is no explicit pulse-shaping
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filter, resulting in a much shorter ramp time similar to OFDM. However, the pulse-shaping
filter in the time-domain generation does provide the benefit of reduced CM by approximately
0.25–0.5 dB compared to DFT-S-OFDM, as shown in Figure 14.4. Thus there is a trade-off
between bandwidth efficiency and CM/PAPR reduction between the time- and frequency-
domain SC-FDMA generation methods.
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Figure 14.4: Cubic metric comparison of time-domain SC-FDMA generation (IFDMA),
frequency-domain SC-FDMA generation (DFT-S-OFDM) and OFDM.

Frequency-domain signal generation for the LTE uplink has a further benefit in that it
allows a very similar parameterization to be adopted as for the OFDM downlink, including
the same subcarrier spacing, number of occupied subcarriers in a given bandwidth, and CP
lengths. This provides maximal commonality between uplink and downlink, including for
example the same clock frequency.

For these reasons, the SC-FDMA parameters chosen for the LTE uplink have been
optimized under the assumption of frequency-domain DFT-S-OFDM signal generation.

An important feature of the LTE SC-FDMA parameterization is that the numbers of
subcarriers which can be allocated to a UE for transmission are restricted such that the DFT
size in LTE can be constructed from multiples of 2, 3 and/or 5. This enables efficient, low-
complexity mixed-radix FFT implementations.

14.3.2 SC-FDMA Parameters for LTE

The same basic transmission resource structure is used for the uplink as for the downlink:
a 10 ms radio frame is divided into ten 1 ms subframes each consisting of two 0.5 ms
slots. As LTE SC-FDMA is based on the same fundamental processing as OFDM, it uses
the same 15 kHz subcarrier spacing as the downlink. The uplink transmission resources
are also defined in the frequency domain (i.e. before the IFFT), with the smallest unit of
resource being a Resource Element (RE), consisting of one SC-FDMA data block length
on one subcarrier. As in the downlink, a Resource Block (RB) comprises 12 REs in the
frequency domain for a duration of 1 slot, as detailed in Section 6.2. The LTE uplink SC-
FDMA physical layer parameters for Frequency Division Duplex (FDD) and Time Division
Duplex (TDD) deployments are detailed in Table 14.1.
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Table 14.1: LTE uplink SC-FDMA physical layer parameters.

Parameter Value Comments

Subframe duration 1 ms
Slot duration 0.5 ms
Subcarrier spacing 15 kHz
SC-FDMA symbol duration 66.67 μs

CP duration Normal CP: 5.2 μs first symbol in each slot,
4.69 μs all other symbols

Extended CP: 16.67 μs all symbols

Number of symbols per slot Normal CP: 7
Extended CP: 6

Number of subcarriers per RB 12

Two CP durations are supported – a normal CP of duration 4.69 μs and an extended
CP of 16.67 μs, as in the downlink (see Section 5.4.1). The extended CP is beneficial for
deployments with large channel delay-spread characteristics, and for large cells.

The 1 ms subframe allows a 1 ms scheduling interval (or Transmission Time Interval
(TTI)), as for the downlink, to enable low latency. However, one difference from the downlink
is that the uplink coverage is more likely to be limited by the maximum transmission power
of the UE. In some situations, this may mean that a single Voice-over-IP (VoIP) packet,
for example, cannot be transmitted in a 1 ms subframe with an acceptable error rate. One
solution to this is to segment the VoIP packet at higher layers to allow it to be transmitted over
several subframes. However, such segmentation results in additional signalling overhead for
each segment (including resource allocation signalling and Hybrid ARQ acknowledgement
signalling). A more efficient technique for improving uplink VoIP coverage at the cell edge
is to use the so-called TTI bundling, where a single transport block from the MAC layer
is transmitted repeatedly in multiple consecutive subframes, with only one set of signalling
messages for the whole transmission. The LTE uplink allows groups of 4 TTIs to be ‘bundled’
in this way, in addition to the normal 1 ms TTI.

In practice in LTE Releases 8 and 9, all the uplink data transmissions are localized,
using contiguous blocks of subcarriers. This simplifies the transmission scheme. Frequency-
diversity can still be exploited by means of frequency hopping, which can occur both within
one subframe (at the boundary between the two slots) and between subframes. In the case
of frequency hopping within a subframe, the channel coding spans the two transmission
frequencies, and therefore the frequency-diversity gain is maximized through the channel
decoding process. The only instance of distributed transmission in the LTE uplink (using an
IFDMA-like structure) is for the Sounding Reference Signals (SRSs) which are transmitted
to enable the eNodeB to perform uplink frequency-selective scheduling; these are discussed
in Section 15.6.

Like the downlink, the LTE uplink supports scalable system bandwidths from approx-
imately 1.4 MHz up to 20 MHz with the same subcarrier spacing and symbol duration
for all bandwidths. The uplink scaling for the bandwidths supported in LTE is shown in
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Table 14.2: LTE Uplink SC-FDMA parametrization for selected carrier bandwidths.

Carrier bandwidth (MHz)

1.4 3 5 10 15 20

FFT size 128 256 512 1024 1536 2048
Sampling rate: M/N × 3.84 MHz 1/2 1/1 2/1 4/1 6/1 8/1
Number of subcarriers 72 180 300 600 900 1200
Number of RBs 6 15 25 50 75 100
Bandwidth efficiency (%) 77.1 90 90 90 90 90

Table 14.2. Note that the sampling rates resulting from the indicated FFT sizes are designed
to be small rational multiples of the UMTS 3.84 MHz chip rate, for ease of implementation
in a multimode UE.

Note that in the OFDM downlink parameter specification, the d.c. subcarrier is unused
in order to support direct conversion (zero IF3) architectures. In contrast, no unused d.c.
subcarrier is possible for SC-FDMA (as shown in Table 14.2) as it can affect the low
CM/PAPR property of the transmit signal.

14.3.3 d.c. Subcarrier in SC-FDMA

Direct conversion transmitters and receivers can introduce distortion at the carrier frequency
(zero frequency or d.c. in baseband), for example arising from local oscillator leakage [11].
In the LTE downlink, this is addressed by the inclusion of an unused d.c. subcarrier. However,
for the uplink, the same solution would cause significant degradation to the low CM property
of the transmitted signal. In order to minimize the impact of such distortion on the packet
error rate and the CM/PAPR, the d.c. subcarrier of the SC-FDMA signal is modulated in
the same way as all the other subcarriers but the subcarriers are all frequency-shifted by
half a subcarrier spacing (±7.5 kHz), resulting in an offset of 7.5 kHz relative to d.c. Thus
two subcarriers straddle the d.c. location, and hence the amount of distortion affecting any
individual RB is halved. This is illustrated in Figure 14.5 for deployments with even and odd
numbers of RBs across the system bandwidth.

14.3.4 Pulse Shaping

As explained in Sections 14.2.3 and 14.3.1, one of the benefits of frequency-domain
processing for SC-FDMA is that, in principle, there is no need for explicit pulse-shaping
thanks to the implicit ‘sinc’ pulse-shaping. Nevertheless, an additional explicit pulse-shaping
filter can further reduce the CM/PAPR, but at the expense of spectral efficiency (due to the
resulting non-zero excess filter bandwidth similar to that of the time domain SC-FDMA
signal generation described in Section 14.2.2).

The use of pulse-shaping filters, such as RRC4 [12] or Kaiser window [13], was considered
for LTE in order to reduce CM/PAPR, especially for lower-order modulations such as QPSK

3Intermediate Frequency.
4Roor-Raised-Cosine.

IPR2022-00464 
Apple EX1014 Page 391



UPLINK PHYSICAL LAYER DESIGN 325

Option:

IEveanBs/ \oaum

 
RBI

T
15m: man u

Distal

—DC

RS [+1   
4-1ms

Figure 14.5: 7.5 kHz subcam'er shift for LTE system bandwidths with even or odd numbers
of RBs.

to enhance uplink coverage. However, the bandwidth expansion caused by pulse-shaping

filtering would require the code rate to be increased for a given data rate, and, in ordar to

provide a net performance benefit, power boosting would be required with the size of the

boost being approximately equal to the CM reduction achieved by the pulse-shaping.

Simulation results show that the CM benefits obtained from the use of pulse shaping (RRC

or Kaiser window) are small. Moreover. pulse-shaping could not be applied to reference

symbols, in order to prevent degradation of the channel estimation.

Finally, as discussed in Chapter 21, CM is not a problem for UEs operating at a maximum

power level for resource allocations of up to 10 RBs. This means that there is no benefit

possible from pulse-shaping given that UEs at the cell edge would often have less than IO
RBs allocated.

Therefore, no pulse-shaping is used in LTE.

14.4 Summary

The important properties of the SC-FDMA transmission scheme used for the LTE uplink

are derived from its multicarrier OFDM-like structure with single-carrier characteristic. The

multicarrier-based structure gives the LTE uplink the same robustness against 181 as the LTE

downlink, with low-complexity frequency-domain equalization being facilitated by the CP.

At the same time, the DPT-based preceding ensures that the LTE uplink possesses the low CM

required for efficient UE design. Crucially, the LTE uplink is designed to be orthogonal in the

fiequency domain between different UEs, thus virtually eliminating the intra-cell interference
associated with CDMA.

The parameters of the LTE uplink are designed to ensure maximum commonality with the

downlink, and to facilitate frequency-domain DPT-S—OFDM signal generation.
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The localized resource allocation scheme of the LTE uplink allows both frequency-
selective scheduling and the exploitation of frequency diversity, the latter being achieved
by means of frequency hopping.

The following chapters explain the application of SC-FDMA in LTE in more detail,
showing how reference signals for channel estimation, data transmissions and control
signalling are multiplexed together.

Enhancements to the uplink transmission scheme in Release 10 for LTE-Advanced are
described in Section 28.3.6.
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Uplink Reference Signals

Robert Love and Vijay Nangia

15.1 Introduction

As in the downlink, the LTE Single-Carrier Frequency Division Multiple Access (SC-
FDMA) uplink incorporates Reference Signals (RSs) for data demodulation and channel
sounding. In this chapter, the design principles behind these RSs are explained, including
in particular features related to interference randomization and coordination, and the flexible
configuration of channel sounding.

The roles of the uplink RSs include enabling channel estimation to aid coherent
demodulation, channel quality estimation for uplink scheduling, power control, timing
estimation and direction-of-arrival estimation to support downlink beamforming. Two types
of RS are supported on the uplink:

• DeModulation RS (DM-RS), associated with transmissions of uplink data on the
Physical Uplink Shared CHannel (PUSCH) and/or control signalling on the Physical
Uplink Control CHannel (PUCCH).1 These RSs are primarily used for channel
estimation for coherent demodulation.

• Sounding RS (SRS), not associated with uplink data and/or control transmissions,
and primarily used for channel quality determination to enable frequency-selective
scheduling on the uplink.

The uplink RSs are time-multiplexed with the data symbols. The DM-RSs of a given UE2

occupy the same bandwidth (i.e. the same Resource Blocks (RBs)) as its PUSCH/PUCCH
data transmission. Thus, the allocation of orthogonal (in frequency) sets of RBs to different

1See Chapter 16 for details of the uplink physical channels.
2User Equipment.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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UEs for data transmission automatically ensures that their DM-RSs are also orthogonal to
each other.

If configured by higher-layer signalling, SRSs are transmitted on the last SC-FDMA
symbol in a subframe; SRS can occupy a bandwidth different from that used for data
transmission, in order to allow wider bandwidth sounding. UEs transmitting SRSs in the same
subframe can be multiplexed via either Frequency or Code Division Multiplexing (FDM or
CDM respectively), as explained in Section 15.6.

Desirable characteristics for the uplink RSs include:

• Constant amplitude in the frequency domain for equal excitation of all the allocated
subcarriers for unbiased channel estimates;

• Low Cubic Metric (CM) in the time domain (at worst no higher than that of the data
transmissions; a lower CM for RSs than the data can be beneficial in enabling the
transmission power of the RSs to be boosted at the cell-edge);

• Good autocorrelation properties for accurate channel estimation;

• Good cross-correlation properties between different RSs to reduce interference from
RSs transmitted on the same resources in other (or, in some cases, the same) cells.

The following sections explain how these characteristics are achieved in LTE.

15.2 RS Signal Sequence Generation

The uplink RSs in LTE are mostly based on Zadoff–Chu (ZC) sequences [1, 2]. The
fundamental structure and properties of these sequences are described in Section 7.2.1.

These sequences satisfy the desirable properties for RSs mentioned above, exhibiting
0 dB CM, ideal cyclic autocorrelation and optimal cross-correlation. The cross-correlation
property results in the impact of an interfering signal being spread evenly in the time domain
after time-domain correlation of the received signal with the desired sequence; this results in
more reliable detection of the significant channel taps. However, in practice the CM of a ZC
sequence is degraded at the Nyquist sampling rate because of the presence of unused guard
subcarriers at each end of the sequence (due to the number of occupied RS subcarriers being
less than the IFFT3 size of the OFDM4 modulator) and results in the ZC sequence effectively
being oversampled in the time domain.

The RS sequence length, Np, is equal to the number of assigned subcarriers MRS
sc , which

is a multiple of the number of subcarriers per RB, NRB
sc = 12, i.e.

Np = MRS
sc = m · NRB

sc , 1 ≤ m ≤ NUL
RB (15.1)

where NUL
RB is the uplink system bandwidth in terms of RBs.

The length-Np RS sequence is directly applied (without Discrete Fourier Transform (DFT)
spreading) to Np RS subcarriers at the input of the IFFT as shown in Figure 15.1 [3]. Recall
that a ZC sequence of odd-length NZC is given by

aq(n) = exp
[
− j2πq

n(n + 1)/2 + ln
NZC

]
(15.2)

3Inverse Fast Fourier Transform
4Orthogonal Frequency Division Multiplexing
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where q= l,...,Nzc—l is theZC sequence index (also known as the root index), n:
0,1,...,Nzc—l,andl=0inLTE
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Figure 15.1: 'Il’ansmitter structure for SGFDMA reference signals. Note that no DFI‘

spreading is applied to the RS sequence.

 
In LTE, N23 is selected to be the largest prime number smaller than or equal to Np. The

ZC sequence of length Nzc is then cyclically extended to the target length N, as follows:

r40.) = aq(n mod Nzc), n = 0, 1,. . .,N,, — 1 (15.3)

The cyclic extension in the frequency domain preserves the constant amplitude property.

Cyclic extension of the ZC sequences is used rather than truncation, as in general it provides

better CM characteristics. For sequence lengths of three or more RBs, this provides at least

30 sequences with CM smaller than or close to that of QPSK.

However, for the shortest sequence lengths, suitable for resource allocations of just one

or two RBs, only a small number of low-CM extended ZC sequences is available (six and

12 sequences respectively with CM less than that of QPSK). Therefore. in order to provide at

least as large a number of sequences as for the 3 RB case, 30 special RS sequences are defined

in LTE for resource allocations of one or two RBs. These special sequences are QPSK rather

than ZC-based sequences and were obtained from computer searches so as to have constant

modulus in the frequency-domain, low CM, low memory and complexity requirements and

good cross-correlation properties.

The QPSK RS sequences are given by,

nu)=eM"W, n=0, 1,...,M§S— 1, (15.4)

where Ms? is the number of subcarriers to which the sequence is mapped, and the values of
<p(n) can be found in [4, Tables 5512-1 and 5512-2].
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15.2.1 Base RS Sequences and Sequence Grouping

In order for a cell to support uplink transmissions of different bandwidths, it is necessary to
assign a cell at least one base RS sequence for each possible RB allocation size. Multiple
RS sequences for each allocation size are then derived from each base sequence by means of
different cyclic time shifts, as explained in Section 15.2.2.

The smallest number of available base sequences is for resource allocations of three RBs,
where, as noted above, only 30 extended ZC sequences exist. As a result, the complete set
of available base sequences across all RB allocation sizes is divided into 30 non-overlapping
sequence-groups. A cell is then assigned one of the sequence-groups for uplink transmissions.
For each resource allocation size up to and including five RBs, each of the 30 sequence-
groups contains only one base sequence, since for five RBs (i.e. sequences of length 60) only
58 extended ZC-sequences are available. For sequence lengths greater than five RBs, more
extended ZC-sequences are available, and therefore each of the 30 sequence-groups contains
two base sequences per resource allocation size; this is exploited in LTE to support sequence
hopping (within the sequence-group) between the two slots of a subframe.

The base sequences for resource allocations larger than three RBs are selected such that
they are the sequences with high cross-correlation to the single 3 RB base sequence in the
sequence-group [5]. Since the cross-correlation between the 3 RB base sequences of different
sequence-groups is low due to the inherent properties of the ZC sequences, such a method
for assigning the longer base sequences to sequence-groups helps to ensure that the cross-
correlation between sequence-groups is kept low, thus reducing inter-cell interference.

The v base RS sequences of length 3 RBs or larger (i.e. MRS
sc ≥ 36) assigned to a sequence-

group u are given by,

r̄u,v(n) = aq(n mod NZC), n = 0, 1, . . . , MRS
sc − 1 (15.5)

where u ∈ {0, 1, . . . , 29} is the sequence-group number, v is the index of the base sequence
of length MRS

sc within the sequence-group u, and is given by

v =

⎧⎪⎪⎨⎪⎪⎩0, 1 for MRS
sc ≥ 72

0 otherwise
(15.6)

NZC is the largest prime number smaller than MRS
sc , and q is the root ZC sequence index

(defined in [4, Section 5.5.1.1]).

15.2.2 Orthogonal RS via Cyclic Time-Shifts of a Base Sequence

UEs which are assigned to different RBs transmit RSs in these RBs and hence achieve
separability of the RSs via FDM. However, in certain cases, UEs can be assigned to transmit
on the same RBs, for example in the case of uplink multi-user MIMO5 (sometimes also
referred to as Spatial Division Multiple Access (SDMA) or ‘Virtual MIMO’). In these
cases, the RSs can interfere with each other, and some means of separating the RSs from
the different transmitters is required. Using different base sequences for different UEs
transmitting in the same RBs is not ideal due to the non-zero cross-correlation between the
base sequences which can degrade the channel estimation at the eNodeB. It is preferable that

5Multiple-Input Multiple-Output.
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the RS signals from the different UEs are fully orthogonal. In theory, this could be achieved

by FDM of the RSs within the same RBs, although this would reduce the RS sequence length

and the number of different RS sequences available; this would be particularly undesirable
for low-bandwidth transmissions.

Therefore in LTE, orthogonality between RSs occupying the same R85 is instead provided
by exploiting the fact that the correlation of a ZC sequence with any Cyclic Shift (CS)

of the same sequence is zero (see Section 7.2.1). As the channel impulse response is of

finite duration, different transmitters can use different cyclic time shifts of the same base RS

sequence, with the RSs remaining orthogonal provided that the cyclic shifts are longer than

the channel impulse response.

If the RS SC-FDMA symbol druation is Tp and the channel impulse response duration is

less than T“, then up to Tp/Tcs different transmitters can transmit in the same symbol, with
different cyclic shift values, with separable channel estimates at the receiver. For example,

Figure 15.2 shows that if T,,/Tcs = 4 and there are four transmitters, then each transmitter

t e (I, . . . , 4} can use a cyclic (t — l)T,,/4 of the same base sequence. At the eNodeB receiver,

by correlating the received composite signal from the different transmitters occupying the

same RBs with the base sequence, the channel estimates from the different transmitters are

separable in the time domain [6].

“fill-WW

 

 
Transmitter #1 Transmitter #2 Transmitter #3 Transmitter #4

08:0 CS= Tcs CS=2TG CS=3T.3

Figure 15.2: Illustration of cyclic time shift orthogonality of RS signals.

Since a cyclic time shift is equivalent to applying a phase ramp in the frequency domain,

the representation of a base sequence with cyclic shift, a, in the frequency-domain is given by

r.‘:,'3(n) = e’""f..,v(n) (15.7)

where fu‘v(n) is the base (or unshifted) sequence of sequence-group u, with base sequence

index v within the sequence-group, a = 21rn,/P with n, the cyclic time shift index for

transmitter t, and P is the number of equally spaced cyclic time shifts supported.

in LTE, 12 equally spaced cyclic time shifts are defined for the DM-RS on the PUSCl-I

and PUCCH. This allows for delay spreads up to 5.55 vs.

The degree of channel estimate separability at the receiver between different cyclic time

shifts depends in practice on the (circular) distance between the shifts (as well as the received

power differences between the transmitters). Cyclic time shifts spaced the furthest apart

experience the least cross-talk between the channel estimates (for example, arising from

practical issues such as channel estimation filtering and finite sampling granularity). Thus.

when the number of HE using different cyclic time shifts is less than the number of cyclic
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time shifts supported (P), it is beneficial to assign cyclic time shifts with the largest possible
(circular) separation; this is supported in LTE.

In LTE the cyclic time shifts also always hop between the two slots in a subframe, for
inter-cell interference randomization (see Section 15.4).

15.3 Sequence-Group Hopping and Planning

LTE supports both RS sequence-group hopping and RS sequence-group planning modes
of system deployment [7, 8]; the mode is configurable by Radio Resource Control (RRC)
signalling.

The sequence-group assigned to a cell is a function of its physical-layer cell identity (cell-
ID) and can be different for PUSCH and PUCCH transmissions. A UE acquires knowledge
of the physical layer cell-ID from its downlink synchronization signals, as described in
Section 7.2.

15.3.1 Sequence-Group Hopping

The sequence-group hopping mode of deployment can be enabled in a cell by a 1-bit
broadcast signalling parameter called ‘groupHoppingEnabled’. This mode actually consists
of a combination of hopping and shifting of the sequence-group according to one of 504
sequence-group hopping/shifting patterns corresponding to the 504 unique cell-IDs [9]. Since
there are 30 base sequence-groups, 17(= �504/30�) unique sequence-group hopping patterns
of length 20 are defined (corresponding to the duration of a radio frame with 20 slots), each
of which can be offset by one of 30 sequence-group shift offsets. The sequence-group number
u depends on the sequence-group hopping pattern fgh and the sequence-group shift offset fss
as defined in [4, Section 5.5.1.3]. The sequence-group hopping pattern changes u from slot
to slot in a pseudo-random manner, while the shift offset is fixed in all slots. Both fgh and fss
depend on the cell-ID.

The sequence-group hopping pattern fgh is obtained from a length-31 Gold sequence
generator (see Section 6.3) [10,11], of which the second constituent M-sequence is initialized
at the beginning of each radio frame by the sequence-group hopping pattern index of the
cell. Up to 30 cell-IDs can have the same sequence-group hopping pattern (e.g. part of a
planned coordinated cell cluster), with different sequence-group shift offsets being used to
minimize RS collisions and inter-cell interference. The same sequence-group hopping pattern
is used for PUSCH DM-RS, SRS and PUCCH DM-RS transmissions. The sequence-group
shift offset can be different for PUSCH and PUCCH.

For PUSCH, it should be possible to assign cell-IDs such that the same sequence-group
hopping pattern and sequence-group shift offset, and hence the same base sequences, are
used in adjacent cells. This can enable the RSs from UEs in adjacent cells (for example,
the cells of the same eNodeB) to be orthogonal to each other by using different cyclic
time shifts of the same base sequence. Therefore in LTE the sequence-group shift offset
for PUSCH is explicitly configured by a cell-specific 5-bit broadcast signalling parameter,
‘groupAssignmentPUSCH’. As the sequence-group shift offset is a function of the cell-ID,
the overhead for signalling one of the 504 sequence-group hopping patterns for PUSCH is
reduced from nine to five bits, such that fss = (cell-ID mod 30 + Δss) mod 30, where Δss ∈
{0, . . . , 29} is indicated by ‘groupAssignmentPUSCH’.
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For PUCCH transmissions, as described in Section 16.3, the same RBs at the edge of the
system bandwidth are normally used by all cells. Thus, in order to randomize interference on
the PUCCH between neighbouring cells which are using the same sequence-group hopping
pattern, the sequence-shift offset for PUCCH is simply given by cell-ID mod 30. Similarly,
for interference randomization on the SRS transmissions which occur in the same SC-FDMA
symbol (see Section 15.6), the same sequence-group shift offset as PUCCH is used.

In Section 15.2.1, it was explained that there are two base sequences per sequence-group
for each RS sequence length greater than 60 (5 RBs), with the possibility of interference
randomization by sequence-hopping between the two base sequences at the slot boundary
in the middle of each subframe. If sequence-group hopping is used, the base sequence
automatically changes between each slot, and therefore additional sequence hopping within
the sequence group is not needed; hence only the first base sequence in the sequence group
is used if sequence-group hopping is enabled.

15.3.2 Sequence-Group Planning

If sequence-group hopping is disabled, the same sequence-group number u is used in all slots
of a radio frame and is simply obtained from the sequence group shift offset, u = fss.

Since 30 sequence-groups are defined (see Section 15.2.1), planned sequence-group
assignment is possible for up to 30 cells in LTE. This enables neighbouring cells to be
assigned sequence groups with low cross-correlation to reduce RS interference, especially
for small RB allocations.6

An example of sequence-group planning with a conventional six-sequence-group reuse
plan is shown in Figure 15.3 [12]. The same sequence-group number (and hence base
sequences) are used in the three cells of each eNodeB, with different cyclic time shifts
assigned to each cell (only 3 cyclic time shifts, D1, D2 and D3 are shown in this example).

With sequence-group planning, sequence hopping within the sequence group between
the two slots of a subframe for interference randomization can be enabled by a 1-bit cell-
specific parameter, ‘sequenceHoppingEnabled’. The base sequence index for MRS

sc ≥ 72 used
in slot ns is then obtained from the length-31 Gold sequence generator. In order to enable the
use of the same base RS sequence (and hopping pattern) in adjacent cells for PUSCH, the
pseudo-random sequence generator is initialized at the beginning of each radio frame by the
sequence-group hopping pattern index (based on part of the cell-ID), offset by the PUSCH
sequence-group shift index of the cell (see [4, Section 5.5.1.4]).

The same hopping pattern within the sequence-group is used for PUSCH DM-RS, SRS,
and PUCCH DM-RS.

Further interference randomization is provided by the cyclic time shift hopping, which is
always enabled in LTE as discussed in the following section.

15.4 Cyclic Shift Hopping

Cyclic time-shift hopping is always enabled for inter-cell interference randomization for
PUSCH and PUCCH transmissions. For PUSCH with P = 12 evenly spaced cyclic time
shifts, the hopping is between the two slots in a subframe, with the cyclic shift (α in

6Power-limited cell-edge UEs are likely to have small RB allocations.
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Figure 15.3: Example of RS sequence-group planning — six-sequence-group reuse plan.

Equation (15.7)) for a UE being derived in each slot from a combination of a 3-bit cell-

specific broadcast cyclic time shift offset parameter, a 3-bit cyclic time shift offset indicated

in each uplink scheduling grant and a pseudo-random cyclic shift ofl’set obtained from the

output of the length-31 Gold sequence generator (see [4, Section 5.5.2.1.1]).

As mentioned in Section 15.3, it should be possible to use different cyclic time shifts in

adjacent cells with the same sequence-group (eg. the cells of the same eNodeB), in order to

support orthogonal RS transmissions from UEs in ditferent cells. This requirement is similar

to the case for initialization of the pseudo-random sequence generator for sequence hopping

within a sequence-group, where the same hopping patterns are needed in neighbouring cells.

Thus, the initialization of the PUSCl-I DM-RS cyclic shift pseudo-random sequence generator

is the same as that for the sequence hopping pattern generator in Section 15.3.2, initialized

every radio frame (see [4, Section 5.5.1.4l).

1n the case of PUCCH transmission, cyclic time-shift hopping (among the P = 12 evenly

spaced cyclic time shifts) is performed per SC-FDMA symbol, with the cyclic shifi a for a

given SC-FDMA symbol in a given slot being derived (as specified in [4, Section 5.4]) from

a combination of the assigned PUCCH resource index (see Section 16.3) and the output of

the length-31 Gold sequence generator. In order to randomize interference on the PUCCH
arising from the fact that the same band-edge R35 are used for PUCCH transmissions in all

cells (see Section 16.3), the pseudo-random sequence generator is initialized at the beginning

of each radio frame by the cell-ID.
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In addition, to achieve intra-cell interference randomization for the PUCCH DM-RS, the
cyclic time shift used in the second slot is hopped such that UEs which are assigned adjacent
cyclic time shifts in the first slot use non-adjacent cyclic time shifts (with large separation)
in the second slot [13]. A further benefit of using a different cyclic time shift in each slot is
that the non-ideal cross-correlation between different base RS sequences is averaged (as the
cross-correlation is not constant for all time lags).

15.5 Demodulation Reference Signals (DM-RS)

The DM-RSs associated with uplink PUSCH data or PUCCH control transmissions from
a UE are primarily provided for channel estimation for coherent demodulation and are
therefore present in every transmitted uplink slot.

RSs could in theory be concentrated in one position in each slot, or divided up and
positioned in multiple locations in each slot. Two alternatives were considered in the design
of the DM-RSs in LTE, as shown in Figure 15.4:

• One RS symbol per slot, having the same duration as a data SC-FDMA symbol
(sometimes referred to as a ‘Long Block’ (LB)), with the RS symbol having the same
subcarrier spacing as the data SC-FDMA symbols;

• Two RS symbols per slot, each of half the duration of a data SC-FDMA symbol
(sometimes referred to as a ‘Short Block’ (SB)), with the subcarrier spacing in the
RS symbols being double that of the data SC-FDMA symbols (i.e. resulting in only six
subcarriers per RB in the RS symbols).

As can be seen from Figure 15.4, it would be possible to support twice as many SB RSs
in a slot in the time domain compared to the LB RS structure with the same number of data
SC-FDMA symbols. However, the frequency resolution of the SB RS would be half that of
the LB RS due to the subcarrier spacing being doubled.

CP LB#CP LB#0 CP LB#1CP LB#1 CP LB#CP LB#2 CPCP CP LB#CP LB#4 CP LB#CP LB#5 CP LB#CP LB#6

1 slot = 0.5ms
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C
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(a) LB RS 

(b) SB RS

RS LB

Figure 15.4: Example of slot formats considered with (a) one Long Block RS per slot and
(b) two Short Block RSs per slot.

Figures 15.5 and 15.6 show a performance comparison of LB and SB RSs for a resource
allocation bandwidth of 1 RB for a duration of one subframe (1 ms), for UE speeds of
30 km/h and 250 km/h respectively. The performance of LB RS is similar to that for SB
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comparison for Long Block RS and Short

Block RS structure. Code rate r = 1/2,
GSM Typical Urban (TU) channel model,

30 km/h, 2 GHz carrier frequency.

0 2 4 6 8 10 12 14 16 18 20

10
3

10
2

10
1

Es /No (dB)

B
lo

ck
 E

rr
o
r 

R
a
te

QPSK 250km/h 4SB RS

QPSK 250km/h 2LB RS

16-QAM 250km/h4SB RS

16-QAM 250km/h2LB RS

Figure 15.6: Demodulation performance
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GSM Typical Urban (TU) channel model,

250 km/h, 2 GHz carrier frequency.

RS for medium speeds, with some degradation at high speeds. However, with LB RS the
signal parameterization remains the same as that of the downlink OFDM. LB RSs also have
the advantage of providing longer sequences for a given bandwidth allocation (due to there
being twice as many RS subcarriers), and thus a larger number of RS sequences with desirable
characteristics.

Therefore the LB RS structure of Figure 15.4(a) was adopted in LTE for the PUSCH DM-
RS.

The exact position of the single PUSCH DM-RS symbol in each uplink slot depends on
whether the normal or extended CP is used, as shown in Figure 15.7. For the case of the
normal CP with seven SC-FDMA symbols per slot, the PUSCH DM-RS occupies the centre
(i.e. fourth) SC-FDMA symbol. With six SC-FDMA symbols per slot in the case of the
extended CP, the third SC-FDMA symbol is used. For PUCCH transmission, the position
and number of DM-RS depend on the type of uplink control information being transmitted,
as discussed in Section 16.3.

CP LB#CP LB#0 CP LB#1CP LB#1 CP LB#CP LB#2 CPCP CP LB#CP LB#4 CP LB#CP LB#5 CP LB#CP LB#6

1 slot = 0.5ms

(a) Normal CP 

(b) Extended CP

RS LB #3

CP LB#0 CP LB#1 CP RS LB#2 CP LB#3 CP LB#4 CP LB#5

Figure 15.7: LTE uplink subframe configuration for PUSCH DM RS: (a) normal CP;
(b) extended CP.
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The DM-RS occupies the same RBs as the RB allocation for the uplink PUSCH data or
PUCCH control transmission. Thus, the RS sequence length, MRS

sc , is equal to the number
of subcarriers allocated to the UE for PUSCH or PUCCH transmissions. Further, since the
PUSCH RB allocation size is limited to multiples of two, three and/or five RBs (as explained
in Section 14.3.1), the DM-RS sequence lengths are also restricted to the same multiples.

As discussed in Section 15.2.2, the DM-RS SC-FDMA symbol supports 12 cyclic time
shifts with a spacing of 5.55 μs.

To support inter-cell interference randomization, cyclic time-shift hopping is always
enabled for DM-RS as detailed in Section 15.4.

Release 10 enhancements to the uplink DM-RS to support non-contiguous PUSCH
resource allocation and uplink Single-User MIMO are explained in Sections 28.3.6.2
and 29.2.1 respectively.

15.6 Uplink Sounding Reference Signals (SRS)

The SRSs, which are not associated with uplink data and/or control transmission, are
primarily used for channel quality estimation to enable frequency-selective scheduling on
the uplink. However, they can be used for other purposes, such as to enhance power control
or to support various start-up functions for UEs not recently scheduled. Some examples
include initial Modulation and Coding Scheme (MCS) selection, initial power control for
data transmissions, timing advance, and ‘frequency semi-selective scheduling’ in which the
frequency resource is assigned frequency-selectively for the first slot of a subframe and hops
pseudo-randomly to a different frequency in the second slot [14].

15.6.1 SRS Subframe Configuration and Position

The subframes in which SRSs are transmitted by any UE within the cell are indicated by
cell-specific broadcast signalling. A 4-bit cell-specific ‘srsSubframeConfiguration’ parameter
indicates 15 possible sets of subframes in which SRS may be transmitted within each radio
frame (see [4, Section 5.5.3.3]). This configurability provides flexibility in adjusting the SRS
overhead depending on the deployment scenario. A 16th configuration switches the SRS off
completely in the cell, which may for example be appropriate for a cell serving primarily
high-speed UEs.

The SRS transmissions are always in the last SC-FDMA symbol in the configured
subframes, as shown in Figure 15.8. Thus the SRS and DM-RS are located in different
SC-FDMA symbols. PUSCH data transmission is not permitted on the SC-FDMA symbol
designated for SRS, resulting in a worst-case sounding overhead (with an SRS symbol in
every subframe) of around 7%.

15.6.2 Duration and Periodicity of SRS Transmissions

The eNodeB in LTE may either request an individual SRS transmission from a UE or
configure a UE to transmit SRS periodically until terminated; a 1-bit UE-specific signalling
parameter, ‘duration’, indicates whether the requested SRS transmission is single or periodic.
If periodic SRS transmissions are configured for a UE, the periodicity may be any of 2, 5, 10,
20, 40, 80, 160 or 320 ms; the SRS periodicity and SRS subframe offset within the period
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Figure 15.8: Uplink subframe configuration with SRS symbol.

in which the UE should transmit its SRS are configured by a 10-bit UE-specific dedicated
signalling parameter called ‘srs-ConfigIndex’.

In Release 10, a mechanism for dynamically triggering an aperiodic SRS tranmission by
means of the PDCCH is introduced; this is explained in Section 29.2.2.

15.6.3 SRS Symbol Structure

In order to support frequency-selective scheduling between multiple UEs, it is necessary
that SRS from different UEs with different sounding bandwidths can overlap. In order to
support this, Interleaved FDMA (IFDMA, introduced in Section 14.2) is used in the SRS SC-
FDMA symbol, with a RePetition Factor (RPF) of 2. The (time-domain) RPF is equivalent
to a frequency-domain decimation factor, giving the spacing between occupied subcarriers
of an SRS signal with a comb-like spectrum. Thus, RPF = 2 implies that the signal occupies
every 2nd subcarrier within the allocated sounding bandwidth as shown by way of example
in Figure 15.9. Using a larger RPF could in theory have provided more flexibility in how the
bandwidth could be allocated between UEs, but it would have reduced the sounding sequence
length (for a given sounding bandwidth) and the number of available SRS sequences (similar
to the case for DM-RS). Therefore the RPF is limited to 2.

Due to the IFDMA structure of the SRS symbol, a UE is assigned, as part of its
configurable SRS parameters, the ‘transmissionComb’ index (0 or 1) on which to transmit
the SRS. The RS sequences used for the SRS are the same as for the DM-RS, resulting in the
SRS sequence length being restricted to multiples of two, three and/or five times the RB size.
In addition, the SRS bandwidth (in RBs) must be an even number, due to the RPF of 2 and
the minimum SRS sequence length being 12. Therefore, the possible SRS bandwidths, NSRS

RB
(in number of RBs), and the SRS sequence length, MSRS

sc , are respectively given by,

NSRS
RB = 2(1+α2) · 3α3 · 5α5

MSRS
sc =

1
2 · NSRS

RB · 12 (15.8)

where α2, α3, α5 is a set of positive integers. Similarly to the DM-RS, simultaneous SRS
can be transmitted from multiple UEs using the same RBs and the same offset of the comb,
using different cyclic time shifts of the same base sequence to achieve orthogonal separation
(see Section 15.2.2). For the SRS, eight (evenly spaced) cyclic time shifts per SRS comb are
supported (see [4, Section 5.5.3.1]), with the cyclic shift being configured individually for
each UE.
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Figure 15.9: SRS symbol structure with RPF = 2.

15.6.3.1 SRS Bandwidths

Some of the factors which affect the SRS bandwidth are the maximum power of the UE, the
number of supportable sounding UEs, and the sounding bandwidth needed to benefit from
uplink channel-dependent scheduling. Full bandwidth sounding provides the most complete
channel information when the UE is sufficiently close to the eNodeB, but degrades as the
path-loss increases when the UE cannot further increase its transmit power to maintain the
transmission across the full bandwidth. Full bandwidth transmission of SRS also limits the
number of simultaneous UEs whose channels can be sounded, due to the limited number of
cyclic time shifts (eight cyclic time shifts per SRS comb as explained above).

To improve the SNR and support a larger number of SRSs, up to four SRS bandwidths
can be simultaneously supported in LTE depending on the system bandwidth. To provide
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flexibility with the values for the SRS bandwidths, eight sets of four SRS bandwidths are
defined for each possible system bandwidth. RRC signalling indicates which of the eight sets
is applicable in the cell by means of a 3-bit cell-specific parameter ‘srs-BandwidthConfig’.
This allows some variability in the maximum SRS bandwidths, which is important as the
SRS region does not include the PUCCH region near the edges of the system bandwidth (see
Section 16.3), which is itself variable in bandwidth. An example of the eight sets of four
SRS bandwidths applicable to uplink system bandwidths in the range 40–60 RBs is shown in
Table 15.1 (see [4, Table 5.5.3.2-2]).

Table 15.1: SRS BandWidth (BW) configurations for system bandwidths 40–60 RBs
(see [4, Table 5.5.3.2-2]). Reproduced by permission of© 3GPP.

Number of RBs

Configuration SRS-BW 0 SRS-BW 1 SRS-BW 2 SRS-BW 3

0 48 24 12 4
1 48 16 8 4
2 40 20 4 4
3 36 12 4 4
4 32 16 8 4
5 24 4 4 4
6 20 4 4 4
7 16 4 4 4

The specific SRS bandwidth to be used by a given UE is configured by a further 2-bit
UE-specific parameter, ‘srs-Bandwidth’.

As can be seen from Table 15.1, the smallest sounding bandwidth supported in LTE is
4 RBs. A small sounding bandwidth of 4 RBs provides for higher-quality channel information
from a power-limited UE. The sounding bandwidths are constrained to be multiples of
each other, i.e. following a tree-like structure, to support frequency hopping of the different
narrowband SRS bandwidths (see [4, Section 5.5.3.2]). Frequency hopping can be enabled
or disabled for an individual UE based on the value of the parameter ‘freqDomainPosition’.
The tree structure of the SRS bandwidths limits the possible starting positions for the different
SRS bandwidths, reducing the overhead for signalling the starting position to 5 bits (signalled
to each UE by the parameter ‘freqDomainPosition’).

Table 15.2 summarizes the various SRS configurable parameters which are signalled to a
UE [15].

15.7 Summary

The uplink reference signals provided in LTE fulfil an important function in facilitating
channel estimation and channel sounding. The ZC-based sequence design can be seen to
be a good match to this role, with constant amplitude in the frequency domain and the
ability to provide a large number of sequences with zero or low correlation. This enables both
interference randomization and interference coordination techniques to be employed in LTE
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Table 15.2: Uplink SRS configurable parameters.

Sounding RS parameter name Significance Signalling type

srs-BandwidthConfig Maximum SRS bandwidth in
the cell

Cell-specific

srs-SubframeConfig Sets of subframes in which
SRS may be transmitted in the
cell

Cell-specific

srs-Bandwidth SRS transmission bandwidth
for a UE

UE-specific

freqDomainPosition Frequency-domain position UE-specific

srs-HoppingBandwidth Frequency hop size UE-specific

duration Single SRS or periodic UE-specific

srs-ConfigIndex Periodicity and subframe offset UE-specific

transmissionComb Transmission comb offset UE-specific

ncs
SRS Cyclic shift UE-specific

system deployments, as appropriate to the scenario. A high degree of flexibility is provided
for configuring the reference signals, especially for the sounding reference signals, where
the overhead arising from their transmission can be traded off against the improvements in
system efficiency which may be achievable from frequency-selective uplink scheduling.

Enhancements to the uplink RSs for LTE-Advanced are outlined in Sections 28.3.6.2 and
29.2.1 for the DM-RS and in Section 29.2.2 for the SRS.
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Uplink Physical Channel

Structure

Robert Love and Vijay Nangia

16.1 Introduction

The LTE Single-Carrier Frequency Division Multiple Access (SC-FDMA) uplink provides
separate physical channels for the transmission of data and control signalling, the latter being
predominantly to support the downlink data transmissions. The detailed structure of these
channels, as explained in this chapter, is designed to make efficient use of the available
frequency-domain resources and to support effective multiplexing between data and control
signalling.

LTE Release 8 also incorporates uplink multiple antenna techniques, including closed-
loop antenna selection and Spatial Division Multiple Access (SDMA) or Multi-User
Multiple-Input Multiple-Output (MU-MIMO). More advanced multiple-antenna techniques,
including closed-loop spatial multiplexing for Single-User MIMO (SU-MIMO) and transmit
diversity for control signalling are introduced in Release 10 for LTE-Advanced, as explained
in Section 29.4.

The physical layer transmissions of the LTE uplink comprise three physical channels and
two signals:

• PRACH – Physical Random Access CHannel (see Chapter 17);

• PUSCH – Physical Uplink Shared CHannel (see Section 16.2);

• PUCCH – Physical Uplink Control CHannel (see Section 16.3);

• DM-RS – DeModulation Reference Signal (see Section 15.5);

• SRS – Sounding Reference Signal (see Section 15.6).

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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The uplink physical channels, and their relationship to the higher-layer channels, are
summarized in Figure 16.1.

PRACH PUSCH

CCCH DCCH DTCH
Uplink

Logical Channels

Uplink
Transport Channels

Uplink
Physical Channels 

RACH UL-SCH

MAC LAYER 

PHY LAYER 

PUCCH

Figure 16.1: Uplink physical channels and their mapping to higher layers.

16.2 Physical Uplink Shared Data Channel Structure

The Physical Uplink Shared CHannel (PUSCH), which carries data from the Uplink
Shared Channel (UL-SCH) transport channel, uses DFT-Spread OFDM (DFT-S-OFDM),
as described in Chapter 14. The transmit processing chain is shown in Figure 16.2. As
explained in Chapter 10, the information bits are first channel-coded with a turbo code of
mother code rate r = 1/3, which is adapted to a suitable final code rate by a rate-matching
process. This is followed by symbol-level channel interleaving which follows a simple ‘time-
first’ mapping [1] – in other words, adjacent data symbols end up being mapped first to
adjacent SC-FDMA symbols in the time domain, and then across the subcarriers (see [2,
Section 5.2.2.8]). The coded and interleaved bits are then scrambled by a length-31 Gold
code (as described in Section 6.3) prior to modulation mapping, DFT-spreading, subcarrier
mapping1 and OFDM modulation. The signal is frequency-shifted by half a subcarrier prior
to transmission, to avoid the distortion caused by the d.c. subcarrier being concentrated in one
Resource Block (RB), as described in Section 14.3.3. The modulations supported are QPSK,
16QAM and 64QAM (the latter being only for the highest categories of User Equipment
(UE) – Categories 5 and 8 (see Sections 1.3.4 and 27.5)).

1Only localized mapping (i.e. to contiguous sets of Resource Blocks (RBs)) is supported for PUSCH and
PUCCH transmissions in Releases 8 and 9. In Release 10, mapping to two clusters of RBs is also supported –
see Section 28.3.6.2.
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Figure 16.2: Uplink physical data channel processing.

The baseband SC-FDMA transmit signal for SC-FDMA symbol � is given by the
following expression (see [3, Section 5.6]),

s�(t) =
k=−�NUL

RB NRB
sc /2�−1∑

k=−�NUL
RB NRB

sc /2�
ak−,� exp[ j2π(k + 1/2)Δ f (t − NCP,�Ts)] (16.1)

for 0 ≤ t < (NCP,� + N)Ts, where NCP,� is the number of samples of the Cyclic Prefix (CP)
in SC-FDMA symbol � (see Section 14.3), N = 2048 is the Inverse Fast Fourier Transform
(IFFT) size, Δ f = 15 kHz is the subcarrier spacing, Ts = 1/(N · Δ f ) is the sampling interval,
NUL

RB is the uplink system bandwidth in RBs, NRB
sc = 12 is the number of subcarriers per

RB, k(−) = k + �NUL
RB NRB

sc /2� and ak,� is the content of subcarrier k on symbol �. For the
PUSCH, the SC-FDMA symbol ak,� is obtained by DFT-spreading the QAM data symbols,
[d0,�, d1,�, . . . , dMPUSCH

SC −1,�] to be transmitted on SC-FDMA symbol � (see [3, Section 5.3.3]),

ak,� =
1√

MPUSCH
sc

MPUSCH
sc −1∑

i=0

di,�e− j2πik/MPUSCH
sc (16.2)

for k = 0, 1, 2, . . . , MPUSCH
sc − 1, where MPUSCH

sc = MPUSCH
RB · NRB

sc and MPUSCH
RB is the allocated

PUSCH bandwidth in RBs.
As explained in Section 4.4.1, a Hybrid Automatic Repeat reQuest (HARQ) scheme is

used, which in the uplink is synchronous, using N-channel stop and wait. This means that
retransmissions occur in specific periodically occurring subframes (HARQ channels). Further
details of the HARQ operation are given in Section 10.3.2.5.

16.2.1 Scheduling on PUSCH

In the LTE uplink, both frequency-selective scheduling and non-frequency-selective schedul-
ing are supported. The former is based on the eNodeB exploiting available channel
knowledge to schedule a UE to transmit using specific RBs in the frequency domain where
the UEs experience good channel conditions. The latter does not make use of frequency-
specific channel knowledge, but rather aims to benefit from frequency diversity during the
transmission of each transport block. The possible techniques supported in LTE are discussed
in more detail below. Intermediate approaches are also possible.
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16.2.1.1 Frequency-Selective Scheduling

With frequency-selective scheduling, the same localized2 allocation of transmission resources
is typically used in both slots of a subframe – there is no frequency hopping during a
subframe. The frequency-domain RB allocation and the Modulation and Coding Scheme
(MCS) are chosen based on the location and quality of an above-average gain in the uplink
channel response [4]. In order to enable frequency-selective scheduling, timely channel
quality information is needed at the eNodeB. One method for obtaining such information in
LTE is by uplink channel sounding using the SRS described in Section 15.6. The performance
of frequency-selective scheduling using the SRS depends on the sounding bandwidth and the
quality of the channel estimate, the latter being a function of the transmitted power spectral
density used for the SRS. With a large sounding bandwidth, link quality can be evaluated on a
larger number of RBs. However, this is likely to lead to the SRS being transmitted at a lower
power density, due to the limited total UE transmit power, and this reduces the accuracy
of the estimate for each RB within the sounding bandwidth especially for cell-edge UEs.
Conversely, sounding a smaller bandwidth can improve channel estimation on the sounded
RBs but results in missing channel information for certain parts of the channel bandwidth,
thus risking exclusion of the best quality RBs. As an example, it is shown in [5] that, at
least for a bandwidth of 5 MHz, frequency-selective scheduling based on full-band sounding
outperforms narrower bandwidth sounding.

16.2.1.2 Frequency-Diverse or Non-Selective Scheduling

There are cases when no, or limited, frequency-specific channel quality information is
available, for example because of SRS overhead constraints or high Doppler conditions. In
such cases, it is preferable to exploit the frequency diversity of LTE’s wideband channel.

In LTE, frequency hopping of a localized transmission is used to provide frequency-
diversity.3 Two hopping modes are supported – hopping only between subframes (inter-
subframe hopping) or hopping both between and within subframes (inter- and intra-subframe
hopping). These modes are illustrated in Figure 16.3. Cell-specific broadcast signalling is
used to configure the hopping mode via the parameter ‘Hopping-mode’ (see [6, Section 8.4]).

In case of intra-subframe hopping, a frequency hop occurs at the slot boundary in the
middle of a subframe; this provides frequency diversity within a codeword (i.e. within a
single transmission of transport block). On the other hand, inter-subframe hopping provides
frequency diversity between HARQ retransmissions of a transport block, as the frequency
allocation hops every allocated subframe.

Two methods are defined for the frequency hopping allocation (see [6, Section 8.4]): either
a pre-determined pseudo-random frequency hopping pattern (see [3, Section 5.3.4]) or an
explicit hopping offset signalled in the UL resource grant on the Physical Downlink Control
CHannel (PDCCH). For uplink system bandwidths less than 50 RBs, the size of the hopping
offset (modulo the system bandwidth) is approximately half the number of RBs available for
PUSCH transmissions (i.e. �NPUSCH

RB /2�), while for uplink system bandwidths of 50 RBs or
more, the possible hopping offsets are �NPUSCH

RB /2� and ±�NPUSCH
RB /4� (see [6, Section 8.4]).

2Localized means that allocated RBs are consecutive in the frequency domain.
3Note that there are upper limits on the size of resource allocation with which frequency hopping can be used –

see [6, Section 8.4].
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Figure 16.3: Uplink physical data channel processing.

Signalling the frequency hop via the uplink resource grant can be used for frequency semi-
selective scheduling [7], in which the frequency resource is assigned selectively for the first
slot of a subframe and frequency diversity is also achieved by hopping to a different frequency
in the second slot. In some scenarios this may yield intermediate performance between that
of fully frequency-selective and fully non-frequency-selective scheduling; this may be seen
as one way to reduce the sounding overhead typically needed for fully frequency-selective
scheduling.

In Release 10, another method of frequency-diverse scheduling is introduced, using dual-
cluster PUSCH resource allocations; this is explained in detail in Section 28.3.6.2.

16.2.2 PUSCH Transport Block Sizes

The transport block size for a PUSCH data transmission is signalled in the corresponding
resource grant on the PDCCH (DCI Format 0, or, for uplink SU-MIMO in Release 10, DCI
Format 4 – see Section 9.3.5.1). Together with the indicated modulation scheme, the transport
block size implies the code rate. The available transport block sizes are given in [6, Section
7.1.7.2].

In most cases, a generally linear range of code rates is available for each resource
allocation size. One exception is an index which allows a transport block size of 328 bits in a
single RB allocation with QPSK modulation, which corresponds to a code rate greater than
unity. This is primarily designed to support cell-edge Voice-over-IP (VoIP) transmissions: by
using only one RB per subframe, the UE’s power spectral density is maximized for good
coverage; ‘TTI bundling’ (see Section 14.3.2), whereby the transmission is repeated in four
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consecutive subframes, together with typically three retransmissions at 16 ms intervals, then
enables both Chase combining gain and Incremental Redundancy (IR) gain to be achieved.

16.3 Uplink Control Channel Design

In general, uplink control signalling in mobile communications systems can be divided into
two categories:

• Data-associated control signalling is control signalling which is always transmitted
together with uplink data and is used in the processing of that data. Examples include
transport format indications, ‘New Data’ Indicators (NDIs) and MIMO parameters.

• Control signalling not associated with data is transmitted independently of any
uplink data packet. Examples include HARQ Acknowledgements (ACK/NACK) for
downlink data packets, Channel Quality Indicators (CQIs) to support link adaptation
(see Section 10.2), and MIMO feedback such as Rank Indicators (RIs) and Pre-
coding Matrix Indicators (PMIs) (see Section 11.2.2.4) for downlink transmissions.
Scheduling Requests (SRs) for uplink transmissions also fall into this category (see
Section 4.4.2.2).

In LTE, the low signalling latency afforded by the short subframe duration of 1 ms,
together with the orthogonal nature of the uplink multiple access scheme which necessitates
centralized resource allocation, make it appropriate for the eNodeB to be in full control of
the uplink transmission parameters. Consequently uplink data-associated control signalling is
not necessary in LTE, as the relevant information is already known to the eNodeB. Therefore
only data-non-associated control signalling exists in the LTE uplink.

When simultaneous uplink PUSCH data and control signalling are scheduled, the control
signalling is normally multiplexed together with the data prior to the DFT spreading4, in order
to preserve the single-carrier low Cubic Metric (CM) property of the uplink transmission. The
uplink control channel, PUCCH, is used by a UE to transmit any necessary control signalling
only in subframes in which the UE has not been allocated any RBs for PUSCH transmission.
In the design of the PUCCH, special consideration was given to maintaining a low CM [8].

16.3.1 Physical Uplink Control Channel (PUCCH) Structure

The control signalling on the PUCCH is transmitted in a frequency region that is normally
configured to be on the edges of the system bandwidth.

In order to minimize the resources needed for transmission of control signalling, the
PUCCH in LTE is designed to exploit frequency diversity: each PUCCH transmission in
one subframe comprises a single (0.5 ms) RB at or near one edge of the system bandwidth,
followed (in the second slot of the subframe) by a second RB at or near the opposite edge
of the system bandwidth, as shown in Figure 16.4; together, the two RBs are referred to as a
PUCCH region. This design can achieve a frequency diversity benefit of approximately 2 dB
compared to transmission in the same RB throughout the subframe.

4In Release 10, the possibility of simultaneous transmission of PUSCH and PUCCH is introduced; this is
explained in Section 28.3.2.
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At the same time, the narrow bandwidth of the PUCCl-l in each slot (only a single RB)

maximizes the power per subcam'er for a given total transmission power (see Figure 16.5)

and therefore helps to fulfil stringent coverage requirements.
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Figure 16.5: The link budget of a two-slot narrowband transmission exweds that of a

one-slot wider-band transmission, given equal coding gain.

Positioning the control regions at the edges of the system bandwidth has a number of

advantages, including the following:

o The frequency diversity achieved through frequency hopping is maximized by allowing

hopping from one edge of the band to the other.

0 Out-Of-Band (OOB) emissions are smaller if a UE is only transmitting on a single RB

per slot compared to multiple R135. The PUCCl-l regions can serve as a kind of guard

band between the wider-bandwidth PUSCH transmissions of adjacent carriers and can

therefore improve coexistence [9].

0 Using control regions on the band edges maximizes the achievable PUSCH data rate,

as the entire central portion of the band can be allocated to a single UE [f the control

regions were in the central portion of a carrier, 3 UE bandwidth allocation would be

Samsung Ex. 1010
952 of 1365
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limited to one side of the control region in order to maintain the single-carrier nature
of the signal, thus limiting the maximum achievable data rate.

• Control regions on the band edges impose fewer constraints on the uplink data
scheduling, both with and without inter-/intra-subframe frequency hopping.

The number of RBs (in each slot) that can be used for PUCCH transmission within the cell
is NHO

RB (parameter ‘pusch-HoppingOffset’). This is indicated to the UEs in the cell through
broadcast signalling. Note that the number of PUCCH RBs per slot is the same as the number
of PUCCH regions per subframe. Some typical expected numbers of PUCCH regions for
different LTE bandwidths are shown in Table 16.1.

Table 16.1: Typical numbers of PUCCH regions.

Bandwidth (MHz) Number of RBs per subframe Number of PUCCH regions

1.4 2 1
3 4 2
5 8 4

10 16 8
20 32 16

Figures 16.6 and 16.7 respectively show examples of even and odd numbers of PUCCH
regions being configured in a cell.

In the case of an even number of PUCCH regions (Figure 16.6), both RBs of each RB-pair
(e.g. RB-pair 2 and RB-pair NUL

RB − 3) are used for PUCCH transmission. However, for the
case of an odd number of PUCCH regions (Figure 16.7), one RB of an RB-pair in each slot is
not used for PUCCH (e.g. one RB of RB-pair 2 and RB-pair NUL

RB − 3 is unused); the eNodeB

Figure 16.6: PUCCH uplink control structure with an even number of ‘PUCCH Control
Regions’ (NPUCCH

RB = 6).
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Figure 16.7: Example of an odd number of PUCCH regions (NHO
RB = 5).

may schedule a UE with an intra-subframe frequency hopping PUSCH allocation to exploit
these unused RBs.

Alternatively, a UE can be assigned a localized allocation which includes the unused RB-
pair (e.g. RB-pair 2 or RB-pair NUL

RB − 3). In this case, the UE will transmit PUSCH data on
both RBs of the RB-pair, assuming that neither of the RBs are used for PUCCH by any UE in
the subframe. Thus, the eNodeB scheduler can appropriately schedule PUSCH transmission
on the PUCCH RBs when they are under-utilized.

The eNodeB may also choose to schedule low-power PUSCH transmission (e.g. from
UEs close to the eNodeB) in the outer RBs of the configured PUCCH region, while the inner
PUCCH region is used for PUCCH signalling. This can provide further reduction in OOB
emissions which is necessary in some frequency bands, by moving higher-power PUCCH
transmission (e.g. those from cell-edge UEs) slightly away from the edge of the band.

16.3.1.1 Multiplexing of UEs within a PUCCH Region

Control signalling from multiple UEs can be multiplexed into a single PUCCH region using
orthogonal Code Division Multiplexing (CDM). In some scenarios this can have benefits over
a pure Frequency Division Multiplexing (FDM) approach, as it reduces the need to limit the
power differentials between the PUCCH transmissions of different UEs. One technique to
provide orthogonality between UEs is by using cyclic time shifts of a sequence with suitable
properties, as explained in Section 15.2.2. In a given SC-FDMA symbol, different cyclic
time shifts of a waveform (e.g. a Zadoff–Chu (ZC) sequence as explained in Section 7.2.1)
are modulated with a UE-specific QAM symbol carrying the necessary control signalling
information, with the supported number of cyclic time shifts determining the number of UEs
which can be multiplexed per SC-FDMA symbol. As the PUCCH RB spans 12 subcarriers,
and assuming the channel is approximately constant over the RB (i.e. a single-tap channel),
the LTE PUCCH supports up to 12 cyclic shifts per PUCCH RB.

For control information transmissions with a small number of control signalling bits, such
as 1- or 2-bit positive/negative acknowledgements (ACK/NACK), orthogonality is achieved
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between UEs by a combination of cyclic time shifts within an SC-FDMA symbol and SC-
FDMA symbol time-domain spreading with orthogonal spreading codes, i.e. modulating the
SC-FDMA symbols by elements of an orthogonal spreading code [10]. CDM of multiple
UEs is used rather than Time Domain Multiplexing (TDM) because CDM enables the time
duration of the transmission to be longer, which increases the total transmitted energy per
signalling message in the case of a power-limited UE.

Thus, the LTE PUCCH control structure uses frequency-domain code multiplexing
(different cyclic time shifts of a base sequence) and/or time-domain code multiplexing
(different orthogonal block spreading codes), thereby providing an efficient, orthogonal
control channel which supports small payloads (up to 22 coded bits) from multiple UEs
simultaneously, together with good operational capability at low SNR.

16.3.2 Types of Control Signalling Information and PUCCH Formats

The Uplink Control Information (UCI) can consist of:

• Scheduling Requests (SRs) (see Section 4.4.2.2).

• HARQ ACK/NACK in response to downlink data packets on the Physical Downlink
Shared CHannel(PDSCH); one ACK/NACK bit is transmitted in the case of single-
codeword downlink transmission while two ACK/NACK bits are used in the case of
two-codeword downlink transmission.

• Channel State Information (CSI), which includes Channel Quality Indicators (CQIs)
as well as the MIMO-related feedback consisting of RIs and PMI. 20 bits per subframe
are used for the CSI.

The amount of UCI a UE can transmit in a subframe depends on the number of SC-FDMA
symbols available for transmission of control signalling data (i.e. excluding SC-FDMA
symbols used for RS transmission for coherent detection of the PUCCH). The PUCCH
supports seven different formats (with an eighth added in Release 10), depending on the
information to be signalled. The mapping between PUCCH formats and UCI is shown in
Table 16.2 (see [6, Section 10.1] and [3, Table 5.4-1] ).

Table 16.2: Supported uplink control information formats on PUCCH.

PUCCH Format Uplink Control Information (UCI)

Format 1 Scheduling request (SR) (unmodulated waveform)
Format 1a 1-bit HARQ ACK/NACK with/without SR
Format 1b 2-bit HARQ ACK/NACK with/without SR
Format 2 CSI (20 coded bits)
Format 2 CSI and 1- or 2-bit HARQ ACK/NACK for extended CP only
Format 2a CSI and 1-bit HARQ ACK/NACK (20 + 1 coded bits)
Format 2b CSI and 2-bit HARQ ACK/NACK (20 + 2 coded bits)
Format 3 Multiple ACK/NACKs for carrier aggregation: up to 20 ACK/NACK bits plus

optional SR, in 48 coded bits; see Section 28.3.2.1 for details.
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The physical mapping of the PUCCH formats to the PUCCH regions is shown in
Figure 16.8.

Figure 16.8: Physical mapping of PUCCH formats to PUCCH RBs or regions.

It can be seen that the PUCCH CSI formats 2/2a/2b are mapped and transmitted on the
band-edge RBs (e.g. PUCCH region m = 0, 1) followed by a mixed PUCCH RB (if present,
e.g. region m = 2) of CSI format 2/2a/2b and SR/HARQ ACK/NACK format 1/1a/1b, and
then by PUCCH SR/HARQ ACK/NACK format 1/1a/1b (e.g. region m = 4, 5). The number
of PUCCH RBs available for use by CSI format 2/2a/2b, N2

RB, is indicated to the UEs in the
cell by broadcast signalling.

16.3.3 Channel State Information Transmission on PUCCH

(Format 2)

The PUCCH CSI channel structure (Format 2) for one slot with normal CP is shown in
Figure 16.9. SC-FDMA symbols 1 and 5 are used for DM-RS transmissions in the case of the
normal CP (while in the case of the extended CP only one RS is transmitted, on SC-FDMA
symbol 3).

The number of RS symbols per slot results from a trade-off between channel estimation
accuracy and the supportable code rate for the UCI bits. For a small number of UCI bits
with a low SNR operating point (for a typical 1% target error rate), improving the channel
estimation accuracy by using more RS symbols is more beneficial than being able to use
a lower channel code rate. However, with larger numbers of UCI bits the required SNR
operating point increases, and the higher code rate resulting from a larger overhead of RS
symbols becomes more critical, thus favouring fewer RS symbols. In view of these factors,
two RS symbols per slot (in case of normal CP) was considered to provide the best trade-off
in terms of performance and RS overhead, given the payload sizes required.

10 CSI bits are channel coded with a rate 1/2 punctured (20, k) Reed-Muller code
(see [2, Section 5.2.3.3]) to give 20 coded bits, which are then scrambled (in a similar
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Figure 16.9: CSI channel structure for PUCCH format 2/2a/2b with normal CP for one slot.

way to PUSCH data with a length-31 Gold sequence) prior to QPSK constellation mapping.
One QPSK modulated symbol is transmitted on each of the 10 SC-FDMA symbols in the
subframe by modulating a cyclic time shift of the base RS sequence of length 12 prior to
OFDM modulation. The 12 equally spaced cyclic time shifts allow 12 different UEs to be
orthogonally multiplexed on the same PUCCH format 2 RB.

The DM-RS signal sequence (on the 2nd and 6th SC-FDMA symbols for the normal CP and
the 4th symbol for the extended CP) is similar to the frequency-domain CSI signal sequence
but without the CSI data modulation.

In order to provide inter-cell interference randomization, cell-specific symbol-level cyclic
time-shift hopping is used, as described in Section 15.4. For example, the PUCCH cyclic
time-shift index on SC-FDMA symbol l in even slots ns is obtained by adding (modulo-12)
a pseudo-random cell-specific PUCCH cyclic shift offset to the assigned cyclic time shift
nPUCCH

RS . Intra-cell interference randomization is achieved by cyclic time-shift remapping in
the second slot as explained in Section 15.4.
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A UE is semi-statically configured by higher layer signalling to report periodically
different CQI, PMI, and RI types (see Section 10.2.1) on the CSI PUCCH using a PUCCH
resource index n(2)

PUCCH, which indicates both the PUCCH region and the cyclic time shift
to be used. The PUCCH region m used for the PUCCH format 2/2a/2b transmission (see
Figure 16.8) is given by (see [3, Section 5.4.3])

m =
⌊n(2)

PUCCH

12

⌋
(16.3)

and the assigned cyclic time shift, nPUCCH
RS , is given by

nPUCCH
RS = n(2)

PUCCH mod 12. (16.4)

16.3.4 Multiplexing of CSI and HARQ ACK/NACK from a UE on

PUCCH

The simultaneous transmission of HARQ ACK/NACK and CSI on the PUCCH can be
enabled by UE-specific higher layer signalling.5 If simultaneous transmission is not enabled
and the UE needs to transmit HARQ ACK/NACK on the PUCCH in the same subframe in
which a CSI report has been configured, the CSI is dropped and only HARQ ACK/NACK is
transmitted using the transmission structure detailed in Section 16.3.5.

In subframes where the eNodeB scheduler allows for simultaneous transmission of CSI
and HARQ ACK/NACK on the PUCCH from a UE, the CSI and the 1- or 2-bit HARQ
ACK/NACK information needs to be multiplexed in the same PUCCH RB, while maintaining
the low CM single-carrier property of the signal. The method used to achieve this is different
for the cases of normal CP and extended CP, as described in the following sections.

16.3.4.1 Normal CP (Format 2a/2b)

The transmission structure for CSI is the same as described in Section 16.3.3. In order to
transmit a 1- or 2-bit HARQ ACK/NACK together with CSI, the HARQ ACK/NACK bits
(which are not scrambled) are BPSK/QPSK modulated as shown in Figure 16.10, resulting
in a single HARQ ACK/NACK modulation symbol, dHARQ. A positive acknowledgement
(ACK) is encoded as a binary ‘1’ and a negative acknowledgement (NACK) is encoded as a
binary ‘0’ (see [2, Section 5.2.3.4]).

The single HARQ ACK/NACK modulation symbol, dHARQ, is then used to modulate the
second RS symbol (SC-FDMA symbol 5) in each slot – i.e. ACK/NACK is signalled using
the RS. This results in PUCCH formats 2a/2b. It can be seen from Figure 16.10 that the
modulation mapping is such that a NACK (or NACK, NACK in the case of two downlink
MIMO codewords) is mapped to +1, resulting in a default NACK in case neither ACK nor
NACK is transmitted (so-called Discontinuous Transmission (DTX)), as happens if the UE
fails to detect the downlink grant on the PDCCH. In other words, a DTX (no RS modulation)
is interpreted as a NACK by the eNodeB, triggering a downlink retransmission.

As one of the RSs in a slot is modulated by the HARQ ACK/NACK symbol, a variety of
ACK/NACK and CSI detection schemes are possible. In low-Doppler environments with

5Note that Release 10 also provides the option of configuring simultaneous PUCCH and PUSCH transmission
from a UE – see Section 28.3.2.
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Figure 16.10: Constellation mapping for HARQ ACK/NACK.

little channel variation over the 0.5 ms slot, coherent detection of ACK/NACK and CSI
can be achieved by using only the first RS symbol in the slot as the phase reference.
Alternatively, to improve the channel estimation quality for CSI detection, an estimate of
the HARQ ACK/NACK symbol can be used to undo the modulation on the second RS
in the slot so that both RS symbols can be used for channel estimation and demodulation
of CSI. In high-Doppler environments in which significant channel variations occur over a
slot, relying on a single RS symbol for coherent detection degrades the performance of the
ACK/NACK and CSI demodulation. In such cases, blind decoding or multiple hypothesis
testing of the different ACK/NACK combinations can be used to decode the ACK/NACK
and CSI, selecting the hypothesis that maximizes the correlation between the received signal
and the estimated CSI [11] (i.e. a Maximum Likelihood detection).

16.3.4.2 Extended CP (Format 2)

In the case of the extended CP (with one RS symbol per slot), the 1- or 2-bit HARQ
ACK/NACK is jointly encoded with the CSI resulting in a (20, kCQI + kACK/NACK) Reed-
Muller-based block code. A 20-bit codeword is transmitted on the PUCCH using the channel
structure described in Section 16.3.3. The joint coding of the ACK/NACK and CSI is
performed as shown in Figure 16.11. The largest number of information bits supported by
the block code is 13, corresponding to kCSI = 11 CSI bits and kACK/NACK = 2 bits (for two-
codeword transmission in the downlink).

16.3.5 HARQ ACK/NACK Transmission on PUCCH (Format 1a/1b)

The PUCCH channel structure for HARQ ACK/NACK transmission with no CSI is shown
in Figure 16.12 for one slot with normal CP. Three (two in case of extended CP) SC-FDMA
symbols are used in the middle of the slot for RS transmission, with the remaining four
SC-FDMA symbols being used for ACK/NACK transmission. Due to the small number of
ACK/NACK bits, three RS symbols are used to improve the channel estimation accuracy for
a lower SNR operating point than for the CSI structure described in Section 16.3.3.
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Both 1- and 2-bit acknowledgements are supported using BPSK and QPSK modulation
respectively. The HARQ ACK/NACK bits are BPSK/QPSK modulated according to the
modulation mapping shown in Figure 16.10 (see [3, Table 5.4.1-1]) resulting in a single
HARQ ACK/NACK modulation symbol. An ACK is encoded as a binary ‘1’ and a NACK as
a binary ‘0’ (see [2, Section 5.2.3.4]). The modulation mapping is the same as the mapping
for 1- or 2-bit HARQ ACK/NACK when multiplexed with CSI for PUCCH formats 2a/2b.
The modulation symbol is scrambled on a per-slot basis by either 1 or e(− jπ/2) depending on
the PUCCH resource index.

As in the case of CSI transmission, the one BPSK/QPSK modulated symbol (which is
phase-rotated by 90 degrees in the second slot) is transmitted on each SC-FDMA data symbol
by modulating a cyclic time shift of the base RS sequence of length 12 (i.e. frequency-domain
CDM) prior to OFDM modulation. In addition, as mentioned in Section 16.3.1.1, time-
domain spreading with orthogonal (Walsh–Hadamard or DFT) spreading codes is used to
code-division-multiplex UEs. Thus, a large number of UEs (data and RSs) can be multiplexed
on the same PUCCH RB using frequency-domain and time-domain code multiplexing. The
RSs from the different UEs are multiplexed in the same way as the data SC-FDMA symbols.

For the cyclic time-shift multiplexing, the number of cyclic time shifts supported in an
SC-FDMA symbol for PUCCH HARQ ACK/NACK RBs is configurable by a cell-specific
higher-layer signalling parameter ΔPUCCH

shift ∈ {1, 2, 3}, indicating 12, 6, or 4 shifts respectively
(see [3, Section 5.4.1]). The value selected by the eNodeB for ΔPUCCH

shift can be based on the
expected delay spread in the cell.

For the time-domain spreading CDM, the length-2 and length-4 orthogonal block
spreading codes are based on Walsh–Hadamard codes, and the length-3 spreading codes are
based on DFT codes as shown in Table 16.3. The number of supported spreading codes is
limited by the number of RS symbols, as the multiplexing capacity of the RSs is smaller than
that of the data symbols due to the smaller number of RS symbols. Therefore a subset of
size s orthogonal spreading codes of a particular length L (s ≤ L) is used depending on the
number of RS SC-FDMA symbols. For the normal CP with four data SC-FDMA symbols and
three supportable orthogonal time spreading codes (due to there being three RS symbols), the
indices 0, 1, 2 of the length-4 orthogonal spreading codes are used for the data time-domain
block spreading.

Table 16.3: Time-domain orthogonal spreading code sequences.
Reproduced by permission of© 3GPP.

Orthogonal code Length 2 Length 3 Length 4
sequence index Walsh–Hadamard DFT Walsh–Hadamard

0
[
+1 +1

] [
+1 +1 +1

] [
+1 +1 +1 +1

]
1

[
+1 −1

] [
1 e j2π/3 e j4π/3

] [
+1 −1 +1 −1

]
2 N/A

[
1 e j4π/3 e j2π/3

] [
+1 −1 −1 +1

]
3 N/A N/A

[
+1 +1 −1 −1

]
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Similarly, for the extended CP case with four data SC-FDMA symbols but only two RS
symbols, orthogonal spreading code indices 0 and 2 of length 4 are used for the data block
spreading codes. For the length-4 orthogonal codes, the code sequences used are such that
subsets of the code sequences result in the minimum inter-code interference in high-Doppler
conditions where generally the orthogonality between the code sequences breaks down [12].
Table 16.4 summarizes the time-domain orthogonal spreading code lengths (i.e. spreading
factors) for data and RS. The number of supportable orthogonal spreading codes is equal to
the number of RS SC-FDMA symbols, NPUCCH

RS .

Table 16.4: Spreading factors for time-domain orthogonal spreading codes for data and RS
for PUCCH formats 1/1a/1b for normal and extended CP.

Normal CP Extended CP

Data, NPUCCH
SF RS, NPUCCH

RS Data, NPUCCH
SF RS, NPUCCH

RS

Spreading factor 4 3 4 2

It should be noted that it is possible for the transmission of HARQ ACK/NACK and SRS
to be configured in the same subframe. If this occurs, the eNodeB can also configure (by
cell-specific broadcast signalling) the way in which these transmissions are to be handled by
the UE. One option is for the ACK/NACK to take precedence over the SRS, such that the
SRS is not transmitted and only HARQ ACK/NACK is transmitted in the relevant subframe,
according to the PUCCH ACK/NACK structure in Figure 16.12. The alternative is for the
eNodeB to configure the UEs to use a shortened PUCCH transmission in such subframes,
whereby the last SC-FDMA symbol of the ACK/NACK (i.e. the last SC-FDMA symbol in
the second slot of the subframe is not transmitted; this is shown in Figure 16.13).

This maintains the low CM single-carrier property of the transmitted signal, by ensuring
that a UE never needs to transmit both HARQ ACK/NACK and SRS symbols simultaneously,
even if both signals are configured in the same subframe. If the last symbol of the
ACK/NACK is not transmitted in the second slot of the subframe, this is known as a shortened
PUCCH format, as shown in Figure 16.14.6 For the shortened PUCCH, the length of the time-
domain orthogonal block spreading code is reduced by one (compared to the first slot shown
in Figure 16.12). Hence, it uses the length-3 DFT basis spreading codes in Table 16.3 in place
of the length-4 Walsh–Hadamard codes.

The frequency-domain HARQ ACK/NACK signal sequence on SC-FDMA symbol n is
defined in [3, Section 5.4.1].

The number of HARQ ACK/NACK resource indices N(1)
PUCCH, RB corresponding to cyclic-

time-shift/orthogonal-code combinations that can be supported in a PUCCH RB is given by

N(1)
PUCCH, RB = c · P, c =

⎧⎪⎪⎨⎪⎪⎩3 normal cyclic prefix
2 extended cyclic prefix

(16.5)

6Note that configuration of SRS in the same subframe as channel quality information or SR is not valid. Therefore
the shortened PUCCH formats are only applicable for PUCCH formats 1a and 1b.
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Figure 16.13: A UE may not simultaneously transmit on SRS and PUCCH or PUSCH, in
order to avoid violating the single-carrier nature of the signal. Therefore, a PUCCH or

PUSCH symbol may be punctured if SRS is transmitted.

where c is equal to the number of RS symbols, P = 12/ΔPUCCH
shift , and ΔPUCCH

shift ∈ {1, 2, 3} is
the number of equally spaced cyclic time shifts supported. For example, with the normal CP
and ΔPUCCH

shift = 2, ACK/NACKs from 18 different UEs can be multiplexed in one RB.
As in the case of CSI (see Section 16.3.3), cyclic time shift hopping (described in

Section 15.4) is used to provide inter-cell interference randomization.
In the case of semi-persistently scheduled downlink data transmissions on the PDSCH (see

Section 4.4.2.1) without a corresponding downlink grant on the control channel PDCCH,
the PUCCH ACK/NACK resource index n(1)

PUCCH to be used by a UE is semi-statically
configured by higher layer signalling. This PUCCH ACK/NACK resource is used for
ACK/NACK transmission corresponding to initial HARQ transmission. For dynamically-
scheduled downlink data transmissions (including HARQ retransmissions for semi-persistent
data) on the PDSCH (indicated by downlink assignment signalling on the PDCCH), the
PUCCH HARQ ACK/NACK resource index n(1)

PUCCH is implicitly determined based on the
index of the first Control Channel Element (CCE, see Section 9.3) of the PDCCH message.

The PUCCH region m used for the HARQ ACK/NACK with format 1/1a/1b transmission
for the case with no mixed PUCCH region (shown in Figure 16.8), is given by

m =
⌊ n(1)

PUCCH

N(1)
PUCCH, RB

⌋
+ N(2)

RB (16.6)

where N(2)
RB is the number of RBs that are available for PUCCH formats 2/2a/2b and is a

cell-specific broadcast parameter (see [3, Section 5.4.3]).
The PUCCH resource index n(1)(ns), corresponding to a combination of a cyclic time shift

and orthogonal code (nPUCCH
RS and noc), within the PUCCH region m in even slots is given by

n(1)(ns) = n(1)
PUCCH mod N(1)

PUCCH, RB for ns mod 2 = 0 (16.7)
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Figure 16.14: Shortened PUCCH ACK/NACK structure when simultaneous SRS and
ACK/NACK is enabled in the cell.

The PUCCH resource index (nPUCCH
RS , noc) allocation within a PUCCH RB format 1/1a/1b,

is shown in Tables 16.5, 16.6 and 16.7, for ΔPUCCH
shift ∈ {1, 2, 3} with 36, 18, and 12 resource

indices respectively for the normal CP case [13]. For the extended CP, with two time-domain
orthogonal spreading code sequences, only the first two columns of the orthogonal code
sequence index, noc = 1, 2 are used, resulting in 24, 12 and 8 resource indices for ΔPUCCH

shift ∈
{1, 2, 3} respectively.

The PUCCH resources are first indexed in the cyclic time-shift domain, followed by the
orthogonal time spreading code domain.

The cyclic time shifts used on adjacent orthogonal codes can also be staggered, providing
the opportunity to separate the channel estimates prior to de-spreading. As high-Doppler
breaks down the orthogonality between the spread blocks, offsetting the cyclic time shift
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Table 16.5: PUCCH RB format 1/1a/1b resource index allocation,
ΔPUCCH

shift = 1, 36 resource indices, normal CP.

Orthogonal code sequence index, noc

Cyclic shift index, nPUCCH
RS noc = 0 noc = 1 noc = 2

0 0 12 24
1 1 13 25
2 2 14 26
3 3 15 27
4 4 16 28
5 5 17 29
6 6 18 30
7 7 19 31
8 8 20 32
9 9 21 33

10 10 22 34
11 11 23 35

Table 16.6: PUCCH RB format 1/1a/1b resource index allocation,
ΔPUCCH

shift = 2, 18 resource indices, normal CP.

Orthogonal code sequence index, noc

Cyclic shift index, nPUCCH
RS noc = 0 noc = 1 noc = 2

0 0 12
1 6
2 1 13
3 7
4 2 14
5 8
6 3 15
7 9
8 4 16
9 10

10 5 17
11 11

values within each SC-FDMA symbol can restore orthogonality at moderate delay spreads.
This can enhance the tracking of high-Doppler channels [14].

In order to randomize intra-cell interference, PUCCH resource index remapping is used
in the second slot [15]. Index remapping includes both cyclic shift remapping and orthogonal
block spreading code remapping (similar to the case of CSI – see Section 16.3.3).

The PUCCH resource index remapping function in an odd slot is based on the PUCCH
resource index in the even slot of the subframe, as defined in [3, Section 5.4.1].
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Table 16.7: PUCCH RB format 1/1a/1b resource index allocation,
ΔPUCCH

shift = 3, 12 resource indices, normal CP.

Orthogonal code sequence index, noc

Cyclic shift index, nPUCCH
RS noc = 0 noc = 1 noc = 2

0 0
1 4
2 7
3 1
4 5
5 8
6 2
7
8
9 3

10 6
11 9

16.3.6 Multiplexing of CSI and HARQ ACK/NACK in the Same

(Mixed) PUCCH RB

The multiplexing of CSI and HARQ ACK/NACK in different PUCCH RBs can in general
simplify the system. However, in the case of small system bandwidths, such as 1.4 MHz, the
control signalling overhead can become undesirably high with separate CSI and ACK/NACK
RB allocations (two out of a total of 6 RBs for control signalling in 1.4 MHz system
bandwidths). Therefore, multiplexing of CSI and ACK/NACK from different UEs in the same
mixed PUCCH RB is supported in LTE to reduce the total control signalling overhead.

The ZC cyclic time-shift structure facilitates the orthogonal multiplexing of channel
quality information and ACK/NACK signals with different numbers of RS symbols. This
is achieved by assigning different sets of adjacent cyclic time shifts to CSI and ACK/NACK
signals [16] as shown in Table 16.8. As can be seen from this table, N(1)

cs ∈ {0, 1, . . . , 7}
cyclic time shifts are used for PUCCH ACK/NACK formats 1/1a/1b in the mixed PUCCH
RB case, where N(1)

cs is a cell-specific broadcast parameter (see [3, Section 5.4]) restricted
to integer multiples of ΔPUCCH

shift . A guard cyclic time shift is used between the ACK/NACK
and CSI cyclic shift resources to improve orthogonality and channel separation between
UEs transmitting CSI and those transmitting ACK/NACK. To avoid mixing of the cyclic
time shifts for ACK/NACK and CSI, the cyclic time shift (i.e. the PUCCH resource index
remapping function) for the odd slot of the subframe is not used; the same cyclic time shift
as in the first slot of the subframe is used.

16.3.7 Scheduling Request (SR) Transmission on PUCCH (Format 1)

The structure of the SR PUCCH format 1 is the same as that of the ACK/NACK PUCCH
format 1a/1b explained in Section 16.3.5, where a cyclic time shift of the base RS sequence
is modulated with time-domain orthogonal block spreading. The SR uses simple On–Off
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Table 16.8: Multiplexing of ACK/NACK (format 1/1a/1b) and CSI (format 2/2a/2b) from
different UEs in the same (mixed) PUCCH RB by using different sets of cyclic time shifts.

Cyclic shift index Cyclic shift index allocation

0 Format 1/1a/1b (HARQ ACK/NACK, SR) cyclic shifts
1
2
...

N(1)
cs

N(1)
cs + 1 Guard cyclic shift

N(1)
cs + 2 Format 2/2a/2b (CSI) cyclic shifts
...

10

11 Guard cyclic shift

keying, with the UE transmitting an SR using the modulation symbol d(0) = +1 (i.e. the
same constellation point as is used for DTX/NACK or DTX/(NACK,NACK) for ACK/NACK
transmission using PUCCH format 1a/1b – see Figure 16.10) to request a PUSCH resource
(positive SR transmission), and transmitting nothing when it does not request to be scheduled
(negative SR).

Since the HARQ ACK/NACK structure is reused for the SR, different PUCCH resource
indices (i.e. different cyclic time shift/orthogonal code combinations) in the same PUCCH
region can be assigned for SR (Format 1) or HARQ ACK/NACK (Format 1a/1b) from
different UEs. This results in orthogonal multiplexing of SR and HARQ ACK/NACK in the
same PUCCH region. The PUCCH resource index to be used by a UE for SR transmission,
m(1)

PUCCH,SRI, is configured by UE-specific higher-layer signalling.
If a UE needs to transmit a positive SR in the same subframe as a scheduled CSI

transmission, the CSI is dropped and only the SR is transmitted, in order to maintain the low
CM of the transmit signal. In the case of SRS coinciding with an ACK/NACK or positive SR
in the same subframe, the UE drops its SRS transmission if the parameter ‘ackNackSRS-
SimultaneousTransmission’ is set to ‘FALSE’ and transmits the SRS otherwise (see [6,
Section 8.2]).

If an SR and ACK/NACK happen to coincide in the same subframe, the UE transmits
the ACK/NACK on the assigned SR PUCCH resource for a positive SR and transmits
ACK/NACK on its assigned ACK/NACK PUCCH resource in case of a negative SR (see [6,
Section 7.3]).

The expected behaviour in some other cases of different types of UCI and SRS coinciding
in the same subframe can be found in [17].
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16.4 Multiplexing of Control Signalling and UL-SCH Data

on PUSCH

When UCl is to be transmitted in a subframe in which the UE has been allocated transmission

resources for the PUSCH, the UCI is multiplexed together with the UL-SCH data prior to

DPT spreading, in order to preserve the low CM single-carrier property; the PUCCH is never

transmitted in the same subframe as the PUSCH in Releases 8 and 9. The multiplexing of

CQI/PM], HARQ ACK/NACK, and RI with the PUSCH data symbols onto uplink resource
elements (RES) is shown in Figure 16.15.

 
  
 
 
 

 

 

 

E] PUSCH data 

DPUSCH RS

Ecoupm

.ACK/NACK

1 subcarrier

slot

Figure 16.15: Multiplexing of control signalling with UL—SCH data.

The number of RES used for each of CQI/PM], ACK/NACK and R] is based on the MCS

assigned for PUSCH and an offset parameter, ASE”, AmQ'ACK or Ag”, which is semi—
statically configured by higher—layer signalling (see [2, Section 5.2.2.61). This allows different

code rates to be used for the different types of UCl. PUSCH data and UCI are never mapped

to the same RE. UCl is mapped in such a way that it is present in both slots of the subframe.

Since the eNodeB has prior knowledge of UCl transmission. it can easily demultiplex the
UCI and data.

As shown in Figure 16.15, CQI/PM] resources are placed at the beginning of the UL—SCH

data resources and mapped sequentially to all SC-FDMA symbols on one subcarrier before
continuing on the next subcan'ier. The UL—SCl-l data is rate-matched (see Section 10.3.2.4)

around the CQl/PMl data. The same modulation order as UL—SCH data on PUSCH is used

for CQI/PM]. For small CQI and/or PMI report sizes up to ll bits, a (32, k) block code.

Samsung Ex. 1010
968 of 1365
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similar to the one used for PUCCH, is used, with optional circular repetition of encoded
data (see [2, Section 5.2.2.6.4]); no Cyclic Redundancy Check (CRC) is applied. For large
CSI reports (> 11 bits), an 8-bit CRC is attached and channel coding and rate matching is
performed using the tail-biting convolutional code as described in Chapter 10.

The HARQ ACK/NACK resources are mapped to SC-FDMA symbols by puncturing the
UL-SCH PUSCH data. Positions next to the RS are used, so as to benefit from the best
possible channel estimation. The maximum amount of resource for HARQ ACK/NACK is 4
SC-FDMA symbols.

The coded RI symbols are placed next to the HARQ ACK/NACK symbol positions
irrespective of whether ACK/NACK is actually present in a given subframe. The modulation
of the 1- or 2-bit ACK/NACK or RI is such that the Euclidean distance of the modulation
symbols carrying ACK/NACK and RI is maximized (see [2, Section 5.2.2.6]). The outermost
constellation points of the higher-order 16/64-QAM PUSCH modulations are used, resulting
in increased transmit power for ACK/NACK/RI relative to the average PUSCH data power.

The coding of the RI and CQI/PMI are separate, with the UL-SCH data being rate-matched
around the RI REs similarly to the case of CQI/PMI.

In the case of 1-bit ACK/NACK or RI, repetition coding is used. For the case of 2-bit
ACK/NACK/RI, a (3, 2) simplex code is used with optional circular repetition of the encoded
data (see [2, Section 5.2.2.6]). The resulting code achieves the theoretical maximum values
of the minimum Hamming distance of the output codewords in an efficient way. The (3, 2)
simplex codeword mapping is shown in Table 16.9.

Table 16.9: (3, 2) Simplex code for 2-bit ACK/NACK and RI.

2-bit Information 3-bit Output
Bit Sequence Codeword

00 000
01 011
10 101
11 110

Control signalling (using QPSK modulation) can also be scheduled to be transmitted
on PUSCH without UL-SCH data. The control signalling (CQI/PMI, RI, and/or HARQ
ACK/NACK) is multiplexed and scrambled prior to DFT spreading, in order to preserve
the low CM single-carrier property. The multiplexing of HARQ ACK/NACK and RI with the
CQI/PMI QPSK symbols onto uplink REs is similar to that shown in Figure 16.15. HARQ
ACK/NACK is mapped to SC-FDMA symbols next to the RS, by puncturing the CQI data
and RI symbols, irrespective of whether ACK/NACK is actually present in a given subframe.
The number of REs used for each of ACK/NACK and RI is based on a reference MCS for
CQI/PMI and offset parameters, ΔCQI

offset, Δ
HARQ-ACK
offset or ΔRI

offset. The reference CQI/PMI MCS
is computed from the CSI payload size and resource allocation. The channel coding and rate
matching of the control signalling without UL-SCH data is the same as that of multiplexing
control with UL-SCH data as described above.
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16.5 ACK/NACK Repetition

It is possible for the network to configure a UE to repeat each ACK/NACK transmission in
multiple successive subframes. This is particularly beneficial for ensuring the reliability of
the ACK/NACK signalling from power-limited UEs at the cell edge, especially in large cell
deployments.

The number of subframes over which each ACK/NACK transmission is repeated is
signalled by the UE-specific parameter ‘ackNackRepetition’.

16.6 Multiple-Antenna Techniques

In LTE Releases 8 and 9, simultaneous transmissions from multiple-transmit antennas of a
single UE are not supported. Only a single power-amplifier is assumed to be available at
the UE. However, LTE does support closed-loop antenna selection transmit diversity in the
uplink from UEs which have multiple transmit antennas.

LTE is also designed to support uplink SDMA (or ‘Virtual MU-MIMO’), which is
discussed in more detail in Section 16.6.2.

More advanced multiple-antenna techniques, including closed-loop spatial multiplexing
for SU-MIMO and transmit diversity for control signalling are introduced in Release 10 for
LTE-Advanced, as explained in Section 29.4.

16.6.1 Closed-Loop Switched Antenna Diversity

Uplink closed-loop antenna selection (for up to two transmit antennas) is supported as an
optional UE capability in LTE and configured by higher layers (see [18, Section 4.3.4.1]).

If a UE signals that it supports uplink antenna selection, the eNodeB may take this
capability into consideration when configuring and scheduling the UE.7

16.6.1.1 UE Antenna Selection Indication for PUSCH

When closed-loop antenna selection is enabled, the eNodeB indicates which antenna should
be used for the PUSCH by implicitly coding this information in the uplink scheduling
grant (Downlink Control Information (DCI) Format 08 – see Section 9.3): the 16 CRC
parity bits are scrambled (modulo-2 addition) by one of two antenna selection masks [19],
〈0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1〉 for the UE’s first transmit antenna and
〈0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1〉 for the second antenna.9 The antenna selec-
tion mask is applied in addition to the UE-ID masking which indicates for which UE the
scheduling grant is intended. This implicit encoding avoids the use of an explicit antenna
selection bit which would result in an increased overhead for UEs not supporting (or not
configured) for transmit antenna selection.

7Alternatively, the eNodeB may permit the UE to use open-loop antenna selection, in which case the UE is free to
determine which antenna to transmit from. This may be based on uplink–downlink channel reciprocity, for example
in the case of TDD operation (see Section 23.5.2.5.)

8Note that closed-loop antenna selection is not supported in conjunction with DCI Format 4 for SU-MIMO
transmission in Release 10.

9This is applicable only for FDD and half-duplex FDD.
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The minimum Hamming distance between the antenna selection masks is only 1 rather
than the maximum possible Hamming distance of 16; since the CRC is masked by both the
antenna selection indicator and the 16-bit UE-ID, the minimum Hamming distance between
the correct UE-ID/antenna selection mask and the nearest erroneous UE-ID/antenna selection
mask is 1 for any antenna selection mask. Out of the possible 216 − 1 incorrect masks, the
vast majority (216 − 2) result in the misidentification of the UE-ID, such that the performance
is similar regardless of the Hamming distance between antenna selection masks. The primary
advantage of using the chosen masks is the ease of implementation due to simpler half-space
identification, as the eNodeB can allocate UE-IDs with a fixed Most Significant Bit (e.g. MSB
set to ‘0’, or, equivalently, UE-IDs from 0 to 215 − 1). The UE-ID can be detected directly
from the 15 least significant bits of the decoded mask without needing to use the transmitted
antenna selection mask (bit 16).

The UE behaviour for adaptive/non-adaptive HARQ retransmissions when configured for
antenna selection is as follows [19]:

• Adaptive HARQ. The antenna indicator (via CRC masking) is always sent in the
uplink grant to indicate which antenna to use. For example, for a high-Doppler UE with
adaptive HARQ, the eNodeB might instruct the UE to alternate between the transmit
antennas or, alternatively, to select the primary antenna. In typical UE implementations,
a transmit antenna gain imbalance of 3 to 6 dB between the secondary and primary
antennas is not uncommon.

• Non-adaptive HARQ. The UE behaviour is unspecified as to which antenna to use.
Thus, for low-Doppler conditions, the UE could use the same antenna as that signalled
in the uplink grant, while at high-Doppler the UE could hop between antennas or just
select the primary antenna. For large numbers of retransmissions with non-adaptive
HARQ, the antenna indicated in the uplink grant may not be the best and it is better to
let the UE select the antenna to use. If the eNodeB wishes to instruct the UE to use a
specific antenna for the retransmissions, it can use adaptive HARQ.

16.6.1.2 Antenna Selection for SRS

If the eNodeB enables a UE’s closed-loop antenna selection capability, the SRS transmissions
then alternate between the transmit antennas in successive configured SRS transmission
subframes, irrespective of whether frequency hopping is enabled or disabled, except when
the UE is configured for a single one-shot SRS transmission (see [6, Section 8.2]).

16.6.2 Multi-User ‘Virtual’ MIMO or SDMA

Uplink MU-MIMO consists of multiple UEs transmitting on the same set of RBs, each using
a single transmit antenna. From the point of view of an individual UE, such a mode of
operation is hardly visible, being predominantly a matter for the eNodeB to handle in terms
of scheduling and uplink reception.

However, in order to support uplink MU-MIMO, LTE specifically provides orthogonal
DM-RS using different cyclic time shifts (see Section 15.2.2) to enable the eNodeB to derive
independent channel estimates for the uplink from each UE.
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A cell can assign up to eight different cyclic time shifts using the 3-bit PUSCH cyclic
time shift offset in the uplink scheduling grant. As a maximum of eight cyclic time shifts
can be assigned, SDMA of up to eight UEs can be supported in a cell. SDMA between cells
(i.e. uplink inter-cell cooperation) is supported in LTE by assigning the same base sequence-
groups and/or RS hopping patterns to the different cells as explained in Section 15.3.

16.7 Summary

The main uplink physical channels are the PUSCH for data transmission and the PUCCH for
control signalling.

The PUSCH supports resource allocation for both frequency-selective scheduling and
frequency-diverse transmissions, the latter being by means of intra- and/or inter-subframe
frequency hopping. In Release 10, dual-cluster resource allocations on the PUSCH are also
supported, as explained in Section 28.3.6.2.

Control signalling (consisting of ACK/NACK, CQI/PMI and RI) is carried by the PUCCH
when no PUSCH resources have been allocated. The PUCCH is deliberately mapped to
resource blocks near the edge of the system bandwidth, in order to reduce out-of-band
emissions caused by data transmissions on the inner RBs, as well as maximizing flexibility
for PUSCH scheduling in the central part of the band.

The control signalling from multiple UEs is multiplexed via orthogonal coding by using
cyclic time shifts and/or time-domain block spreading.

Simple multiple antenna techniques in the uplink were already incorporated in LTE
Releases 8 and 9, in particular through the support of closed-loop switched antenna diversity
and SDMA. These techniques are cost-effective for a UE implementation, as they do not
assume simultaneous transmissions from multiple UE antennas. SU-MIMO is introduced in
Release 10, as explained in Section 29.4.
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17

Random Access

Pierre Bertrand and Jing Jiang

17.1 Introduction

An LTE User Equipment (UE) can only be scheduled for uplink transmission if its
uplink transmission timing is synchronized. The LTE Random Access CHannel (RACH)
therefore plays a key role as an interface between non-synchronized UEs and the orthogonal
transmission scheme of the LTE uplink radio access. In this chapter, the main roles of the
LTE RACH are elaborated, together with its differences from the Wideband Code Division
Multiple Access (WCDMA) RACH. The rationale for the design of the LTE Physical
Random Access CHannel (PRACH) is explained, and some possible implementation options
are discussed for both the UE and the eNodeB.

17.2 Random Access Usage and Requirements in LTE

In WCDMA, the RACH is primarily used for initial network access and short message
transmission. LTE likewise uses the RACH for initial network access, but in LTE the
RACH cannot carry any user data, which is exclusively sent on the Physical Uplink Shared
CHannel (PUSCH). Instead, the LTE RACH is used to achieve uplink time synchronization
for a UE which either has not yet acquired, or has lost, its uplink synchronization. Once
uplink synchronization is achieved for a UE, the eNodeB can schedule orthogonal uplink
transmission resources for it. Relevant scenarios in which the RACH is used are therefore:

(1) A UE in RRC_CONNECTED state, but not uplink-synchronized, needing to send new
uplink data or control information (e.g. an event-triggered measurement report);
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(2) A UE in RRC_CONNECTED state, but not uplink-synchronized, needing to receive
new downlink data, and therefore to transmit corresponding ACKnowledgement/Negative
ACKnowledgement (ACK/NACK) in the uplink;

(3) A UE in RRC_CONNECTED state, handing over from its current serving cell to a
target cell;

(4) For positioning purposes in RRC_CONNECTED state, when timing advance is needed
for UE positioning (See Section 19.4);

(5) A transition from RRC_IDLE state to RRC_CONNECTED, for example for initial
access or tracking area updates;

(6) Recovering from radio link failure.

One additional exceptional case is that an uplink-synchronized UE is allowed to use the
RACH to send a Scheduling Request (SR) if it does not have any other uplink resource
allocated in which to send the SR. These roles require the LTE RACH to be designed for low
latency, as well as good detection probability at low Signal-to-Noise Ratio (SNR) (for cell
edge UEs undergoing handover) in order to guarantee similar coverage to that of the PUSCH
and Physical Uplink Control CHannel (PUCCH).1

A successful RACH attempt should allow subsequent UE transmissions to be inserted
among the scheduled synchronized transmissions of other UEs. This sets the required timing
estimation accuracy which must be achievable from the RACH, and hence the required
RACH transmission bandwidth: due to the Cyclic Prefix (CP) of the uplink transmissions,
the LTE RACH only needs to allow for round-trip delay estimation (instead of the timing of
individual channel taps), and this therefore reduces the required RACH bandwidth compared
to WCDMA.

This is beneficial in minimizing the overhead of the RACH, which is another key
consideration. Unlike in WCDMA, the RACH should be able to be fitted into the orthogonal
time-frequency structure of the uplink, so that an eNodeB which wants to avoid interference
between the RACH and scheduled PUSCH/PUCCH transmissions can do so. It is also
important that the RACH is designed so as to minimize interference generated to adjacent
scheduled PUSCH/PUCCH transmissions.

17.3 Random Access Procedure

The LTE random access procedure comes in two forms, allowing access to be either
contention-based (implying an inherent risk of collision) or contention-free.

A UE initiates a contention-based random access procedure for all use-cases listed in
Section 17.2. In this procedure, a random access preamble signature is randomly chosen
by the UE, which may result in more than one UE simultaneously transmitting the same
signature, leading to a need for a subsequent contention resolution process.

For the use-cases (2) (new downlink data) and (3) (handover) the eNodeB has the option
of preventing contention occurring by allocating a dedicated signature to a UE, resulting in
contention-free access. This is faster than contention-based access – a particularly important
factor for the case of handover, which is time-critical.

1See Chapter 26 for an analysis of the coverage of the PUSCH and PUCCH.
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Unlike in WCDMA, a fixed number (64) of preamble signatures is available in each LTE
cell, and the operation of the two types of RACH procedure depends on a partitioning of
these signatures between those for contention-based access and those reserved for allocation
to specific UEs on a contention-free basis.

The two procedures are outlined in the following sections.

17.3.1 Contention-Based Random Access Procedure

The contention-based procedure consists of four-steps as shown in Figure 17.1:

• Step 1: Preamble transmission;

• Step 2: Random access response;

• Step 3: Layer 2 / Layer 3 (L2/L3) message;

• Step 4: Contention resolution message.

UE eNode B

Random Access Preamble (with embedded 1-bit
indication for L2/L3 message size)

Random Access Response (Timing Adjustment, C-
RNTI, UL grant for L2/L3 message, ...)

L2/L3 message

Message for early contention resolution

1

2

3

4

Figure 17.1: Contention-based random access procedure. Reproduced by permission of
© 3GPP.

17.3.1.1 Step 1: Preamble Transmission

The UE selects one of the 64 − Ncf available PRACH contention-based signatures, where Ncf
is the number of signatures reserved by the eNodeB for contention-free RACH. The set of
contention-based signatures is further subdivided into two subgroups, so that the choice of
signature can carry one bit of information relating to the amount of transmission resource
needed to transmit the message at Step 3. The broadcast system information indicates which
signatures are in each of the two subgroups (each subgroup corresponding to one value of
the one bit of information), as well as the meaning of each subgroup. The UE selects a
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signature from the subgroup corresponding to the size of transmission resource needed for
the appropriate RACH use case (some use cases require only a few bits to be transmitted at
Step 3, so choosing the small message size avoids allocating unnecessary uplink resources).
In selecting the appropriate resource size to indicate, the UE takes into account the current
downlink path-loss and the required transmission power for the Step 3 message, in order to
avoid being granted resources in Step 3 for a message size that would need a transmission
power exceeding that which the UE’s maximum power would allow. The transmission power
required for the Step 3 message is calculated based on some parameters broadcast by the
eNodeB, in order that the network has some flexibility to adapt the maximum size for
the Step 3 message. The eNodeB can control the number of signatures in each subgroup
according to the observed loads in each group.

The initial preamble transmission power setting is based on an open-loop estimation with
full compensation for the path-loss. This is designed to ensure that the received power of
the preambles is independent of the path-loss. The UE estimates the path-loss by averaging
measurements of the downlink Reference Signal Received Power (RSRP). The eNodeB may
also configure an additional power offset, depending for example on the desired received
Signal to Interference plus Noise Ratio (SINR), the measured uplink interference and noise
level in the time-frequency slots allocated to RACH preambles, and possibly also on the
preamble format (see Section 17.4.2.2).

17.3.1.2 Step 2: Random Access Response

The Random Access Response (RAR) is sent by the eNodeB on the Physical Downlink
Shared CHannel (PDSCH), and addressed with an ID, the Random Access Radio Network
Temporary Identifier (RA-RNTI), identifying the time-frequency slot in which the preamble
was detected. If multiple UEs had collided by selecting the same signature in the same
preamble time-frequency resource, they would each receive the RAR.

The RAR conveys the identity of the detected preamble, a timing alignment instruction to
synchronize subsequent uplink transmissions from the UE, an initial uplink resource grant for
transmission of the Step 3 message, and an assignment of a temporary Cell Radio Network
Temporary Identifier (C-RNTI) (which may or may not be made permanent as a result of the
next step – contention resolution). The RAR message can also include a ‘backoff indicator’
which the eNodeB can set to instruct the UE to back off for a period of time before retrying
a random access attempt.

The UE expects to receive the RAR within a time window, of which the start and end are
configured by the eNodeB and broadcast as part of the cell-specific system information. The
earliest subframe allowed by the specifications occurs 2 ms after the end of the preamble
subframe, as illustrated in Figure 17.2. However, a typical delay (measured from the end of
the preamble subframe to the beginning of the first subframe of RAR window) is more likely
to be 4 ms. Figure 17.2 shows the RAR consisting of the step 2 message (on PDSCH) together
with its downlink transmission resource allocation message ‘G’ (on the Physical Downlink
Control CHannel (PDCCH) – see Section 9.3.5).

If the UE does not receive a RAR within the configured time window, it selects a signature
again (as in Step 1) and transmits another preamble. The minimum delay for the transmission
of another preamble after the end of the RAR window is 3 ms. If the UE receives the PDCCH
signalling the downlink resource used for the RAR but cannot satisfactorily decode the RAR
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PRACH RAR

RA response window

G

1 ms

Figure 17.2: Timing of the Random Access Response (RAR) window.

message itself, the minimum delay is increased to 4 ms, to allow for the time taken by the
UE in attempting to decode the RAR.

The eNodeB may configure preamble power ramping so that the transmission power for
each transmitted preamble is increased by a fixed step. However, since the random access
preambles in LTE are normally orthogonal to other uplink transmissions, it is less critical
than it was in WCDMA to ensure that the initial preamble power is kept low to control
interference. Therefore, the proportion of random access attempts which succeed at the first
preamble transmission is likely to be higher than in WCDMA, and the need for power
ramping is likely to be reduced.

17.3.1.3 Step 3: Layer 2/Layer 3 (L2/L3) Message

This message is the first scheduled uplink transmission on the PUSCH and makes use of
Hybrid Automatic Repeat reQuest (HARQ). It conveys the actual random access procedure
message, such as an RRC connection request, tracking area update, or scheduling request,
but no Non-Access Stratum (NAS) message. It is addressed to the temporary C-RNTI
allocated in the RAR at Step 2 and carries either the C-RNTI if the UE already has
one (RRC_CONNECTED UEs) or an initial UE identity (the SAE2 Temporary Mobile
Subscriber Identity (S-TMSI) or a random number). In case of a preamble collision
having occurred at Step 1, the colliding UEs will receive the same temporary C-RNTI
through the RAR and will also collide in the same uplink time-frequency resources when
transmitting their L2/L3 message. This may result in such interference that no colliding
UE can be decoded, and the UEs restart the random access procedure after reaching the
maximum number of HARQ retransmissions. However, if one UE is successfully decoded,
the contention remains unresolved for the other UEs. The following downlink message (in
Step 4) allows a quick resolution of this contention.

If the UE successfully receives the RAR, the UE minimum processing delay before
message 3 transmission is 5 ms minus the round-trip propagation time. This is shown in
Figure 17.3 for the case of the largest supported cell size of 100 km.

17.3.1.4 Step 4: Contention Resolution Message

The contention resolution message uses HARQ. It is addressed to the C-RNTI (if indicated
in the L2/L3 message) or to the temporary C-RNTI, and, in the latter case, echoes the
UE identity contained in the L2/L3 message. In case of a collision followed by successful
decoding of the L2/L3 message, the HARQ feedback is transmitted only by the UE which
detects its own UE identity (or C-RNTI); other UEs understand there was a collision,
transmit no HARQ feedback, and can quickly exit the current random access procedure and

2System Architecture Evolution.
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Figure 17.3: Timing of the message 3 transmission.

start another one. The UE’s behaviour upon reception of the contention resolution message
therefore has three possibilities:

• The UE correctly decodes the message and detects its own identity: it sends back a
positive ACKnowledgement, ‘ACK’.

• The UE correctly decodes the message and discovers that it contains another UE’s
identity (contention resolution): it sends nothing back (Discontinuous Transmission,
‘DTX’).

• The UE fails to decode the message or misses the DL grant: it sends nothing back
(‘DTX’).

17.3.2 Contention-Free Random Access Procedure

The slightly unpredictable latency of the random access procedure can be circumvented for
some use cases where low latency is required, such as handover and resumption of downlink
traffic for a UE, by allocating a dedicated signature to the UE on a per-need basis. In this case
the procedure is simplified as shown in Figure 17.4. The procedure terminates with the RAR.

17.4 Physical Random Access Channel Design

The random access preamble part of the random access procedure is mapped at the physical
layer onto the PRACH. The design of the preamble is crucial to the success of the RACH
procedure, and therefore the next section focuses on the details of the PRACH design.

17.4.1 Multiplexing of PRACH with PUSCH and PUCCH

The PRACH is time- and frequency-multiplexed with PUSCH and PUCCH as illustrated
in Figure 17.5. PRACH time-frequency resources are semi-statically allocated within the
PUSCH region, and repeat periodically. The possibility of scheduling PUSCH transmissions
within PRACH slots is left to the eNodeB’s discretion.
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Figure 17.4: Contention-free random access procedure. Reproduced by permission of

© SGPP.
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Figure 17.5: PRACH multiplexing with PUSCH and PUCCH.

17.4.2 The PRACH Structure

17.4.2.1 DFT-S-OFDM PRACH Preamble Symbol

Similarly to WCDMA, the LTE PRACH preamble consists of a complex sequence. However,

it differs from the WCDMA preamble in that it is also an OFDM symbol following the

DFF-S-OFDM structure of the LTE uplink, built with a CP, thus allowing for an efficient

frequency-domain receiver at the eNodeB. As shown in Figure 17.6, the end of the sequence

is appended at the start of the preamble, thus allowing a periodic correlation at the PRACH

receiver (as opposed to a less efficient aperiodic correlation) [l].

The UE aligns the start of the random access preamble with the start of the corresponding

uplink subframe at the UE assuming a timing advance of zero (see Section 18.2), and the

preamble length is shorter than the PRACH slot in order to provide room for a Guard Time

(GT) to absorb the propagation delay. Figure [7.6 shows two preambles at the eNodeB

received with diflerent timings depending on the propagation delay: as for a conventional

Samsung Ex. 1010
980 of 1365
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sequence

PRACH slot duration

GT

CP

observation interval

sequenceCP

UE close to the
eNodeB

UE at cell edge

PRACH preamble

Figure 17.6: PRACH preamble received at the eNodeB.

OFDM symbol, a single observation interval can be used regardless of the UE’s delay, within
which periodic correlation is possible.

As further elaborated in Section 17.4.3, the LTE PRACH preamble sequence is optimized
with respect to its periodic autocorrelation property. The dimensioning of the CP and GT is
addressed in Section 17.4.2.4.

17.4.2.2 PRACH Formats

Four Random Access preamble formats are defined for Frequency Division Duplex (FDD)
operation [2]. Each format is defined by the durations of the sequence and its CP, as listed in
Table 17.1. The format configured in a cell is broadcast in the System Information.

Table 17.1: Random access preamble formats. Reproduced by permission of© 3GPP.

Preamble
format TCP (μs) TSEQ (μs) Typical usage

0 103.13 800 Normal 1 ms random access burst with 800 μs preamble sequence,
for small to medium cells (up to ∼14 km)

1 684.38 800 2 ms random access burst with 800 μs preamble sequence,
for large cells (up to ∼77 km) without a link budget problem

2 203.13 1600 2 ms random access burst with 1600 μs preamble sequence,
for medium cells (up to ∼29 km) supporting low data rates

3 684.38 1600 3 ms random access burst with 1600 μs preamble sequence,
for very large cells (up to ∼100 km)

The rationale behind these choices of sequence duration, CP and GT, are discussed below.
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17.4.2.3 Sequence Duration

The sequence duration, TSEQ, is driven by the following factors:

• Trade-off between sequence length and overhead: a single sequence must be as long as
possible to maximize the number of orthogonal preambles (see Section 7.2.1), while
still fitting within a single subframe in order to keep the PRACH overhead small in
most deployments;

• Compatibility with the maximum expected round-trip delay;

• Compatibility between PRACH and PUSCH subcarrier spacings;

• Coverage performance.

Maximum round-trip time. The lower bound for TSEQ must allow for unambiguous
round-trip time estimation for a UE located at the edge of the largest expected cell (i.e.
100 km radius), including the maximum delay spread expected in such large cells, namely
16.67 μs. Hence

TSEQ ≥ 200 · 103

3 · 108 + 16.67 · 10−6 = 683.33 μs (17.1)

Subcarrier spacing compatibility. Further constraints on TSEQ are given by the Single-
Carrier Frequency Division Multiple Access (SC-FDMA – see Chapter 14) signal generation
principle (see Section 17.5), such that the size of the DFT and IDFT3, NDFT, must be an
integer number:

NDFT = fsTSEQ = k, k ∈N (17.2)

where fs is the system sampling rate (e.g. 30.72 MHz). Additionally, it is desirable to
minimize the orthogonality loss in the frequency domain between the preamble subcarriers
and the subcarriers of the surrounding uplink data transmissions. This is achieved if the
PUSCH data symbol subcarrier spacing Δ f is an integer multiple of the PRACH subcarrier
spacing Δ fRA:

Δ fRA =
fs

NDFT
=

1
TSEQ

=
1

kTSYM
=

1
k
Δ f , k ∈N (17.3)

where TSYM = 66.67 μs is the uplink subframe symbol duration. In other words, the preamble
duration must be an integer multiple of the uplink subframe symbol duration:

TSEQ = kTSYM =
k
Δ f
, k ∈N (17.4)

An additional benefit of this property is the possibility to reuse the FFT/IFFT4 components
from the SC-FDMA signal processing for the PUSCH to implement the large DFT/IDFT
blocks involved in the PRACH transmitter and receiver (see Section 17.5).

3Discrete Fourier Transform and Inverse Discrete Fourier Transform.
4Fast Fourier Transform / Inverse Fast Fourier Transform.
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Coverage performance. In general a longer sequence gives better coverage, but better
coverage requires a longer CP and GT in order to absorb the corresponding round-trip
delay (Figure 17.6). The required CP and GT lengths for PRACH format 0, for example,
can therefore be estimated from the maximum round-trip delay achievable by a preamble
sequence which can fit into a 1 ms subframe.

Under a noise-limited scenario, as is typical of a low density, medium to large suburban or
rural cell, coverage performance can be estimated from a link budget calculation. Under the
assumption of the Okumura-Hata empirical model of distance-dependent path-loss L(r) [3,4]
(where r is the cell radius in km), the PRACH signal power PRA received at the eNodeB
baseband input can be computed as follows:

PRA(r) = Pmax +Ga − L(r) − LF − PL (dB) (17.5)

where the parameters are listed in Table 17.2 (mainly from [5]).

Table 17.2: Link budget parameters for analysis of PRACH preamble coverage.

Parameter Value

Carrier frequency ( f ) 2000 MHz
eNodeB antenna height (hb) 30 m / 60 m
UE antenna height (hm) 1.5 m
UE transmitter EIRPa (Pmax) 24 dBm (250 mW)
eNodeB Receiver Antenna Gain (including cable loss) (Ga) 14 dBi
Receiver noise figure (Nf ) 5.0 dB
Thermal noise density (N0) −174 dBm/Hz
Percentage of the area covered by buildings (α) 10%
Required Ep/N0 (eNodeB with 2 Rx antenna diversity) 18 dB (six-path Typical Urban

channel model)
Penetration loss (PL) 0 dB
Log-normal fade margin (LF) 0 dB

aEquivalent Isotropic Radiated Power.

The required PRACH preamble sequence duration TSEQ is then derived from the required
preamble sequence energy to thermal noise ratio Ep/N0 to meet a target missed detection and
false alarm probability, as follows:

TSEQ =
N0Nf

PRA(r)
Ep

N0
(17.6)

where N0 is the thermal noise power density (in mW/Hz) and Nf is the receiver noise figure
(in linear scale).

Assuming that Ep/N0 = 18 dB is required to meet missed detection and false alarm
probabilities of 10−2 and 10−3 respectively (see Section 17.4.3.3), Figure 17.7 plots the
coverage performance of the PRACH sequence as a function of the sequence length TSEQ.

It can be observed from Figure 17.7 that the potential coverage performance of a 1 ms
PRACH preamble is in the region of 14 km. As a consequence, the required CP and GT
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Figure 17.7: PRACH coverage performance versus sequence duration.

lengths are approximately (2 · 14000)/(3 · 108) = 93.3 μs, so that the upper bound for TSEQ is
given by

TSEQ ≤ 1000 − 2 · 93.33 = 813 μs (17.7)

Therefore, the longest sequence simultaneously satisfying Equations (17.1), (17.4) and
(17.7) is TSEQ = 800 μs, as used for preamble formats 0 and 1. The resulting PRACH sub-
carrier spacing is Δ fRA = 1/TSEQ = 1.25 kHz.

The 1600 μs preamble sequence of formats 2 and 3 is implemented by repeating the
baseline 800 μs preamble sequence. These formats can provide up to 3 dB link budget
improvement, which is useful in large cells and/or to balance PUSCH/PUCCH and PRACH
coverage at low data rates.

17.4.2.4 CP and GT Duration

Having chosen TSEQ, the CP and GT dimensioning can be specified more precisely.
For formats 0 and 2, the CP is dimensioned to maximize the coverage, given a maximum

delay spread d: TCP = (1000 − 800)/2 + d/2 μs, with d ≈ 5.2 μs (corresponding to the longest
normal CP of a PUSCH SC-FDMA symbol). The maximum delay spread is used as a guard
period at the end of CP, thus providing protection against multipath interference even for the
cell-edge UEs.

In addition, for a cell-edge UE, the delay spread energy at the end of the preamble is
replicated at the end of the CP (see Figure 17.8) and is therefore within the observation
interval. Consequently, there is no need to include the maximum delay spread in the GT
dimensioning. Hence, instead of locating the sequence in the centre of the PRACH slot, it is
shifted later by half the maximum delay spread, allowing the maximum Round-Trip Delay
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(RTD) to be increased by the same amount. Note that, as for a regular OFDM symbol, the
residual delay spread at the end of the preamble from a cell-edge UE spills over into the next
subframe, but this is taken care of by the CP at the start of the next subframe to avoid any
Inter-Symbol Interference (ISI).

CP

max RTD

max
delay
spread

CP

GT =
max RTD

observation interval

PRACH time slot

UE close to the
eNodeB

UE at cell edge

max
delay
spreadTCP

Figure 17.8: PRACH CP/GT dimensioning for formats 0 and 2.

For formats 1 and 3, the CP is dimensioned to address the maximum cell range in LTE,
100 km, with a maximum delay spread of d ≈ 16.67 μs. In practice, format 1 is expected to
be used with a 3-subframe PRACH slot; the available GT in 2 subframes can only address a
77 km cell range. It was chosen to use the same CP length for both format 1 and format 3 for
implementation simplicity. Of course, handling larger cell sizes than 100 km with suboptimal
CP dimensioning is still possible and is left to implementation.

Table 17.3 shows the resulting cell radius and delay spread ranges associated with the
four PRACH preamble formats. The CP lengths are designed to be integer multiples of the
assumed system sampling period for LTE, TS = 1/30.72 μs.

Table 17.3: Field durations and achievable cell radius of the PRACH preamble formats.

CP duration GT durationNumber of Max. delay Max. cell
Preamble allocated as multiple as multiple spread radius

format subframes in μs of TS in μs of TS (μs) (km)

0 1 103.13 3168 96.88 2976 6.25 14.53
1 2 684.38 21024 515.63 15840 16.67 77.34
2 2 203.13 6240 196.88 6048 6.25 29.53
3 3 684.38 21024 715.63 21984 16.67 100.16
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Figure 17.9: PRACH preamble formats and cell size dimensioning.

These are also illustrated in Figure 17.9.

17.4.2.5 PRACH Resource Configurations

The PRACH slots shown in Figure 17.5 can be configured to occur in up to 16 different
layouts, or resource configurations. Depending on the RACH load, one or more PRACH
resources may need to be allocated per PRACH slot period. The eNodeB has to process
the PRACH very quickly so that message 2 of the RACH procedure can be sent within
the required window, as shown in Figure 17.2. In case of more than one PRACH resource
per PRACH period it is generally preferable to multiplex the PRACH resources in time
(Figure 17.10 – right) rather than in frequency (Figure 17.10 – left). This helps to avoid
processing peaks at the eNodeB.
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Figure 17.10: Processing peaks of the random access preamble receiver.

Extending this principle, the available slot configurations are designed to facilitate a
PRACH receiver which may be used for multiple cells of an eNodeB, assuming a periodic
pattern with period 10 ms or 20 ms.
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Assuming an operating collision probability per UE, pUE
coll = 1%, one PRACH time-

frequency resource (with 64 signatures) per 10 ms per 5 MHz can handle an offered load
G = −64 ln(1 − pUE

coll) = 0.6432 average PRACH attempts, which translates into 128
attempts per second in 10 MHz. This is expected to be a typical PRACH load in LTE.

Assuming a typical PRACH load, example usages and cell allocations of the 16 available
resource configurations are shown in Figure 17.11 for different system bandwidths and
different numbers of cells per eNodeB. Resource configurations 0–2 and 15 use a 20 ms
PRACH period, which can be desirable for small bandwidths (e.g. 1.4 MHz) in order to
reduce the PRACH overhead at the price of higher waiting times.

Figure 17.11: Random Access resource configurations.

As can be observed from Figure 17.11, in a three-cell scenario, time collision of PRACH
resources can always be avoided except for the 20 MHz case, where collisions can be
minimized to two PRACH resources occurring in the same subframe. It should also be noted
that in a scenario with six cells per eNodeB, at most two PRACH resources will occur in the
same subframe for bandwidths below 20 MHz.
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The variety of configurations provided therefore enables efficient dimensioning of a
multicell PRACH receiver.

17.4.3 Preamble Sequence Theory and Design

As noted above, 64 PRACH signatures are available in LTE, compared to only 16 in
WCDMA. This can not only reduce the collision probability, but also allow for 1 bit of
information to be carried by the preamble and some signatures to be reserved for contention-
free access (see Section 17.3.2). Therefore, the LTE PRACH preamble called for an improved
sequence design with respect to WCDMA. While Pseudo-Noise (PN) based sequences were
used in WCDMA, in LTE prime-length Zadoff–Chu (ZC) [6, 7] sequences have been chosen
(see Chapter 7 for an overview of the properties of ZC sequences). These sequences enable
improved PRACH preamble detection performance. In particular:

• The power delay profile is built from periodic instead of aperiodic correlation;

• The intra-cell interference between different preambles received in the same PRACH
resource is reduced;

• Intra-cell interference is optimized with respect to cell size: the smaller the cell size, the
larger the number of orthogonal signatures and the better the detection performance;

• The eNodeB complexity is reduced;

• The support for high-speed UEs is improved.

The 800 μs LTE PRACH sequence is built by cyclicly-shifting a ZC sequence of prime-
length NZC, defined as

xu(n) = exp
[
− j
πun(n + 1)

NZC

]
, 0 ≤ n ≤ NZC − 1 (17.8)

where u is the ZC sequence index and the sequence length NZC = 839 for FDD.
The reasons that led to this design choice are elaborated in the next sections.

17.4.3.1 Preamble Bandwidth

In order to ease the frequency multiplexing of the PRACH and the PUSCH resource
allocations, a PRACH slot must be allocated a bandwidth BWPRACH equal to an integer
multiple of Resource Blocks (RBs), i.e. an integer multiple of 180 kHz.

For simplicity, BWPRACH in LTE is constant for all system bandwidths; it is chosen to
optimize both the detection performance and the timing estimation accuracy. The latter drives
the lower bound of the PRACH bandwidth. Indeed, a minimum bandwidth of ∼1 MHz is
necessary to provide a one-shot accuracy of about ±0.5 μs, which is an acceptable timing
accuracy for PUCCH/PUSCH transmissions.

Regarding the detection performance, one would intuitively expect that the higher the
bandwidth, the better the detection performance, due to the diversity gain. However, it is
important to make the comparison using a constant signal energy to noise ratio, Ep/N0,
resulting from accumulation (or despreading) over the same preamble duration, and the same
false alarm probability, pfa, for all bandwidths. The latter requires the detection threshold
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to be adjusted with respect to the search window size, which increases with the bandwidth.
Indeed, it will become clear from the discussion in Section 17.5.2.3 that the larger the search
window, the higher pfa. In other words, the larger the bandwidth the higher the threshold
relative to the noise floor, given a false alarm target pfa_target and cell size L; equivalently, the
larger the cell size, the higher the threshold relative to the noise floor, given a target pfa_target
and bandwidth. As a result, under the above conditions, a smaller bandwidth will perform
better than a large bandwidth in a single-path static AWGN channel, given that no diversity
improvement is to be expected from such a channel.

Figure 17.12 shows simulation results for the TU-6 fading channel,5 comparing detection
performance of preamble bandwidths BWPRACH of 6, 12, 25 and 50 RBs. For each bandwidth,
the sequence length is set to the largest prime number smaller than 1/BWPRACH, the false
alarm rate is set to pfa_target = 0.1%, the cell radius is 0.7 km and the receiver searches for 64
signatures constructed from 64 cyclic shifts of one root ZC sequence.
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Figure 17.12: PRACH missed detection performance comparison for different BWPRACH of
6, 12, 25 and 50 RBs.

We can observe that the best detection performance is achieved by preambles of 6 RBs
and 12 RBs for low and high SNRs respectively. The 25-RB preamble has the overall best
performance considering the whole SNR range. Thus the diversity gain of large bandwidths
only compensates the increased detection threshold in the high SNR region corresponding
to misdetection performances in the range of 10−3 and below. At a typical 10−2 detection
probability target, the 6-RB allocation only has 0.5 dB degradation with respect to the best
case.

Therefore, a PRACH allocation of 6 RBs provides a good trade-off between PRACH
overhead, detection performance and timing estimation accuracy. Note that for the smallest

5The six-path Typical Urban (TU) channel model [8].
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system bandwidth (1.4 MHz, 6 RBs) the PRACH overlaps with the PUCCH; it is left to
the eNodeB implementation whether to implement scheduling restrictions during PRACH
slots to avoid collisions, or to let PRACH collide with PUCCH and handle the resulting
interference.

Finally, the exact preamble transmission bandwidth is adjusted to isolate PRACH slots
from surrounding PUSCH/PUCCH allocations through guard bands, as elaborated in the
following section.

17.4.3.2 Sequence Length

The sequence length design should address the following requirements:

• Maximize the number of ZC sequences with optimal cross-correlation properties;

• Minimize the interference to/from the surrounding scheduled data on the PUSCH.

The former requirement is guaranteed by choosing a prime-length sequence. For the latter,
since data and preamble OFDM symbols are neither aligned nor have the same durations,
strict orthogonality cannot be achieved. At least, fixing the preamble duration to an integer
multiple of the PUSCH symbol provides some compatibility between preamble and PUSCH
subcarriers. However, with the 800 μs duration, the corresponding sequence length would be
864, which does not meet the prime number requirement. Therefore, shortening the preamble
to a prime length slightly increases the interference between PUSCH and PRACH by slightly
decreasing the preamble sampling rate.

The interference from PUSCH to PRACH is further amplified by the fact that the operating
Es/N0 of PUSCH (where Es is the PUSCH symbol energy) is much greater than that of
the PRACH (typically as much as 24 dB greater if we assume 13 dB Es/N0 for 16QAM
PUSCH, while the equivalent ratio for the PRACH would be −11 dB assuming Ep/N0 =

18 dB and adjusting by −10 log10(864) to account for the sequence length). This is illustrated
in Figure 17.13 showing the missed detection rate (Pm) with and without data interference
adjacent to the PRACH. The simulations assume a TU-6 channel, two receive antennas at
the eNodeB and 15 km/h UE speed. The PRACH shows about 1 dB performance loss at
Pm = 1%.

The PRACH uses guard bands to avoid the data interference at preamble edges. A cautious
design of preamble sequence length not only retains a high inherent processing gain, but also
allows avoidance of strong data interference. In addition, the loss of spectral efficiency (by
reservation of guard subcarriers) can also be well controlled at a fine granularity (Δ fRA =

1.25 kHz). Figure 17.13 shows the missed detection rate for a cell radius of 0.68 km, for
various preamble sequence lengths with and without 16QAM data interference.

In the absence of interference, there is no significant performance difference between
sequences of similar prime length. In the presence of interference, it can be seen that reducing
the sequence length below 839 gives no further improvement in detection rate. No effect is
observed on the false alarm rate.

Therefore the sequence length of 839 is selected for LTE PRACH, corresponding to
69.91 PUSCH subcarriers in each SC-FDMA symbol, and offers 72 − 69.91 = 2.09 PUSCH
subcarriers protection, which is very close to one PUSCH subcarrier protection on each side
of the preamble. This is illustrated in Figure 17.14; note that the preamble is positioned
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Figure 17.13: Missed detection rates of PRACH preamble with and without 16QAM
interferer for different sequence lengths (cell radius of 0.68 km).

centrally in the block of 864 available PRACH subcarriers, with 12.5 null subcarriers on
each side.

Finally, the PRACH preamble signal s(t) can therefore be defined as follows [2]:

s(t) = βPRACH

NZC−1∑
k=0

NZC−1∑
n=0

xu,v(n) · exp
[
− j

2πnk
NZC

]

× exp[ j2π[k + ϕ + K(k0 +
1
2 )]Δ fRA(t − TCP)] (17.9)

where 0 ≤ t < TSEQ + TCP, βPRACH is an amplitude scaling factor and k0 = nRA
PRBNRB

SC −
NUL

RB NRB
SC /2. The location in the frequency domain is controlled by the parameter nRA

PRB,
expressed as an RB number configured by higher layers and fulfilling 0 ≤ nRA

PRB ≤ NUL
RB − 6.

The factor K = Δ f /Δ fRA accounts for the ratio of subcarrier spacings between the PUSCH
and PRACH. The variable ϕ (equal to 7 for LTE FDD) defines a fixed offset determining the
frequency-domain location of the random access preamble within the RBs. NUL

RB is the uplink
system bandwidth (in RBs) and NRB

SC is the number of subcarriers per RB, i.e. 12.

17.4.3.3 Cyclic Shift Dimensioning (NCS) for Normal Cells

Sequences obtained from cyclic shifts of different ZC sequences are not orthogonal (see
Section 7.2.1). Therefore, orthogonal sequences obtained by cyclically shifting a single root
sequence should be favoured over non-orthogonal sequences; additional ZC root sequences
should be used only when the required number of sequences (64) cannot be generated
by cyclic shifts of a single root sequence. The cyclic shift dimensioning is therefore very
important in the RACH design.

IPR2022-00464 
Apple EX1014 Page 455



RANDOM ACCESS 389
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Figure 17.14: PRACH preamble mapping onto allocated subcaniers.

The cyclic shifi olfset N05 is dimensioned so that the Zero Correlation Zone (ZCZ)

(see Section 7.2.1) of the sequences guarantees the orthogonality of the PRACH sequences

regardless of the delay spread and time uncertainty of the UEs. The minimum value of ~05

should therefore be the smallest integer number of sequence sample periods that is greater

than the maximum delay spread and time uncertainty of an uplink non-synchronized UE,

plus some additional guard samples provisioned for the spill-over of the pulse shaping filter

envelope present in the PRACH receiver (Figure 17.15).

 

 
 

Figure 17.15: Cyclic shift dimensioning.
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Table 17.4: Cell scenarios with different cyclic shift increments.

Number of Number of Cyclic shift Cell
cyclic shifts ZC root size NCS radius

Cell scenario per ZC sequence sequences (samples) (km)

1 64 1 13 0.7
2 32 2 26 2.5
3 18 4 46 5
4 9 8 93 12

The resulting lower bound for cyclic shift NCS can be written as

NCS ≥
⌈(20

3
r − τds

) NZC

TSEQ

⌉
+ ng (17.10)

where r is the cell size (km), τds is the maximum delay spread, NZC = 839 and TSEQ are the
PRACH sequence length and duration (measured in μs) respectively, and ng is the number of
additional guard samples due to the receiver pulse shaping filter.

The delay spread can generally be assumed to be constant for a given environment.
However, the larger the cell, the larger the cyclic shift required to generate orthogonal
sequences, and consequently, the larger the number of ZC root sequences necessary to
provide the 64 required preambles.

The relationship between cell size and the required number of ZC root sequences allows
for some system optimization. In general, the eNodeB should configure NCS independently in
each cell, because the expected inter-cell interference and load (user density) increases as cell
size decreases; therefore smaller cells need more protection from co-preamble interference
than larger cells.

Some practical examples of this optimization are given in Table 17.4, showing four cell
scenarios resulting from different NCS values configured by the eNodeB. For each scenario,
the total number of sequences is 64, but resulting from different combinations of the number
of root sequences and cyclic shifts.

NNCS set design. Given the sequence length of 839, allowing full flexibility in signalling
NCS would lead to broadcasting a 10-bit parameter, which is over-dimensioning. As a result,
in LTE the allowed values of NCS are quantized to a predefined set of just 16 configurations.
The 16 allowed values of NCS were chosen so that the number of orthogonal preambles is
as close as possible to what could be obtained if there were no restrictions on the value of
NCS [9]. This is illustrated in Figure 17.16 (left), where the cell radii are derived assuming a
delay spread of 5.2 μs and 2 guard samples ng for the pulse shaping filter.

The effect of the quantization is shown in Figure 17.16 (right), which plots the probability
p2 that two UEs randomly select two preambles on the same root sequence, as a function of
the cell radius, for both the quantized NCS set and an ideal unquantized set. The larger p2, the
better the detection performance. The figure also shows an ideal unquantized set. It can be
seen that the performance loss due to the quantization is negligible.

Figure 17.17 illustrates the range of NCS values and their usage with the various preamble
formats. Note that this set of NCS values is designed for use in low-speed cells. LTE also
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Figure 17.16: Number of orthogonal preambles (left) and probability that two UEs select
two orthogonal preambles (right).

provides a second NCS set specially designed for high-speed cells, as elaborated in the
following sections.

29.53 km

14.53km

13 - 0.79 km
15 - 1.08 km

18 - 1.51 km
22 - 2.08 km

26 - 2.65 km
32 - 3.51 km

38 - 4.37 km

46 - 5.51 km
59 - 7.37 km

76 - 9.80 km
93 - 12.23 km

119 - 15.95 km

167 - 22.82 km

279 - 38.84 km
419 - 58.86 km

839 (= 0) - 118.93 kmNCS

format 2

format 0 format 1&3

Figure 17.17: NCS values and usage with the various preamble formats (low speed cells).

17.4.3.4 Cyclic Shift (NCS) Restriction for High-Speed Cells

The support of 64 RACH preambles as described above assumes little or no frequency
shifting due to Doppler spread, in the presence of which ZC sequences lose their zero auto-
correlation property. In the presence of a frequency offset δ f , it can be shown that the PRACH
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ZC sequence in Equation (17.8) is distorted as follows:

xu(n, δ f ) = exp
[
− jπ

u(n − 1/u)(n − 1/u + 1)
NZC

]

× exp
[

j2π
n

NZC
(δ f TSEQ − 1)

]
exp

[
− jπ

NZC

u − 1
u

]

= xu(n − 1/u) exp
[

j2π
n

NZC
(δ f TSEQ − 1)

]
e jΦu (17.11)

A similar expression can be written for the opposite frequency offset.
As can be observed, frequency offsets as large as one PRACH subcarrier (δ f = ±Δ fRA =

±1/TSEQ = ±1.25 kHz) result in cyclic shifts du = (±1/u) mod NZC on the ZC sequence xu(n).
(Note that u · du mod NZC = ±1.) This frequency offset δ f can be due to the accumulated
frequency uncertainties at both UE transmitter and eNodeB receiver and the Doppler shift
resulting from the UE motion in a Line of Sight (LOS) radio propagation condition.

Figure 17.18 illustrates the impact of the cyclic shift distortion on the received Power
Delay Profile (PDP): it creates false alarm peaks whose relative amplitude to the correct peak
depends on the frequency offset. The solution adopted in LTE to address this issue is referred
to as ‘cyclic shift restriction’ and consists of ‘masking’ some cyclic shift positions in the
ZC root sequence. This makes it possible to retain an acceptable false alarm rate, while also
combining the PDPs of the three uncertainty windows, thus also maintaining a high detection
performance even for very high-speed UEs.

PDP

sig 0 sig 1 sig n ... sig nroot...

du du

NCS

+

Detection Masked cyclic shifts

PDP combining

C0C-1 C+1

Figure 17.18: Side peaks in PDP due to frequency offset.

It should be noted that at |δ f | = Δ fRA, the preamble peak completely disappears at the
desired location (as per Equation (17.11)). However, the false image peak begins to appear
even with |δ f | < Δ fRA. Another impact of the side peaks is that they restrict the possible
cyclic shift range so as to prevent from side peaks from falling into the cyclic shift region
(see Figure 17.19). This restriction on NCS is captured by Equations (17.12) and (17.13) and
is important for the design of the high-speed NCS set (explained in Section 17.4.3.5) and the
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order in which the ZC sequences are used (explained in Section 17.4.3.6):

NCS ≤ d < (NZC − NCS)/2 (17.12)

where

d =

⎧⎪⎪⎨⎪⎪⎩du, 0 ≤ du < NZC/2
NZC − du, du ≥ NZC/2

(17.13)

PDP

sig 0 sig n ... sig nroot...

du

NCS

Figure 17.19: Side peaks within the signature search window.

We use C−1 and C+1 to denote the two wrong cyclic shift windows arising from the
frequency offset, while C0 denotes the correct cyclic shift window (Figure 17.18). The cyclic
restriction rule must be such that the two wrong cyclic shift windows C−1 and C+1 of a
cyclicly-shifted ZC sequence overlap none of C0, C−1 or C+1 of other cyclicly-shifted ZC
sequences, nor the correct cyclic shift window C0 of the same cyclicly-shifted ZC sequence,
nor each other [10]. Finally, the restricted set of cyclic shifts is obtained such that the
minimum difference between two cyclic shifts is still NCS but the cyclic shifts are not
necessarily multiples of NCS.

It is interesting to check the speed limit beyond which it is worth considering a cell to be
a high-speed cell. This is done by assessing the performance degradation of the PRACH at
the system-level as a function of the UE speed when no cyclic shift restriction is applied.

For this analysis, we model the RACH access attempts of multiple concurrent UEs with a
Poisson arrival rate. A preamble detection is considered to be correct if the timing estimation
is within 2 μs. A target Ep/N0 of 18 dB is used for the first preamble transmission, with
a power ramping step of 1 dB for subsequent retransmissions. The cell radius is random
between 0.5 and 12 km, with either AWGN or a six-path TU channel, and a 2 GHz carrier
frequency. eNodeB and UE frequency errors are modelled randomly within ±0.05 ppm. The
access failure rate is the measure of the number of times a UE unsuccessfully re-tries access
attempts (up to a maximum of three retransmissions), weighted by the total number of new
access attempts.

Figure 17.20 shows the access failure rate performance for both channel types as a function
of the UE speed, for various offered loads G. It can be observed that under fading conditions,
the RACH failure rates experience some degradation with the UE speed (which translates
into Doppler spread), but remains within acceptable performance even at 350 km/h. For the
AWGN channel (where the UE speed translates into Doppler shift) the RACH failure rate
stays below 10−2 up to UE speeds in the range 150 to 200 km/h. However, at 250 km/h and
above, the throughput collapses. Without the cyclic shift restrictions the upper bound for
useful performance is around 150–200 km/h.
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Figure 17.20: Random access failure rate as a function of UE speed.

17.4.3.5 Cyclic Shift Configuration for High-Speed Cells

The cyclic shift dimensioning for high-speed cells in general follows the same principle
as for normal cells, namely maximizing the sequence reuse when group quantization is
applied to cyclic shift values. However, for high-speed cells, the cyclic shift restriction
needs to be considered when deriving the sequence reuse factor with a specific cyclic shift
value. Note that there is no extra signalling cost to support an additional set of cyclic shift
configurations for high-speed cells since the one signalling bit which indicates a ‘high-speed
cell configuration’ serves this purpose.

The NCS values for high-speed cells are shown in Figure 17.21 for the number of available
and used preambles, with both consecutive and non-consecutive (quantized) cyclic shift
values. The number of available preambles assumes no cyclic shift restriction at all, as in
low-speed cells. It should be noted that with the cyclic shift restriction above, the largest
usable high-speed cyclic shift value among all root sequences is 279 (from Equation (17.12)).
As is further elaborated in the next section, only the preambles with Cubic Metric (CM) (see
Section 21.3.3) below 1.2 dB are considered in Figure 17.21.

Since for small NCS values the sequence usage is not so tight with a generally high
sequence reuse factor, a way to simplify design, while still achieving a high reuse factor,
is to reuse the small NCS values for normal cells. In Figure 17.21, NCS values up to 46 are
from the normal cyclic shift values, corresponding to a cell radius up to 5.8 km. At the high
end, the value of 237 rather than 242 is chosen to support a minimum of two high-speed cells
when all the 838 sequences are used. The maximum supportable high-speed cell radius is
approximately 33 km, providing sufficient coverage for preamble formats 0 and 2.

17.4.3.6 Sequence Ordering

A UE using the contention-based random access procedure described in Section 17.3.1 needs
to know which sequences are available to select from. As explained in Section 17.4.3.3, the
full set of 64 sequences may require the use of several ZC root sequences, the identity of each
of which must be broadcast in the cell. Given the existence of 838 root sequences, in LTE the
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Figure 17.21: Number of available and used preambles in low CM group.

signalling is streamlined by broadcasting only the index of the first root sequence in a cell,
and the UE derives the other preamble signatures from it given a predefined ordering of all
the sequences.

Two factors are taken into account for the root sequence ordering, namely the CM [11,12]
of the sequence, and the maximum supportable cell size for high-speed cells (or equivalently
the maximum supported cyclic shift). Since CM has a direct impact on cell coverage, the
first step in ordering the root sequences is to divide the 838 sequences into a low CM group
and a high CM group, using the CM of Quadrature Phase Shift Keying (QPSK) (1.2 dB)
as a threshold. The low CM group would be used first in sequence planning (and also for
high-speed cells) since it is more favourable for coverage.

Then, within each CM group, the root sequences are classified into subgroups based on
their maximum supportable cell radius, to facilitate sequence planning including high-speed
cells. Specifically, a sequence subgroup g is the set of all root sequences with their maximum
allowed cyclic shifts (S max) derived from Equation (17.12) lying between two consecutive
high-speed NCS values according to

NCS(g) ≤ S max < NCS(g + 1), for g = 0, 1, . . . ,G − 2, and

S max ≥ NCS(G − 1) (17.14)

for G cyclic shift values, with the set of NCS values being those for high-speed cells.
Sequences in each subgroup are ordered according to their CM values.
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Figure 17.22 shows the CM and maximum allowed cyclic shift values at high speed for

the resulting root sequence index ordering used in LTE. This ordering arrangement reflects

a continuous CM transition across subgroups and groups. which ensures that consecutive

sequences always have close CM values when allocated to a cell. Thus, consistent cell

coverage and preamble detection can be achieved in one cell.
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Figure 17.22: CM and maximum allowed cyclic shift of reordered group sequences.

The LTE specifications define the mapping from root sequence index u to a reordered

index in a table [2], an enhanced extract of which is given in Figure [7.23. The first

16 subgroups are from the low CM group, and the last 16 from the high CM group.

Figure 17.23 shows the corresponding high-speed Ncs value for each subgroup. Note that

sequences with Sm less than 15 cannot be used by any high-speed cells, but they can be

used by any normal cell which requires no more than % root sequences from this group for

a total of 64 preambles. Note also that the ordering of the physical ZC root sequence indices

is pairwise, since root sequence indices u and N25 — u have the same CM and Sm values.

This helps to simplify the PRACH receiver, as elaborated in Section 17.5.2.2.

17.5 PRACH Implementation

This section provides some general principles for practical implementation of the PRACH
function.
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CM 

group 

Sub-

group 

no. 

NCS 

(High-

Speed) 

Logical 

index (i.e. 

re-ordered) 

Physical root sequence index u  (in increasing order of the 

corresponding logical index number) 

0 - 0~23 
129, 710, 140, 699, 120, 719, 210, 629, 168, 671, 84, 755, 105, 

734, 93, 746, 70, 769, 60, 779, 2, 837, 1, 838 

1 15 24~29 56, 783, 112, 727, 148, 691 

2 18 30~35 80, 759, 42, 797, 40, 799 

3 22 36~41 35, 804, 73, 766, 146, 693 

4 26 42~51 31, 808, 28, 811, 30, 809, 27, 812, 29, 810 

… … … … Low 

15 23 7 384~455 

3, 836, 19, 820, 22, 817, 41, 798, 38, 801, 44, 795, 52, 787, 45, 

794, 63, 776, 67, 772, 72 

767, 76, 763, 94, 745, 102, 737, 90, 749, 109, 730, 165, 674, 

111, 728, 209, 630, 204, 635, 117, 722, 188, 651, 159, 680, 198, 

641, 113, 726, 183, 656, 180, 659, 177, 662, 196, 643, 155, 684, 

214, 625, 126, 713, 131, 708, 219, 620, 222, 617, 226, 613 

16 23 7 456~513 

230, 609, 232, 607, 262, 577, 252, 587, 418, 421, 416, 423, 413, 

426, 411, 428, 376, 463, 395, 444, 283, 556, 285, 554, 379, 460, 

390, 449, 363, 476, 384, 455, 388, 451, 386, 453, 361, 478, 387, 

452, 360, 479, 310, 529, 354, 485, 328, 511, 315, 524, 337, 502, 

349, 490, 335, 504, 324, 515 

… … … … 

29 18 810~815 309, 530, 265, 574, 233, 606 

30 15 816~819 367, 472, 296, 543 

High 

31 - 820~837 
336, 503, 305, 534, 373, 466, 280, 559, 279, 560, 419, 420, 240, 

599, 258, 581, 229, 610 

Figure 17.23: Example of mapping from logical index to physical root sequence index.

17.5.1 UE Transmitter

The PRACH preamble can be generated at the system sampling rate, by means of a large
IDFT as illustrated in Figure 17.24.

Preamble
(length NZC)

DFT
Sub-

carrier
Mapping

IDFT
Repeat

(if preamble
format > 1)

CP
insertion

To
RF

Sampling rate: Rs

Size: NZC

Size: NDFT

Sampling rate: fs

Size: Ncp

TSEQ

Figure 17.24: Functional structure of PRACH preamble transmitter.

Note that the DFT block in Figure 17.24 is optional as the sequence can be mapped directly
in the frequency domain at the IDFT input, as explained in Section 7.2.1. The cyclic shift can
be implemented either in the time domain after the IDFT, or in the frequency domain before
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the IDFT through a phase shift. For all possible system sampling rates, both CP and sequence
durations correspond to an integer number of samples.

The method of Figure 17.24 does not require any time-domain filtering at baseband, but
leads to large IDFT sizes (up to 24 576 for a 20 MHz spectrum allocation), which are
cumbersome to implement in practice.

Therefore, another option for generating the preamble consists of using a smaller IDFT,
actually an IFFT, and shifting the preamble to the required frequency location through
time-domain upsampling and filtering (hybrid frequency/time-domain generation, shown in
Figure 17.25). Given that the preamble sequence length is 839, the smallest IFFT size that
can be used is 1024, resulting in a sampling frequency fIFFT = 1.28 Msps. Both the CP and
sequence durations have been designed to provide an integer number of samples at this
sampling rate. The CP can be inserted before the upsampling and time-domain frequency
shift, so as to minimize the intermediate storage requirements.

IFFT
Repeat

(if preamble
format > 1)

CP
insertion

Sampling rate: fIFFT

Size: Ncp x fIFFT / fs

Preamble
(length NZC)

Time domain
frequency

shift

Sampling rate: fs

up
sa

m
pl

in
g

To
RF

Figure 17.25: Hybrid frequency/time domain PRACH generation.

17.5.2 eNodeB PRACH Receiver

17.5.2.1 Front-End

In the same way as for the preamble transmitter, a choice can be made for the PRACH
receiver at the eNodeB between full frequency-domain and hybrid time/frequency-domain
approaches. As illustrated in Figure 17.26, the common parts to both approaches are the
CP removal, which always occurs at the front-end at the system sampling rate fs, the PDP
computation and signature detection. The approaches differ only in the computation of the
frequency tones carrying the PRACH signal(s).

The full frequency-domain method computes, from the 800 μs worth of received input
samples during the observation interval (Figure 17.6), the full range of frequency tones used
for UL transmission given the system bandwidth. As a result, the PRACH tones are directly
extracted from the set of UL tones, which does not require any frequency shift or time-domain
filtering but involves a large DFT computation. Note that even though NDFT = n · 2m, thus
allowing fast and efficient DFT computation algorithms inherited from the building-block
construction approach [13], the DFT computation cannot start until the complete sequence is
stored in memory, which increases delay.
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Full frequency domain approach

  
Sampling rate: [m
 

Hybrid lime-trequency domain approach

Figure 17.26: PRACH receiver options.

0n the other hand, the hybrid time/frequency-domain method first extracts the relevant

PRACH signal through a time-domain frequency shift with down-sampling and anti-aliasing

filtering. There follows a small-size DPT (preferably an FFI‘), computing the set of frequency

tones centered on the PRACH tones, which can then be extracted. The down-sampling ratio

and corresponding anti-aliasing filter are chosen to deliver a number of PRACH time samples

suitable for an FFI‘ or simple DF'I‘ computation at a sampling rate which is an integer

fraction of the system sampling rate. Unlike the full frequency-domain approach, the hybrid

tirne/fi'equency-domain computation can start as soon as the first samples have been received,

which helps to reduce latency.

17.5.2.2 Power Delay Profile (POP) Computation

The LTE PRACH receiver can benefit from the PRACH format and Constant Amplitude Zero

AutoCon'elation (CAZAC) properties as described in the earlier sections by computing the

PRACH power delay profile through a frequency-domain periodic correlation. The PDP of

the received sequence is given by

"IE—1 2

Z y(n)x;[(n +01%] (17.15)n=0
PDPU) = Izu(l)l2 =  

where z..(!) is the discrete periodic correlation flmction at lag lof the received sequence y(n)

and the reference searched ZC sequence xu(n) of length Nzc, and where (-)‘ denotes the

complex conjugate. Given the periodic convolution of the complex sequences y(n) and xu(n)
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defined as

[y(n) ∗ xu(n)](l) =
NZC−1∑

n=0

y(n)xu[(l − n)NZC ], (17.16)

zu(l) can be expressed as follows:

zu(l) = [y(n) ∗ x∗u(−n)](l) (17.17)

Let Xu(k) = RXu (k) + jIXu (k), Yu(k) = RY (k) + jIY (k) and Zu(k) be the DFT coefficients of
the time-domain ZC sequence xu(n), the received baseband samples y(n), and the discrete
periodic correlation function zu(n) respectively. Using the properties of the DFT, zu(n) can be
efficiently computed in the frequency domain as⎧⎪⎪⎨⎪⎪⎩Zu(k) = Y(k)X∗u(k) for k = 0, . . . , NZC − 1

zu(n) = IDFT{Zu(k)}n for n = 0, . . . , NZC − 1
(17.18)

The PDP computation is illustrated in Figure 17.27.

zero
padding

()*

Frequency-domain
ZC root sequence

PRACH sequence
frequency tones
from antenna   a

IFFT |  |2 +

|  |2

from other
antennas

Signature
detection

Figure 17.27: PDP computation per root sequence.

The zero padding aims at providing the desired oversampling factor and/or adjusting
the resulting number of samples to a convenient IFFT size. Note that for high-speed cells,
additional non-coherent combining over three timing uncertainty windows can be performed
for each receive antenna, as shown in Figure 17.18.

In addition, the pairwise sequence indexing (Section 17.4.3.6) allows further efficient
‘paired’ matched filtering.

Let Wu(k) be defined as

Wu(k) = Y(k)Xu(k) for k = 0, . . . , NZC − 1 (17.19)

The element-wise multiplications Zu(k) and Wu(k) can be computed jointly [14], where
the partial products RY (k)RXu (k), IY (k)IXu (k), IY (k)RXu (k) and IXu (k)RY (k) only need to be
computed once for both Zu(k) and Wu(k) frequency-domain matched filters.

Now let wu(l) be defined as

wu(l) = IDFT{Wu(k)}l for l = 0, . . . , NZC − 1 (17.20)

By substituting Equation (17.19) into Equation (17.20) and using the property
DFT{xNZC−u(n − 1)}k = X∗u(k), we can obtain [15]

wu(l) =
NZC−1∑

n=0

y(n)xNZC−u(l + n − 1) = [y(n) ∗ xNZC−u(−n)](l − 1) (17.21)
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As a result, the IDFTs of the joint computation of the frequency-domain matched filters
Zu(k) and Wu(k) provide the periodic correlations of time-domain ZC sequences xu(n) and
xNZC−u(n), the latter being shifted by one sequence sample.

17.5.2.3 Signature Detection

The fact that different PRACH signatures are generated from cyclic shifts of a common
root sequence means that the frequency-domain computation of the PDP of a root sequence
provides in one shot the concatenated PDPs of all signatures derived from the same root
sequence.

Therefore, the signature detection process consists of searching, within each ZCZ defined
by each cyclic shift, the PDP peaks above a detection threshold over a search window
corresponding to the cell size. Figure 17.28 shows the basic functions of the signature
detector.

Collision
detection

Detection
threshold

setting

PDP of root
sequence

Tdet Peak
search

Pfa , Na , Nnca

ti Decision
Sigi ,
TAi

Figure 17.28: Signature detection per root sequence.

Detection threshold setting. The target false alarm probability pfa(Tdet) drives the setting
of the detection threshold Tdet.

Under the assumption that the L samples in the uncertainty window are uncorrelated6

Gaussian noise with variance σ2
n in the absence of preamble transmission, the complex

sample sequence zm
a (τ) received from antenna a (delayed to reflect a targeted time offset τ

of the search window, and despread over a coherent accumulation length (in samples) Nca
against the reference code sequence) is a complex Gaussian random variable with variance
σ2

n,ca = Ncaσ
2
n. In practice, Nca is the size of the IFFT in Figure 17.27. The non-coherent

accumulation znca(τ) is modelled as follows:

znca(τ) =
Na∑

a=1

Nnca−1∑
m=0

|zm
a (τ)|2 (17.22)

where Na is the number of antennas and Nnca is the number of additional non-coherent
accumulations (e.g. in case of sequence repetition).

znca(τ) follows a central chi-square distribution with 2N = 2Na · Nnca degrees of freedom,
with mean (defining the noise floor) γn = Nσ2

n,ca and Cumulative Distribution Function (CDF)
F(Tdet) = 1 − pfa(Tdet)L. It is worth noticing that instead of the absolute threshold we can

6The assumption of no correlation between samples holds true in practice up to an oversampling factor of 2.
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consider the threshold Tr relative to the noise floor γn as follows:

Tr =
Tdet

γn
=

Tdet

Na · NncaNcaσ2
n

(17.23)

This removes the dependency of F(Tr) on the noise variance [16]:

F(Tr) = 1 − e−Na·NncaTr

Na·Nnca−1∑
k=0

1
k!

(Na · NncaTr)k (17.24)

As a result, the relative detection threshold can be precomputed and stored.

Noise floor estimation. For the PDP arising from the transmissions of each root sequence,
the noise floor can be estimated as follows:

γn =
1
Ns

L−1∑
i=0,znca(τi)<Tdet_ini

znca(τi) (17.25)

where the summation is over all samples less than the absolute noise floor threshold Tdet_ini
and Ns is the number of such samples. In a real system implementation, the number of
additions can be made a power of two by repeating some additions if needed. The initial
absolute threshold Tdet_ini is computed using an initial noise floor estimated by averaging
across all search window samples.

Collision detection. In any cell, the eNodeB can be made aware of the maximum expected
delay spread. As a result, whenever the cell size is more than twice the distance corresponding
to the maximum delay spread, the eNodeB may in some circumstances be able to differentiate
the PRACH transmissions of two UEs if they appear distinctly apart in the PDP. This
is illustrated in Figure 17.29, where the upper PDP reflects a small cell, where collision
detection is never possible, while the lower PDP represents a larger cell where it may
sometimes be possible to detect two distinct preambles within the same ZCZ. If an eNodeB
detects a collision, it would not send any random access response, and the colliding UEs
would each randomly reselect their signatures and retransmit.

17.5.2.4 Timing Estimation

The primary role of the PRACH preamble is to enable the eNodeB to estimate a UE’s
transmission timing. Figure 17.30 shows the CDF of the typical performance achievable for
the timing estimation. From Figure 17.30 one can observe that the timing of 95% of UEs can
be estimated to within 0.5 μs, and more than 98% within 1 μs. These results are obtained
assuming a very simple timing advance estimation algorithm, using only the earliest detected
peak of a detected signature. No collision detection algorithm is implemented here. The IFFT
size is 2048 and the system sampling rate 7.68 MHz, giving an oversampling rate of 2.44.

17.5.2.5 Channel Quality Estimation

For each detected signature, the relative frequency-domain channel quality of the transmitting
UE can be estimated from the received preamble. This allows the eNodeB to schedule the
L2/L3 message (message 3) in a frequency-selective manner within the PRACH bandwidth.
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Figure 17.29: Collision detection.
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Figure 17.30: CDF of timing estimation error from the PRACH preamble.

Figure 17.31 shows the BLock Error Rate (BLER) performance of the L2/L3 message
of the RACH procedure when frequency-selectively scheduled or randomly scheduled,
assuming a typical 10 ms delay between the PRACH preamble and the L2/L3 message. A
Least Squares (LS) filter is used for the frequency-domain interpolation, and a single RB is
assumed for the size of the L2/L3 message.
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Figure 17.31: BLER performance of post-preamble scheduled data.

It can be seen that the performance of a frequency-selectively scheduled L2/L3 message
at 10% BLER can be more than 2 dB better than ‘blind scheduling’ at 3 km/h, and 0.5 dB at
10 km/h.

17.6 Time Division Duplex (TDD) PRACH

As discussed in Chapter 23, one design principle of LTE is to maximize the commonality of
FDD and TDD transmission modes. With this in mind, the random access preamble formats
0 to 3 are supported in both FDD and TDD operation. In addition, a short preamble format,
‘format 4’, is supported for TDD operation. Format 4 is designed to fit into the short uplink
special field known as UpPTS7 for small cells (see Section 23.4). Unlike in FDD where there
can be at most one PRACH opportunity in one subframe, TDD allows frequency multiplexing
of up to six PRACH opportunities in one subframe, to compensate for the smaller number of
uplink subframes.

17.6.1 Preamble Format 4

A ZC sequence of length 139 is used for preamble format 4. The preamble starts 157 μs
before the end of the UpPTS field at the UE; it has a TCP of 14.6 μs and TSEQ is 133 μs.

Unlike preamble formats 0 to 3, a restricted preamble set for high-speed cells is not
necessary for preamble format 4, which uses a 7.5 kHz subcarrier spacing. With a random
access duration of two OFDM symbols (157 μs), the preamble format 4 is mainly used for

7Uplink Pilot TimeSlot.
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small cells with a cell radius less than 1.5 km, and where cyclic shift restrictions for high UE
velocities (see Section 17.4.3.4) are not needed. Therefore, considering that Layer 2 always
sees 64 preambles and a sequence length of 139, a smaller set of cyclic shift configurations
can be used, as shown in Table 17.5.

Table 17.5: Cyclic shift configuration for preamble format 4. Reproduced by permission of
© 3GPP.

NCS configuration NCS value Required number of ZC root sequences per cell

0 2 1
1 4 2
2 6 3
3 8 4
4 10 5
5 12 6
6 15 8

Unlike for preamble formats 0 to 3, the root ZC sequence index for preamble format 4
follows the natural pairwise ordering of the physical ZC sequences, with no special
restrictions related to the CM or high-speed scenarios. The sequence mapping for preamble
format 4 can be formulated as

u =
(
(−1)v

⌊ v
2
+ 1

⌋)
mod NZC (17.26)

from logical sequence index v to physical sequence index u, therefore avoiding the need to
prestore a mapping table.

17.7 Concluding Remarks

In this chapter, the detailed design choices of the LTE PRACH have been explained based
on theoretical derivations and performance evaluations. In particular, it can be seen how the
PRACH preamble addresses the high performance targets of LTE, such as high user density,
very large cells, very high speed, low latency and a plurality of use cases, while fitting with
minimum overhead within the uplink SC-FDMA transmission scheme.

Many of these aspects benefit from the choice of ZC sequences for the PRACH
preamble sequences in place of the PN sequences used in earlier systems. The properties
of these sequences enable substantial numbers of orthogonal preambles to be transmitted
simultaneously.

Considerable flexibility exists in the selection of the PRACH slot formats and cyclic shifts
of the ZC sequences to enable the LTE PRACH to be dimensioned appropriately for different
cell radii and loadings.

Some options for the implementation are available, by which the complexity of the
PRACH transmitter and receiver can be minimized without sacrificing the performance.
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18

Uplink Transmission Procedures

Matthew Baker

18.1 Introduction

In this chapter two procedures are explained which are fundamental to the efficient operation
of the LTE uplink: Timing control is essential for the orthogonal uplink intra-cell multiple
access scheme, while power control is important for maintaining Quality-of-Service (QoS),
ensuring acceptable User Equipment (UE) battery life and controlling inter-cell interference.

18.2 Uplink Timing Control

18.2.1 Overview

As explained in Chapters 14 and 16, a key feature of the uplink transmission scheme in
LTE is that it is designed for orthogonal multiple access in time and frequency between
the different UEs. This is fundamentally different from WCDMA, in which the uplink
transmissions are non-orthogonal; in WCDMA, from the point of view of the multiple
access, there is therefore no need to arrange for the uplink signals from different UEs to
be received with any particular timing at the NodeB. The dominant consideration for the
uplink transmission timing in WCDMA is the operation of the power control loop, which was
designed (in most cases) for a loop delay of just one timeslot (0.666 ms). This is achieved
by setting the uplink transmission timing as close as possible to a fixed offset relative to the
received downlink timing, without taking into account any propagation delays. Propagation
delays in uplink and downlink are absorbed at the NodeB, by means of reducing the time
spent measuring the Signal-to-Interference Ratio (SIR) to derive the next power control
command.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.

© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.

IPR2022-00464 
Apple EX1014 Page 474



408 LTE — 'IHE UMTS LONG TERM EVOLUTION

For LTE, uplink orthogonality is maintained by ensuring that the transmissions from

different UEs in a cell are time-aligned at the receiver of the eNodeB. This avoids intra-

cell interference occurring, both between UEs assigned to transmit in consecutive subframes

and between UEs transmitting on adjacent subcarriers.

Time alignment of the uplink transmissions is achieved by applying a timing advance

at the UE transmitter, relative to the received downlink timing. The main role of this is to

counteract difl'ering propagation delays between different UEs, as shown in Figure 18.1. A

similar approach is used in GSM.

DLsymbolttmtngateNB m m

DLsymboIWnoas "we“! ma ”filmalUEdosebeNB,aner'a ' I

myopagafion detami m Timing advance = 2n»; 5
mtransmlttedsymboltmmg W

ULsymbounungasrecewecj =T" 3%ateNB : l : .

DLsymbol lmlngas received T923 l T"mwmtuneua,arer;—t—‘m —& 
wapropagdon delay Tns i i “mmmm = 2r":

Ulmmtbdsyrmoltlnhg; W "
5 : E T . 3 T 5
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“em 5 <:’> I MMWMSW

Tirnhgm'adbnmentateNB 9 “mm

(a) (b)

Figure 18.1: Time alignment of uplink transmissions:

(a) without timing advance; (b) with timing advance.

18.2.2 Timing Advance Procedure

18.2.2.1 Initial Timing Advance

After a UE has first synchronized its receiver to the downlink transmissions received from

the eNodeB (see Section 7.2), the initial timing advance is set by means of the random

access procedure described in Section 17.3. This involves the UE transmitting a random

access preamble from which the eNodeB estimates the uplink timing and responds with

an ll-bit initial timing advance command contained within the Random Access Response

(RAR) message. This allows the timing advance to be configured by the eNodeB with a

granularity of 0.52 as from 0 up to a maximum of 0.67 ms,l corresponding to a cell radius

'This is equal to 1613. where T, = ”30.72 as is the basic unit of time introduced in Section 5.4.].
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of 100 km.2 The timing advance was limited to this range in order to avoid further restricting
the processing time available at the UE between receiving the downlink signal and having to
make a corresponding uplink transmission (see Figures 10.13 and 10.14). In any case, a cell
range of 100 km is sufficient for most practical scenarios, and is far beyond what could be
achieved with the early versions of GSM, in which the range of the timing advance restricted
the cell range to about 35 km. Support of cell sizes even larger than 100 km in LTE is left to
the eNodeB implementation to handle.

The granularity of 0.52 μs enables the uplink transmission timing to be set with an
accuracy well within the length of the uplink CP (the smallest value of which is 4.7 μs).
This granularity is also significantly finer than the length of a cyclic shift of the uplink
reference signals (see Chapter 15). Simulations have shown [1, 2] that timing misalignment
of up to at least 1 μs does not cause significant degradation in system performance due
to increased interference. Thus the granularity of 0.52 μs is sufficiently fine to allow for
additional timing errors arising from the uplink timing estimation in the eNodeB and the
accuracy with which the UE sets its initial transmission timing – the latter being required to
be better than 0.39 μs3 (except if the downlink system bandwidth is 1.4 MHz, in which case
the UE initial transmission timing accuracy is relaxed to 0.79 μs) (see [3, Section 7.1]).

18.2.2.2 Timing Advance Updates

After the initial timing advance has been established for each UE, it will then need to be
updated from time to time to counteract changes in the arrival time of the uplink signals at
the eNodeB. Such changes may arise from:

• The movement of a UE, causing the propagation delay to change at a rate dependent
on the velocity of the UE relative to the eNodeB; at 500 km/h (the highest speed
considered for LTE), the round-trip propagation delay would change by a maximum of
0.93 μs/s;

• Abrupt changes in propagation delay due to existing propagation paths disappearing
and new ones arising; such changes typically occur most frequently in dense urban
environments as the UEs move around the corners of buildings;

• Oscillator drift in the UE, where the accumulation of small frequency errors over time
may result in timing errors; the frequency accuracy of the oscillator in an LTE UE is
required to be better than 0.1 ppm (see [4, Section 6.5.1]), which would result in a
maximum accumulated timing error of 0.1 μs/s;

• Doppler shift arising from the movement of the UE, especially in Line-Of-Sight (LOS)
propagation conditions, resulting in an additional frequency offset of the uplink signals
received at the eNodeB.4

The updates of the timing advance to counteract these effects are performed by a closed-
loop mechanism whereby the eNodeB measures the received uplink timing and issues timing

2In theory it would also be possible to support small negative timing advances (i.e. a timing delay) up to the
duration of the Cyclic Prefix (CP), for UEs very close to the eNodeB, without causing loss of uplink time-domain
orthogonality. However, this is not supported in LTE.

3This is equal to 12Ts.
4In non-LOS conditions, this becomes a Doppler spread, where the error is typically a zero-mean random

variable.
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advance update commands to instruct the UE to adjust its transmission timing accordingly,
relative to its current transmission timing.5

In deriving the timing advance update commands, the eNodeB may measure any
uplink signal which is useful. This may include the Sounding Reference Signals (SRSs),
DeModulation Reference Signals (DM-RS), Channel Quality Indicator (CQI), ACKnowl-
edgements/Negative ACKnowledgements (ACK/NACKs) sent in response to downlink data,
or the uplink data transmissions themselves. In general, wider-bandwidth uplink signals
enable a more accurate timing estimate to be made, although this is not, in itself, likely
to be a sufficient reason to configure all UEs to transmit wideband SRS very frequently.
The benefit of highly accurate timing estimation has to be traded off against the uplink
overhead from such signals. In addition, cell-edge UEs are power-limited and therefore
also bandwidth-limited for a given uplink Signal-to-Interference-plus-Noise Ratio (SINR);
in such cases, the timing estimation accuracy of narrower-bandwidth uplink signals can be
improved through averaging multiple measurements over time and interpolating the resulting
power delay profile. The details of the uplink timing measurements at the eNodeB are not
specified but left to the implementation.

A timing advance update command received at the UE is applied at the beginning of the
uplink subframe which begins 4–5 ms after the end of the downlink subframe in which the
command is received (depending on the propagation delay), as shown in Figure 18.2. For
a TDD or half-duplex FDD system configuration, the new uplink transmission timing takes
effect at the start of the first uplink transmission after this point. In the case of an increase
in the timing advance relative to the previous transmission, the first part of the subframe in
which the new timing is applied is skipped.
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Figure 18.2: Application of timing advance update commands.

5Transmission timing adjustments arising from timing advance update commands are always made relative to
the latest uplink timing. The initial transmission timing is set relative to the received downlink timing; further, if no
timing advance update commands are received, the UE is required autonomously to adjust its uplink transmission
timing to track changes in the received downlink timing, as specified in [3, Section 7.1.2].
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The timing advance update commands are generated at the Medium Access Control
(MAC) layer in the eNodeB and transmitted to the UE as MAC control elements which
may be multiplexed together with data on the Physical Downlink Shared CHannel (PDSCH).
Like the initial timing advance command in the response to the Random Access CHannel
(RACH) preamble, the update commands have a granularity of 0.52 μs; in the case of the
update commands, the UE is required to implement them with an accuracy of ±0.13 μs.
The range of the update commands is ±16.6 μs, allowing a step change in uplink timing
equivalent to the length of the extended CP (i.e. 16.67 μs). They would typically not be sent
more frequently than about 2 Hz. In practice, fast updates are unlikely to be necessary, as
even for a UE moving at 500 km/h the change in round-trip time is not more than 0.93 μs/s.
The eNodeB must balance the overhead of sending regular timing advance update commands
to all the UEs in the cell against a UE’s ability to transmit quickly when data arrives in its
transmit buffer. The eNodeB therefore configures a timer for each UE, which the UE restarts
each time a timing advance update command is received; if the UE does not receive another
timing advance update command before the timer expires, it must then consider its uplink to
have lost synchronization.6 In such a case, in order to avoid the risk of generating interference
to uplink transmissions from other UEs, the UE is not permitted to make another uplink
transmission of any sort without first transmitting a random access preamble to reinitialize
the uplink timing.

One further use of timing advance is to create a switching time between uplink reception
at the eNodeB and downlink transmission for TDD and half-duplex FDD operation. This
switching time can be generated by applying an additional timing advance offset to the
uplink transmissions, to increase the amount of timing advance beyond what is required to
compensate for the round-trip propagation delay. Typically a switching time of up to 20 μs
may be needed. This is discussed in more detail in Section 23.4.1.

18.3 Power Control

18.3.1 Overview

Uplink transmitter power control in a mobile communication system serves an important
purpose: it balances the need for sufficient transmitted energy per bit to maintain the
link quality corresponding to the required Quality-of-Service (QoS), against the needs to
minimize interference to other users of the system and to maximize the battery life of the
mobile terminal.

In achieving this purpose, the power control has to adapt to the characteristics of the radio
propagation channel, including path-loss, shadowing and fast fading, as well as overcoming
interference from other users – both within the same cell and in neighbouring cells.

The requirements for uplink interference management in LTE are quite different from
those for WCDMA. In WCDMA, the uplink is basically non-orthogonal,7 and the primary
source of interference which has to be managed is intra-cell interference between different
users in the same cell. Uplink users in WCDMA share the same time-frequency resources,

6Note that loss of uplink synchronization is possible without leaving RRC_CONNECTED state (see Chapter 3).
7The later releases of WCDMA do, however, introduce a greater element of orthogonality into the uplink

transmissions, by means of lower spreading factors and greater use of time-division multiplexing of different users
in HSDPA and HSUPA.
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and they generate an interference rise above thermal noise at the NodeB receiver; this is
known as ‘Rise over Thermal’ (RoT), and it has to be carefully controlled and shared between
users. The primary mechanism for increasing the uplink data rate for a given user in WCDMA
is to reduce the spreading factor and increase the transmission power accordingly, consuming
a larger proportion of the total available RoT in the cell.

By contrast, in LTE the uplink is basically orthogonal by design, and intra-cell interference
management is consequently less critical than in WCDMA. The primary mechanisms for
varying the uplink data rate in LTE are varying the transmitted bandwidth and varying the
Modulation and Coding Scheme (MCS), while the transmitted Power Spectral Density (PSD)
could typically remain approximately constant for a given MCS.

Moreover, in WCDMA the power control [5] was primarily designed with continuous
transmission in mind for circuit-switched services, while in LTE fast scheduling of different
UEs is applied at 1 ms intervals. This is reflected in the fact that power control in WCDMA
is periodic with a loop delay of 0.67 ms and a normal power step of ±1 dB, while LTE allows
for larger power steps (which do not have to be periodic), with a minimum loop delay of
about 5 ms (see Figure 18.5).

With these considerations in mind, the power control scheme provided in LTE employs a
combination of open-loop and closed-loop control. This in theory requires less feedback than
a purely closed-loop scheme, as the closed-loop feedback is only needed to compensate for
cases when the UE’s own estimate of the required power setting is not satisfactory.

A typical mode of operation for power control in LTE involves setting a coarse operating
point for the transmission PSD8 by open-loop means, based on path-loss estimation. This
would give a suitable PSD for a reference MCS in the prevailing path-loss and shadowing
conditions. Faster adaptation can then be applied around the open-loop operating point by
closed-loop power control. This can control interference and fine-tune the power setting to
suit the channel conditions (including fast fading). However, due to the orthogonal nature of
the LTE uplink, the LTE closed-loop power control does not need to be as fast as in WCDMA
– in LTE it would typically be expected to operate at no more than a few hundred Hertz.

Meanwhile, the fastest and most frequent adaptation of the uplink transmissions is
by means of the uplink scheduling grants, which vary the transmitted bandwidth (and
accordingly the total transmitted power), together with setting the MCS, in order to reach
the desired transmitted data rate.

With this combination of mechanisms, the power control scheme in LTE in practice
provides support for more than one mode of operation. It can be seen as a ‘toolkit’ from
which different power control strategies can be selected and used depending, for example, on
the deployment scenario or system loading.

18.3.2 Detailed Power Control Behaviour

Detailed power control formulae are specified in LTE for the Physical Uplink Shared CHan-
nel (PUSCH), Physical Uplink Control CHannel (PUCCH) and the Sounding Reference
Signals (SRSs) [6]. The formula for each of these uplink signals follows the same basic prin-
ciples; though they appear complex, in all cases they can be considered as a summation of two
main terms: a basic open-loop operating point derived from static or semi-static parameters

8In LTE, the PSD is set as a power per Resource Block (RB); if multiple RBs are transmitted by a UE in a
subframe the power per RB is the same for all RBs.
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signalled by the eNodeB, and a dynamic offset updated from subframe to subframe:

Power per resource block = basic open-loop operating point + dynamic offset .

18.3.2.1 Basic Open-Loop Operating Point

The basic open-loop operating point for the transmit power per Resource Block (RB) depends
on a number of factors including the inter-cell interference and cell load. It can be further
broken down into two components:

• a semi-static base level, P0, comprising a nominal power level that is common for all
UEs in the cell (measured in dBm per RB) and a UE-specific offset;
• an open-loop path-loss compensation component.

Different base levels can be configured for PUSCH data transmissions depending on the
scheduling mode: those which are dynamically scheduled (i.e. using Physical Downlink
Control CHannel (PDCCH) signalling) and those which use Semi-Persistent Scheduling
(SPS) (see Section 4.4.2.1). This in principle allows different BLER (BLock Error Rate)
operating points to be used for dynamically scheduled and SPS transmissions. One possible
use for different BLER operating points is to achieve a lower probability of retransmission
for SPS transmissions, hence avoiding the PDCCH signalling overhead associated with
dynamically scheduled retransmissions; this is consistent with using SPS for delivery of
services such as VoIP with minimal signalling overhead.

The UE-specific offset component of the base level P0 enables the eNodeB to correct for
systematic offsets in a UE’s transmission power setting, for example arising from errors in
path-loss estimation or in absolute output power setting.

The path-loss compensation component is based on the UE’s estimate of the downlink
path-loss, which can be derived from the UE’s measurement of Reference Signal Received
Power (RSRP) (see Section 22.3.1.1) and the known transmission power of the downlink
reference signals, which is broadcast by the eNodeB. In order to obtain a reasonable
indication of the uplink path-loss, the UE should filter the downlink path-loss estimate with
a suitable time-window to remove the effect of fast fading but not shadowing. Typical filter
lengths are between 100 and 500 ms for effective operation.

For the PUSCH and SRS, the degree to which the uplink PSD is adapted to compensate
for the path-loss can be set by the eNodeB, on a scale from ‘no compensation’ to ‘full
compensation’. This is an important feature of power control in LTE and is known as
fractional power control; it is configured by means of a fractional path-loss compensation
factor, referred to as α.

In principle, the combination of the base level P0 and the path-loss compensation
component together allow the eNodeB to configure the degree to which the UE responds to
the path-loss. At one extreme, the eNodeB could configure the base level to the lowest level
(−126 dBm) and rely entirely on the UE’s path-loss measurement to raise the power towards
the cell edge; alternatively, the eNodeB can set the base level to a higher value, possibly in
conjunction with only partial path-loss compensation.

Disregarding the UE-specific offset, the range of the base level P0 for the PUSCH
(−126 dBm to +24 dBm per RB) is designed to cover the full range of target SINR values for
different degrees of path-loss compensation, transmission bandwidths and interference levels.
For example, the highest value of P0, +24 dBm per RB, corresponds to the maximum likely
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transmission power of an LTE UE and would typically only be used if path-loss compensation
was not being used at all. The lowest value of P0 for the PUSCH, −126 dBm, is relevant to
a case when full path-loss compensation is used and the uplink transmission and reception
conditions are optimal: for example, taking a single RB transmission, with a target SINR at
the eNodeB of −5 dB (around the lowest useful SINR), interference-free reception and a 0 dB
noise figure for the eNodeB receiver (see Section 21.4.4.2), then the required value of P0 is
the thermal noise level in one RB (180 kHz) minus 5 dB, which gives P0 = −126 dBm.

In general, the maximum path-loss that can be compensated (either by P0 or by the
path-loss compensation component) depends on the required SINR and the transmission
bandwidth. Some examples are shown in Figure 18.3, for typical ranges of SINR from −5 dB
to +30 dB, interference rise above thermal noise from 0 dB to +30 dB, and transmission
bandwidth from one RB to the maximum LTE system bandwidth of 110 RBs (19.8 MHz).
Note that this assumes full path-loss compensation and ignores the dynamic offset.
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Figure 18.3: Maximum path-loss compensation in typical scenarios for a 23 dBm UE.

The fractional path-loss compensation factor α can be seen as a tool to trade off the
fairness of the uplink scheduling against the total cell capacity. Full path-loss compensation
maximizes fairness for cell-edge UEs. However, when considering multiple cells together as
a system, the use of partial path-loss compensation can increase the total system capacity in
the uplink, as less resources are spent ensuring the success of transmissions from cell-edge
UEs and less inter-cell interference is caused to neighbouring cells. Path-loss compensation
factors around 0.7–0.8 typically give a close-to-maximal uplink system capacity (typically
around 15–25% greater than can be achieved with full path-loss compensation) without
causing significant degradation to the cell-edge data rate.

The principle of fractional power control is illustrated in Figure 18.4. The target received
PSD for a given MCS is reduced as the path-loss increases, so that cell-edge UEs cause less
inter-cell interference.

Inter-cell interference is of particular concern for UEs located near the edge of a cell, as
they may disrupt the uplink transmissions in neighbouring cells. LTE consequently provides
an interference coordination mechanism whereby a frequency-dependent ‘Overload Indica-
tor’ (OI) may be signalled directly between eNodeBs to warn a neighbouring eNodeB of high
uplink interference levels in specific RBs. In response to this, the neighbouring eNodeB may
reduce the permitted power per RB of the UEs which are scheduled in the corresponding RBs
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Figure 18.4: (a) Fractional and (b) non-fractional power control.

in its cell(s). It is also possible for eNodeBs to cooperate to avoid scheduling cell-edge UEs

in neighbouring cells to transmit in the same RBs. This is discussed further in Section 12.5.

In summary, the basic operating point for the transmit power per RB can be expressed as:

Basic operating point: P0 + a - PL (18.1)

where a is the fractional path-loss compensation factor which allows the trade-off between

total uplink capacity and cell-edge data rate, and PL is the downlink path-loss estimate.

For the low-rate PUCCH (carrying ACK/NACK and CQI signalling), full path-loss

compensation is always applied, as the PUCCH transmissions from different users are code-

division-multiplexed Full path-loss compensation facilitates good control of the interference

between the different users, and hence helps to maximize the number of users which can be

accommodated simultaneously on the PUCCH. A different base level P0 is also provided for

the PUCCH compared to that used for the PUSCH, assuming a reference PUCCH format.

For the SRS, an additional semi-static offset relative to the PUSCH power operating point

may be configured by RRC signalling.

18.3.2.2 Dynamic Offset

The dynamic offset part of the power per RB can also be broken down into two components:

0 A component dependent on the MCS;

o Explicit Transmitter Power Control (TPC) commands.

MCS-dependent component. The MCS-dependent component (referred to in the LTE

specifications as An, where TF stands for ‘Transport Format’) allows the transmitted

power per RB to be adapted according to the transmitted information data rate. Ideally, the

transmission power required for a given information data rate should follow the fundamental

capacity limit, such that

RN = log2(l + SNR) (18.2)

where RN is the normalized information data rate per unit bandwidth and can be calculated

as the number of information bits per Resource Element (RE) in the RB, denoted here BPRE

(Bits Per RE), and SNR is the Signal-to-Noise Ratio. Practical limitations of the system and

Samsung Ex. 1010
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receiver can be modelled with a scaling factor k (> 1):

BPRE =
1
k

log2(1 + SNR) (18.3)

It follows that the transmission power required per RB is proportional to 2k·BPRE − 1. A
suitable value for k is taken as 1.25 for the MCS-dependent power offset when enabled [7].

The MCS-dependent component of the transmit power setting can act like a power control
command, as the MCS is under the direct control of the eNodeB scheduler: by changing the
MCS which the UE has permission to transmit, the eNodeB can quickly apply an indirect
adjustment to the UE’s transmit PSD via the MCS-dependent component of the transmit
power setting. This may be done to take into account the instantaneous buffer status, available
power headroom and QoS requirements of the UE.

The MCS-dependent component can also be used to allow an element of frequency-
dependent power control, for example in cases where explicit power control commands
(discussed in more detail below) are not transmitted frequently and are therefore following
only the wideband fading characteristics; for example, by scheduling a low-rate MCS when
the UE is granted permission to transmit in a particular part of the band, the eNodeB can
dictate a low transmission power in those RBs.

Another use for the MCS-dependent component is in cases where the number of uplink
RBs allocated to a UE in a subframe is not matched to the desired data rate and SIR. One
example is to enable the transmit power to be reduced if the amount of data to be transmitted
is less than the rate supported by the radio channel in a single RB.

The MCS-dependent component for the PUSCH can be set to zero if it is not needed, for
example if fast Adaptive Modulation and Coding (AMC) is used instead.9

Transport-format-dependent power control is also particularly relevant for the PUCCH,
as the PUCCH bandwidth for a UE does not vary depending on the amount of information
to be transmitted in a given subframe (ranging from a single bit for a scheduling request or
ACK/NACK, to 22 bits for combined dual-codeword ACK/NACK and CQI together – see
Section 16.3). For the PUCCH, the magnitude of the power offset for each combination of
control information can be adjusted semi-statically by the eNodeB, in order to set a suitable
error-rate operating point for each PUCCH format (see Table 16.2). This is analogous to the
different power offsets which may be set in HSDPA10 for ACK/NACK and CQI signalling
according to the error rate desired by the network.

UE-specific power control commands. The other component of the dynamic offset is the
UE-specific TPC commands. These can operate in two different modes: accumulative TPC
commands (available for PUSCH, PUCCH and SRS) and absolute TPC commands (available
for PUSCH only). For the PUSCH, the switch between these two modes is configured semi-
statically for each UE by RRC signalling – i.e. the mode cannot be changed dynamically.

With the accumulative TPC commands, each TPC command signals a power step relative
to the previous level. This is the default mode and is particularly well-suited to fine-tuning
of the transmission power, and to situations where a UE receives power control commands
in groups of successive subframes. This mode is similar to the closed-loop power control

9In Release 10, the MCS-dependent component cannot be used in conjunction with PUSCH transmission mode
2 for multiple codeword uplink Single UserŰMIMO transmission (see Section 29.4.1).

10High Speed Downlink Packet Access.
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operation in WCDMA, except that the exact values of the power steps are different: in LTE,
two sets of power step values are provided: {−1, +1} dB and {−1, 0, +1, +3} dB (compared
to the sets {−1, +1} dB and {−2, +2} dB in WCDMA). Which of these two sets of power
steps is used is determined by the format of the TPC commands and RRC configuration.
The maximum size of power step that can be made using accumulative TPC commands
is therefore +3/−1 dB, but the range over which the power can be adjusted relative to
the semi-static operating point is unlimited (except for the maximum and minimum power
limits according to the UE power class – see Section 21.3.1.2). Larger power steps can be
achieved by combining an accumulative TPC command with an MCS-dependent power step,
by changing the MCS. The provision of one set of power step values containing a 0 dB step
size enables the transmit power to be kept constant if needed (i.e. without necessarily having
to change the transmission power every time a scheduling grant is sent). This is useful, for
example, in scenarios where the interference is not expected to vary significantly over time.

By contrast, the transmit power setting that results from an absolute TPC command is
independent of the sequence of TPC commands that may have been received previously; the
transmit power setting depends only on the most recently received absolute TPC command,
which independently signals a power offset relative to the semi-static operating point.11 The
set of offsets which can be signalled by absolute TPC commands is {−4, −1, +1, +4} dB.
Thus the absolute power control mode can only control the power within a range of ±4 dB
from the semi-static operating point, but a relatively large power step can be triggered by
a single command (up to ±8 dB). This mode is therefore suited to scenarios where the
scheduling of the UE’s uplink transmissions may be intermittent; an absolute TPC command
enables the UE’s transmission power to be adjusted to a suitable level in a single step after
each transmission gap. Absolute TPC commands can also be useful for dynamic frequency-
domain inter-cell interference coordination.

The timing of the closed-loop TPC commands is illustrated in Figure 18.5. The transmis-
sion power change resulting from a TPC command usually takes effect at the fourth uplink
subframe after the TPC command is received.12 Transmission power changes have to be
completed within 20 μs of the relevant subframe boundary (see [4, Section 6.3.4]).

18.3.2.3 Total Transmit Power Setting

Finally, for the PUSCH and SRS, the total transmit power of the UE in each subframe is
scaled up linearly from the power level derived from the semi-static operating point and
dynamic offset, according to the number of RBs actually scheduled for transmission from the
UE in the subframe.

Thus the overall power control equation is as follows:

UE transmit power = P0 + α · PL︸�������︷︷�������︸
basic open-loop
operating point

+ ΔTF + f (ΔTPC)︸������������︷︷������������︸
dynamic offset

+ 10 log10 M︸�������︷︷�������︸
bandwidth factor

where ΔTPC denotes a TPC command, f (·) represents accumulation in the case of accumula-
tive TPC commands, and M is the number of allocated RBs.

11The absolute TPC mode can be seen as a low-overhead way to adjust the UE-specific offset in the base level
component of the semi-static operating point.

12For TDD, the execution of the power changes may occur later, depending on the availability of uplink subframes;
full details can be found in [6, Section 5.1].
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Figure 18.5: Timing of the uplink power control loop.

This overall power control formula allows the UE’s transmit power to be controlled with a

granularity of 1 dB within the range set —40 dBm to +23 dBm (conesponding to a maximum

transmission power of 0.2 W). The maximum transmission power of a UE may, however, be

subject to additional restrictions:

o The maximum transmission power of the UEs in a cell may be restricted to a lower

level by RRC signalling, for example in a hospital scenario;

0 In some configurations, reductions in maximum output power may be applied in order

to satisfy emissions requirements (see Section 21.3.1.2;

o For UEs which support aggregation of multiple uplink carriers (from Release 10

onwards), the transmission power of an individual carrier or uplink physical channel

may have to be scaled down according to defined rules in order to satisfy the total

output power constraints (see Section 28.3.5).

The accuracy with which a UE is required to be able to set its total transmission power

depends on the length of time since the last uplink transmission (greater or less than

20 ms) and the size of the required change in transmission power; details can be found in
Section 21.3.1.2 and in [4, Section 6.3.5].

18.3.2.4 Transmission of TPC Commands

TPC commands for the dynamic olfset part of the power control are sent to the UE in

messages on the PDCCH. The UE is required to check for a TPC command in every subframe

unless it is specifically configured in Discontinuous Reception (DRX — see Section 4.4.1.1).

However, unlike in WCDMA, the TPC commands in LTE are not necessarily periodic.

One method by which TPC commands are transmitted to the UEs is in the uplink resource

scheduling grant messages for each specific UE. This is logical as it results in all the

applicable information for an uplink transmission (set of RBs, transport format, and power

setting) being included in a single message.

Additionally, individual accumulative TPC commands for multiple UEs can be jointly

coded into a special PDCCH message dedicated to power control (PDCCH Fomlats 3 and

3A — see Section 9.3.5.1). Such grouped TPC commands may be useful for controlling the

Samsung Ex. 1010
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power of uplink SPS transmissions (see Section 4.4.2.1), SRSs, or non-adaptive PUSCH
retransmissions (see Section 4.4.1.1). Furthermore, for the PUCCH only, TPC commands
can be sent in downlink resource assignment messages on the PDCCH. Both these methods
for TPC command transmission enable the power control loop to track changes in channel
conditions even when the UE is not scheduled for uplink data transmission, and they
can therefore be seen as an alternative to the use of absolute TPC commands. The LTE
specifications do not allow jointly coded TPC commands on the PDCCH to be used if the UE
is configured in the absolute power control mode.

Due to the structure of the PDCCH signalling (see Section 9.3.5), in all cases the TPC
commands are protected by a CRC (Cyclic Redundancy Check); this means that they should
be considerably more reliable than in WCDMA. The only likely source of error in LTE would
be the UE’s failure to detect a PDCCH message, which should typically have a probability
around 1% (compared to a typical power control error rate of 4–10% in WCDMA).

The eNodeB can use a number of techniques to determine how to command each UE
to adjust its transmit power. One method will be the received SIR, based, for example, on
measurements of the SRS and uplink demodulation RSs; in addition the BLER experienced
on the decoding of uplink data packets may be used.

The eNodeB may also take into account interference coordination with neighbouring cells,
for example if it has received an OI indicating that interference from a UE is causing a
problem in a neighbouring cell. Note, however, that although eNodeBs may signal OIs to
each other, an eNodeB receiving an OI cannot know for certain whether the overload situation
is caused by a UE in its cell or not; it can only infer that, if the received OI relates to a group
of RBs where it has scheduled a cell-edge UE, then it is possible that the interference arises
from its cell and it should therefore react. Further details of interference coordination are
explained in Section 12.5.

18.3.3 UE Power Headroom Reporting

In order to assist the eNodeB to schedule the uplink transmission resources to different UEs
in an appropriate way, it is important that the UE can report its available power headroom to
the eNodeB. The eNodeB can use the Power Headroom Reports (PHRs) to determine how
much more uplink bandwidth per subframe a UE is capable of using. This can help to avoid
allocating uplink transmission resources to UEs which are unable to use them; as the uplink
is basically orthogonal in LTE, no other UE would be able to use such resources, so system
capacity would be wasted.

The range of the PHR is from +40 dB to −23 dB. The negative part of the range enables the
UE to signal to the eNodeB the extent to which it has received an uplink resource grant which
would require more transmission power than the UE has available. This would enable the
eNodeB to reduce the size (i.e. the number of RBs in the frequency domain) of a subsequent
grant, thus freeing up transmission resources to allocate to other UEs.

A PHR can only be sent in subframes in which a UE has an uplink transmission grant;
the report relates to the subframe in which it is sent. The PHR is therefore a prediction
rather than a direct measurement; the UE cannot directly measure its actual transmission
power headroom for the subframe in which the report is transmitted. It, therefore, relies on
reasonably accurate calibration of the UE’s power amplifier output, especially at high output
powers when reliable knowledge of the headroom is more critical to system performance.

A number of criteria are defined to trigger a PHR. These include:
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• A significant change in estimated path-loss since the last PHR;
• More than a configured time elapse since the previous PHR (controlled by the ‘PHR

prohibit timer’);
• More than a configured number of TPC commands implemented by the UE.

The eNodeB can configure parameters to control each of these triggers depending on, for
example, the system loading and the requirements of its scheduling algorithm.

In Release 10, some additional aspects are included in the PHRs; these are explained in
Section 28.3.5.

18.3.4 Summary of Uplink Power Control Strategies

In summary, a variety of degrees of freedom are available for uplink power control in LTE.
Not every parameter will be actively used in every network deployment, but each deployment
will select a mode of power control appropriate to the scenario or scheduling strategy. The use
of fractional power control facilitates an appropriate trade-off between fairness and system
capacity.

One typical mode of operation would be to set the semi-static operating point (via P0
and the fractional path-loss compensation factor α) to achieve at least the required SINR
at the eNodeB for the required QoS for each UE, compensating for path-loss and wideband
shadowing. Further control for interference management and rate adaptation can be exercised
by means of frequency-domain scheduling and bandwidth adaptation – these being degrees
of freedom for power management which were not available in WCDMA. Bandwidth
adaptation may also be used in conjunction with changing the MCS to set different BLER
operating points for different HARQ processes.

Finally, dynamic transmission power offsets can be used to give a finer degree of control,
by means of the MCS-dependent offsets and the closed-loop corrections using the explicit
TPC commands.
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User Equipment Positioning

Karri Ranta-aho and Zukang Shen

19.1 Introduction

The ability both to locate an object and to communicate with it is a combination that enables
a wide range of location-based services – from navigator-like map services to location-based
advertising to tracking children, cars or even convicted criminals. This provides a natural
motivation for mobile phones to have positioning capabilities. Another strong motivation
is a requirement from the Federal Communications Commission (FCC) of the USA that
emergency calls, whether fixed or mobile, can be located with a high degree of accuracy.

The most straightforward method by which a mobile phone can know its location is to use
a GPS1 receiver operating completely independently of the cellular network. Alternatively,
the cellular network itself can establish the approximate location of a connected mobile phone
using knowledge of the coverage area of each cell.

The first version of LTE (Release 8) does not provide any direct protocol support for
locating the User Equipment (UE). However, a Release 8 LTE UE can nonetheless be
located by means of Assisted Global Navigation Satellite System (A-GNSS) and Enhanced
Cell-ID-based techniques (see Sections 19.2 and 19.4 respectively) in conjunction with a
general-purpose positioning protocol known as Secure User Plane Location (SUPL), defined
by the Open Mobile Alliance (OMA). SUPL operates as a service in the application layer and
requires only a normal User Plane (UP) connection between a server in the network (known
in OMA as a SUPL Location Platform (SLP) and in LTE as an Evolved Serving Mobile
Location Centre (E-SMLC)) and the SUPL client application in the UE. These techniques
can provide sufficient average positioning accuracy for many commercial applications, but
even when used together they may not meet the emergency call positioning requirements of
the FCC with sufficiently high probability in all deployment scenarios.

1Global Positioning System: www.gps.gov.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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The FCC requires all mobile network operators in the USA to comply with the ‘E911
Phase II’ requirements by January 2013 [1]. For UE-based techniques such as GPS:

• 67% of emergency calls need to be located within 50 m;

• 80% of emergency calls need to be located within 150 m (rising to 90% within 6 years).

GPS can easily meet the accuracy aspect of the requirements, but it cannot provide
the required availability due to the satellite signals being blocked in indoor and urban
environments. Therefore other techniques are needed in addition.

In GERAN2 and UTRAN3 deployments, cell-ID-based location techniques have been
successfully used in conjunction with GPS. However, cell-ID-based techniques are limited in
their accuracy by the density of deployed cell sites, and therefore the second release of the
LTE specifications (Release 9) introduced support for Observed Time Difference Of Arrival
(OTDOA) positioning. OTDOA was already defined for UTRAN and a similar technique has
been successfully used in CDMA2000 systems.

In addition to support for UP-connection-based positioning (which is transparent to the
Radio Access Network (RAN)), support for control plane techniques was also introduced
in LTE Release 9 to provide a solution that is more robust against network congestion in
emergency scenarios, providing a direct link between the location server and the network
nodes.

Table 19.1 summarizes the UE positioning techniques supported in LTE Release 9 [2].
The only positioning technique that can operate in a purely UE-based mode is A-GNSS
positioning; for all other techniques the location determination takes place in a location server
in the network. eNodeB involvement is not needed for the A-GNSS or OTDOA methods,
with the positioning procedure operating directly between the UE and the location server.
For Enhanced Cell-ID, the location server may request additional measurement reports from
the eNodeB, such as the Angle of Arrival (AoA) of the received signal. These techniques are
explained in detail in the following sections.

Table 19.1: UE positioning techniques supported in LTE Release 9.

UE-based UE-assisted, eNodeB-assisted
E-SMLC-based

A-GNSS Yes Yes No
OTDOA No Yes No
Enhanced Cell-ID No Yes Yes

2GSM/EDGE Radio Access Network.
3Universal Terrestrial Radio Access Network.
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19.2 Assisted Global Navigation Satellite System

(A-GNSS) Positioning

A-GNSS-based positioning refers in general to any satellite-based positioning system, such

as GPS, Galileo4 or GLONASS,5 in conjunction with assistance provided over a terrestrial
network to improve the sensitivity and/or speed of detection of the satellites, as illustrated in

Figure 19.1.

Figure 19.1: Basic principle of A-GNSS.

Basic GNSS-based positioning relies on accurate knowledge of the locations of the

satellites and the transmission times of their signals. With some simplification it can be said

that a GNSS receiver measures the exact time at which it receives the signal of each satellite

it can detect. Using this information, it is possible to calculate the location of the UE. Since

GNSS receivers typically do not have high-accuracy atomic clocks, the problem to be solved

is four-dimensional (x, y, z and time), and at least four satellites have to be detected for a

position estimate.

A GNSS receiver typically has a ‘Time To First Frx’ ('I'I'FF)6 that is too long for most
practical uses of mobile terminal positioning. First the receiver must detect the signals

transmitted by at least four satellites and decode a message modulated on each satellite’s

signal providing details of its position in orbit. Only then does the GNSS receiver have

suflicient information to perform the measurements and calculate its position. Stand—alone

GPS navigation devices typically solve this problem by remaining powered on continually,

so that although the first fix may take some time, subsequently the position is always

known provided that the satellite signals remain sufliciently strong. However, this would

be impractical in a mobile phone as the GNSS receiver would quickly drain the battery even

if the location information was rarely needed.

4The GNSS of the European Union: wwwesa.int/esaNA/galileo.htrnl.
sGLObal’naya NAvigatsionnaya Spumikovaya Sistema, the Russian GNSS: www.federalspace.ru.
“T'l‘FF describes the time required for a GPS device to acquire the necessary satellite signals and calculate an

accurate position
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In order to reduce the TTFF, the terrestrial cellular network can provide assistance data
to UEs equipped with GNSS receivers. The simplest such assistance data comprises the
messages the satellites broadcast to enable the receiver to calculate their orbital positions at
any given time. Receiving this information over the fast cellular network rather than the slow
satellite link (50 bps for GPS) directly reduces the TTFF. In addition, the GNSS receiver
sensitivity and/or detection speed can be improved by reducing the size of the required
satellite signal search window by providing fine time assistance and reference location data
to the UE. The more accurate the UE’s knowledge of location and time, the smaller the search
window it needs for the satellites’ signals.

Note that the assistance data serves only to reduce the time taken to determine the position
and the probability that the position determination succeeds; it does not improve the accuracy
of the location estimate.

A-GNSS can also operate in a UE-assisted mode, where rather than determining its
location itself the UE makes measurements of the timing of the received satellite signals
and reports them to the E-SMLC. The E-SMLC may then take additional information into
account in calculating the UE’s position.

More information on A-GNSS can be found in [3].

19.3 Observed Time Difference Of Arrival (OTDOA)

Positioning

The principle behind OTDOA positioning is similar to GPS, but for OTDOA the signals
measured by the UE are the terrestrial downlink transmissions from the eNodeBs. The
location determination is typically distributed between the UE and the network. Unlike GPS
positioning, the UE does not acquire an accurate reference time, but the position estimate is
based on the received time difference of at least two pairs of cells.

OTDOA in LTE is based on the UE measuring the time difference observed (by the UE
receiver) between the Reference Signals (RS – see Section 8.2) of a neighbour cell and
those of the serving cell; this is known as a Reference Signal Time Difference (RSTD)
measurement (see Figure 19.2). In order to be able to calculate the UE’s location, the network
needs to know accurately the locations of the eNodeB transmit antennas and the transmission
timing of each cell. The fact that the eNodeBs are not orbiting the earth at a high velocity
makes the location determination mathematics somewhat simpler than for GPS. An efficient
mathematical method for calculating the UE location based on OTDOA measurements is
described in [4].

OTDOA positioning does not suffer from long TTFF like GPS, but the requirement that
the eNodeB transmission timings are accurately known is not necessarily straightforward
if the cellular network is asynchronous. Assuming, however, that these basic requirements
can be fulfilled, the key factor governing the achievable performance of a cellular OTDOA
system is whether the signals to be measured can be detected by the UE sufficiently fast and
with sufficiently high probability.

The requirement that the UE can detect cells of at least three different eNodeBs with a high
probability does not sit well with the fact that LTE was designed primarily to provide high-
speed data services with good spectral efficiency, for which reason a frequency reuse factor
of one is typically used. This can render the Release 8 synchronization signals and RSs of

IPR2022-00464 
Apple EX1014 Page 492



USER EQUIPMENT POSITIONING 427

Figure 19.2: Basic principle of OTDOA in LTE.

distant neighbour cells undetectable to the UE;7 on many occasions this would prevent the
RSTD measurements required by OTDOA from being made if the available signals were only

those defined in Release 8 of the LTE specifications.

Figure 19.3 shows that in an interference-limited hexagonal cell deployment the prob-

ability that the SINR of the cell-specific RS of the third-best cell (i.e. the second-best

neighbour cell) is above —6 dB is about 70%, which clearly does not give a sufficient level of

availability. Figure 19.3 also shows that, even in a 500 m inter-site distance deployment with

no interference from user data traffic, the 5-percentile for the SINR of the cell-specific RS

of the third best cell is about —13 dB (i.e. for the 95% availability requirement of the FCC

E911 Phase H requirements, an SINR of only —13 dB can be assured). Thus it is obvious

that even if the UE were enabled to skip the detection of the synchronization signals by
providing network assistance information (indicating, for example, the potential neighbour

cells for which to search), OTDOA would not work sufficiently well if it were based on the

Release 8 cell-specific RSs alone, especially if an interference-free environment could not be

guaranteed.

For this purpose, special Positioning Reference Signals (PRSs) are introduced in Release 9

of the LTE specifications, as detailed in the following section.

19.3.1 Positioning Reference Signals (PRS)

In order to increase the probability that the UE can detect suflicient neighbour cells, and

therefore achieve good OTDOA positioning reliability, special ‘positioning subframes’ are

designated in LTE Release 9. Positioning subframes are designed to aid the ‘hearability‘ of

neighbour cells by reducing the interference and increasing the RS energy: typically they

do not carry any Physical Downlink Shared CHannel (PDSCH) data, but provide PRSs in

addition to the Release 8 cell-specific RSs.

7A neighbour cell is only considered detectable if the Signal-to—lnterferenoe-plus-Noise Ratio (SINR) of the
synchronization signals is at least —6 dB.
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Figure 19.3: SINR of the Cell-specific RS (CRS) for the best 5 cells, inter-site distance =
500 m (unloaded system) [5]. Reproduced by permission of©Motorola.

Figure 19.4 shows the arrangement of the PRSs in a Resource Block (RB).8 The PRS
pattern is designed so that it never overlaps with the Physical Downlink Control CHannel
(PDCCH), nor with the cell-specific RS of any other antenna port. Overlap between PRS
patterns in neighbouring cells can be avoided by means of a cell-specific frequency shift of a
number of subcarriers given by the Physical Cell ID (PCI) modulo 6, allowing six different
non-overlapping frequency shifts. The PRS sequence is constructed in the same way as the
cell-specific RS (see Section 8.2.1).

The PRSs are designed to provide more RS energy and a larger reuse factor (namely 6)
than is available with the Release 8 cell-specific RS. In synchronous network deployments,
even if the interference from data transmissions is eliminated by providing subframes free
of PDSCH transmission, the cell-specific RS of cells with two or more antenna ports have a
reuse factor of only 3, with the result that they interfere with each other, resulting in reduced
hearability of the neighbour cells.

The positioning subframes occur in groups of consecutive downlink subframes known as
‘positioning occasions’, consisting of between one and six positioning subframes (see [6,
Section 6.10.4.3]). In TDD deployments, uplink subframes and special subframes cannot
contain PRSs.

In order for the UEs to benefit fully from the reduced inter-cell interference towards the
PRS of other cells during positioning subframes, the positioning subframes should overlap
(at least partially) between the serving cell and all the neighbour cells to be detected, and
they need to occur sufficiently frequently for accurate RSTD measurements to be made. The

8The eNodeB antenna port used for transmission of the PRS is defined as antenna port number six and is used
for PRS transmission only.
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Figure [9.4: PR8 arrangement (R6) in a cell with two cell-specific transmit antenna ports.

Reproduced by pemrission of © SGPP.

best overlap can be achieved in a fully synchronized network, but even partial overlap can be
shown to be beneficial.

In some cases a network may further reduce the inter-cell interference by muting the PRS

transmissions themselves from time to time, which can be beneficial if the PRS patterns in

neighbouring cells overlap. If this is the case, signalling is provided to inform the UEs as

to the subframes in which the PRSs are muted. For simplicity, muting can only occur in

all or none of the subfrarnes in a given positioning occasion. The signalled pattern of muted

positioning occasions is given by a bitmap and repeats periodically; it is applicable in both the

serving cell and the neighbour cells. If PRS muting is not applied in a positioning occasion,

the UEs can assume that the PRS power is the same in all PRS subframes in the positioning
occasron.

In any case, the network should assist the UE in its neighbour-cell search by providing the

relative transmission time differences of each neighbour cell relative to the serving cell (in

a synchronous network these would always be zero) and the search window length in terms

of the maximum propagation delay difference that occurs in the deployment environment

Such assistance can significantly reduce the UE’s search space and increase the detection

sensitivity.

It should also be noted that OTDOA measurements based on neighbour cell PRS require

the UE to have a priori knowledge of the PRS sequences for which to search. As the location

servers know the exact geographical locations of the transmit antennas, they can construct a

list of candidate neighbour cells for each cell without traditional neighbour list planning. The

network can then provide this information to the UEs.

The requirements for the time within which a UE must be capable of reporting an RSTD

measurement after receiving OTDOA assistance information can be found in [7].
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19.3.2 OTDOA Performance and Practical Considerations

In practical network and UE implementations, a number of sources of error can have an

impact on the final accuracy of the location estimates. This is illustrated in Figure [9.5,
where the main sources of error are modelled as follows:

0 eNodeB synchronization error is caused by imperfect signal transmission timing from

the antenna compared to a perfect reference clock This is modelled by a Gaussian
distribution with 100 ns standard deviation. The eNodeB transmit antenna locations

are assumed to be perfectly known.

0 The UE RSTD measurement quantization error is caused by the UE receiver sampling
rate which is assumed to be 32 ns.

0 Multipath propagation introduces error to the desired Line-Of-Sight (LOS) propaga-

tion delay estimation. In Figure 19.5, the UE takes the centre of gravity of the received

multipath signal as the time of reception, and the error is the difference between that

estimate and the actual LOS propagation delay.

0 Timing offset estimation error and UE frequency instability directly affect the error in

the RSTD measurements themselves. The magnitudes of these errors are a function of
the SINR.

- - - Mutipalh errorooty
P(PosErr<absclssa)

_ _ _ Muttpath and tlmlng offset
estimator: errors

eNodeB symhrorlzatlon and
quarttzatlon errors, mrlttpath _
and timing ottset eslmation

errors

0 100 200 300

 
Positioning error [m]

Figure l9.5: OTDOA positioning accuracy with 4 detected neighbouring cells,

inter-site distance = 1732 m, Extended Typical Urban channel model [8].
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19.4 Cell-ID-based Positioning

Positioning based on Cell-ID (CID) uses geographical knowledge of a UE’s serving cell. To
improve the accuracy, measurements made by the UE and/or the eNodeB can be utilized in
addition.

19.4.1 Basic CID Positioning

Basic CID positioning estimates the location of a UE using only the coordinates of its
serving eNodeB or cell. Knowledge of the serving eNodeB or cell can be obtained by paging,
tracking area updates or other methods. Typically, basic CID positioning provides only coarse
estimation of the UE location, with accuracy of roughly the same order as the cell radius.

19.4.2 Enhanced CID Positioning using Round Trip Time and UE

Receive Level Measurements

Enhanced CID positioning uses additional information beyond the identity of the eNodeB
or cell that is serving the UE. The distance of a UE from its serving eNodeB or cell can be
estimated from the Round Trip Time (RTT).

When timing advance is operating (see Section 18.2), Figure 19.6 illustrates the reception
and transmission timings at the eNodeB and UE. Two measurements are defined in LTE
Release 9 by which an eNodeB can indicate the RTT to the E-SMLC. These are referred to as
the ‘Timing Advance Type 1’ and ‘Timing Advance Type 2’ measurements [9]. Alternatively,
the E-SMLC or SLP may obtain the timing advance setting directly from the UE.

Figure 19.6: RTT estimation in the presence of timing advance.

The Type 1 measurement is the time difference defined as the sum of the receive–transmit
time difference at the eNodeB (either a positive or a negative value) and the receive–transmit
time difference at the UE (a positive value, due to the operation of timing advance). The
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result is represented by the shaded duration in Figure 19.6, corresponding to the RTT. The UE
reports its receive–transmit time difference to its serving eNodeB, and the eNodeB calculates
its own receive–transmit time difference. The Type 1 method can only be used for UEs which
support the reporting of this information – i.e. UEs conforming to Release 9 of the LTE
specifications or later.

The Type 2 measurement is simply defined as the receive–transmit time difference at the
eNodeB, measured in a radio frame containing a Physical Random Access CHannel (PRACH
– see Section 17.4) transmission from the UE whose location is to be ascertained. For the
PRACH, the transmit timing of the UE should be aligned with the UE’s receive timing. The
Type 2 measurement is equally applicable to Release 8 UEs as to later UEs.

The distance of the UE from the eNodeB or cell is estimated as d = c × RTT/2, where c
is the speed of light. The accuracy of the Type 1 measurement is mainly determined by the
receive timing accuracy of the eNodeB and UE, which is typically of the order of 0.3 μs,
corresponding to a distance of around 45 m. The accuracy of the Type 2 measurement
depends on the PRACH detection accuracy, which is typically of the order of 1–2 μs
depending on the multipath characteristics of the radio channel (see [10]). Thus the Type 1
measurement can potentially provide better positioning accuracy.

In addition to the receive–transmit time difference measurement, the UE may be config-
ured to perform Reference Signal Received Power (RSRP) and Reference Signal Received
Quality (RSRQ) (see Sections 22.3.1.1 and 22.3.1.2 respectively) measurements for the
serving cell and for neighbouring cells. These measurements can be used to help enhance
CID-based positioning by enabling an RSRP/RSRQ map to be compiled throughout the
network coverage area. The estimate of a UE’s location can then be enhanced by comparing
its reported RSRP/RSRQ with the RSRP/RSRQ map. The usefulness of this information
depends on the accuracy of the UE’s RSRP/RSRQ reports and on the accuracy of the
RSRP/RSRQ map.

19.4.3 Enhanced CID Positioning using Round Trip Time and Angle of

Arrival

Although the RTT can be used to estimate distance, it does not provide directional
information for the UE location. Angle of Arrival (AoA) [9] is defined as the estimated angle
of a UE with respect to a reference direction which is defined as geographical North; the
value of AoA is positive in an anticlockwise direction.

The eNodeB estimates the AoA using uplink transmissions from the UE. The eNodeB
antenna configuration is a key factor for AoA estimation. With a linear array of equally
spaced antenna elements, the received signals at any two adjacent elements are phase-rotated
by a fixed amount θ. The value of θ is a function of the AoA as well as the antenna
element spacing and carrier frequency. The latter parameters are known by the eNodeB, and
therefore the AoA can be estimated. In general, any uplink signal from the UE can be used to
estimate the AoA, but typically a known signal such as the Sounding Reference Signals
(SRSs) or DeModulation Reference Signals (DM-RS) would be used (see Sections 15.6
and 15.5 respectively). With knowledge of both the AoA and the RTT, a UE’s position can
be estimated [11].

Figure 19.7 shows an example of estimated UE positions with AoA+RTT and GPS for
a cellular deployment in Guangzhou, China, where positioning based on AoA and RTT
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estimation is used in a TD-SCDMA network. Typically, AoA+RTT based positioning can
provide an accuracy of 150 m and 50 m in Non-LOS and LOS environments respectively [11,
12].

0.3248 0.325 0.3252 0.3254 0.3256 0.3258 0.326 0.3262 0.3264
0.1165

0.1166

0.1167

0.1168

0.1169

0.117

0.1171

0.1172

0.1173

longitude (113.xxxx)

la
ti
tu

d
e

 (
2

3
x
x
x
x
)

UE location in GPS coordinate map

 

 

BS position
UE GPS position
UE estimated location

11 m

22 m

Figure 19.7: AoA+RTT positioning results compared to GPS in a TD-SCDMA deployment
in Guangzhou, China.

19.5 LTE Positioning Protocols

Figure 19.8 illustrates the signalling connections for the location servers for LTE UE
positioning. For the Control Plane (CP), the E-SMLC is shown, while for the User Plane
(UP) the SUPL Location Platform (SLP) is shown. The E-SMLC–UE communication is
tunnelled through the MME and eNodeB in the CP protocols and the E-SMLC–eNodeB
communication is achieved by terminating the tunnel in the eNodeB. The SLP interacts
directly with the UE client using normal UP data transport and the same protocol as is used for
the E-SMLC–UE communication. It should be noted that the E-SMLC and SLP are logical
entities and may therefore be implemented in a single physical server.

Figure 19.9 shows the protocol stack used to carry the LTE Positioning Protocol
(LPP) [13] between the UE and the E-SMLC. LPP is a point-to-point protocol, and naturally
the E-SMLC can have a number of parallel connections to different UEs. The LPP messages
can be divided into four functional groups:

• UE positioning capability information transfer to the E-SMLC;

• Positioning assistance data delivery from the E-SMLC to the UE;

• Location information transfer;

• Session management (for procedure abortion and error handling).
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Figure 19.9: The LPP stack between the E—SMLC and the UE.

Reproduced by permission of © 3GPP.

The underlying protocols and the nodes between the eNodeB and the MME act solely as

transport and do not take part in the LPP procedures. This means that LPP is a stand-alone

protocol that can use any UE-server delivery mechanism. In particular, SUPL can use the

LPP as is and can use normal UP data transport to carry LPP instead of the CP protocols.

This is especially beneficial in deployments where both CP and UP positioning solutions are

deployed together. The same server can support both architectures and directly use the same

protocol for positioning. Similarly, UEs supporting both solutions need to implement only

one positioning protocol.

In addition to supporting the SGPP-defined positioning mechanisms for LTE, LPP

includes an ‘External Protocol Data Unit (EPDUY, which provides a transparent message

exchange mechanism between the UE and the server for the support of additional positioning

techniques that may be defined in the future.

In addition to the LPP protocol used in E—SMLC—UE communication. the LTE Positioning

Protocol A (LPPa) [I4] is defined for E-SMLC—eNodeB communication. Figure 19.10 shows

the LPPa protocol stack. LPPa is used in Enhanced CID positioning ifeNodeB measurements
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such as AoA are used to aid the location detenninafion. LPPa can also be used for the E-

SMLC to request details of the eNodeB configuration for OTDOA, which is needed when

constructing the OTDOA assistance data to be delivered to the UE. Examples of these

parameters are the cell IDs and transmission frequencies, the PRS configuration and the cell

timings. Like LPP, LPPa is also transparent to the MME and is tunnelled through it.

 SCTF' SCTP

eNB “MME MME SL5 E-SMLC

 

      .n
llI

Figure l9. [0: The LPPa protocol stack between the E—SMLC and the eNodeB.

Reproduced by pemrission of © 3GPP.

19.6 Summary and Future Techniques

Whatever the motivation for deploying the capability to locate a UE, be it regulatory or

commercial, the LTE Release 9 specifications provide suitable methods. Different techniques

inherently have varying degrees of accuracy, availability and cost of deployment, so a careful

case-by-case assesment is needed to identify which teclmiques should be deployed in a given
environment.

A-GNSS is assumed to be the primary positioning technique for LTE UEs, providing very

good positioning accuracy and reasonable availability. However, satellite-based techniques

alone are not sufficient to provide a location estimate in all cases, due to satellite hearability

problems in dense urban and indoor situations.

OI'DOA provides a useful alternative positioning technique to A-GNSS in environments

where the satellite signals cannot be received but a sufficiently dense deployment ofeNodeBs

exists to provide a good probability of OI'DOA yielding a location estimate. The probability

of obtaining a location estimate by OI'DOA can be increased by means of Positioning

Reference Signals. OTDOA accuracy depends on the deployment density of the eNodeBs

and the accuracy with which the antenna locations and their transmission timings are known

by the network.

Cell-ID-based techniques give a reasonably good estimate of the UE location, especially

in urban environments with dense eNodeB deployments, and can further benefit from UE
measurements of the radio environment as well as eNodeB AoA measurements if suitable

antenna arrays are deployed. The smaller the cells, the more accurate the positioning estimate.

A key benefit of Cell-ID-based techniques is the fact that if the UE is able to connect to a

network then the technique is guaranteed to provide a location estimate.
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The UE-to-server positioning communications can take place either via the UP (as with
other normal client–server application-layer communications), or via the CP in a similar
fashion to RRC, NAS or S1AP signalling.

Further development of LTE in Release 11 is expected to add additional positioning
techniques to the range already available, namely Uplink Time Difference of Arrival
(UTDOA) and RF pattern matching. UTDOA uses eNodeB measurements of uplink signal
reception timings at different cells to estimate the location of a UE without any specific
involvement of the UE, while RF pattern matching aims to locate a UE by comparing any
available radio channel measurements with a database.
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The Radio Propagation

Environment
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20.1 Introduction

Realistic modelling of propagation characteristics is essential for two main reasons in
relation to the LTE system. Firstly, the link- and system-level performance of LTE can be
evaluated accurately only when the radio channel models are realistic. In particular, the
spatial characteristics of the channel models have a significant effect on the performance
of multi-antenna systems. Secondly, the model used for radio propagation plays an important
role in the network planning phase of LTE deployment.

Different environments such as rural, suburban, urban, and indoor set different require-
ments for network planning, antenna configuration, and the preferred spatial transmission
mode. Moreover, the actual deployment scenarios for LTE cover numerous special cases
ranging from mountainous rural surroundings to dense urban and outdoor-to-indoor sit-
uations. As an example of the range of different propagation environments of relevance
to high-bandwidth Multiple-Input Multiple-Output (MIMO) systems such as LTE, the
IST-WINNER1 project [1] developed wideband radio channel models for 12 propagation
environments.

The propagation characteristics are in a large part affected by the carrier frequency. In
November 2007 the International Telecommunication Union (ITU) World Radiocommuni-
cation Conference (WRC-2007) allocated new frequency bands for International Mobile
Telecommunications (IMT) radio access systems between 450 MHz and 3.6 GHz. Thus
depending on the deployed carrier frequency, the LTE radio channel characteristics will vary

1Information Society Technologies – Wireless world INitiative NEw Radio.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.

© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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significantly even within a particular type of propagation environment. The carrier frequency
used also has an impact on the deployment of MIMO for LTE, due to the fact that the size of
the antenna arrangement depends strongly on the carrier wavelength.

As discussed in Chapter 11, the ability to use a variety of MIMO techniques is an
important feature of LTE. While conventional wireless systems are designed to counteract
multipath fading, MIMO approaches such as those used in LTE are able to take advantage of
multipath scattering to increase capacity [2, 3]. Therefore, it is important to create realistic
standardized MIMO radio channel models for the evaluation of the performance of LTE and
its future enhancements.

It is especially important to model accurately the correlation between the signals of differ-
ent antenna branches, since this dictates, to a large extent, the preferred spatial transmission
mode and its performance in practice. The spatial correlation properties of the MIMO radio
channel model define the ultimate limit of the theoretical channel capacity. The applied
channel model has to reflect all the instantaneous space-time-frequency characteristics which
affect the configuration of diversity, beamforming, and spatial multiplexing techniques. The
model also has to support all the antenna designs that are of practical interest.

In the following sections we discuss first the 3GPP Single-Input Single-Output (SISO) and
Single-Input Multiple-Output (SIMO) channel models which include only a single antenna
at the transmitter and one or two antennas at the receiver respectively. This is followed by a
detailed analysis and comparison of the characteristics and modelling principles of a MIMO
radio channel, focusing in particular on the models used in 3GPP, up to and including the
latest models defined by ITU-R for IMT-Advanced systems.

20.2 SISO and SIMO Channel Models

In practice, realistic modelling of the radio channel propagation characteristics requires
extensive measurement campaigns with appropriate carrier frequencies and bandwidths,
in the radio environments which are identified to be the most relevant for deployment.
The research projects COST207, COST231, COST259, CODIT (UMTS Code Division
Testbed), and ATDMA (Advanced TDMA Mobile Access) created extensive wideband
measurement datasets for SISO and SIMO channel modelling in the 1980s and 1990s [4–8].
The corresponding channel models form a basis for the ITU models which were largely
applied in the development of the third generation wireless communication systems.

Figure 20.1 illustrates a multipath propagation scenario in which the UE has an approx-
imately omnidirectional antenna. The transmitted signal traverses three paths with different
delays. As explained in Chapter 5, in wideband communications the delay spread of the
propagation paths is larger than the symbol period and the receiver observes the multipath
components separately. In the frequency domain this corresponds to frequency-selective
fading since the coherence bandwidth of the radio channel is smaller than the signal
bandwidth. The coherence bandwidth is proportional to the inverse of the root mean square
(r.m.s.) delay spread which can be calculated from the Power Delay Profile (PDP) of the
radio channel (see Section 8.2.1). The PDP also defines the maximum excess delay, which
is a measure of the largest delay difference between the propagation paths. This measure
is important when considering the length of the Cyclic Prefix (CP) in LTE, as discussed in
Section 5.4.
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Figure 20.1: Multipath propagation and PDP.

Three main phenomena can be identified which affect the received signal properties:

• Propagation path-loss;

• Shadow (slow, or ‘large-scale’) fading;

• Multipath (fast, or ‘small-scale’) fading.

The propagation loss determines the average signal level at the receiver. Typical radio access
systems can cope with a path-loss up to around 150 dB. The received signal level varies
relatively slowly due to shadowing effects from large obstructions such as buildings and hills.
Finally, the multipath characteristics define the frequency, time, and space correlations. As
several multipath signal components with approximately the same propagation delay add up
incoherently at the receiver antenna, the composite signal level can vary by up to 30–40 dB as
the User Equipment (UE) moves. This variation can be very fast since the distance between
two consecutive fades can be of the order of half wavelength.

20.2.1 ITU Channel Model

ITU channel models were used in developing the Third Generation ‘IMT-2000’ family2

of radio access systems [9]. The main user scenarios covered indoor office, outdoor-
to-indoor, pedestrian and vehicular radio environments. The key parameters to describe
each propagation model include time delay spread and its statistical variability, path-loss
and shadow fading characteristics, multipath fading characteristics, and operating radio
frequency. Each environment is defined for two cases which have different probabilities of
occurrence: a smaller delay spread case and a larger delay spread case. The numbers of paths
are as for the 3GPP Channel Models introduced in the following section.

2The initial ‘IMT-2000’ systems of the IMT family were proposed with the year 2000 in view.
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20.2.2 3GPP Channel Model

The 3GPP specifications for UMTS made use of propagation conditions largely based on
the ITU models. As an example, Table 20.1 shows the propagation conditions used for
performance evaluation in different multipath fading environments [10]. All taps use the
classical Doppler spectrum [11, 12] (see Section 8.3.1), which assumes that the propagation
paths at a receiver antenna are uniformly distributed over 360◦ in azimuth. The fading of
the signals at different antennas is assumed to be independent, which is only appropriate for
SISO and some antenna diversity cases. MIMO was not introduced in UMTS until Release 7.

Table 20.1: Propagation conditions for multipath fading in the ITU models.

ITU Pedestrian A ITU Pedestrian B ITU Vehicular A

Tap Relative Relative Relative Relative Relative Relative
number delay (ns) mean power (dB) delay (ns) mean power (dB) delay (ns) mean power (dB)

1 0 0 0 0 0 0
2 110 −9.7 200 −0.9 310 −1.0
3 190 −19.2 800 −4.9 710 −9.0
4 410 −22.8 1200 −8.0 1090 −10.0
5 2300 −7.8 1730 −15.0
6 3700 −23.9 2510 −20.0

20.2.3 Extended ITU Models

The evaluation of LTE techniques demands channel models with increased bandwidth
compared to UMTS models, to reflect the fact that the characteristics of the radio channel
frequency response are connected to the delay resolution of the receiver. In 3GPP the 20 MHz
LTE channel models were based on a synthesis of existing models such as the ITU and 3GPP
models. Specifically the six ITU models covering an excess (maximum) delay spread from
35 ns to 4000 ns were chosen as a starting point, together with the Typical Urban (TU)
model from GSM3 which has a maximum excess delay of 5000 ns. In this way, extended
wideband models with low, medium, and large delay spread values could be identified. The
low delay spread gives an Extended Pedestrian A (EPA) model which is employed in an urban
environment with fairly small cell sizes (or even up to about 2 km in suburban environments
with low delay spread), while the medium and large delay spreads give an Extended Vehicular
A (EVA) model and Extended TU (ETU) model respectively. The ETU model has a large
maximum excess delay of 5000 ns, which in fact is not very typical in urban environments
but it applies to some extreme urban, suburban, and rural cases which occur seldom but
which are important in evaluating LTE performance in the most challenging environments.
Table 20.2 shows the r.m.s. delay spread values for the three extended models [13].

It was also decided that the extended channel models are applied with low, medium, and
high Doppler shifts, namely 5 Hz, 70 Hz and 300 Hz, which at a 2.5 GHz carrier frequency

3Global System for Mobile Communications.
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Table 20.2: r.m.s. delay spread for the extended ITU models.

Category Channel model Acronym r.m.s. delay spread (ns)

Low delay spread Extended Pedestrian A EPA 43
Medium delay spread Extended Vehicular A model EVA 357
High delay spread Extended Typical Urban model ETU 991

correspond roughly to mobile velocities of 2, 30 and 130 km/h respectively. Combinations
which are likely to be used are EPA 5 Hz, EVA 5 Hz, EVA 70 Hz and ETU 70 Hz.
The classical Doppler spectrum is again assumed. The tapped delay line propagation
conditions for the LTE performance evaluation are hence summarized in Table 20.3.

Table 20.3: Power delay profiles of extended ITU models.

EPA model EVA model ETU model

Tap Excess tap Relative Excess tap Relative Excess tap Relative
number delay (ns) power (dB) delay (ns) power (dB) delay (ns) power (dB)

1 0 0.0 [0 0.0 0 −1.0
2 30 −1.0 30 −1.5 50 −1.0
3 70 −2.0 150 −1.4 120 −1.0
4 80 −3.0 310 −3.6 200 0.0
5 110 −8.0 370 −0.6 230 0.0
6 190 −17.2 710 −9.1 500 0.0
7 410 −20.8 1090 −7.0 1600 −3.0
8 1730 −12.0 2300 −5.0
9 2510 −16.9 5000 −7.0

LTE conformance tests also include propagation conditions for two high-speed train
scenarios. These are based on 300 and 350 km/h, with different Doppler shift trajectories, in
non-fading propagation channels [14].

20.3 MIMO Channel Models

As already mentioned, the performance of MIMO systems depends strongly on the underly-
ing propagation conditions. First of all, the Signal-to-Interference-plus-Noise Ratio (SINR)
at the MIMO receiver determines the ultimate gains of spatial multiplexing. The SINR is a
direct function of the path-loss, so that a terminal far from the base station tends to have a
relatively small SINR compared to a terminal close to the base station. A second important
factor is the correlation between signals at different antennas. Fading decorrelation is
facilitated by the presence of a large number of multipath components at both the transmitter
and the receiver, as typically experienced in a Non-Line-Of-Sight (NLOS) situation. The
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antenna separation also has a strong impact on the spatial correlation. The largest MIMO
gains are obtained in scenarios with large SINR and low spatial correlation (where the
channel matrix has a high rank), which in practice may rarely occur. For a detailed analysis
of the effect of spatial correlation on MIMO system performance, the interested reader is
referred to [2, 3] and references therein.

There are two commonly applied types of MIMO channel model:

• Correlation matrix based channel models;

• Geometry-based channel models.

Models of both types are used for LTE. The 3GPP Spatial Channel Model (SCM) and
Spatial Channel Model – Extension (SCME) (see Sections 20.3.1 and 20.3.2 respectively)
are geometry-based stochastic models, whereas the extended ITU models (EPA, EVA, ETU)
are correlation matrix based models. In Section 20.3.3 we then discuss the geometry-based
IST-WINNER channel model to give an insight into the state of the art in channel modelling.
It should be noted that it is possible to create a correlation matrix based channel model from
a geometry-based one, but not vice versa.

20.3.1 SCM Channel Model

In order to model MIMO channel characteristics realistically, originally for the evaluation
of different MIMO schemes for High Speed Downlink Packet Access (HSDPA), 3GPP
developed jointly with 3GPP2 a geometry-based SCM [15]. The SCM includes simple
tapped-delay line models for calibration purposes and a geometry-based stochastic model
for system-level simulations. The time-delay properties of the SCM calibration model are
the same as in the 3GPP SISO/SIMO models discussed in Section 20.2.2. The spatial
characteristics of the MIMO channel are defined by the Angular Spread (AS) and directional
distribution of the propagation paths at both the base station and the UE.

System simulations typically consist of multiple cells/sectors, multiple base stations and
multiple UEs. Performance metrics such as throughput and delay are gathered over a large
number of simulation runs, called ‘drops’, which may consist of a predefined number of
radio frames. During a drop, the large-scale parameters are fixed but the channel undergoes
fast fading according to the motion of the terminals. The UEs may feed back channel
state information about the instantaneous radio channel conditions and the base station can
schedule its transmissions accordingly. Figure 20.2 defines the geometrical framework for
the spatial parameters.

The SCM includes three main propagation environments: urban microcell, urban macro-
cell, and suburban macrocell. Additionally, it is possible to modify the basic scenarios by
applying a LOS component in an urban micro case, and adding a far-scattering cluster or an
urban canyon in an urban macro case.

The stochastic geometry-based model of the SCM enables realistic modelling of spatial
correlation at both the base station and the UE. It is based on the ITU SISO models described
in Section 20.2.1, so the number of propagation paths in each environment is six. However,
the delay and angular spreads, as well as the directions of the scattering clusters, are random
variables with normal or log-normal distribution. The elevation (i.e. vertical) domain is not
modelled. Table 20.4 shows the main SCM parameters.
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Figure 20.2: Geometry for generating spatial parameters for base station and UE.

Table 20.4: Main parameters for SCM.

Suburban Urban Urban
Parameter macro macro micro

Number of paths 6 6 6

Number of subpaths per path 20 20 20

Mean AS at base station 5◦ 8◦, 15◦ 19◦

Per-path AS at base station
(fixed)

2◦ 2◦ 5◦

Mean AS at UE 68◦ 68◦ 68◦

Per-path AS at UE (fixed) 35◦ 35◦ 35◦

Mean total r.m.s. delay spread 0.17 μs 0.65 μs 0.25 μs

Standard deviation for
log-normal shadowing

8 dB 8 dB NLOS: 10 dB;
LOS: 4 dB

Path-loss model (dB,
d = distance in metres from
base station to UE)

31.5 + 35 log10(d) 34.5 + 35 log10(d) NLOS: 34.53 +
38 log10(d);
LOS: 30.18 +
26 log10(d)

The SCM model is designed so that different antenna constellations can be applied. For
example, the base station antenna spacing and beam pattern can be varied, including beam
patterns for 3-sector and 6-sector cells. Typical values for the antenna spacing at the base
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station vary from 0.5 to 10 carrier wavelengths. At the base station the per-path angular
spread is rather small (<5◦) in all three environments, which is typical of antennas well above
rooftop level. The mean angular spread is also relatively small, the largest value being 19◦ in
the urban micro scenario, which is small compared to the beamwidth of a 4-antenna array. At
the UE, the per-path and mean angular spreads are large (35◦), which reflects the fact that the
UE antennas are embedded in the scattering environment. The angular spread is composed
of 6 × 20 subpaths. The per-path angular spread at both the base station and the UE follows
a Laplacian distribution, which is generated by giving the 20 subpaths an equal power and
fixed azimuth directions with respect to the nominal direction of the corresponding path.

A Matlab� implementation of the SCM model can be found in [1].

20.3.2 SCM-Extension Channel Model

An extension to the 3GPP/3GPP2 SCM model was developed in the IST-WINNER project.
Known as the SCME (SCM-Extension) model, it is described in [16]. The extension
was designed to remain backward-compatible, simple and consistent with the initial SCM
concept. The main development is a broadening of the channel model bandwidth from 5 MHz
to 100 MHz.

The bandwidth extension is carried out by introducing so-called midpaths which define
the intra-cluster delay spread (i.e. the delay spread within a cluster of paths in a similar
direction). The midpaths have fixed delay and power offsets in order to keep the SCME model
backward-compatible with SCM. Therefore, the low-pass-filtered SCME impulse response
corresponds closely to the respective SCM impulse response. As a result of the bandwidth
extension the number of delay taps increases from six in SCM to 18 or 24, depending on
the scenario. Table 20.5 shows the midpath delays and powers for the SCME propagation
scenarios. Frequency-dependent factors are also added to the path-loss formulae, to extend
the frequency range from 2 GHz to 5 GHz.

Table 20.5: SCME midpath powers and delays.

Urban macro,
Scenario suburban macro Urban micro

No. of midpaths per path 3 4

Midpath Relative Midpath Relative
power delay (ns) power delay (ns)

Midpath 1 10/20 0 6/20 0
Midpath 2 6/20 7 6/20 5.8
Midpath 3 4/20 26.5 4/20 13.5
Midpath 4 — — 4/20 27.6

Another important contribution of the SCME model is the introduction of fixed spatio-
temporal Tapped Delay Line (TDL) models, referred to as ‘Clustered Delay Line (CDL)
models’. The model parameters include the arrival and departure angles in addition to the
traditional power and delay, thus covering all the MIMO propagation channel parameters
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except the polarization information. The TDL models are intended for the calibration of
simulators. The spatio-temporal TDL models of the SCM extension resemble closely the
SCM system model; they can actually be viewed as a realization of the system model which
is optimized for low correlation in the frequency domain.

The SCME model has a number of optional features which can be applied depending on
simulation purposes. In addition to the SCM ‘drop’ concept, the SCME model introduces
optional drifting of delays and arrival/departure angles of the propagation paths. In the
original SCM all the propagation parameters remain fixed during a drop and the only variation
is the fast fading caused by the Doppler effects. Time evolution of the delay taps may be
used for example for evaluating receiver synchronization algorithms. Drifting of the path
arrival/departure angles is targeted to the testing of beamforming algorithms. Time evolution
of shadow fading is also an optional feature; since the correlation of the shadow fading at
two locations is related to the distance between them, this is modelled by an exponentially-
shaped spatial auto-correlation function applied to the shadow fading such that the correlation
of the shadow fading reduces exponentially with distance. Finally, the SCME model includes
parameterization of the LOS condition for all the macrocellular scenarios.

A Matlab� implementation of the SCM model can be found in [1].

20.3.3 WINNER Model

The WINNER radio channel models were developed in the two phases of the IST-WINNER
project [1]. Since the initial SCME model was not adequate for more advanced simulations,
new measurement-based models were developed.

The models are ray-based double-directional multilink models which are antenna-
independent, scalable and capable of creating arbitrary geometry-based MIMO channel
models. Statistical distributions and channel parameters extracted from measurements in any
propagation scenarios can be fitted to the models.

The latest model, known as the Phase II model, forms the basis for the ITU IMT-Advanced
models introduced in Section 20.3.6.1. It extends the frequency range to cover frequencies
from 2 to 6 GHz and covers 13 propagation scenarios including indoor, outdoor-to-indoor
(and vice versa), urban micro- and macrocell and corresponding difficult urban scenarios,
suburban and rural macrocell, feeder links, and moving networks. It is possible to vary the
number of antennas, the antenna configurations, the geometry and the antenna beam pattern
without changing the basic propagation model. This method enables the use of the same
channel data in different link- and system-level simulations. The details of the model are
described in [17]. The models also include CDL models for system calibration.

Path-losses have been specified for all the scenarios, divided into two subscenarios
according to propagation conditions (LOS/NLOS) when applicable. The general structure
of the path-loss is given by

PL = A log10(d) + B +C log10

( fc
5

)
+ X (20.1)

where d is the distance in metres and fc is the carrier frequency in GHz. For each
(sub)scenario, a set of constants A, B and C are defined in [17], as is the additional term
X, for special cases. X is an environment-dependent factor, for example modelling additional
propagation attenuation due to walls or floors (e.g. if the transmitter and receiver are located
on different floors). A Matlab� implementation of the WINNER model can be found in [1].
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20.3.4 LTE Evaluation Model

Channel models have been used in the design of LTE for many purposes, including evalu-
ation of UE and eNodeB performance requirements, Radio Resource Management (RRM)
requirements (see Chapter 22), system concepts and RF system scenarios (see Chapters 21
and 23). Conformance tests of the UE and eNodeB are discussed in Section 20.4.1.

Fixed TDL models of the SCME were proposed for both link- and system-level sim-
ulations in [18]. Two simplification steps from the SCM approach were taken. Firstly,
the fixed TDL models, which were originally defined for calibration simulations only,
were planned to be applied also in system-level simulations. The stochastic drop concept
of SCM was discarded. As a slight modification to the SCME TDL models, the delays
were quantized to the resolution which corresponds to fourfold over-sampling of the LTE
bandwidth. Secondly, the MIMO characteristics were described by correlation matrices
instead of directional propagation parameters such as the angles of arrival/departure and the
polarization characteristics. For this purpose, antenna array characteristics were defined for
the eNodeB and UE for different scenarios. The LTE channel model scenarios and antenna
configurations are listed in Table 20.6 where λ is the carrier wavelength.

Table 20.6: Scenarios of LTE performance evaluation model.

Name Propagation scenario eNodeB arrangement UE arrangement

SCM-A Suburban Macro 3-sector, 0.5λ spacing Handset, talk position
SCM-B Urban Macro (low spread) 6-sector, 0.5λ spacing Handset, data position
SCM-C Urban Macro (high spread) 3-sector, 4λ spacing Laptop
SCM-D Urban Micro 6-sector, 4λ spacing Laptop

In the eNodeB, a cross-polarized antenna configuration is used with four antenna
elements. Two dual-polarized slanted +45◦ and −45◦ elements are spatially separated by
a distance d, as shown in Figure 20.3. The polarization of each element is for simplicity
assumed to be unchanged over all departure angles. The antenna element patterns are
identical to those proposed for the link calibration model of SCM and can be either 3-sector
or 6-sector. The radiation pattern as a function of angle, A(θ), is as follows:

A(θ) = −min
[
12
(
θ

θ3 dB

)2
, Am

]
where −180◦ ≤ θ ≤ 180◦ (20.2)

where, for a 3-sector arrangement, the 3 dB beamwidth θ3 dB = 70◦, Am = 20 dB and the
maximum gain is 14 dBi,4 while for a 6-sector arrangement θ3 dB = 35◦, Am = 23 dB and the
maximum gain is 17 dBi.

Two types of mobile antenna scenarios are assumed: a small handset with two orthogonally-
polarized antennas (see Figure 20.4), and a laptop with two spatially separated dual-polarized
antennas (see Figure 20.5). It is assumed that the polarizations are purely horizontal and
vertical in all directions when the antennas are in the nominal position. In the ‘talk position’

4This indicates the maximum forward gain of the antenna relative to the gain of a hypothetical omnidirectional
antenna.
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Figure 20.3: Base station antenna configuration.

case, the lobe is in the horizontal direction and the handset is rotated 60" (with the

polarizations also being rotated). In the data position, the mobile is tilted 45° such that
the radiation lobe has its maximum slanted downwards. The azimuthal orientations of the

mobile antennas are selected such that the angle of arrival of the first tap occurs at +45° in

all scenarios. The antenna element patterns are given by the same function as the eNodeB

patterns, with the following parameters:

Handheld UE

 
Figure 20.4: Handset antenna configuration.

0 Handheld, talk position: 03 a3 = 120°, A... = 15 dB, maximum gain = 3 dBi (vertical),
0 dBi (horizontal);

0 Handheld, data position: 03 d3 = 120°, A... = 5 dB, maximum gain = 3 dBi (vertical),
0 dBi (horizontal);

0 Laptop: 03 d3 = 90°, A... = 10 dB, maximum gain = 7 dBi, spatial separation 2/1.

Spatial correlations of the LTE performance evaluation model are calculated based on the

antenna characteristics and the path arrival/departure angles defined in the SCME model.

Polarization covariance matrices are determined based on the antenna polarizations and a

cross polarization discrimination value of 8 dB. The Kronecker assumption is applied — i.e.

fully separable transmitter and receiver power azimuth spectra Finally, 8 x 8 correlation
matrices can be determined for the SCM-A and -B scenarios, and 16x 16 correlation

matrices for the SCM-C and -D scenarios (see Table 20.6).

Samsung Ex. 1010
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Figure 20.5: Laptop antenna configuration.

20.3.5 Extended ITU Models with Spatial Correlation

The extended lTU models introduced in Section 20.2.3 (EPA, EVA, ETU) were developed for

MIMO conformance tests in a simple way by allocating the same correlation matrix to all the

multipath components [20]. Three degrees of spatial correlation between different antenna

signals are defined: high, medium and low. The low correlation case actually represents

a case where the antennas are fully uncorrelated. The high and medium correlations are

defined by specific correlation matrices based on practical antenna constellations. In the high

correlation case the eNodeB and UE antenna arrays are co-polarized and have small inter-

antenna distances of 1.5 and 0.5 wavelengths respectively. Medium correlation is achieved

by means of orthogonally polarized antennas. These cases are illustrated in Figure 20.6.

0.5). 1.52.

UE BS BS UE

High correlation Medium correlation

Figure 20.6: Antenna configurations for medium and high spatial correlation for extended
ITU models.

In the 2x 2 W0 case the base station and UE correlation matrices are defined

respectively as follows:

_ l a _ l [3R38 _ (a: I) r RUE —(fi' 1) (20.3)
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and accordingly the spatial correlation is defined as

Rspat = RBS ⊗ RUE =

(
1 α
α∗ 1

)
⊗
(

1 β
β∗ 1

)
(20.4)

where ⊗ is the Kronecker product. The spatial correlation in the different cases can be
represented as shown in Table 20.7.

Table 20.7: Spatial correlation with extended ITU channel models.

Low correlation Medium correlation High correlation

α β α β α β

0 0 0.3 0.9 0.9 0.9

Further, by applying the polarization matrices for the medium and high correlation cases,
the 4 × 4 spatial correlation matrices can be obtained for the 2 × 2 MIMO case [21]. Similar
spatial channel models for the 4 × 2 and 4 × 4 MIMO cases are also specified. The above
correlation models are relatively simple. They apply reasonably well to basic MIMO concepts
but may not be adequate for advanced beamforming/MIMO concepts due to the fact that all
the delay taps have the same correlation properties. In real environments each delay tap will
have different directions and angular spreads which define the per-path spatial correlation
properties.

20.3.6 ITU Channel Models for IMT-Advanced

In November 2008, ITU-R approved radio channel models for the evaluation of the
performance of the candidate technologies for IMT-Advanced, including LTE-Advanced [22,
23].

20.3.6.1 Test Environments

ITU-R has defined four representative test environments which are designed to span
sufficiently the range of possible radio environments [22]:

• Indoor: a model for isolated indoor cells (e.g. in offices or hotspots), focusing on
stationary and pedestrian users, with high user throughput or high user density.

• Microcellular: an urban model for high traffic loads, focusing on high densities of
pedestrian and slow vehicular users. This scenario also includes outdoor-to-indoor
coverage with the base station antennas situated below rooftop level.

• Base coverage urban: a macrocellular model providing continuous coverage for users
with pedestrian to fast vehicular mobility. The base station antennas are above rooftop
level.

• High speed: an environment of large rural macrocells with users in high speed vehicles
and trains.
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The IMT-Advanced channel modelling approach includes a primary module and an
extension module.

The primary module is based on the WINNER Phase II channel model, and it covers the
essential parameters needed for evaluation of the IMT-Advanced candidate radio interface
technologies. The primary module includes path-loss models, a generic geometry-based
stochastic channel model, and optional CDL models. The CDL models are used for
calibration purposes only, under which all the radio channel parameters except for the phase
angles of the propagation path signals are fixed. The extension module is based on the Time-
Spatial Propagation (TSP) model described in [24].

The ITU-R IMT-Advanced channel model is a geometry-based stochastic model which is
targeted at multi-cell, multi-user system simulations. Similarly to the 3GPP/3GPP2 SCM it
does not explicitly specify the positions of the scatterers, but instead, models the directions of
the propagation paths. It allows separate definition of the antenna constellation and radiation
patterns. The channel parameters for individual snapshots of the radio channel are determined
stochastically, based on statistical distributions derived from channel measurements. Channel
realizations are generated by summing contributions of individual propagation paths with
specific small scale parameters like delay, power, Angle-of-Arrival (AoA) and Angle-of-
Departure (AoD). The IMT-Advanced channel model is based on a similar drop concept as
used in the SCM model. Some of the main parameters of the IMT-Advanced channel model
are listed in Table 20.8.

Table 20.8: Some main parameters of the IMT-Advanced channel models [22].

Test Environment Indoor Microcellular Base coverage High speed
urban

Deployment scenario Indoor Hotspot Urban Micro Urban Macro Rural Macro
(‘InH’) (‘UMi’) (‘UMa’) (‘RMa’)

Network layout Indoor floor Hexagonal grid Hexagonal grid Hexagonal grid
Site-to-site distance 60 m 200 m 500 m 1732 m
Carrier frequency 3.4 GHz 2.5 GHz 2 GHz 800 MHz
BS antenna height 6 m, ceiling- 10 m, below 25 m, above 35 m, above

mounted rooftop rooftop rooftop
BS antenna gain 0 dBi 17 dBi 17 dBi 17 dBi
No of BS antennas up to 8 up to 8 up to 8 up to 8
BS Tx power 21 dBm/ 20 Mhz 41 dBm/ 10 Mhz 46 dBm/ 10 Mhz 46 dBm/ 10 Mhz

24 dBm/ 40 Mhz 44 dBm/ 20 Mhz 49 dBm/ 20 Mhz 49 dBm/ 20 Mhz
No of UE antennas up to 2 up to 2 up to 2 up to 2
UE antenna gain 0 dBi 0 dBi 0 dBi 0 dBi
UE Tx power 21 dBm 24 dBm 24 dBm 24 dBm
UE velocity 3 km/h 3 km/h 30 km/h 120 km/h
Inter-site interference Explicitly Explicitly Explicitly Explicitly
modelling modelled modelled modelled modelled
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20.3.6.2 Primary Module

The primary channel models are specified in general in the frequency range from 2 GHz to
6 GHz. However, the Rural Macro cell (RMa) model extends down to 450 MHz. The path-
loss depends strongly on whether LOS conditions apply or not; Figure 20.7 shows the LOS
probabilities in the different propagation scenarios.

Figure 20.7: LOS probabilities for the ITU deployment scenarios.

The detailed parameters of the path-loss and shadow fading for the primary module in
LOS and non-LOS cases for each deployment scenario can be found in [22].

The long-term shadow fading (in dB) follows a log-normal distribution around the
mean path-loss. The normalized autocorrelation function computed at distance Δx can be
approximated by an exponential function as follows

R(Δx) = exp(−Δx/dcorr)

where the correlation length dcorr depends on the environment.
In addition to the test environments described above, the primary module also includes an

optional suburban model.
Table 20.9 summarizes the multi-antenna radio channel parameters in the different test

environments in LOS and NLOS conditions.

20.3.6.3 Extension Module

The optional extension module can be applied for specific macrocell cases where the radio
channel parameters defined in the primary module do not accurately describe the actual case
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Table 20.9: Radio channel parameters for the ITU IMT-Advanced test environments (LOS
and NLOS) [22]

InH UMi UMa RMa 
Scenarios 

LOS NLOS LOS NLOS
Outdoor-

to-Indoor 
LOS NLOS LOS NLOS

μ -7.70 -7.41 -7.19 -6.89 -6.62 -7.03 -6.44 -7.49 -7.43 Delay spread (DS)
log10(s) σ 0.18 0.14 0.40 0.54 0.32 0.66 0.39 0.55 0.48 

μ 1.60 1.62 1.20 1.41 1.25 1.15 1.41 0.90 0.95 AoD spread (ASD) 
log10(degrees) σ 0.18 0.25 0.43 0.17 0.42 0.28 0.28 0.38 0.45 

μ 1.62 1.77 1.75 1.84 1.76 1.81 1.87 1.52 1.52 AoA spread (ASA) 
log10(degrees) σ 0.22 0.16 0.19 0.15 0.16 0.20 0.11 0.24 0.13 
Shadow fading 
(SF) (dB) σ 3 4 3 4 7 4 6 4 8 

μ 7 N/A 9 N/A N/A 9 N/A 7 N/A K-factor (K) (dB) 
σ 4 N/A 5 N/A N/A 3.5 N/A 4 N/A 

ASD vs 
DS 0.6 0.4 0.5 0 0.4 0.4 0.4 0 -0.4 

ASA vs 
DS 0.8 0 0.8 0.4 0.4 0.8 0.6 0 0 

ASA vs 
SF -0.5 -0.4 -0.4 -0.4 0 -0.5 0 0 0 

ASD vs 
SF -0.4 0 -0.5 0 0.2 -0.5 -0.6 0 0.6 

DS   vs 
SF -0.8 -0.5 -0.4 -0.7 -0.5 -0.4 -0.4 -0.5 -0.5 

ASD vs 
ASA 0.4 0 0.4 0 0 0 0.4 0 0 

ASD vs 
Κ 0 N/A -0.2 N/A N/A 0 N/A 0 N/A 

ASA vs 
Κ 0 N/A -0.3 N/A N/A -0.2 N/A 0 N/A 

DS vs Κ -0.5 N/A -0.7 N/A N/A -0.4 N/A 0 N/A 

Cross-correlations 

SF vs Κ 0.5 N/A 0.5 N/A N/A 0 N/A 0 N/A 
Delay distribution Exp Exp Exp Exp Exp Exp Exp Exp Exp 
AoD and AoA distribution Laplacian Wrapped Gaussian Wrapped 

Gaussian 
Wrapped 
Gaussian 

Delay scaling parameter  rτ 3.6 3 3.2 3 2.2 2.5 2.3 3.8 1.7 
cross-polarization 
ratio (XPR) (dB) μ 11 10 9 8.0 9 8 7 12 7 

Number of clusters 15 19 12 19 12 12 20 11 10 
Number of rays per cluster 20 20 20 20 20 20 20 20 20 
Cluster ASD 5 5 3 10 5 5 2 2 2 
Cluster ASA 8 11 17 22 8 11 15 3 3 
Per cluster shadowing 
standard deviation ζ (dB) 6 3 3 3 4 3 3 3 3 

DS 8 5 7 10 10 30 40 50 36 
ASD 7 3 8 10 11 18 50 25 30 
ASA 5 3 8 9 17 15 50 35 40 
SF 10 6 10 13 7 37 50 37 120 

Correlation 
distance (m) 

Κ 4 N/A 15 N/A N/A 12 N/A 40 N/A 
1 AoA: angle-of-arrival, AoD: angle-of-departure, std: standard deviation, DS: rms delay spread, ASA: rms 
azimuth spread of arrival angles, ASD: rms azimuth spread of departure angles, SF: shadow fading, and K: 
Ricean K-factor. 

(e.g. with respect to the BS antenna height, street width, city structure, etc). The extension
module is intended to cover those cases beyond the evaluations of the IMT Advanced
candidate radio interface technologies [22].
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20.3.7 Comparison of MIMO Channel Models

The SCM, SCME, and WINNER channel models are compared in [19]. Table 20.10
compares the main features of the SCM, 3GPP LTE-evaluation, SCME, WINNER, and IMT-
Advanced channel models, and Table 20.11 shows the numerical values of some of the key
parameters.

Table 20.10: Feature comparison of SCM, LTE-evaluation, SCME, WINNER, and IMT-A
models.

SCM LTE-eval SCME WINNER IMT-A

Bandwidth > 20 MHz No Yes Yes Yes Yes

Indoor scenarios No No No Yes Yes

Outdoor-to-indoor scenarios No No No Yes Yes

AoA / AoD elevation No No No Yes No

Intra-cluster delay spread No Yes Yes Yes Yes

Cross-correlation between large-scale No No No Yes Yes
parameters

Time evolution of model parameters No No Yes∗ Yes No
∗∗Continuous time evolution.

Table 20.11: Numerical comparison of SCM, LTE, SCME, WINNER, and IMT-A models.

Parameter Unit SCM LTE-eval SCME WINNER IMT-A

Max. bandwidth MHz 5 20∗ 100∗ 100∗∗ 100∗∗

Frequency range GHz 2 N/A 2 Ű 5 2 – 6 2 – 6∗∗∗

No. of scenarios 3 4 3 12 5
No. of clusters 6 6 6 8 – 20 10 – 20
No. of midpaths per cluster 1 3 3 – 4 1 – 3 1 – 3
No. of subpaths per cluster 20 N/A 20 20 20
No. of taps 6 18 18 – 24 12 – 24 14 – 24
Base station angle spread deg 5 – 19 5 – 18 5 – 18 3 – 58 6 – 42
UE angle spread deg 68 62 – 68 62 – 68 16 – 55 30 – 74
Delay spread ns 160 – 650 231 – 841 231 – 841 16 – 630 20 – 365
Shadow fading standard dB 4 – 10 N/A 4 – 10 3 – 8 3 – 8
deviation

∗ Artificial extension from 5 MHz bandwidth.
∗∗ Based on 100 MHz measurements.
∗∗∗ Rural model applies from 450 MHz to 6 GHz.

The LTE evaluation channel models are simplified models which have fixed delay
and angle spreads. In that sense they apply well to link-level calibration models and
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also to conformance testing. However, it could be argued that they are too simplified
for the most thorough of system-level performance evaluations. The SCM, SCME and
WINNER models provide random delay and angle spreads for different users and therefore
apply well to system level (multicell, multi-user) simulations. Thus the delay spread can
take quite different values during different drops for a single user or during parallel
drops to different users – this increases the variability and dynamics of the radio chan-
nels in multi-user simulations. From the MIMO modelling point of view, the LTE and
SCM/SCME/WINNER/IMT-A models differ significantly in the way the spatial correlation
is defined. In SCM/SCME/WINNER/IMT-A the spatial correlation is defined by the nominal
direction and the angular geometry of the subpaths of each delay tap, while the LTE
evaluation model generates deterministic correlation values for different clusters. Another
significant difference is that the SCM/SCME/WINNER/IMT-A models specify the path-loss
and shadow fading for each of the user environments, which are important in system-level
performance evaluation.

20.4 Radio Channel Implementation for Conformance

Testing

Radio channel phenomena can be mimicked by software (simulation) or by hardware
(emulation). Software simulation enables easy programmability and low cost, and is typically
utilized for link- and system-level performance evaluations. On the other hand, hardware
emulation may be used to test real hardware implementations, to verify and validate products,
and to speed up testing. It typically offers more realistic testing.

20.4.1 Performance and Conformance Testing

Performance testing is a general term for all testing where some performance metrics such
as power, voltage, sensitivity, Bit Error Rate (BER), BLock Error Rate (BLER), throughput
or handover success rate are measured. Test instruments such as signal generators and radio
channel emulators need to be calibrated in order to ensure the accuracy of the measurements.
The standardized channel models are useful to compare different products and technologies.

The purpose of conformance testing is not to secure optimal product operation in the field,
but just to validate that the various products in the network conform to specified requirements
and do not cause unexpected problems. A conformance test typically results in either a ‘pass’
or a ‘fail’ and is often performed by an external organization, such as a certified conformance
test laboratory. Traditionally, the models used to conduct conformance testing have been the
simple tapped-delay line models in order to allow their direct implementation in hardware-
based radio channel emulators. However, more recent hardware-based channel emulators
implement much more realistic channel models. For the LTE conformance test, the extended
ITU channel models EPA, EVA and ETU are used.

20.4.2 Future Testing Challenges

The modelling of the radio channel is one of the key challenges for accurate performance
measurement and testing. A direct cable connection (conductive testing) to transfer the
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RF energy between the eNodeB and the UE avoids the uncertainty of the radio channel
and allows measurements within well-defined and repeatable parameters. However, as UE
antennas become more highly integrated, such testing becomes more difficult since the
antenna connectors are no longer available. Conductive testing using RF connectors also has
the drawback that it separates the antenna testing from the overall RF characteristics of the
UEs which can lead to unrealistic results; moreover, the test connectors and cables themselves
may affect the RF performance. Therefore, interest in Over-The-Air (OTA) testing, which
eliminates the need for cable connections, is increasing.

Studies have taken place in 3GPP to examine measurements of radiated performance for
MIMO and multi-antenna reception for HSPA and LTE terminals [25]. The particular focus is
on methodologies based on anechoic RF chambers and on reverberation chambers. Anechoic
chambers are free from reverberations, and multipath propagation is created in a controlled
manner with multiple antennas and a radio channel emulator. By contrast, reverberation
chambers create random echoes to mimic multipath propagation; this can favour specific
MIMO terminals due to the unrealistically rich scattering environment with short delay
spread.

20.5 Concluding Remarks

It is important to specify realistic propagation conditions for the evaluation of LTE
performance. Accurate modelling of the spatial characteristics of the MIMO radio channel is
needed in order to determine the best-performing multi-antenna transmission schemes, and
to evaluate the LTE system performance in different radio environments.

3GPP specifications define advanced geometry-based radio channel models (SCM, SCME)
which fulfil most of the sophisticated demands for system performance testing of LTE.
SCME, WINNER and IMT-Advanced channel models provide additional features for further
evaluations and simulations of LTE. The area of MIMO propagation modelling will continue
to be important as the LTE conformance tests are developed, and as new versions of LTE
with even larger numbers of antennas are standardized in the future.
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Radio Frequency Aspects

Moray Rumney, Takaharu Nakamura, Stefania Sesia, Tony

Sayers and Adrian Payne

21.1 Introduction

Radio Frequency (RF) signal processing constitutes the final interface between the baseband
techniques described in earlier chapters and the transmission medium – the air. The RF
processing presents its own unique challenges for practical transceiver design, arising in
particular from the fact that the air interface is a shared resource between multiple RF carriers,
each with their own assigned portion of spectrum. The RF transmitter must be designed in
such a way as not only to generate a clean signal within the assigned spectrum portion, but
also to keep Inter-Carrier Interference (ICI) within acceptable levels. The receiver likewise
must reliably demodulate the wanted signal, in order to avoid requiring excessive energy to
be transmitted, whilst also rejecting interference from neighbouring carriers. Performance
requirements for these RF aspects aim to ensure that equipment authorized to operate on an
LTE carrier meets certain minimum standards.

In general, the performance requirements for LTE transceivers are intended not to
be significantly more complex than for UMTS1 in terms of implementation and testing.
Consequently, many of the RF requirements for LTE are derived from those already defined
for UMTS.

There are, however, a number of key differences between LTE and UMTS which affect
the RF complexity and performance.

One such difference is the use of a variable channel bandwidth in LTE, up to a
maximum of 20 MHz. Even the lowest category of LTE User Equipment (UE) is required
to support all the bandwidths specified for the bands in which the UE is designed
to operate, which in general includes 1.4, 3.0, 5.0, 10.0, 15.0 and 20.0 MHz. This

1Universal Mobile Telecommunications System.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.

© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.
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requires a set of RF requirements to be defined for each bandwidth, in contrast to
the Frequency Division Duplex (FDD) mode of UMTS which only supports a single
channel bandwidth of 5 MHz. For LTE, the variable bandwidth represents a new chal-
lenge for the RF design and testing. For example, a transceiver for a constant-bandwidth
radio system can potentially employ fixed filters at a number of points in the signal
processing. Such filters are designed to pass a signal with known characteristics and
reject particular frequencies. If, however the bandwidth of the transceiver is variable
over a wide range, it is clear that fixed filters cannot be used. Frequencies which must
be passed in 20 MHz operation may need to be rejected in the narrower bandwidth
modes. This implies that LTE transceivers must be more adaptable than those of previous
systems, while also being cleaner in transmission and having better selectivity in recep-
tion.

A second difference between UMTS and LTE is that in LTE it is assumed that the UE
has at least two receive antennas. This means that multiple RF signal paths are needed at all
times.

Thirdly, LTE is even more adaptable than UMTS in terms of the range of data rates
it supports in order to suit different Signal-to-Interference-plus-Noise Ratio (SINR) ()
conditions (e.g. from 4 × 2 Multiple-Input Multiple-Output (MIMO) 64QAM in high SINR
conditions to Single-Input Single-Output (SISO) QPSK in low SINR conditions (see
Section 10.2)). Together with the ability to vary the instantaneous bandwidth to a given
user, this implies a large number of modes of operation and flexibility in signal-handling
capabilities. The reception of the maximum data rate requires high SINR at the highest
bandwidth, which is particularly challenging for the analogue-to-digital converter in the
receiver.

Fourthly, the LTE signal structure itself alters which specific RF aspects are the most
critical. As already discussed extensively in Chapters 5 and 14, the use of Orthogonal
Frequency Division Multiplexing (OFDM) in the downlink and Single Carrier Frequency
Division Multiple Access (SC-FDMA) in the uplink provides an inherent robustness against
multipath propagation, which means that amplitude and phase distortions from receiver and
transmitter filters are not as critical as for UMTS’s single-carrier Wideband Code Division
Multiple Access (WCDMA) modulation. On the other hand, OFDM requires better frequency
synchronization and is more sensitive to phase noise as shown in Chapter 5 and further
discussed in Section 21.5.

It is also worth noting that, for WCDMA, the RF requirement specifications are separate
for FDD and TDD (Time Division Duplex) [1–4], while in LTE the commonality between
FDD and TDD is such that they can be handled in the same specifications [5,6]. Nevertheless,
a more detailed discussion of aspects specific to TDD operation is given in Chapter 23.

Some further useful background on the transmitter and receiver RF characteristics can be
found in [7] and [8] for the LTE UE and eNodeB respectively.

This chapter seeks to describe the impact of the LTE physical layer radio requirements
on the implementation complexities of an LTE transceiver, compared to the well-known
UMTS system. The relevant spectrum bands for LTE are introduced in Section 21.2.
Radio requirements for the transmitter and receiver are discussed in Sections 21.3 and 21.4
respectively, and some of the implementation challenges are highlighted. Both the UE and
eNodeB are addressed, although with the greater emphasis on the UE side. This is followed
by a discussion of the RF impairments for both transmitter and receiver in Section 21.5,
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including mathematical models of the most common impairments to help elucidate the impact
of RF imperfections on the overall radio behaviour.

21.2 Frequency Bands and Arrangements

LTE and UMTS are both defined for a wide range of different frequency bands, in each of
which one or more independent carriers may be operated. Tables 21.1 and 21.2 give details
of the frequency bands for FDD and TDD operation respectively. For FDD, the duplex
separation is not actually defined, but typically the uplink and downlink carriers in a pair
are in a similar position in their respective bands so that the duplex separation is usually
approximately FDL low–FUL low as shown in Table 21.1.

Table 21.1: UMTS and LTE frequency bands for FDD.

Band Uplink Downlink Band Gap Duplex UMTS LTE
Number (MHz) (MHz) (MHz) Separation (MHz) Usage Usage

FUL low–FUL high FDL low–FDL high

1 1920–1980 2110–2170 130 190 Y Y
2 1850–1910 1930–1990 20 80 Y Y
3 1710–1785 1805–1880 20 95 Y Y
4 1710–1755 2110–2155 355 400 Y Y
5 824–849 869–894 20 45 Y Y
6∗ 830–840 875–885 35 45 Y Y
7 2500–2570 2620–2690 50 120 Y Y
8 880–915 925–960 10 45 Y Y
9 1749.9–1784.9 1844.9–1879.9 60 95 Y Y

10 1710–1770 2110–2170 340 400 Y Y
11 1427.9–1447.9 1475.9–1495.9 28 48 Y Y
12 698–716 728–746 12 30 Y Y
13 777–787 746–756 21 31 Y Y
14 788–798 758–768 20 30 Y Y
17 704–716 734–746 18 30 N Y
18∗∗ 815–830 860–875 30 45 N Y
19∗∗ 830–845 875–890 30 45 Y Y
20∗∗ 832–862 791–821 11 41 Y Y
21∗∗ 1447.9–1462.9 1495.9–1510.9 33 48 Y Y
23∗∗∗ 2000–2020 2180–2200 160 180 N Y
24∗∗∗ 1626.5–1660.5 1525–1559 -135.5 -101.5 N Y
25∗∗∗ 1850–1915 1930–1995 15 80 Y Y
26∗∗∗∗ 814–849 859–894 10 45 Y Y

∗ This band was defined in the context of Release 8; it is replaced by Band 19 for later releases
(Release 9 and 10). Only legacy terminals would use band 6.
∗∗ These bands were specified in the timeframe of Release 9, although all bands are release-
independent and can be implemented by UEs conforming to any release.
∗∗∗ These bands were specified in the timeframe of Release 10, although all bands are release-
independent and can be implemented by UEs conforming to any release.
∗∗∗∗ This band was under consideration at the time of going to press.
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Table 21.2: UMTS and LTE frequency bands for TDD.

Band Flow–Fhigh (MHz) UMTS LTE

33 1900–1920 Y Y
34 2010–2025 Y Y
35 1850–1910 Y Y
36 1930–1990 Y Y
37 1910–1930 Y Y
38 2570–2620 Y Y
39 1880–1920 N Y
40 2300–2400 Y Y
41∗ 2496–2690 N Y
42∗ 3400–3600 N Y
43∗ 3600–3800 N Y

∗ These bands were specified in the timeframe of Release 10, although all bands are
release-independent and can be implemented by UEs conforming to any release.

In Table 21.1 band 15 and 16 are not shown; these bands were introduced by the European
Telecommunication Standard Institute (ETSI) and are applicable to Europe only.

A typical UE would support a certain subset of these bands depending on the desired
market, since supporting all would be challenging for the transceiver, in particular for the
front-end components such as Power Amplifiers (PAs), filters and duplexers. The set of
frequency bands chosen defines the capability of the UE to switch bands, roam between
national operators and roam internationally.

Each frequency band is regulated to allow operation in only a certain set of channel
bandwidths, as shown in Table 21.3. Some frequency bands do not allow operation in
the narrow bandwidth modes below 5 MHz, while others do not allow operation in the
wider bandwidths, generally 15 MHz or above. ‘—’ denotes that the channel bandwidth
is not supported in the specific band; ‘X’ indicates the channel bandwidth is too wide to be
supported in the band.

In LTE-Advanced, new requirements are defined for combinations of carriers in the
same and different bands for carrier aggregation. These combinations are discussed in
Section 28.4.3.

Due to LTE’s flexibility in the frequency domain, two new concepts are defined:
‘transmission bandwidth configuration’, which defines the maximum number of Resource
Blocks (RBs) for any channel bandwidth, and ‘transmission bandwidth’ for a specific
transmission, which depends on the scheduled resource allocation and can be less than or
equal to the transmission bandwidth configuration as shown in Figure 21.1.

Moreover it is important to distinguish between the transmission bandwidth configuration,
generally given in RBs, and the channel bandwidth, which is expressed in MHz as shown in
Table 21.4.
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Table 21.3: Number of supported non-overlapping channels in each frequency band and
bandwidth.

Channel bandwidth (MHz)LTE Downlink
band bandwidth 1.4 3 5 10 15 20

1 60 — — 12 6 4 3
2 60 42 20 12 6 4∗ 3∗

3 75 53 25 15 7 5∗ 3∗

4 45 32 15 9 4 3 2
5 25 17 8 5 2∗ — —
6 10 — — 2 1∗ X X
7 70 — — 14 7 4 3∗

8 35 25 11 7 3∗ — —
9 35 — — 7 3 2∗ 1∗

10 60 — — 12 6 4 3
11 25 — — 4 2∗ 1∗ 1∗

12 18 12 6 3∗ 1∗ — X
13 10 — — 2∗ 1∗ X X
14 10 — — 2∗ 1∗ X X
. . .
17 12 — — 2∗ 1∗ X X
18 15 — — 3 1∗ 1∗ X
19 15 — — 3 1∗ 1∗ X
20 30 — — 6 3∗ 2∗ 1
21 15 — — 3 1∗ 1∗ X
23 20 14 6 4 2 — —
24 34 — — 6 3 — —
25 65 46 21 13 6 4∗ 3∗

26 35 25 11 7 3∗ 2∗ —
. . .
33 20 — — 4 2 1 1
34 15 — — 3 1 1 X
35 60 42 20 12 6 4 3
36 60 42 20 12 6 4 3
37 20 — — 4 2 1 1
38 50 — — 10 5 3 2
39 40 — — 8 4 3 2
40 100 — — 20 10 6 5
41 194 — — 38 19 12 9
42 200 — — 40 20 13 10
43 200 — — 40 20 13 10
∗ A relaxation of the specified UE receiver sensitivity
requirement is allowed.
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Figure 21.1: Definition of transmission bandwidth configuration and transmission
bandwidth. Reproduced by permission of© 3GPP.

Table 21.4: Transmission bandwidth configuration for each channel bandwidth.

Channel bandwidth MHz 1.4 3 5 10 15 20

Transmission bandwidth configuration
NRB 6 15 25 50 75 100
MHz 1.06 2.7 4.5 9 13.5 18

21.3 Transmitter RF Requirements

This section explains the implications of the LTE RF performance specification for the design
of its transmitters.

Each transmitter must satisfy two categories of requirements: those relating to the power
level and quality of the intended transmissions, and those prescribing the level of unwanted
emissions which can be tolerated. The latter is usually the more challenging for the radio
designer.

21.3.1 Requirements for the Intended Transmissions

21.3.1.1 Signal Quality: Error Vector Magnitude (EVM)

The quality of the transmitted radio signal has to fulfil certain requirements. The main
parameter used to measure this quality is the Error Vector Magnitude (EVM), which is a
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measure of the distortion introduced by the RF imperfections of practical implementations.2
It is defined as the magnitude of the dilference between a theoretical reference signal (i.e.

the signal defined by the physical layer specification equations) and the actual transmitted

signal (normalized by the intended signal magnitude). The EVM sets the maximum possible

SNR of a radio link in the absence of any noise, interference, propagation loss and other

distortions introduced by the radio channel; it therefore serves to determine the maximum
useful modulation order and code rate.

The EVM measures the quality of the transmitted signal across all the allocated RBs.

The measurement duration is one slot for the UE (uplink) and one subframe for eNodeB

(downlink) and takes into account all the symbols belonging to the modulation scheme under

test. Figures 21.2 and 21.3 show the EVM measurement points in the downlink and uplink

transmission chains respectively [5, 6].

The EVM measurement is taken after an equalizer in the test equipment, which carries

out per-subcarrier channel correction [5, 6]. The equalizer is used in order to obtain a

measurement which realistically shows what a receiver might experience. It is intended

to reflect the fact that the equalizer in the receiver is capable of correcting some of the

impairments of the transmitted signal to some extent. A zero-forcing equalizer is used for

EVM measurement;3 however, real receiver implementations may use different equalization
techniques, and therefore the measured EVM may not exactly correspond to the actual signal

quality experienced by all receivers.

Time/frequency
synchronization

Reference point
for EVM

measurement

 
Figure 21.2: Measurement points for the EVM for the downlink signaL

2Note that distortion may also be introduced in the process of balancing in-channel and out-of-channel
performance, especially in the eNodeB.

3Details of how to compute the coetficients of the equalizer can be found in [5.6].
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Reference point
for EVM

measurement

 
Figure 21.3: Measurement points for the EVM for the uplink signal.

It should be noted that before measuring the EVM, time and frequency synchronization

must be carried out. The test equipment then computes the EVM for two extreme values of

sample timing difference between the FFT processing window and the nominal timing of the

ideal signal; these two extreme values correspond to the beginning and end of the window,

the length of which is expressed as a percentage of the Cyclic Prefix (CP) length. Finally

the measurement is averaged over 20 slots for UE (uplink) and 10 subframes for eNodeB

(downlink) to reduce the impact of noise.

In LTE the EVM is required to be less than 17.5% for QPSK, 12.5% for l6QAM and 8%

for 64QAM (64QAM being applicable to the downlink only) [5, 6]. These EVM values are

designed to correspond to no more than a 5% loss in average and cell-edge throughputs in

typical deployment scenarios. At the link level, EVM is equivalent to an SNR loss.

A description of the main transmitter impainnents which generally give rise to non-zero

EVM is given in Section 21.5.1.

21.3.1.2 'Ii'ansmit Output Power

The transmitted output power directly influences the inter-cell interference experienced by

neighbouring cells using the same channel, as well as the magnitude of unwanted emissions

outside the transmission band. This affects the ability of the LTE system to maximize spectral

efliciency, and it is therefore important that the transmitters can set their output power

accurately.

For the eNodeB, the maximum output power must remain within i2 dB of the rated power,

(Pan) declared by the manufacturer. There are three classes of eNodeB (see Section 24.4):
the Home eNodeB with PRAT s 20 dBm, the Local Area eNodeB with PRAT s 24 dBm and

the Wide Area eNodeB for which no upper limit has been defined. In addition, the dynamic

range in the frequency domain (computed as the difference between the power of a given
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Resource Element (RE) and the average RE power) must not exceed specified limits [5, 6]
depending on the modulation order, in order to avoid saturating the UE receivers.4

For the UE, a requirement is defined for only one power class, known as ‘power class 3’
for which the maximum output power is 23 dBm. Like the eNodeB, the UE must satisfy this
requirement within a range of ±2 dB.

The UE maximum output power requirements may be modified by a number of factors [5]:

• Maximum Power Reduction (MPR). The purpose of MPR is to allow the UE, in
some demanding configurations, to lower its maximum output power in order to meet
the general requirements on signal quality and Out-Of-Band (OOB) emissions. Note
that the MPR is an allowance and the UE does not have to use it. Table 21.5 shows the
allowed values of MPR as a function of the modulation scheme, the channel bandwidth
and the transmission bandwidth (number of transmitted RBs).

Table 21.5: Maximum power reduction for power class 3.

Modulation
Channel bandwidth (MHz)/

MPR (dB)
transmission bandwidth (RB)

1.4 3 5 10 15 20
QPSK > 5 > 4 > 8 > 12 > 16 > 18 ≤ 1

16QAM ≤ 5 ≤ 4 ≤ 8 ≤ 12 ≤ 16 ≤ 18 ≤ 1

16QAM > 5 > 4 > 8 > 12 > 16 > 18 ≤ 2

• Additional MPR (A-MPR). The eNodeB may inform the UE of the possibility of
further lowering its maximum power by signalling an A-MPR. The need for A-
MPR occurs with certain combinations of E-UTRA bands, channel bandwidths and
transmission bandwidths for which the UE must meet additional (more stringent)
requirements for spectrum emission mask and spurious emissions (see Section 21.3.2).
As with MPR, the A-MPR is an allowance, not a requirement, and it applies in addition
to MPR. Regardless of whether the UE makes use of the allowed MPR and A-MPR, the
additional requirements for spectrum emission mask and spurious emissions that are
signalled by the network always apply. The reason for the complex set of conditions for
the relaxation is the expected intermodulation products which may fall into adjacent
bands which have different levels of sensitivity (e.g. public safety bands).

• ΔTC. ΔTC is a 1.5 dB reduction in the lower limit of the maximum output power range
when the signal is within 4 MHz of the channel edge.

• Power Management MPR (P-MPR). Introduced in Release 10, the P-MPR allows
a UE to reduce its maximum output power when other constraints are present. In
particular, multi-RAT5 terminals may have to limit the LTE transmission power if

4For example, a Physical Downlink Control CHannel (PDCCH) RE power can range between −6 dB and +4 dB
around its average.

5Radio Access Technology.
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transmissions on another RAT are taking place simultaneously. Such power restrictions
may arise, for example, from regulations on Specific Absorption Rate (SAR) of radio
energy into a user’s body or from out-of-band emission requirements that may be
affected by the inter-modulation products of the simultaneous radio transmissions.
The P-MPR is not aggregated with MPR or A-MPR, since any reduction in a UE’s
maximum output power for the latter factors helps to satisfy the requirements that
would have necessitated P-MPR.

Taking these factors into account, the UE has to configure its nominal maximum power
PCMAX (i.e. the highest power at which the UE will attempt to transmit) within the following
upper and lower limits:

PCMAX, L =min (PEMAX − ΔTC , PPowerClass −max (MPR + A-MPR, P-MPR) − ΔTC)

PCMAX, H =min (PEMAX, PPowerClass) (21.1)

where PPowerClass is the original power class of the UE and PEMAX is a maximum power that
may be signalled by the network.

Note that when carrier aggregation is configured (for UEs of Release 10 and beyond),
PCMAX becomes a component-carrier-specific nominal maximum power, PCMAX,c, as
explained in Section 28.3.5.

Finally, the actual transmitted power is allowed to vary over a wider range due to
uncertainties in the transmit chain. The added tolerance is a function of PCMAX which varies
from 2 dB at high powers to 7 dB for powers below 8 dBm.

In summary, the concept of maximum power for the UE is a complex and dynamic
function of many variables designed so that the needs of specific operating conditions
can be met without over-specifying the transmitter design. Details of the maximum power
specification can be found in [5].

21.3.1.3 Output Power Dynamics

LTE, like UMTS and HSPA, needs to ensure user orthogonality in the time domain. In
WCDMA, the requirements for this were relatively straightforward being based on so-called
‘on–off masks’ which define the allowable transmit power during the ‘off’ and ‘on’ periods
of transmission. For LTE, similar general requirements exist for the eNodeB in both FDD and
TDD [6]. However, for the LTE UE the requirements are considerably more complex than
those for WCDMA due to the characteristics of the SC-FDMA scheme used for the uplink
transmissions. Figure 21.4 shows the general ‘on/off time mask’ which applies whenever the
UE is required to switch on or off.6 Note that although the requirement is given in terms of a
‘mask’, it actually applies to the average power during the ‘on’ and ‘off’ periods [5].

In UMTS the transient period (20 μs) is centred on the slot boundary, while in LTE the
transient period is in general shifted forwards into the next subframe. Hence, the first few SC-
FDMA samples are vulnerable to being corrupted by insufficient transmit power or inter-UE
interference whereas the samples at the end of the subframe are protected. For the Physical
Random Access CHannel (PRACH) the transient periods are located outside the preamble
in order to protect the whole PRACH preamble. The same applies to Sounding Reference

6This is also applicable for Discontinuous Transmission (DTX) measurement gaps – see Chapter 22.
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Figure 21 .4: General on—otf time mask for the UE. Reproduced by permission of © 3GPP.

Signals (SRSs) (see Section 15.6) which need to be protected to ensure the eNodeB can

exploit them entirely7 to carry out reliable uplink channel sounding without impairments
arising from transient periods. For TDD, where two SRSs can be transmitted on adjacent

symbols in the UpPTS field, the transient periods are located between the two SRSs.

The general time masks apply in the case of transitions into and out of the ofi‘ power state.

A general output power dynamic requirement also exists for continuous transmission at slot

boundaries where frequency hopping occurs and at subframe boundaries for either frequency

hopping or power changes. In all these cases, the transient periods are symmetric about the

slot or subframe boundaries. Transient power masks also apply in the following cases:

0 Transition from PUCCH/PUSCH to SRS with DTX after SRS;

0 Transition from PUCCH/PUSCH to SRS to PUCCH/PUSCH;

0 Transition from DTX to SRS to PUSCH/PUCCH;

0 Transition from PUCCH/PUSCH to DTX in an SRS symbol to PUCCH/PUSCH.

21.3.2 Requirements for Unwanted Emissions

Ideally, the radio should transmit nothing at all outside its designated transmission channel.

However, in practice this is very far from being the case.

Outside the intended channel bandwidth, the LTE specifications define two separate kinds
of unwanted emission: Our-Of-Band (008) emissions and spurious emissions. These are

shown schematically in Figure 21.5.
Out-of-band emissions are those which fall in a band close to the intended transmission,

while spurious emissions can be at any other frequency. The precise boundary between the

DOB range and the spurious range is different for different aspects of the LTE specifications.

LTE defines requirements for both types of unwanted emission, with those for spuri-

ous emissions being the more stringent. As mentioned in Section 21.3.1.2, the specified

requirements must be fulfilled when indicated by network signalling or under particular

conditions. This means that, unlike the relatively fixed RF requirements of earlier systems,

7Note that the SRS is only 66.67 us in duration
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Figure 21.5: Transmitter spectrum. Reproduced by permission of© 3GPP.

the emission requirements may change in different scenarios. If the transmitter cannot satisfy
a particular requirement, it can either switch the transmitter off, or adapt the transmitter
characteristics (for example by reducing the transmitter power or using software-defined
radio techniques) to alter the performance in the required manner. This is explained in more
detail in Section 21.3.3.

21.3.2.1 Out-of-Band Emissions

Since OOB emissions occur close to the wanted transmission, increasing the power level
of the wanted transmission will usually increase the level of the unwanted emissions.
Conversely, reducing the transmitted power is usually an effective method for reducing the
OOB emissions, thus providing one possible method for responding to network-signalled
requirements as discussed above.

OOB emissions may be an almost inevitable by-product of the modulation process itself,
and are also often caused by non-linearities in PAs. A summary of the main practical
transmission impairments which can cause OOB emissions is given in Section 21.5.1.

In previous fixed-bandwidth radio systems (including UMTS), the OOB emissions
requirements have been defined with respect to the centre frequency of the transmission.
As the bandwidth of the LTE system is variable, it is more convenient to define OOB
requirements with respect to the edge of the channel bandwidth rather than the centre of
the channel.

In LTE, OOB emissions are defined by means of Spectrum Emission Masks (SEMs) and
Adjacent Channel Leakage Ratio (ACLR) requirements. The SEM has a much narrower
reference bandwidth than the ACLR, which is a stricter requirement.

Spectrum Emission Mask

The Spectrum Emission Mask (SEM) is a mask defined for out-of-channel emissions relative
to the in-channel power. The spectrum emission mask of the UE applies to frequencies

Spurious emission
region

Spurious emission
region

Channel
bandwidth

E-UTRA Band

RBs

ΔfOOB ΔfOOB
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within Δ fOOB (MHz) of the edge of the assigned LTE channel bandwidth, as shown
diagrammatically in Figure 21.5. Figure 21.6 shows the basic SEM requirement for a UE
transmitter.

Figure 21.6: Spectrum Emission Mask (SEM) for a UE transmitter, for each channel
bandwidth.

LTE also provides a set of ‘Additional SEMs’ (A-SEMs) which the network may instruct
the UE to use in particular deployment scenarios.8 Such an instruction may, for example, be
signalled on handover to a new cell [5].

For the eNodeB, the SEM is defined in a similar manner; an example is given in
Figure 21.7. It should again be noted that this represents only the basic requirement,
and there are many conditions and additional cases to be taken into account in different
circumstances [6].

Adjacent Channel Leakage Ratio

The second method used to measure OOB emissions in LTE is the ACLR. While the SEM
measures the performance of the transmitter, the ACLR measures the power which actually
leaks into certain specific nearby radio channels and thus estimates how much a neighbouring
radio receiver will be affected by the OOB emissions from the transmitter.

The ACLR is defined as the ratio of the filtered mean power centred on the assigned
channel frequency to the filtered mean power centred on an adjacent channel frequency.

The LTE specifications not only set ACLR requirements for adjacent 20 MHz LTE
channels, but also for UMTS channels which may be located in two adjacent 5 MHz channels
(i.e. a total of 10 MHz).

8These are Network Signals 03, 04, 06 and 07.
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Figure 21.7: Spectrum emission mask for eNodeB transmitter.

The ACLR of a UE for an adjacent LTE channel is required to be >30 dB for the whole
20 MHz Bandwidth, >33 dB for the adjacent UMTS channel deployed in the closest 5 MHz
of the OOB portion of the spectrum and >36 dB for the adjacent UMTS channel deployed in
the next 5 MHz portion of the OOB spectrum [5].

21.3.2.2 Spurious Emissions

Spurious emissions occur well outside the bandwidth necessary for transmission9 and
may arise from a large variety of non-ideal effects including harmonic emissions and
intermodulation products.10 The magnitude of the spurious emissions may or may not vary
with transmitter power.

The basic spurious emissions requirements for an LTE UE are given in Table 21.6.

Table 21.6: Spurious emissions limits.

Frequency range Maximum level (dBm) Measurement bandwidth

9 kHz ≤ 150 kHz −36 1 kHz
150 kHz ≤ 30 MHz −36 10 kHz
30 MHz ≤ 1000 MHz −36 100 kHz
1 GHz ≤ 12.75 GHz −30 1 MHz

9The spurious emission limits apply for frequency ranges that are more than Δ fOOB (MHz) from the edge of the
channel bandwidth – see [5, Section 6.6.3.1].

10Intermodulation products are unwanted frequencies generated whenever two or more tones are present in a non-
linear device, such as an amplifier or mixer. The possible combinations of generated frequencies can be described
by a power series.
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These basic requirements are more stringent than the OOB requirements, but are not
usually difficult to meet. The main challenge for the transmitter designer lies in some
‘additional spurious emissions’ requirements which are specified for certain frequency bands.
The additional spurious emissions requirements exist to protect the receiver on the UE,
colocated receivers, or nearby receivers from the transmission. In the case of FDD radios, the
receiver and transmitter operate at the same time, and the receiver relies on the duplex spacing
to separate the weak received signal from its strong transmitted signal (see Section 21.4.2
for further details on transmitted signal leakage in the receiver band). If the transmitter
emits anything significant on its own receiver frequency, then reception will be blocked or
degraded. This results in the additional spurious emissions requirements being very stringent.
In addition, some further additional spurious emissions requirements may be signalled by the
network if needed for specific deployment scenarios.

21.3.3 Power Amplifier Considerations

The ACLR is typically directly related to the operating point of the power amplifier.
In general, leakage into adjacent channels increases sharply as the PA is driven into its
non-linear operating region at the highest output power levels, due in particular to the
intermodulation products. Consequently it is important that the peak output power of the
UE does not cause the PA to enter too far into this region. On the other hand, most PAs
are designed to operate efficiently only in a small region at the top of the linear operating
region. This corresponds to the rated output power of the PA, below which the efficiency
falls sharply. Since high efficiency is crucial to ensuring a long battery life for the UE, it is
therefore also desirable to keep the PA operating as close as possible to the top of the linear
operating region.

If the ACLR and spectrum mask requirements cannot be met, typically the UE output
power must be reduced to bring the leakage to acceptable levels. This can be achieved
without undue loss of efficiency by reducing the peak output power of the PA – a process
known as de-rating. As discussed in Section 21.3.1.2, the LTE specifications provide an
MPR for this purpose. The amount of de-rating required is highly dependent on the Peak
to Average Power Ratio11 (PAPR) and bandwidth of the transmitted signal. For example,
for any given channel bandwidth and PA, transmissions with a larger occupied bandwidth
create more OOB emissions, resulting in larger adjacent channel leakage than transmissions
with lower occupied bandwidth; this is shown in Figure 21.8, in which WCDMA and LTE
occupied bandwidths and adjacent channel leakage are compared in a 5 MHz channel.

The increase in OOB emissions from the larger occupied bandwidth of the LTE signal is
mainly due to increased adjacent channel occupancy by 3rd and 5th order InterModulation
products (called 3rd and 5th order IM plateau in Figure 21.8).

For an LTE uplink transmitted signal, certain combinations of RB allocations and
modulation schemes create more OOB emissions than others. For QPSK and 16QAM the
number of RBs which can be allocated at the edge of the channel for a given amount of
power de-rating is shown in Figure 21.9. For applications such as VoIP, which typically use
low-bandwidth transmissions with QPSK modulation, no power de-rating is required from
the normal rated maximum UE output power (see Section 21.3.1.2). This helps to ensure

11The concept of peak to average power ratio is discussed later in this section and in Section 5.2.2.
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wide-area coverage for such applications, since the full rated output power of the PA can be
used to counteract path-loss at the cell edge.

Moreover, the structure of the LTE uplink signal, with control information being usually
situated at the channel edge and high-bandwidth data transmissions toward the middle of the
band (see Section 16.3), helps to improve OOB emissions and reduce ACLR.

Taking the above considerations into account, the Total Power De-rating (TPD) required
to meet a given ACLR requirement can be broken down into an element corresponding to the
occupied bandwidth (as a proportion of the channel bandwidth), termed here the Occupied
Bandwidth Power De-rating (OBPD), and an element corresponding to the waveform of the
transmitted signal, termed here the Waveform Power De-rating (WPD).

OBPD can be approximately expressed as a ratio of the transmitted Occupied Bandwidth
(OBW) and the Reference Occupied Bandwidth (OBWref) [10]:

OBPD ∝ 10 log10

( OBW
OBWref

)
(21.2)

The other element of the required TPD, the WPD, arises in a large part from the dynamic
range of the signal. This is usually quantified in terms of its Peak to Average Power Ratio
(PAPR) and Cubic Metric (CM). These measures are typically used as indications of how
much PA power headroom is required (i.e. how far from the rated power the PA generally has
to operate) to avoid entering the non-linear region of operation. A high PAPR means that on
average the operating point of the PA has to be lower in order to avoid the non-linear region
and achieve the required ACLR. This results in a reduction in efficiency. A rule of thumb is
that for each 1 dB increase in required power amplifier headroom, a corresponding 10 to 15%
increase in PA current drain occurs, leading to a corresponding reduction in battery life. De-
rating the PA is therefore usually a preferable strategy (as opposed to increasing the power
headroom), since it achieves the required reduction in adjacent channel leakage by reducing
the total maximum output power (including that of the wanted signal), while allowing the PA
still to operate partly in the non-linear region. De-rating therefore enables a UE to meet the
OOB emission requirements without a loss of efficiency, at the expense of a loss in coverage
due to the reduced power in the wanted channel.

The CM of a waveform can be of interest because it characterizes the effects of the
3rd order (cubic) non-linearity of a PA on the waveform of interest relative to a reference
waveform, in terms of the power de-rating needed to achieve the same ACLR as that
achieved by the reference waveform at the PA’s rated maximum power level. As discussed in
Chapter 14, one criterion which was instrumental in selecting SC-FDMA instead of OFDMA
for the LTE uplink was the low inherent CM of the SC-FDMA waveform compared to
OFDMA, as shown in Figure 21.10, thus enabling more efficient operation for a given ACLR
and maximum total output power.

However, it should be noted that the CM does not predict the spectral location of the non-
linear distortion, and it is possible that two waveforms with different RB allocations have the
same CM but one creates worse out-of-band emissions than the other; therefore, CM has not
been defined in the LTE specifications.
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21.4 Receiver RF Requirements

Like the transmitter, the LTE receiver requirements are based largely on those of UMTS,
with many of the RF requirements being identical or similar. The general intention is for the
implementation of an LTE receiver not to be significantly more complex than UMTS, so as
to reduce redesign effort. An underlying assumption is that there is no need for tightening the
coexistence specifications, as the basic cellular scenarios remain similar.

The main differences between the LTE and UMTS RF receiver requirements arise from
the variable channel bandwidth and the new multiple access schemes.

The emphasis in this section is on the UE receiver requirements for FDD operation.

21.4.1 Receiver General Requirements

The receiver requirements are based on a number of key assumptions for testing purposes:

• The receiver has integrated antennas with a 0 dBi gain.

• The receiver has two antenna ports. Requirements for four ports may be added in the
future.

• Test signals of equal power level are applied to each port, with Maximum Ratio
Combining (MRC) being used to combine the signals. It is assumed that the signals
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come from independent Additive White Gaussian Noise (AWGN) channels, so that
signal addition gives a 3 dB diversity gain.

Although LTE supports a variety of Modulation and Coding Schemes (MCSs) (see
Chapter 10), the RF receiver specifications are defined for just two MCSs (referred to as
‘reference channels’), near the extremes of the available range, in order to reduce the number
of type approval tests which have to be performed. The ‘low SNR’ reference channel uses
QPSK with a code rate of 1/3, while the ‘high SNR’ reference channel uses 64QAM with a
code rate of 3/4. For each of these reference channels, the SINR requirements at which 95%
throughput should be achieved are specified.

21.4.2 Transmit Signal Leakage

When an LTE receiver is tested in full-duplex FDD mode, the transmitter must also be
operating so that signal leakage from the transmitter is taken into account. This does not
apply to half-duplex FDD or to TDD operation, which are discussed in detail in Chapter 23.

An FDD receiver’s exposure to the transmitted signal from the same equipment is largely
due to insufficient isolation within the duplexer. The power of the leakage of the transmitted
signal is proportional to the transmitted power.

Not only can the power of the fundamental components of the transmitted signal interfere
with the receiver, but also the OOB phase noise of the transmitted signal can fall into
the receive band. In LTE the spurious emissions from the UE transmitter in its own
receive band are required to be −47 dBm or lower, measured in a 1 MHz bandwidth.
This corresponds to −107 dBm/Hz. The maximum transmit power for a mobile device is
+23 dBm (power class 3), so the spurious emissions requirement is −130 dBc/Hz. UMTS
has a tougher requirement of −60 dBm spurious emissions in 3.84 MHz bandwidth, which
is −125.8 dBm/Hz or −149.8 dBc/Hz for Class 3 +24 dBm output power. However, for
UMTS the toughest requirement is in one specific receive band (‘Band 8’) which requires
−153 dBc/Hz (when considering the maximum output power). The transmitter may therefore
be designed to achieve this more broadly, including its own receive band.

For both UMTS and LTE, receiver sensitivity is measured with the transmitter operating at
the full power for its class. In order to allow the transmitter to degrade the receiver sensitivity
by no more than 0.5 dB, the transmitter noise needs to be 9 dB below the Noise Floor (NF)
at the antenna (NF −9 dB = −183 dBm/Hz). If we assume that the spurious emissions of the
transmitter in its receive band are just at the limit of the specifications, it can be shown that
the duplex isolation needs to be at least 78 dB for LTE and 59 dB for UMTS.12

However, making duplexers smaller and cheaper is often achieved at the expense of
isolation, and typical duplexers might provide just 45 to 55 dB isolation. Potentially,
therefore, the transmit signal could reduce receiver sensitivity substantially. This is not
acceptable, so within the receive band the LTE transmitter has to achieve spurious emissions
about 20 dB lower than the transmitter specifications require.

The transmit power at the input to the Low Noise Amplifier (LNA) is equal to the transmit
power at the antenna plus the duplexer loss from transmit port to antenna (about 2 dB) minus
the duplexer transmit-to-receiver isolation (assume 50 dB). Therefore, at the maximum LTE

12The duplex isolation is obtained as NF − 9 dB − 2 dB − SE, where NF is the noise floor (−174 dBm/Hz), 9 dB
comes from the degradation of the receiver sensitivity, 2 dB comes from the loss from transmit port to antenna and
SE is the Spurious Emission requirement.
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UE output power of 23 dBm, the mean transmitter power leaking back to the LNA, PTx_leak is

PTx_leak � 23 + 2 − 50 = −25 dBm. (21.3)

The equivalent figure for UMTS would be 1 dB higher.
However, most of the receiver specifications are defined with the transmitter power at

4 dB below maximum, so then the transmit leakage could be −29 dBm. This value is for
the average transmit power, but the transmitted signal contains amplitude modulation and
therefore the peak signal will be higher. This scenario is illustrated in Figure 21.11 which
shows a simplified block diagram of the transceiver with direct-conversion architectures for
both receiver and transmitter.
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Figure 21.11: Transmit leakage problem in LTE FDD UE transceiver.

The transmit leakage problem presents a particularly challenging requirement if applied to
RF bands with a small duplex separation. In FDD, when performing a selectivity or blocking
test with a single interfering signal in one of the adjacent channels, the receiver is also
exposed to its own transmitted signal as a second interferer, which, in the worst scenario, can
cause cross-modulation to occur, in which the interferers mix together to generate in-band
intermodulation distortion products.
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21.4.3 Maximum Input Level

The maximum input level is the maximum mean received signal strength, measured at each
antenna port, at which there is sufficient SINR for a specified modulation scheme to meet
a minimum throughput requirement. Some wireless standards also specify a higher level at
which it is guaranteed that no damage will be done to the receiver, but this is not covered in the
3GPP specifications. Although in UMTS the maximum input level is defined for the high and
low SINR reference channels, in LTE it is only specified for the high SINR reference channel,
on the assumption that the high SINR reference channel is about 4 dB more demanding due
to the higher PAPR of the signal. The downlink requirement is for a maximum average input
level of −25 dBm at any channel bandwidth with full RB allocation. For FDD operation,
the requirement must be met when the transmitter is set at 4 dB below the maximum output
power. The corresponding UMTS requirement is the same, applied to the combination of all
the channels rather than full RB allocation.

The peak maximum input level is higher than the maximum average input level by an
amount corresponding to the PAPR of the signal. PAPR is a quantity which increases the
longer the duration of the measurement. If PAPR is measured on a bit-by-bit basis and plotted
as a complementary cumulative probability distribution, then for the LTE downlink it reaches
a value of around 11 dB for QPSK and 11.5 dB for 64QAM, over a window of 106 bits. In
OFDMA, the PAPR is dominated by the multicarrier nature of the signal, and therefore does
not vary much with modulation. The UMTS downlink signal consists of a combination of
CDMA codes which also leads to a relatively high PAPR of around 8 dB.

The downlink peak maximum input level is therefore about −13.5 dBm for LTE and
−17 dBm for UMTS.

As explained above, the maximum input level requirement must be satisfied with the
transmitter operating at 4 dB below the maximum output power. For a UMTS UE, this can
result in a mean transmit signal leakage into the receiver of −28 dBm,13 while the typical
uplink PAPR of 3.4 dB results in a peak transmit signal leakage of of −24.6 dBm. For LTE,
the mean leakage from the uplink transmitter can be −29 dBm, resulting in a peak transmitter
leakage of up to about −21.5 dBm for QPSK (or −20 dBm for 64QAM14). The peak value
of the total received power is the combination of the received input signal and the leakage
from the transmitter and thus reaches a peak of about −12 dBm for LTE and −15.2 dBm
for UMTS.

Under the hypothesis considered above, the transmitter leakage raises the total received
signal power by less than 2 dB.

Some operating margin is needed between this total peak received signal power and the
non-linear operating region of the amplifiers in the receiver; typically this margin is chosen
relative to the 1 dB compression point of the amplifiers, at which the output power is 1 dB
below the expected linear gain.

13The mean transmit leakage is obtained from Equation (21.3) as the maximum output power (24 dBm for UMTS
or 23 dB for LTE) minus 4 dB because the transmitter power is set at 4 dB below maximum, plus the duplexer loss
from transmit port to antenna (about 2 dB) minus the isolation between transmitter and receiver (assume 50 dB).

14Note that only the highest category of LTE UE supports 64QAM transmission in the uplink.
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21.4.4 Small Signal Requirements

21.4.4.1 SINR Requirements for Adaptive Modulation and Coding

The LTE specifications will define requirements for the demodulation error rate of the
different modulation and coding schemes. An extra Implementation Margin (IM) is included
to account for the difference in SINR requirement between theory and practicable imple-
mentation. This can include degradation of the signal due to any (digital) processing of the
signal before the demodulator (such as filtering and re-sampling) and the use of a non-ideal
demodulator, as well as the diversity gain being less than 3 dB. A 2.5 dB IM has been defined
for QPSK with a 1/3-rate code in low SINR conditions; the IM will be higher for other modes.
In general, 2.5 dB is a reasonable implementation margin for all QPSK modes, while 3 dB
and 4 dB could be expected for 16QAM and 64QAM respectively.

Typical assumptions for the SINR values for different modulation and coding schemes are
given in Table 21.7.

Table 21.7: Downlink SINR requirements.

SINR IM SINR+IM
System Modulation Code rate (dB) (dB) (dB)

LTE UE

QPSK

1/8 −5.1

2.5

−2.6
1/5 −2.9 −0.4
1/4 −1.7 0.8
1/3 −1 1.5
1/2 2 4.5
2/3 4.3 6.8
3/4 5.5 8.0
4/5 6.2 8.7

16QAM

1/2 7.9

3

10.9
2/3 11.3 14.3
3/4 12.2 15.2
4/5 12.8 15.8

64QAM
2/3 15.3

4
19.3

3/4 17.5 21.5
4/5 18.6 22.6

UMTS UE QPSK 1/3 1.2 2 3.2

21.4.4.2 Thermal Noise and Receiver Noise Figure

In the LTE specifications the thermal noise density, kT , is defined to be −174 dBm/Hz where k
is Boltzmann’s constant (1.380662 × 10−23) and T is the temperature of the receiver (assumed
to be 15◦C). No account is taken of the small variations in temperature over normal operating
conditions (typically + 15◦ to +35◦C) or extreme operating conditions (−10◦ to +55◦C).
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kT B represents the thermal noise level in a specified noise bandwidth B, where B = NRB ×
180 kHz in LTE, NRB is the number of RBs and 180 kHz is the bandwidth of one RB.

The receiver Noise Figure (NF) is a measure of the SINR degradation caused by
components in the RF signal chain. This includes the antenna filter losses, the noise
introduced by the analogue part of the receiver, the degradation of the signal due to
imperfections of the analogue part of the receiver (such as I/Q imbalance), the noise
introduced by the Analogue to Digital Converter (ADC) and any other noise sources. The NF
is the ratio of actual output noise to that which would remain if the receiver itself did not
introduce noise.

LTE defines an NF requirement of 9 dB for the UE, the same as UMTS. This is somewhat
higher than the NF of a state-of-the-art receiver, which would be in the region of 5–6 dB,
with typically about 2.5 dB antenna filter insertion loss and an NF for the receiver integrated
circuit of 3 dB or less. Thus, a practical 3–4 dB margin is allowed. The eNodeB requirement
is for an NF of 5 dB.

21.4.4.3 Reference Sensitivity

The reference sensitivity level is the minimum mean received signal strength applied to both
antenna ports at which there is sufficient SINR for the specified modulation scheme to meet a
minimum throughput requirement of 95% of the maximum possible. It is measured with the
transmitter operating at full power.

REFerence SENSitivity (REFSENS) is a range of values that can be calculated using the
formula:

REFSENS = kT B + NF + SINR + IM − 3 (dBm)

where kTB is the thermal noise level introduced above, in units of dBm, in the specified
bandwidth (B), NF is the prescribed maximum noise figure for the receiver, ‘SINR’ is the
SINR requirement for the chosen modulation and coding scheme, IM is the implementation
margin and −3 dB represents the diversity gain.

For UMTS, the NF, SINR and IM are not specified separately, but the total is 12 dB.
Typical REFSENS values can be calculated using the assumptions outlined above for a few
example cases, as in Table 21.8. The REFSENS requirements can be found in [5] Table
7.3.1-1.

REFSENS is plotted for an LTE UE over the complete range of bandwidths and likely
modulation and coding schemes in Figure 21.12.

Effect of receiver sensitivity on coverage

Using the path-loss equations described in Section 20.2, and knowing the downlink transmit
power, the effect of receiver sensitivity on the practical operating coverage can be estimated.
An example is shown in Figure 21.13, for the downlink with an eNodeB power of +46 dBm
for a 5 MHz channel, ∼900 MHz RF frequency (Band 5) and REFSENS of -100 dB and
-80 dB for QPSK rate 1/3 and 64QAM rate 3/4 respectively. The corresponding throughput
versus range for different MCSs is illustrated in Figure 21.14.
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Table 21.8: Example of REFSENS computation for band 1

Channel kT B NF SINR IM REFSENS
System Modulation BW (MHz) (dBm) (dB) (dB) (dB) (dBm)

LTE

QPSK 1/3 5 −107.5 9 −1 2.5 −100

QPSK 1/3 20 −101.4 9 −1 2.5 −94
UE

64QAM∗ 3/4 5 −107.5 9 17.5 4 −80

64QAM∗ 3/4 20 −101.4 9 17.5 4 −74

LTE
QPSK 1/3 5 −107.5 5 1.5 2.5 −101.5

BS

UMTS
QPSK 1/3 3.84 −108.2 9

1.2–21.1
2.5 −117

UE (21.1 dB spreading gain)

∗ Note that the REFSENS is specified only for QPSK modulation.
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Figure 21.12: LTE UE reference sensitivity.
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21.4.5 Selectivity and Blocking Specifications

Selectivity and blocking tests measure a receiver’s ability to receive the wanted signal (to
achieve ≥ 95% of the maximum throughput of the reference measurement channels) at its
assigned channel frequency in the presence of interfering signals in adjacent channels and
beyond. As usual, this requirement must be met when the transmitter is set to 4 dB below the
supported maximum output power. A low SINR is assumed. A summary of the selectivity
and blocking tests for the LTE UE in a 5 MHz channel is illustrated in Figure 21.15. The
requirements generally scale with bandwidth.
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Figure 21.15: Selectivity and blocking requirements for a 5 MHz UE.

As with UMTS, the selectivity and blocking requirements include the case of a close
Continuous-Wave15 (CW) blocking signal, some cases with modulated interferers in the
first three adjacent channels, and some OOB blocker requirements with a spurious response
allowance [5].

21.4.5.1 Adjacent Channel Selectivity

Adjacent Channel Selectivity (ACS) is a measure of a receiver’s ability to receive a wanted
signal at its assigned channel frequency in the presence of an adjacent channel interfering
signal at a given frequency offset from the centre frequency of the assigned channel, without
the interfering signal causing a degradation of the receiver performance beyond a specified

15A ‘continuous wave’ signal is an unmodulated tone.
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limit. ACS is predominantly defined by the ratio of the receive filter attenuation on the
assigned channel frequency to the receive filter attenuation on the adjacent channel.

For LTE, ACS is defined following the same principles as UMTS and requiring similar
performance capability up to a 10 MHz bandwidth, but is more relaxed for 15 and 20 MHz
bandwidths. The LTE ACS is defined for each bandwidth using a modulated LTE signal as
the interferer, and is only defined for low SINR conditions.

In order to check the ability of the receiver to handle the full required dynamic range, the
ACS requirement is specified for two cases – a small adjacent channel interferer power and a
large adjacent channel interferer power. These cases are explained in more detail below.

ACS with a small adjacent interferer

In this ACS case, the wanted signal is, like in UMTS, 14 dB above REFSENS (given in
Table 21.8) and therefore takes a different absolute level for each bandwidth. The Carrier-
to-Interference Ratio (C/I) is set at −31.5 dB for bandwidths up to 10 MHz and at -28.5 dB
and -25.5 dB for 15 and 20 MHz respectively; the ACS is quoted as being 33 dB including a
2.5 dB implementation margin for bandwidths up to 10 MHz and relaxed to 30 dB and 27 dB
for 15 and 20 MHz respectively.

Up to a bandwidth of 5 MHz, the bandwidth of the interferer is the same as the bandwidth
of the wanted signal. Above 5 MHz, the bandwidth of the interferer stays at 5 MHz, which
means that the RF test equipment does not need to be able to generate a wide bandwidth
interferer. For bandwidths above 5 MHz the interferer is positioned at the near edge of
the channel. The consequence of this is that the interferer power is concentrated at the edge
of the adjacent channel at which the filters used in the receiver have least selectivity. The
digital filters will have a sharp cut-off because they are designed for OFDM, but the analogue
filters in the RF front-end of the receiver could have much less attenuation at the near edge
of the channel, which will push up the dynamic range at the ADC. To compensate, the ACS
is relaxed by 3 dB and 6 dB for the 15 MHz and 20 MHz modes respectively as mentioned
above.

Level diagrams for ACS requirements for two bandwidths (5 and 20 MHz) are shown in
Figure 21.16.

The gap between the edge of the wanted signal and the edge of the interferer is a function
of the used bandwidth of both signals. Given that both use a full allocation of RBs, this gap
can be calculated as 1.25 MHz for 20 MHz bandwidth reducing to a minimum of 300 kHz
for 3 MHz bandwidth. Below this bandwidth the channel usage reduces, so the gap increases.
Note that in percentage terms, a 1.25 MHz gap adjacent to a 20 MHz channel is actually
smaller than a 300 kHz gap adjacent to a 3 MHz channel (6.25% compared to 10%). The
channel filters should be designed to scale with bandwidth, so it is this percentage ratio
which determines the filter roll-off requirements. Comparing the 20 and 5 MHz modes we
see that the percentage has roughly doubled but the specification is relaxed by 6 dB, so the
filter roll-off requirements should be similar.

ACS with a large adjacent interferer

The large adjacent interferer requirement uses an adjacent channel interferer power of
−25 dBm. Similarly to the case of the small adjacent interferer, the SIRC/I is fixed at
−31.5 dB for bandwidths of 10 MHz and below (i.e. the wanted signal power −56.5 dBm)
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Figure 21.16: Adjacent channel selectivity illustrated for Case 1 [5].
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and —28.5 dB and —25.5 dB for 15 and 20 MHz respectively (i.e. the wanted signal power is

—53.5 dBm and —51.5 dBm). The margin between the wanted signal power and REFSENS

varies for each bandwidth in the range 41.0 to 50.2 dB, which is well above the noise floor

and therefore not of much significance (see [5, Section 7.5, ACS Case 2]).

In practice, the toughest test for the receiver is likely to be somewhere between the small

interferer and large interferer ACS tests. Assuming that the dynamic range of the receiver is

limited, there is a point at which the interferer power first becomes high enough to require

that the front-end gain needs to be reduced. This gain reduction will degrade the noise figure

of the receiver at a point at which the wanted signal power is not very high. The gain control

algorithm used by the receiver must be well planned to avoid such problems.

Adjacent Channel Interference Ratio (ACIR)

The ACS and ACLR (see Section 21.3.2.1) together give the Adjacent Channel Interference

Ratio (ACIR). The ACIR is the ratio of the total power transmitted from a source to the total

interference power affecting a victim receiver, resulting from both transmitter and receiver

imperfections.
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It follows that
ACIR �

1
1

ACLR
+

1
ACS

ACLR and ACS have been extensively used for coexistence studies.

21.4.5.2 Narrowband Blocking (in Adjacent Channel)

The blocking characteristic is a measure of the receiver’s ability to receive a wanted signal
(to achieve ≥ 95% of the maximum throughput of the reference measurement channels) at
its assigned channel frequency in the presence of an unmodulated unwanted interferer on
frequencies other than those of the spurious response or the adjacent channels, without this
unwanted input signal causing a degradation of the performance of the receiver beyond a
specified limit. The blocking performance applies at all frequencies except those at which a
spurious response occurs.

The narrowband blocking specification is a severe test of the receiver’s ability to reject 3rd

order intermodulation products resulting from cross-modulation of the transmitter leakage
which appears around the narrowband blocker. The frequency of the unwanted cross-
modulation product depends only on the narrowband blocker frequency and not on the
frequency of the transmitter, or any other modulated blocker.

The LTE ‘narrowband’ blocking performance requirement uses a CW interferer very close
to the wanted signal at an offset less than the nominal channel spacing. For such small offsets
nearly half of the transmitter leakage will appear in-band.

The CW blocker is positioned at approximately 200 kHz from the near edge of the adjacent
channel. For example, for a 5 MHz bandwidth the offset is ∼2.7 MHz, which is 450 kHz from
the edge of the wanted signal. The offset of the blocker from the edge of the wanted signal
reduces with bandwidth, reaching just 350 kHz for the 3 MHz channel bandwidth. Below
3 MHz bandwidth the channel occupancy reduces, which compensates for the reduced gap.

For this test, for bandwidths of 10 MHz and below, the power of the wanted signal is set
at the REFSENS level plus a bandwidth-specific offset (22, 18, 16, 13, 14 and 16 dB for 1.4,
3, 5,10, 15 and 20 MHz respectively – see [5, Section 7.6.3],); the blocker power is set to
−55 dBm independently from the bandwidth. Compared to the ACS test, the gap between the
wanted and interfering signals is between 30 and 50 kHz less, which makes the narrowband
blocking test a little more demanding than the ACS test.

In UMTS the wanted signal power is 13 dB higher than the REFSENS and the interferer
power is set to −56 dBm. The most important difference between the UMTS narrowband
blocking specification and the LTE case is that the blocker for UMTS is actually a GMSK16

modulated signal, not CW. A GMSK signal is a little narrower than QPSK (although clearly
not as narrow as a CW signal), and the modulation has a constant envelope so there is no
PAPR variation which could increase non-linear distortion. On balance, it can be concluded
that the UMTS and LTE narrowband blocking specifications are similarly demanding.

21.4.5.3 Non-Adjacent Channel Selectivity (In-Band Blocking)

Non-adjacent Channel Selectivity (NACS) is a measure of the receiver’s ability to receive
a wanted signal at its assigned channel frequency in the presence of unwanted interfering

16Gaussian Minimum-Shift Keying, as used in GSM.
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signals falling into the receive band beyond the adjacent channel or at less than 15 MHz
offset from the edge of the receive band. The interfering signals are modulated and occupy the
same bandwidths as specified for ACS. The LTE specifications refer to this test as ‘in-band
blocking’, although, unlike the other blocking tests, NACS does not use CW signals.

There are two requirements to be met, the first with an interferer of −56 dBm17 in the
second adjacent channel or further (referred to as Case 1), the second with an interferer of
−44 dBm18 in the third adjacent channel or any larger frequency offset up to 15 MHz out of
band (referred to as Case 2). Furthermore, a specific requirement which applies to assigned
UE channel bandwidth of 5 MHz and for Band 17 (referred to as Case 3) is also provided [5].

Unlike the ACS tests, NACS does not need to be repeated at higher signal levels, so it
does not test dynamic range to the same extent. However, the wanted signal level is much
lower, at just 6 dB above REFSENS for bandwidths up to 10 MHz, and 7 dB and 9 dB
above REFSENS for 15 and 20 MHz bandwidths respectively. Consequently the C/I ratios
are much lower, falling for example to −50 dB for the third adjacent channel.19 The total
filtering requirement will therefore be of the order of −60 dB at three times the bandwidth.

A summary of the NACS requirements for LTE and UMTS UEs is shown in Tables 21.9
and 21.10. For UMTS, the wanted signal power includes 21 dB spreading gain.

Table 21.9: Non-adjacent (N ± 2) channel selectivity.

System LTE UMTS

Bandwidth of
1.4 3 5 10 15 20 3.84

wanted signal (MHz)
Own signal power

6 6 6 6 7 9 3
above REFSENS (dB)
Power of −56
interferer (dBm)
Frequency offset ±2.8 ±6 ±10 ±12.5 ±15 ±17.5 ±10
of interferer (MHz)
Bandwidth of

1.4 3 5 5 5 5 3.84
interferer (MHz)

21.4.5.4 Out-of-Band Blocking

The LTE OOB blocking tests measure the receiver’s ability to receive a wanted signal at its
assigned channel frequency in the presence of unwanted interfering signals falling outside
the receive band, at 15 MHz or more offset from the edge of the band.

The wanted signal power is at the same level as for the in-band blocking test (at 6 dB
above REFSENS for bandwidths of up to 10 MHz, and relaxed to 7 or 9 dB above REFSENS
for bandwidths of 15 MHz or 20 MHz respectively).

17Same as for UMTS.
18Same as for UMTS.
19This example is for a REFSENS of −100 dBm for Band 1.
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Table 21.10: Non-adjacent (N ± 3) channel selectivity.

System LTE UMTS

Bandwidth of
1.4 3 5 10 15 20 3.84

wanted signal (MHz)
Own signal power

6 6 6 6 7 9 3
above REFSENS (dB)
Power of −44
interferer (dBm)
Frequency offset ±4.2 ±9 ±15 ±17.5 ±20 ±22.5 ±15
of interferer (MHz)
Bandwidth of

1.4 3 5 5 5 5 3.84
interferer (MHz)

The blocker is a CW signal with a power of −44 dBm at 15 to 60 MHz offset, −30 dBm
from 60 to 85 MHz offset and −15 dBm from 85 to 12750 MHz offset.20 These values are all
the same as UMTS.

The actual offset of the blocker is the specified offset from the band edge plus half the
wanted signal bandwidth plus the RF guard band, which is 2.4 MHz. Hence, for example,
for a 5 MHz bandwidth, the −44 dBm blocker is at a minimum offset of 15 + 2.5 + 2.4 =
19.9 MHz, which is close to four times the bandwidth.

As in UMTS, there is an additional requirement for RF bands 2 (DCS1800), 5 (GSM850),
12 and 17, comprising a −15 dBm blocker coming from the transmit band, which is at an
offset of just 20 MHz for bands 2 and 5, 12 MHz for band 12 and 18 MHz for band 17,
see Table 21.1. This latter requirement is clearly far tougher than all the other blocking
specifications.

A summary of the selectivity and blocking requirements is shown in Figure 21.17. This
includes the specified 2 or 3 dB margin added to the C/I requirements.

When normalizing all frequency offsets to the wanted signal bandwidth, it can be seen
that the 20 MHz LTE bandwidth requires the most severe filter frequency response relative
to its bandwidth (and also to the digital sampling frequency). Additionally, the LTE 5 MHz
selectivity requirement is relatively tougher than UMTS.

21.4.5.5 Spurious Response Specifications

Frequencies for which the throughput does not meet the requirements of the OOB blocking
test are called spurious response frequencies. Spurious responses occur at specific frequencies
at which an interfering signal mixes with the fundamental or harmonic of the receiver local
oscillator and produces an unwanted baseband frequency component. Spurious responses are
measured by recording when the OOB blocking test is not passed.

At the spurious response frequencies, the LTE receiver must still achieve the required
throughput with a −44 dBm CW blocker and a wanted signal level set to the power level
specified in the OOB blocking test.

20This blocker test is defined for UEs supporting all bands a part from 2, 5, 12 and 17.
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Figure 21.17: Selectivity and blocking requirements.

21.4.6 Spurious Emissions

The spurious emissions power is the power of emissions generated or amplified in a receiver
which appear at the antenna connector. For LTE, limits are set covering the range 30 MHz
to 12.75 GHz. The LTE specification is the same as UMTS, namely not more than −57 dBm
between 30 MHz and 1 GHz (measured in 100 kHz bandwidth), and −47 dBm from 1 GHz to
12.75 GHz (measured in 1 MHz bandwidth); these requirements correspond to −107 dBm/Hz
across the full range.

For UMTS, some additional spurious emissions requirements are specified for the
cellular bands. Generally the requirement is −60 dBm measured in 100 kHz bandwidth
(−110 dBm/Hz), but there are some more demanding requirements, of which the toughest
is for the 935–960 MHz band to protect the GSM downlink receive band, i.e. −79 dBm
measured in 100 kHz (−129 dBm/Hz).

Spurious emissions are caused by power from the local oscillator or the amplified received
signal leaking back to the antenna. The required isolation from the amplified received signal
can be estimated as follows. The maximum received power is −25 dBm, and the minimum
received bandwidth 1.08 MHz; thus at the maximum input signal density the power in
the 100 kHz measurement bandwidth is −35.3 dBm. The isolation required to prevent the
amplified received signal from breaking the spurious emission limit will depend on the
amplifier gain, which will vary with the signal and is likely to be at its minimum at the
maximum input signal level. Assuming a 20 dB amplifier gain, then the isolation would need
to be about 64 dB to reach the −79 dBm spurious emission limit. This requirement could be
tougher than for UMTS because spreading enables the signal levels to be lower. However,
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the toughest isolation requirement is likely to be for the local oscillator signal which drives
the mixer, since it typically operates at a higher power, for example around −4 dBm. The
worst case isolation requirement for the local oscillator is thus about 75 dB, higher than the
received signal isolation requirement.

21.4.7 Intermodulation Requirements

21.4.7.1 Intermodulation Distortion

As mentioned in Section 21.3.2.2, when two or more tones are present in a non-linear device,
such as an amplifier in a receiver, intermodulation products are created. A power series
describes all of the possible combinations of generated frequencies. Intermodulation products
generated from mixing with a tone outside the wanted band may themselves fall into the
wanted band. The problem is more severe for in-band interfering tones, since in that case the
RF filter provides no attenuation.

As a device is driven further into its non-linear region, the amplitudes of the intermod-
ulation products increase, while the power of the original tones at the output decreases. If
the device was not limited in output power, then the powers of the intermodulation products
would increase to the level of the original tones.

Intermodulation response rejection is a measure of the capability of the receiver to receive
a wanted signal on its assigned channel frequency in the presence of two or more interfering
signals, where the frequencies of the interfering signals relative to the wanted signal are such
that the InterModulation Distortion (IMD) products fall into the wanted signal band.

The strongest interference is caused by third-order intermodulation products. The standard
procedure for measuring the third-order intermodulation performance of a receiver is with
two CW interfering tones offset from the wanted carrier frequency, with the offset of one tone
being twice that of the other. Positioning one tone with twice the offset of the other results in
the IMD product which occurs at the difference frequency falling into the wanted band. Such
a test scenario is defined for UMTS, where it is referred to as a narrowband intermodulation
requirement. UMTS also includes a wideband intermodulation test, with interferers at larger
offsets, where one of the interferers is a modulated UMTS signal. This is designed to assess
the effect of IMD products arising from UMTS transmissions in other channels.

For LTE, a narrowband intermodulation requirement could be defined following the same
principles as in UMTS, using two CW signals as interferers. However, as a narrow bandwidth
IMD product falling on top of the wanted signal would only degrade the performance of few
subcarriers, the impact on throughput would be minimal. Hence, this is not defined in the
current specification.

For the LTE wideband intermodulation performance requirement, the modulated interferer
is defined to have the same bandwidth as the ACS test, denoted here ‘BWint2’.21 The CW
interferer is at offset BWchannel + 1.5 × BWint2, where BWchannel is the channel bandwidth;
thus for the 5 MHz bandwidth case the CW interferer is at a 10 MHz offset and the modulated
interferer at 20 MHz offset, twice the offset of the CW interferer, as for UMTS. The interferer
powers, are both −46 dBm, the same as for UMTS. The wanted signal is at a variable level
between 6 and 12 dB above REFSENS depending on the channel bandwidth. This variation

21BWint2 is equal to the channel bandwidth for the 1.4, 3 and 5 MHz cases, and it is limited to 5 MHz for higher
channel bandwidths.
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of the wanted signal level is designed to keep the wanted signal at an absolute value close
to −94 dBm and thus ensure a consistent IMD requirement for each bandwidth. For the
5 MHz bandwidth case, the wanted signal is 6 dB above REFSENS, 3 dB higher than UMTS
(because of the 3 dB diversity gain).

For bandwidths of 10 MHz and above, the modulated interferer is always 5 MHz. The
consequence of this is that the power of the interferer is spread over a narrower bandwidth
than the wanted signal, so the interfering power on each subcarrier is higher than the wanted
power of each subcarrier by the ratio of the bandwidths. This increases the IMD requirement:
for example, for the 20 MHz bandwidth, a value of 10 × log10(BWchannel/BWint2) = 6 dB
should be taken into account when calculating IMD requirements.

The usual way to quantify the IMD performance of a receiver is to determine the
third-order intercept point, or IP3. IP3 is a theoretical point where the amplitudes of the
intermodulation tones are equal to the amplitude of the fundamental tones. The third-
order IMD products, IM3, increase as the cube of the power of the input tones (i.e. at
60 dB/decade, three times the rate of the fundamental). Therefore, at some power level the
distortion products will overtake the fundamental signal; the point at which the curves of the
fundamental signal and the IM3 intersect on a log-log scale is the IP3. The corresponding
input power level is known as Input IP3 (IIP3), and the output power when this occurs is
the Output IP3 (OIP3) point, which is higher than IIP3 by an amount equal to the gain of the
receiver. The IIP3 can be computed as follows:

IIP3 = (3Pin − PIMD3,in)/2 = OIP3 −G (21.4)

where Pin is the power of a single tone at the input of the system, PIMD3,in the input-referred
third-order intermodulation distortion product and G the passband gain (all in dB).

It is not possible to measure IP3 directly, because by the time the non-linear amplifier
reached this point it would be heavily overloaded. Instead the amplifier is measured at a
lower input tone power and IP3 is found by extrapolation.

The wide-band intermodulation test can be used to derive an equivalent IIP3 requirement.
The IM3 products fall in-band and add to the existing receiver noise. The maximum power
of the IM3 products that can be tolerated, referred back to the input (i.e. so that the gain of
the receiver is factored out), PIMD3,in, is such that, when combined with the existing noise, it
reaches a level that is equal to the maximum tolerable noise floor. This noise floor is below
the wanted signal power by the SINR requirement plus implementation margin. Thus, if the
wanted signal is 3 dB above REFSENS the IM3 products and existing noise can be the same,
but as the wanted signal level is further raised above the REFSENS level the existing noise
floor will be less significant and the IM3 products a little higher.

As an example, we can calculate the IIP3 requirement for a 15 MHz bandwidth UE
supporting band 1. The SINR requirement plus implementation margin is assumed to
be 1.5 dB. The wanted signal is 7 dB above REFSENS (i.e. at −88.2 dBm), so it can
be calculated that the IM3 products must be 0.97 dB22 below the maximum tolerable
noise floor. The factor of three difference in bandwidth must be accounted for by a
factor of 4.77 dB.23 Thus, PIMD3,in = −88.2 − 1.5 − 0.97 − 4.77 = −95.4 dBm and IIP3 =

22The IM3 noise plus the thermal noise combines to use up to 7 dB margin, 0.97 = −10 · log10(1 − 10−7/10),
therefore 10 · log10(10−7/10 + 10−0.97/10) = 0.

23This comes from the fact that the modulated interferer always has a 5 MHz bandwidth when the channel
bandwidth is 10 MHz or more.
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[(3 × (−46)) + 95.4]/2 = −21.3 dBm.24 IIP3 can be calculated for the other bandwidths and
reaches a maximum of −20.6 dBm for 5 or 10 MHz bandwidth.

The IIP3 requirement for UMTS can be calculated in a similar manner.

21.4.7.2 Out-of-Band Intermodulation Distortion

As explained above, the LTE transmit signal may leak into the receiver. If a blocker is also
present, IM3 products may result. If the blocker is half-way between the transmit and receive
bands (i.e. between 15 and 200 MHz from the wanted band, depending on the duplex spacing)
then the IM3 products will fall into the wanted band. For Band 5, the duplex spacing is
45 MHz, so a blocker at a 22.5 MHz offset, which can have a power of −44 dBm, would be
the worst case. For the OOB blocking tests, the wanted signal is 3 dB above REFSENS.
Therefore PIMD3,in can be calculated as described above (equal to −101.5 dBm for the
5 MHz bandwidth). If we assume the transmitter leakage is −29 dBm and the blocker is
at −44 dBm, then the average input power is −31.9 dBm. Thus the OOB IP3 requirement
is IIP3 = [(3 × (−31.9)) + 101.5]/2 = +2.9 dBm and the maximum IIP3 is +6 dBm for the
1.4 MHz bandwidth.

For Band 1 the duplex spacing is 190 MHz, so a blocker at 95 MHz, which can be at
−15 dBm, would cause IMD. If the RF filter gives less than 29 dB attenuation of the blocker,
then this band would present an even tougher OOB IIP3 requirement.

A similar calculation for UMTS for Band 5, assuming +20 dBm transmit signal leaking
into the receiver at −28 dBm and a −44 dBm blocker, would yield a PIMD3,in requirement of
−98 dBm and an OOB IIP3 of +2.7 dBm.

Since the receiver’s IP3 is dominated by that of the mixer, the problem of cross-modulation
can be reduced for the most demanding bands by using a band-pass filter between the LNA
and the mixer, so that most of the cross-modulation occurs in the LNA.

21.4.8 Dynamic Range

The input dynamic range is a key factor affecting the cost of the receiver. The larger the
dynamic range, the larger must be the linear operating region of the receiver components.
There are many ways to analyse the dynamic range and resulting signal handling require-
ments for a receiver, with widely differing results.

The simplest definition of the dynamic range of a receiver is the ratio of the maximum and
minimum signal levels required to maintain a specified throughput or error rate. For UMTS
the maximum and minimum wanted signal powers are −44 and −117 dBm respectively,
giving a dynamic range of 73 dB. For an LTE UE, the maximum input is −25 dBm (assumed
to be applicable to any modulation), while the minimum signal level for a 5 MHz bandwidth
is −100 dBm (minimum REFSENS value across the different bands), giving a maximum
dynamic range of 75 dB.

Dynamic range can also be specified as the ratio between the maximum signal and the
noise floor. Even more usefully, the maximum signal level could include a margin to allow
for the variation of the peak signal power above its average (PAPR). Such a measure of
dynamic range gives an indication of the total signal handling requirements of the receiver
in the absence of gain control. In Section 21.4.3, the total peak received signal power was

24−46 dBm is the interferer power as specified in [5].
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derived, which includes the PAPR and the contribution from the transmitter leakage; the
values were −12.0 dBm for LTE and −15.2 dBm for UMTS. For the LTE 5 MHz bandwidth
the noise floor at the antenna is −107.5 dBm for UMTS it is −108.2 dBm. Thus this dynamic
range estimate is −12.0 − (−107.5) = 94.9 dB for LTE and −15.2 − (−108.2) = 92.9 dB for
UMTS (note that for UMTS the REFSENS, −117dBm, is below the noise floor).

In practice, gain control for large signals is normally used in a receiver to reduce the
dynamic range. The minimum dynamic range that the receiver should handle linearly,
measured at the antenna, is the maximum SINR requirement, plus implementation loss, plus
NF, plus a margin for PAPR (assumed to be 11.5 dB). For LTE this gives 17.5 + 4 + 9 +
11.5 = 42 dB, while for UMTS using QPSK it is only 12.2 + 8 = 20.2 dB.

However, this does not take account of any interferers which could be present, nor leakage
from the transmitter. At REFSENS, for an FDD LTE UE, there could be transmitter leakage
at −25 dBm (peak about −16 dBm); the difference between the peak transmitter leakage and
the noise floor is 91.5 dB for LTE and 83.6 dB for UMTS, although the frequency offset is
large so the analogue filters will reduce the interference.

In conclusion, is clear that the higher SINR and higher PAPR requirements of LTE
present a higher signal-handling dynamic range requirement than for UMTS, but the linearity
requirements due to interferers are similar.

21.5 RF Impairments

The RF parts of the transmitter and receiver are comprised of non-ideal components
which can have a strong impact on the ultimate demodulation performance. Different
access technologies have different sensitivities to these RF non-idealities. For example,
OFDM-based systems are particularly sensitive to any distortion which may remove the
orthogonality between the subcarriers, resulting in Inter-Carrier Interference (ICI), as
discussed in Section 5.2.3. The RF impairments can have a non-negligible impact on Bit
Error Rate (BER), as shown for example in [11, 12] and references therein, where some
compensation algorithms are also discussed.

The goal of this section is to show how the most common RF impairments introduce
errors in an OFDM signal. First a simplified model of the impairments is discussed for the
purpose of establishing SINR limitations for LTE performance assessment. This is followed
in Section 21.5.2 by a mathematical framework for analysing the sensitivity of the LTE to
particular impairments.

21.5.1 Transmitter RF Impairments

A generic model of the typical RF impairments of a transmitter is given in Figure 21.18. It
comprises the following components:25

• Digital to Analogue Converter (DAC): a source of quantization noise – here we
assume a uniform linear quantizer;

• Up-sampling function: up-samples the OFDMA/SC-FDMA sample rate process by a
factor (not shown in diagram);

25It is not implied that a real implementation would necessarily use exactly the components specified; the aim
here is to give a representative view of the typical impairments.
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o Baseband equivalent filter: equivalent to the concatenation of linear filtering compo-

nents in the transmit path, including digital and analogue elements;

0 Quadrature error component: corresponding to the loss of [IQ orthogonality in the

frequency conversion process;

0 d.c. offset: arising from, for example, direct conversion Local Oscillator (L0) leakage
effects;

0 Phase noise: corresponding to the L0 phase noise process;

0 Frequency error: due to L0 long-term frequency error;

0 lnterModulation Distortion (IMD): attributable to, for example, PA non-linearity.
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Figure 21.18: Model of multi-antenna transmitter impairments. Reproduced by permission
of © 2006 Motorola

A representative model of the RF impaimrents in the receiver, shown in Figure 21.19 for

two receiver antennas, comprises the following conceptual components:

0 Adjacent Channel Interference (AC1): important when establishing deployment and

coexistence guidelines and for estimating total system spectral efficiency. The efl-‘ect

of AC1 may be neglected, however, in an initial LTE system performance analysis

by assuming that Co-Channel Interference (CCI) is the dominant interference-[muting
effect.

0 Antenna Gain Imbalance (AG1): in practical multiantenna UE designs, the antenna

gains can be affected by multiple factors including user grip pattern, orientation and

proximity to the user’s body.

0 InterModulation (1M): receiver non-linearity in general, is a critical consideration

when operating at the upper limits of the receiver’s dynamic range and in the presence

of strong adjacent channel interference.

0 Thermal Noise: applicable noise figures for LTE UE and eNodeB devices are specified

in [13]. One further practical consideration is the potential for non-uniform noise

figures applicable to each LTE antenna port.
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Figure 21.19: Model of multi-antenna receiver impairments. Reproduced by permission of
© 2006 Motorola.

• Quadrature error component: as with the transmitter, this element models the loss of
quadrature in the frequency conversion process. As an initial assumption, quadrature
error may be neglected in eNodeB receivers, but is an essential element in direct
conversion UE receiver modelling.

• Frequency error: the eNodeB receiver frequency error attributed to eNodeB LO error
may be neglected since the UE uses the downlink waveform as a frequency reference.
Clearly, in some circumstances there can be a significant frequency shift between the
downlink signal received by the UE and the resulting uplink signal observed by the
eNodeB.

• Phase noise: this corresponds to the eNodeB and UE LO phase noise process.

• d.c. offset: as for the transmitter model, this can arise due to LO leakage effects.

• Analogue to Digital Converter (ADC): similarly to the transmitter, this can be
modelled as a quantization noise source.

• Baseband equivalent filter: equivalent to the concatenation of linear filtering compo-
nents in the receive path, including digital and analogue elements.

• Down-sampling function (not shown): decimates the OFDMA/SC-FDMA sample
rate process by a factor.

Often, a simple additive white Gaussian model can be considered to simplify the analysis
of the impact of the RF impairments on link performance (see, for example, [11]). In
fact the distortion generated by any non-linear device present for example in the downlink
transmitter26 can be modelled by using Bussgang’s theorem [14] as follows:

x̃ = αx + d (21.5)

where x̃ is the OFDM signal vector distorted by non-linearities, x is the column vector of the
ideal OFDM symbol, d is the vector of the equivalent interference term due to distortions

26The analysis here considers the downlink OFDM transmitter, but it can equally well be applied to the uplink
transmitter.
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which are uncorrelated with the signal x and α is a complex gain factor accounting for the
attenuation and phase rotation.

The parameter α can be derived as

α =
E[̃xHx]
E[xHx]

(21.6)

where E[·] is the expectation operator.
Assuming, for the sake of simplicity, an AWGN27 propagation channel, the distorted

signal x̃ generated by the RF transmitter is further corrupted by complex white circular
Gaussian noise n ∼ N(0, σ2

nI) such that the signal received by the OFDM receiver at the
output of the FFT can be expressed as

R = αFx + Fd + Fn

Assuming coherent detection in the OFDM receiver,28 the phase rotation induced by the
scaling factor α has no effect as it will be ideally compensated in the receiver’s channel
estimation process. However, in both coherent and non-coherent OFDM systems, the impact
of the magnitude of α translates into a power penalty for the useful signal. The reader is
referred to [14] for further details.

Assuming FFT processing of large blocks and applying the central limit theorem, the
frequency-domain distortion term D = Fd can be closely approximated by complex white
circular Gaussian noise D ∼ N(0, σ2

dI), and the SINR of the distorted received OFDM signal
can be simply expressed as

SINRd =
|α|2tr{CXX}

tr{CDD} + σ2
n

=
|α|2
σ2

d
+ σ2

n

(21.7)

where CXX = FCxxFH and CDD = FCddFH, assuming that the signal power X is normalized.
This model can be used in determining the impact of RF impairments on the LTE

performance, with the additive distortion term being modelled as a transmitter EVM source.

21.5.2 Model of the Main RF Impairments

In order to gain insight into the impact of typical impairments, not only in terms of the impact
on a single-user’s communication link but also in terms of their overall effect on system-level
spectral efficiency, it is instructive to develop a more precise analytical model. In particular,
three sources of errors are included here:

• Phase noise;

• Modulator image interference (amplitude and phase imbalance);

• Non-linear distortion and intermodulation products which fall into adjacent RBs.

27Additive White Gaussian Noise. Note that the reasoning can be straightforwardly extended to the case of a
frequency-selective convolutive channel and an OFDM system with CP.

28Coherent detection means that the phase of the received signal is known to the receiver a priori, for example
from Reference Signals (RSs) as discussed in Chapter 8.
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The model here is developed considering an OFDM signal (downlink) but it can be easily
generalized for an SC-FDMA signal (uplink). The OFDM signal can be written as the sum
of closely-spaced tones which do not interfere with each other due to their orthogonality. In
particular the discrete-time signal for symbol � is written as

x�[n] =
N/2−1∑

k=−N/2

S k,� exp
[

j2πkΔ f
n
N

]
(21.8)

where N is the number of subcarriers, S k,� is the constellation symbol sent on the kth

subcarrier for the �th OFDM symbol and n represents the component within the �th OFDM
symbol, n ∈ [0, N − 1]. In the following, we can drop the dependency from the variable �
without loss of generality.

21.5.2.1 Amplitude and Phase Imbalance

Let us consider the continuous time version of the signal x(t) modulated to frequency fc, i.e.

r(t) = Re{x(t)e j2π fct} = x(t)e j2π fct + x�(t)e− j2π fct (21.9)

With a non-ideal I/Q (de-)modulator, the recovered signal can be written as follows:

yIQ(t) = LP{r(t)(cos(2π fct) − jβ sin(2π fct + φ))}
(1)
= LP{(x(t)e j2π fct + x�(t)e− j2π fct)(γ1e− j2π fct + γ2e j2π fct)}
(2)
= x(t)γ1 + x�(t)γ2 (21.10)

where LP means Low-Pass filtering, (1) is because of Equation (21.9) with γ1 = (1 +
βe− jφ)/2 and γ2 = (1 − βe− jφ)/2 and (2) is obtained by low-pass filtering the signal. By
substituting Equation (21.8) into (21.10), after a variable change it follows that

yIQ(t) =
N/2−1∑

k=−N/2

(1 + βe− jφ

2
S k,� +

1 − βe− jφ

2
S �−k,�

)
exp

[
j2πkΔ f

t
N

]
(21.11)

By letting β = 1 + q and Q(β, φ) = (q − jφ − q jφ)/2, using the approximation that cos(φ) = 1
and sin(φ) = φ for small angle φ, it follows that

yIQ(t) =
N/2−1∑

k=−N/2

S k,� exp
[

j2πkΔ f
t
N

]

+ Q(β, φ)
N/2−1∑

k=−N/2

(S k,� − S �−k,�) exp
[

j2πkΔ f
t
N

]
(21.12)

Equation (21.12) shows clearly that the I/Q imbalance creates two different error terms: the
first is the self-interference created by the same signal at the same subcarrier frequency, while
the second is the signal at the frequency mirror-image subcarrier. The ideal case corresponds
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to q = 0 and φ = 0. Note also that the amplitude imbalance and the phase imbalance create the
same effect, i.e. only the factor Q(β, φ) changes, in case of only amplitude imbalance being
present (φ = 0) Q(β, φ) = q/2, and when only phase imbalance is present the multiplicative
coefficient becomes Q(β, φ) = jφ/2.

For high-order modulation (increasing number of states in the constellation) the error term
acts as noise and it spreads the constellation points as shown in [15].

In general the amplitude and phase imbalance can vary depending on the frequency, on
a subcarrier basis. This happens when there is a timing offset between the in-phase and
quadrature signal paths.

21.5.2.2 Phase Noise

When the LO frequency at the transmitter is not matched to the LO at the receiver, the
frequency difference implies a shift of the received signal spectrum at the baseband. In
OFDM, this creates a misalignment between the bins of the FFT and the peaks of the sinc
pulses of the received signal. This results in a loss of orthogonality between the subcarriers
and a leakage between them. Each subcarrier interferes with every other (although the effect
is strongest on adjacent subcarriers) and, as there are many subcarriers, this is a random
process equivalent to Gaussian noise. Thus, a LO frequency offset lowers the SINR of
the receiver. An LTE receiver will need to track and compensate for this LO offset and
quickly reduce it to substantially less than the 15 kHz subcarrier spacing. This is a tougher
requirement than for UMTS. The phase noise impairment has been widely studied both for a
single antenna [15–17] and for the MIMO case [18], especially in the context of WiMAX.

The ideal baseband transmitted signal, neglecting the additive white Gaussian noise, is
given in Equation (21.8). The received baseband signal, in the presence of only phase noise
can be written as

yθ(t) =
N/2−1∑

k=−N/2

S k,� exp
[

j2πkΔ f
t
N

]
e jθ(t) (21.13)

where θ is the phase noise. In [11] it is shown that the single-sideband phase noise power
follows a Lorentzian spectrum [11, 19]:

L( f ) =
2

πΔ f3dB

1
1 + [2 f /(Δ f3dB)]2 (21.14)

where Δ f3dB is the two-sided 3 dB bandwidth of phase noise. The power spectrum given in
Equation (21.14) can be considered as an approximation to practical oscillator spectra.

After the FFT, the symbol transmitted on the mth subcarrier in the �th OFDM symbol can
be written as

zm,� = S m,�
1
N

N/2−1∑
n=−N/2

e jθ(n) +
1
N

N/2−1∑
k=−N/2,k�m

S k,�

N/2−1∑
n=−N/2

exp
[

j2πΔ f
n
N

(k − m)
]
e jθ(n) (21.15)

By defining C(k) = (1/N)
∑N/2−1

n=−N/2 e j2πΔ f nk/N+ jθ(n), as in [16], Equation (21.15) can be rewrit-
ten as

zm,� = S m,�C(0) +
N/2−1∑

k=−N/2,k�m

S k,�C(k − m) (21.16)
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Equation (21.16) shows that the effect of phase noise is twofold: the useful symbol
transmitted on the mth subcarrier is scaled by a coefficient C(0) which depends on the phase
noise realization on the �th OFDM symbol, but it is independent of the subcarrier index
– i.e. all the subcarriers are rotated by the same quantity C(0). This is referred to as the
Common Phase Rotation (CPR). This term can be estimated from the RSs and removed. In
LTE, four symbols per subframe contain RS (see Section 8.2), so that in theory low frequency
phase noise up to about 2 kHz can be compensated. However common loop bandwidths of
PLLs29 are in general in the order of 10 to 100 kHz, so that a major part of the phase noise
energy is outside the region which can be compensated. The second term causes Inter-Carrier
Interference (ICI), the amount of which is given by the coefficient C(k − m) for subcarrier k
interfering on subcarrier m. The ICI due to phase noise creates a fuzzy constellation [15].
In [18] the above equations are generalized for the MIMO case, showing that phase noise has
similar effects in that case.

Time-domain offsets

Any timing synchronization error results in a misalignment between the samples contained in
the OFDM symbol and the samples actually processed by the FFT. If the timing error is large,
some samples could be from the wrong symbol, which would cause a serious error. It is more
likely that the timing error will be just a few samples and the presence of the cyclic prefix
should give enough margin to prevent samples from the wrong symbol being used. Assuming
this is the case, the shift in time is equivalent to a linearly-increasing phase rotation of the
constellation points.

The use of higher modulation schemes and wider channel bandwidths mean that timing
synchronization needs to be performed more accurately for LTE than for UMTS.

Another source of timing error is a sampling frequency error. This can occur when the
baseband sampling rate of the receiver is offset from that of the transmitter, or if there is jitter
of the receiver’s clock. When the sampling rate is too high this contracts the spectrum of the
signal; similarly, slow sampling widens the spectrum. Either of these effects misaligns the
FFT bin locations, resulting in a loss of orthogonality and hence reduced SINR. A sampling
rate converter, perhaps driven by an error estimate, could correct for a systematic sampling
rate error or sampling rate drift. Sampling jitter should be kept low by the choice of a clean
crystal reference oscillator.

Group delay distortion

Filter group delay and amplitude ripple variation create deviation from the wanted impulse
response of the receiver and cause inter-symbol interference. Unfortunately analogue filters
cannot have both flat group delay and flat amplitude response, so a compromise is needed.
To achieve this the analogue channel filter is usually slightly larger than the channel to
allow reduced in-band distortion at the expense of out-of-band attenuation and in-band noise
suppression.

One of the inherent advantages of multicarrier OFDM is that it is quite resilient to group
delay variation and amplitude ripple, more so than the single-carrier QPSK modulation used
by UMTS.

29Phase-Locked Loop.
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Additionally, the OFDM symbol rate is relatively low and thus there are greater margins
for delays introduced by large filters. Overall there is more freedom with LTE to design the
receiver analogue and digital filters to achieve high selectivity.

Reciprocal mixing

An unwanted phase offset of the received signal may include a large fixed (or slowly varying),
phase offset, which can be corrected by the equalizer. However, the LO also introduces small
random variations and jitter of the frequency and phase, which manifests itself as shaped
phase noise, tending to reduce with offset from the carrier frequency. This cannot be corrected
by the equalizer. Crystal oscillators have low levels of phase noise, but synthesizers are not
so clean, especially if they are PLL-based.

Each of the elements of a frequency synthesizer produces noise which contributes to the
overall noise appearing at the output. The noise within the PLL loop bandwidth arises from
the phase detector and the reference, whereas outside the loop bandwidth the VCO30 is the
main noise source. The phase noise tends to reduce from the edge of the PLL loop bandwidth
until eventually it reaches a flat noise floor.

A serious problem for receivers caused by phase noise is reciprocal mixing. Reciprocal
mixing occurs when the phase noise on the receiver LO mixes with a strong interfering signal
to produce a signal which falls inside the pass-band of the receiver. Intermediate-Frequency
(IF) filters, if used, do not give any rejection of such signals; instead the problem must be
solved by keeping the LO phase noise at a sufficiently low level. The various interference
requirements (see Sections 21.4.6 to 21.4.7.2) together create an overall requirement for the
receiver LO phase noise. The interferer which gets mixed onto the received signal needs to be
weaker by a margin of the SINR requirement plus the implementation margin, plus a further
margin of about 10 dB if it is to have no impact on the received signal. Therefore, the LO
noise, L, needs to satisfy the following requirement:

L ≤ SINR + IM −C/I + 10 + 10 · log10(B) (dBc/Hz)

21.5.2.3 Non-Linear Distortion and Intermodulation Products

IMD results from non-linearities of the PAs. The high PAPR (see Section 5.2.2) associated
with multicarrier signals is one of the principal challenges in the implementation of OFDM
systems. It requires linear operation of the PA over a large dynamic range, and this imposes
a considerable implementation cost and reduced efficiency. The linearity and efficiency of a
power amplifier are mutually exclusive specifications.

As already discussed, practical power amplifiers have a non-linear response. Numerous
models exist, a selection of which can be found in [20]. Here we describe a simple polynomial
memoryless model, by which the output signal can be written as

yPA(t) = a1y(t) + a2y2(t) + a3y3(t) (21.17)

30Voltage-Controlled Oscillator.
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where a1, a2, a3 are independent coefficients which can be found by measurement. From
Equation (21.8), (21.17) can be written as31

yPA(t) = a1

N/2−1∑
k=−N/2

S k,� exp
[

j2πkΔ f
t
N

]

+ a2

N/2−1∑
k=−N/2

N/2−1∑
p=−N/2

S k,�S p,� exp
[

j2π(k + p)Δ f
t
N

]

+ a3

N/2−1∑
k=−N/2

N/2−1∑
p=−N/2

N/2−1∑
v=−N/2

S k,�S p,�S v,� exp
[

j2π(k + p + v)Δ f
t
N

]
(21.18)

The non-linear response of the PA creates ICI. The intermodulation products contribute to
a noise-like cloud surrounding each constellation point.32 For higher-order modulation in
particular (such as 64QAM), these constellation clouds contribute to an increase in error rate
for each subcarrier. Thus, in an OFDM modem design, linearity must be carefully controlled.

21.6 Summary

In this chapter, we have reviewed the RF requirements affecting the practical implementation
of LTE equipment, especially the UE. We have seen how the effects of typical RF
impairments of the transmitter and receiver can be analysed, including the use of a
mathematical model for quantitative analysis.

The LTE RF requirements can be compared to those of UMTS. In many aspects, the
RF requirements of LTE are similarly demanding as for UMTS, including for example
narrowband blocking of the receiver and self-interference in case of full-duplex FDD
operation. However, the LTE specifications are more challenging for other aspects, such as

• The channel bandwidth is variable over a wide range;

• At least two receive antennas are expected for receive diversity, and only the lowest
UE category does not have to support reception of MIMO spatial multiplexing;

• There is a large variety of modulation and coding schemes, with some of them
requiring a high SNR;

• OFDM is more sensitive to phase noise.

On the other hand, LTE is more robust than UMTS against amplitude and phase distortions
from receiver and transmitter filters.

31This can be derived by considering ideal (de-)modulator components; thus, the signal in Equation 21.9 can be
recovered by a simple low-pass filtering.

32Note that the interference is correlated with the symbol transmitted on subcarrier k, and hence strictly it cannot
be considered as white noise.
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Radio Resource Management

Muhammad Kazmi

22.1 Introduction

Radio Resource Management (RRM) encompasses a wide range of techniques and proce-
dures, including power control, scheduling, cell search, cell reselection, handover, radio link
or connection monitoring, and connection establishment and re-establishment. Advanced
features like interference management, location services, Self-Optimizing Networks1 (SON)
and some network planning methods make use of RRM-related techniques based on radio
related measurements made by the User Equipment (UE) or eNodeB. In this chapter, we
address the RRM techniques and reporting mechanisms that support UE mobility in the LTE
network (E-UTRAN), including cell search, radio measurements, cell reselection, handover
and radio link monitoring. We focus here on the performance requirement aspects, while the
procedures themselves are described in Chapters 3, 4, 7, 12, 17 and 18.

The RRM-related actions undertaken by the UE can be broadly divided into those relevant
in the RRC_IDLE state and those relevant in the RRC_CONNECTED state, as illustrated in
Figures 22.1 and 22.2 respectively.

RRM in E-UTRAN is designed to handle the challenges posed by the fundamental
characteristics of the LTE system, including:

• The packet-oriented transmission of LTE, realized by fast time- and frequency-domain
scheduling, may lead to large and swift interference fluctuations. This may affect the
accuracy of the signal quality estimates required for mobility decisions in certain
scenarios. Time-domain filtering is used to help smooth out the interference variations.
• The provision of a wide range of Discontinuous Reception (DRX) cycle lengths,

including periods up to 2.5 seconds, yields substantial benefits in terms of UE power
saving. However, such DRX cycles also mean that it is not feasible to enforce the same
mobility performance in all cases.

1Details on user equipment positioning and self optimization of the network are described in Chapters 19 and
25 respectively.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.

© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.

IPR2022-00464 
Apple EX1014 Page 569



504 LTE – THE UMTS LONG TERM EVOLUTION

Measurement and evaluation of 

serving cell

Measurement of neighbour cells

Evaluation of neighbour cells for 

cell reselection

Cell reselection to the target cell

RRC_IDLE Mobility

Acquisition of the system 

information of the target cell

Figure 22.1: UE actions related to RRM Procedures in RRC_IDLE state.

Identification and measurement 

of neighbour cells

Measurement reporting of 

neighbour cells 

Reception of handover 

command

Random access to the target cell

RRC_CONNECTED Mobility

Detection of the target cell 

indicated in HO command

Reception of handover 

command

Random access to the target cell

Monitoring of the serving cell 

downlink quality

Detection of radio link failure  

Selection of the target (best) cell

RRC re-establishment to the 

target cell

Acquisition of the system 

information of the target cell

Figure 22.2: UE actions related to RRM Procedures in RRC_CONNECTED state.

• LTE is designed to support seamless mobility not only within itself (both intra- and
inter-frequency) but also with the legacy 3GPP Radio Access Technologies (RATs)
(e.g. GERAN2 and UTRAN3) and with certain non-3GPP RATs (e.g. CDMA2000

2GSM EDGE Radio Access Network.
3Universal Terrestrial Radio Access Network.
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1xRTT and HRPD4). Mobility between these different RATs requires the UE to detect
and measure cells on the target technologies as requested by the network, each with its
own different channel structure.

• LTE is designed to support a wide range of cell sizes (ranging from a few tens of metres
to tens of kilometres) and deployment/propagation scenarios, yet the RRM techniques
are required to be as generic as possible and to exhibit consistent mobility performance.

• Despite the differences between the Frequency Division Duplex (FDD) and Time
Division Duplex (TDD) frame structures in LTE (see Section 6.2), and the fact that
in FDD deployments the eNodeBs may be either synchronized or unsynchronized,
mobility requirements are expected to be the same (or at least similar) in order to
minimize UE implementation complexity and simplify network planning.

• The low overall latency requirements in LTE place constraints on the time taken
to make and report measurements and to perform handover. Additionally, to meet
the challenges of certain specific mobility procedures, enhanced requirements with
substantially lower latency are also specified.

• The time-multiplexing of Multimedia Broadcast/Multicast Service (MBMS) and
unicast data on a single LTE carrier is attractive in that it obviates the need for a
separate carrier frequency to offer mobile broadcast services. However, it reduces the
opportunities for the UEs to perform downlink cell measurements to support mobility;
nevertheless, the RRM performance should remain consistent.

22.2 Cell Search Performance

Cell search is one of the most fundamental aspects of mobility. As explained in Chapter 7,
it enables the UE to acquire the carrier frequency, timing and cell identity of cells. In LTE
the cell search performance requirements relate to the case of neighbour cell search under
the assumption that the UE has already acquired carrier frequency synchronization; the
requirements are only applicable in RRC_CONNECTED.

22.2.1 Cell Search within E-UTRAN

The objective of cell search within E-UTRAN is to identify one of the 504 unique Physical
Cell Identities (PCIs) (see Chapter 7 and [1, Section 6.11]). The cell search algorithm is not
specified and is left for UE implementation; however, typically, the UE performs cell search
in a hierarchical manner (see Section 7.2).

An important characteristic of the cell identification requirements is that the same
requirements are applicable in a wide range of propagation conditions and for both FDD
(with or without synchronization of the eNodeBs) and TDD (where synchronization of the
eNodeBs can be assumed).

The requirements are specified in terms of the maximum permissible cell identification
delay, which includes the time taken for Reference Signal Received Power (RSRP) or Ref-
erence Signal Received Quality (RSRQ) physical layer measurements (see Sections 22.3.1.1
and 22.3.1.2 respectively).

4High Rate Packet Data.
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22.2.1.1 E-UTRAN Intra-frequency Cell Search

In case of intra-frequency cell search, the UE identifies E-UTRA cells on the same carrier
frequency as that of the serving cell. The time required to detect a cell depends upon a number
of factors, most notably the received quality of the synchronization signals, the received level
of the Reference Signals (RSs) and the time available for performing the search. The latter
factor stems from the fact that the available time for intra-frequency measurements may be
reduced by measurement gaps for inter-frequency or inter-RAT measurements as explained in
Section 22.2.1.2. The cell search delay also depends upon the configured DRX cycle period.

If no DRX is configured, and for DRX cycles up to 40 ms,5 the UE is required to detect
an E-UTRA FDD or TDD intra-frequency target cell within 800 ms if no inter-frequency
measurement gaps are configured, provided that the target cell’s received synchronization
signal quality Ês/Iot (defined as the energy per Resource Element (RE) of the synchronization
signals divided by the total received energy of noise and interference on the same RE) is at
least −6 dB. This is the ‘minimum’, or worst case, requirement.

The cell search delay can be shorter if the received signal quality is higher than the
minimum cell detection threshold. The performance in some typical deployment conditions
is illustrated in Figures 22.3 and 22.4. Here, scenarios covering both synchronized and
unsynchronized eNodeBs are analysed, as summarized in Table 22.1. ETU5 (Extended
Typical Urban with UE speed 5 km/h), ETU300 (UE speed 300 km/h) and EPA5 (Extended
Pedestrian A with UE speed 5 km/h) propagation models are used,6 and two receive antennas
are assumed at the UE.7 Further details of the modelled scenarios can be found in [2].

Table 22.1: Cell identification test parameters.

Unit Cell1 Cell2 Cell3 (target cell)

Relative delay of 1st path for synchronized case ms 0 0 Half CP length
Relative delay of 1st path for unsynchronized case ms 0 1.5 3
SNR dB 5.18 0.29 −0.75 (worst case)
PSS for case of different PSS PSS1 PSS2 PSS3
PSS for case of same PSS PSS1 PSS2 PSS1

The cell search performance is measured in terms of the 90-percentile cell identification
delay, i.e. the maximum time required to detect the target cell 90% of the time.

Various scenarios are analysed to examine the impact on the detection performance of
different combinations of PSS8 and SSS9 sequences as indicated in Table 22.2. More detailed
performance results can be found in [3].

5This is designed to ensure robust mobility performance for delay-sensitive services like Voice over IP (VoIP),
which typically requires short DRX cycles.

6Further details of these propagation models are given in Chapter 20.
7No margin is included for non-ideal UE receiver implementation or reporting delay for the RSRP measurement

to the network.
8Primary Synchronization Signal.
9Secondary Synchronization Signal.
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Table 22.2: Cell identification test scenarios.

Test case Cell3 Cell1 Cell2
(synch, asynch eNodeBs) (Target) (Interference) (Interference)

1,5 PSS3 SSS3a, SSS3b PSS1 SSS1a, SSS1b PSS2 SSS2a, SSS2b
2,6 PSS1 SSS3a, SSS3b PSS1 SSS1a, SSS1b PSS2 SSS2a, SSS2b
3,7 PSS1 SSS1a, SSS3b PSS1 SSS1a, SSS1b PSS2 SSS2a, SSS2b
4,8 PSS3 SSS1a, SSS1b PSS1 SSS1a, SSS1b PSS2 SSS2a, SSS2b
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Figure 22.3: Cell search performance with synchronized eNodeBs.
Reproduced by permission of© NXP Semiconductors.

When measurement gaps are configured for inter-frequency or inter-RAT measurements
the UE has less opportunity to detect a cell. Hence, in this case the cell identification delay
may be larger than the baseline 800 ms delay, with the actual value depending upon the
periodicity of the gaps. Furthermore, for DRX cycles larger than 40 ms, the cell identification
delay increases in proportion to the length of the DRX cycle, allowing UE to save battery
power.

22.2.1.2 E-UTRAN Inter-frequency Cell Search

In the case of inter-frequency cell search, the UE identifies E-UTRA cells operating on
carrier frequencies other than that of the serving cell (and possibly also in different frequency
bands and/or with different duplex modes). Inter-frequency measurements, including cell
identification, are performed during periodic measurement gaps unless the UE has more than
one receiver. Two possible gap patterns can be configured by the network, each with a gap
length of 6 ms: in gap pattern #0, the gap occurs every 40 ms, while in gap pattern #1 the
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Figure 22.4: Cell search performance with unsynchronized eNodeBs.
Reproduced by permission of© NXP Semiconductors.

gap occurs every 80 ms, as shown in Figure 22.5. There is an obvious trade-off between
these two gap patterns: the former yields a shorter cell identification delay but a greater
interruption in data transmission and reception. Only one gap pattern can be configured at a
time for measuring all frequency layers (both inter-frequency and inter-RAT).

�

Gap length 

= 6 ms

Measurement gap repetition period (MGRP):

� Gap Id # 0: MGPR = 40 ms

� Gap Id # 1: MGPR = 80 ms

Inter-frequency 

or Inter-RAT 

measurement
Intra-frequency measurement and 

data transmission/reception

Figure 22.5: Measurement gap patterns for inter-frequency and inter-RAT cell search and
measurements.

If no DRX is used, or if the DRX cycle length is less than or equal to 160 ms, the UE is
required to identify an E-UTRA FDD or TDD inter-frequency cell within 3.84 s, provided the
received synchronization signal quality is at least −4 dB (assuming gap pattern #0). As for
intra-frequency cell search, for DRX cycles larger than 160 ms the cell identification delay
increases proportionally.
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22.2.2 E-UTRAN to E-UTRAN Cell Global Identifier Reporting

Requirements

In addition to the basic PCI cell search requirements specified in LTE Release 8, E-UTRAN
Cell Global Identifier10 (ECGI) reporting requirements were introduced in Release 9 for
both FDD and TDD. The requirements are the same for FDD and TDD for their respective
frequency bands, and therefore the description in the subsequent sections is generic for both.

The UE is required to identify and report the ECGI of a target E-UTRA cell upon request
from the serving eNodeB. The ECGI measurement report can be used by the eNodeB
for various features. For instance, it can assist the eNodeB to establish the neighbour cell
relations automatically (see Chapter 25.2) when a new neighbour cell is added or an existing
one is removed [5]. The ECGI measurement report can also be used by the serving eNodeB
for performing inbound mobility to a Home eNodeB11 (HeNB) in RRC_CONNECTED state
(see Chapter 24 for more details on HeNBs). Due to the small size of HeNB cells, it is
not unlikely that a PCI may be used more than once among the HeNBs located within the
coverage area of a macro-eNodeB. Hence an important objective of the ECGI report is to
enable the serving eNodeB to identify unambiguously the target HeNB.

The acquisition of ECGI requires the UE first to read the Master Information Block
(MIB), which is transmitted on Physical Broadcast CHannel (PBCH) with a periodicity of
40 ms (see Section 9.2.1). This is followed by the reading of the System Information Block
type 1 (SIB1), which contains the ECGI and is transmitted with a periodicity of 80 ms on the
DownLink Shared CHannel (DL-SCH) (see Section 3.2.2). The UE is not required to receive
or transmit in the serving cell while acquiring the ECGI of a target cell; a UE is permitted
to create gaps autonomously in downlink reception and uplink transmission to read the MIB
and SIB1 of a target cell.

HeNBs can be deployed on either a shared carrier or a dedicated carrier. Similarly the SON
Automatic Neighbouring Relation (ANR) is applicable to both intra- and inter-frequency
cells, and therefore EGCI requirements are specified for both intra-frequency and inter-
frequency ECGI reporting.

22.2.2.1 Intra-frequency E-UTRAN Cell Global Identifier Reporting

The intra-frequency ECGI reporting requirement is specified in terms of the maximum time
allowed for the UE to identify the ECGI of a new intra-frequency target E-UTRA cell
whose synchronization signal quality Ês/Iot (as defined in Section 22.2.1.1) is at least -6 dB;
the identification delay is not allowed to exceed 150 ms with 90% confidence, excluding
the procedure delay of the ECGI request message. The same ECGI identification delay
requirements are applicable with and without DRX.

The initial autonomous gap created by the UE for correcting the frequency and for
decoding the first MIB block of the target cell comprises 9 subframes. Each subsequent
autonomous gap for decoding the remaining MIB and SIB1 blocks to read the whole of the
target cell’s ECGI typically consists of 4 subframes. The maximum aggregated duration of
autonomous gaps created by the UE is not allowed to exceed 90 subframes when identifying

10The E-UTRAN Cell Global Identifier is a globally unique identifier broadcast by the cell. It is composed of
3-bytes of Public Land Mobile Network (PLMN) Identity and 28 bits to identify the cell within that PLMN –
see [4, Section 6.3.4], and Chapter 25.

11Inbound mobility to Home eNodeB refers to the case of a UE moving into a Home eNodeB cell.
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an intra-frequency cell’s ECGI; this is designed to ensure that certain minimum serving cell
reception and transmission performance is maintained.

22.2.2.2 Inter-frequency E-UTRAN Cell Global Identifier Reporting

The inter-frequency ECGI requirements (i.e. ECGI identification delay and serving cell
reception/transmission performance) are the same as those specified for the intra-frequency
requirement, except that the synchronization signal quality under which the requirement
should be satisfied is relaxed to -4 dB. An autonomous gap created by the UE for decoding
the initial MIB block of the target inter-frequency cell comprises 9 subframes, and each of
the subsequent gaps typically consists of 4 subframes. The maximum aggregated duration
of autonomous gaps created by the UE is likewise not allowed to exceed 90 subframes
when identifying an inter-frequency cell’s ECGI. This ensures that certain minimum serving
cell reception and transmission performance is maintained while reading the inter-frequency
target cell ECGI.

22.2.3 E-UTRAN to UTRAN Cell Search

The E-UTRAN to UTRAN cell search procedure allows the UE to identify a target FDD or
TDD UTRA cell. The E-UTRAN-UTRAN cell search requirements apply until an explicit
neighbour cell list is received by the UE from the serving E-UTRA cell. This list indicates the
primary scrambling codes of up to 32 neighbour cells per UTRA FDD or TDD carrier. The
signals provided by UTRA FDD and TDD differ, and therefore separate cell identification
requirements are specified for each technology. In each case, the cell search algorithm is not
specified, but the search is typically carried out in hierarchical manner. In UTRA FDD, where

Primary and Secondary Synchronization CHannels (P-SCH and S-SCH) are provided, the
UE typically identifies the target UTRA cell via the following steps:

Slot timing acquisition: The UE acquires the slot timing by performing a matched filter
correlation over the Primary Synchronization Code (PSC), which is transmitted in the first
256 chips in every slot (0.666 ms). The PSC is common to all UTRA cells.

Frame timing acquisition and code group identification: The UE acquires the frame
timing and the identity of the group of 8 codes to which the cell’s primary scrambling
code belongs by performing correlations over the Secondary Synchronization Codes (SSCs)
transmitted in the initial 256 chips of every slot (i.e. at the same time as the PSC). A sequence
of 15 SSCs in one 10 ms radio frame uniquely identifies the code group. In good propagation
conditions the information contained within three slots is sufficient to identify both the frame
timing and the code group.

Primary scrambling code identification: A given UTRA cell uses one code from the
group indicated by the SSC as the scrambling code for all downlink channels, including the
Primary Common PIlot CHannel (P-CPICH). The UE therefore performs a simple correlation
against the known CPICH sequence (which is the same in all UMTS cells) scrambled in turn
by each of the eight possible scrambling sequences in the code group, in order to determine
which primary scrambling code is being used in the cell, and hence the cell identity.
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In order to report an identified cell, the UE needs to measure the P-CPICH Ec/N0 (where
Ec is the CPICH energy per chip and N0 the noise power spectral density) or Received Signal
Code Power (RSCP) over the ‘physical layer measurement period’.

The same measurement gap patterns are used for E-UTRA inter-frequency and inter-RAT
measurements. In both DRX and non-DRX scenarios, a target UTRA FDD cell is considered
detectable if the CPICH Ec/I0 is at least -20dB and the synchronization channel SCH_Ec/I0
is at least -17dB, where I0 is the power spectral density of the total input signal at the UE
antenna connector and SCH_Ec is the transmit energy per chip of the SCH, including the
downlink signal transmitted by the serving cell [6]. However, in terms of reporting delay,
separate sets of UTRA cell identification requirements are specified for the cases with and
without DRX.

If no DRX is used, or for DRX cycles up to 40 ms, the UE is required to identify a
detectable UTRA FDD cell within 2.4 ∗ Nfreq seconds and 4.8 ∗ Nfreq seconds using gap
patterns #0 and #1 respectively (where Nfreq is the number of carrier frequencies to be
monitored). For DRX cycles larger than 40 ms, the UTRA cell search delay increases
proportionally and is expressed in terms of a number of DRX cycles. For example in case of
DRX cycle length of 1.28 seconds, the maximum permissible cell search delay is 25.6 ∗ Nfreq
seconds or 20 ∗ DRX cycle length ∗ Nfreq; where the factor of 20 incorporates the required
UTRA FDD cell search occasions and CPICH measurement samples.

22.2.4 E-UTRAN to GSM Cell Search

In GSM the Broadcast Control CHannel (BCCH) frequency reuse factor is greater than
one. Therefore in principle the GSM BCCH Received Signal Strength Indicator (RSSI)
measurement, which is measured on the BCCH carrier (see Section 22.3.3) can identify a
GSM cell, since a different RSSI measurement can be reported for each carrier. However,
if small cluster sizes are used with BCCH frequency reuse, the GSM carrier RSSI alone
cannot always reliably identify the correct GSM cell: for example, the network may not
be able to distinguish RSSI measurement reports for GSM cells whose BCCHs use the
same carrier. This may lead to calls being dropped, especially in deployment scenarios with
tight reuse. Therefore, the UE is also required to decode the Base Station Identity Code
(BSIC)12. In E-UTRAN, GSM measurements are always reported together with the verified
BSIC [4], in contrast to the legacy GSM system, where measurements can be reported with
or without a verified BSIC. The BSIC verification comprises initial BSIC identification and
BSIC re-confirmation. These are summarized below; A more extensive description of the
GSM common channels is provided in [7].

Initial BSIC identification comprises the BSIC decoding for a GSM cell for the first time
when the UE does not have any knowledge about the relative timing between the E-UTRA
and GSM cells. The UE is required to decode the BSIC of the 8 strongest BCCH carriers

12The BSIC allows a UE to distinguish two different GSM cells which share the same beacon frequency. It is a
6-bit field composed of two 3- bit fields: the Base station Colour Code (BCC) and the Network Colour Code (NCC).
The BCC is used to identify the Training Sequence Code (TSC) to be used when reading the BCCH. The NCC is
used to differentiate between operators utilizing the same frequencies, e.g. on an international border when both
operators have been allocated the same frequency or frequencies.
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of the GSM cells that are provided in the GSM inter-RAT cell information list13 [4]. The
UE decodes the BSIC of the BCCH carriers in order of decreasing RSSI. Through the BSIC
decoding the UE acquires the initial timing information of these GSM cells.

BSIC re-confirmation consists of the BSIC decoding of a GSM cell after the initial BSIC
identification has been performed. The UE updates its stored values of the timing of up to 8
identified GSM cells every time the BSIC is decoded, in order to compensate for cell timing
drift relative to the serving cell to which the UE is locked.

BSIC verification requirements are applicable down to the reference sensitivity level
defined in [8]. Initial BSIC identification and BSIC re-confirmation requirements are
expressed in terms of the time required to decode the BSIC for the first time, Tidentity,GSM and
the time required to re-confirm the initially identified BSIC Tre-confirm,GSM under the above
constraints, which depend on the total number of carrier frequency layers of all RATs since
the same gap pattern is shared by all RATs.

22.2.5 Enhanced Inter-RAT Measurement Requirements

As mentioned earlier, the measurement requirements are generally minimum requirements
for worst-case scenarios. In order to support Circuit-Switched Fall Back (CSFB)14 scenarios
in E-UTRAN, which require shorter overall delay, enhanced measurement requirements for
UTRAN FDD and GSM were introduced in LTE Release 9.

For both UTRA FDD and GSM, the enhanced measurement requirements are specified
under the assumption that CSFB from a serving E-UTRA cell to a target UTRA FDD or
GSM cell is used when the serving cell and the target cell have overlapping coverage. Under
these conditions the received signal quality of the target cell is typically higher than the
minimum levels specified for normal cell search.

In the case of UTRA FDD, the enhanced UTRA FDD cell identification requirements are
therefore specified assuming that both received CPICH Ec/I0 and synchronization channel
SCH_Ec/I0 levels from the UTRA FDD cell are at least -15 dB. At these levels when no
DRX is used or when DRX ≤ 40 ms, the UTRA FDD cell search delay is about 1 s (assuming
gap pattern #0). Hence, compared to the minimum requirements, the enhanced UTRA FDD
measurement reporting delay of an unknown UTRA FDD cell is reduced by a factor of 2.

In the case of GSM, the enhanced BSIC verification requirements are specified assuming
that the target cell is received at about 10 dB above the reference sensitivity level or reference
interference levels (as specified in [8]). Under this condition and without DRX or with DRX
≤ 40 ms, the UE can complete initial BSIC decoding in about 1.3 s, assuming gap pattern #0
is used only for monitoring GSM measurements.

13When camped on an LTE cell, the UE is provided with a Neighbour Cell List (NCL) containing at least 32
GSM carrier numbers (i.e. Absolute Radio Frequency Channel Numbers (ARFCNs)) indicating the frequencies of
neighbouring cells, and optionally an associated BSIC for each GSM carrier in the NCL.

14CSFB enables voice and other circuit-switched services to be provided to UEs served by E-UTRAN by reusing
the existing circuit switched infrastructure such as GERAN or UTRAN [9] – see Section 2.4.2.1.
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22.3 Mobility Measurements

In order to support mobility within E-UTRAN and between E-UTRAN and other RATs
(UTRAN FDD and TDD, GERAN and CDMA2000), a number of radio-related UE mea-
surements are specified. All the E-UTRAN and inter-RAT measurements described in the fol-
lowing sections are reported by the UE to the serving eNodeB only in RRC_CONNECTED
state. In RRC_IDLE, the measurements are not reported but may be used autonomously by
the UE for cell reselection. Therefore although a particular measurement may be used in both
RRC_CONNECTED and RRC_IDLE states, the corresponding requirements only apply to
RRC_CONNECTED.

22.3.1 E-UTRAN Measurements

For mobility within E-UTRAN and from other RATs to E-UTRAN, two UE measurements
are defined: RSRP and RSRQ [10].

22.3.1.1 Reference Signal Received Power (RSRP)

RSRP is measured by the UE over the cell-specific Reference Signals (RSs) within the
measurement bandwidth over a measurement period. RSRP is a type of signal strength
measurement and is indicative of the cell coverage. It is defined as the linear average over the
power contributions (in Watts) of the REs that carry cell-specific RSs within the considered
measurement frequency bandwidth. Normally the RSs transmitted on the first antenna port
are used for RSRP determination, but the RSs on the second antenna port can also be used
if the UE can reliably determine that they are being transmitted. If receive diversity is in
use by the UE, the combined RSRP must be at least as large as the RSRP of any of the
individual diversity branches. It is applicable in both RRC_IDLE and RRC_CONNECTED
states and is used for cell reselection and handover within E-UTRAN (intra-frequency and
inter-frequency) and to E-UTRAN from any of UTRAN FDD or TDD, GSM, CDMA2000
1xRTT or HRPD.

RSRP is therefore considered to be the most important measurement quantity for E-
UTRAN.

An accuracy requirement is defined for the RSRP measurement (both intra- and inter-
frequency); this is applicable for received signal quality Ês/Iot as low as -6 dB. A
measurement bandwidth equivalent to the central 6 Resource Blocks (RBs) is assumed.
In the time domain the physical layer measurement periods when no DRX is used (and
for short DRX cycles) are 200 ms and 480 ms for intra-frequency and inter-frequency
RSRP respectively. The inter-frequency measurement naturally takes longer as it can only
be performed during the measurement gaps; furthermore, the inter-frequency RSRP physical
layer measurement period increases linearly with the number of carrier frequencies that has to
be measured during the gaps, Nfreq. The physical layer measurement period also increases in
proportion to the DRX cycle for DRX cycles larger than 40 ms for intra-frequency RSRP and
larger than 80 ms for inter-frequency RSRP. The measurement sampling rate is not specified
but is left to the UE implementation.
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The UE is required to be able to measure RSRP from at least 8 identified intra-frequency
cells over the physical layer measurement period.15 Similarly, the UE is also required to
measure RSRP from at least 4 identified inter-frequency cells per inter-frequency carrier for
up to 3 carriers (i.e. a total of 12 inter-frequency cells).

22.3.1.2 Reference Signal Received Quality (RSRQ)

RSRQ is the ratio of RSRP to RSSI for an E-UTRA carrier. The RSSI part of RSRQ is
the total received power including interference from all sources, including serving and non-
serving cells, adjacent channel interference and thermal noise. Unlike RSRP, it is measured
on all REs in the OFDM symbols containing RSs for antenna port 0 (not just the REs
containing RSs themselves), within the measurement bandwidth.16

This interference component of RSRQ enables the UE to quantify the received signal
quality considering both signal strength and interference, which may vary with the UE’s
location in the cell [11].

In the first release of LTE (Release 8), RSRQ was applicable only in RRC_CONNECTED
state. It is therefore used for handover within E-UTRAN, and from other RATs to E-UTRAN.

However, in order to prevent outages caused by high interference situations, in Release 9
RSRQ was also introduced for RRC_IDLE state; this gives the network the option to
configure the UE to use RSRQ as a metric for performing cell reselection, at least in the
cases of cell reselection within E-UTRAN, from UTRAN FDD to E-UTRAN and from GSM
to E-UTRAN.

Both intra- and inter-frequency RSRQ measurement requirements are specified in [12].
The RSRQ and RSRP together have been shown to be particularly beneficial for performing
inter-frequency quality-based handover [13]. RSRQ is inherently a relative quantity which
to some extent eliminates absolute measurement errors and leads to better accuracy than is
possible for RSRP. Like RSRP, the RSRQ accuracy requirements are applicable for Ês/Iot
down to −6 dB (based on a measurement bandwidth equivalent to the central 6 RBs). The
time domain physical layer measurement periods for RSRP are equivalent to those of RSRP
for the corresponding DRX cases. The measurement sampling rate is also UE implementation
dependent.

The UE is also required to measure RSRQ from the same number of intra- and inter-
frequency cells as for RSRP.

22.3.2 UTRAN Measurements

The UTRAN measurements can be categorized into those specific to UTRAN FDD and those
for E-UTRAN TDD. For mobility to UTRAN FDD, CPICH17RSCP, CPICH Ec/N0

18 and
RSSI measurements are defined [10]. The CPICH measurements are the most important for

15When measurement gaps are used, and depending upon the gap periodicity, the number of measured cells may be
lower than 8 due to the fact that the measurement gaps reduce the time available for the UE to make intra-frequency
measurements.

16Note that in Release 10 the RSRQ can be configured to be measured on all OFDM symbols if mechanisms for
time-domain inter-cell interference coordination are configured – see Section 31.2.4.2.

17Common PIlot CHannel.
18Energy per chip divided by the noise power spectral density.
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mobility between E-UTRAN and UTRAN FDD systems. For mobility to UTRAN TDD P-
CCPCH19 RSCP and RSSI measurements are used.

All these UTRAN measurements can be used in both RRC_IDLE and RRC_CONNECTED
states. However, the network has the freedom to configure specific measurements in different
mobility scenarios. Therefore, all the measurement requirements (such as accuracies) are
applicable only in RRC_CONNECTED state.

22.3.2.1 UTRAN FDD CPICH RSCP

UTRAN FDD CPICH RSCP is measured on the Primary-CPICH of the target UTRAN cell
and is used for both cell reselection and handover from E-UTRAN. For inter-RAT mobility,
the CPICH RSCP absolute accuracy requirement should be fulfilled over the physical layer
measurement period, whose length depends upon the gap pattern and DRX cycle (e.g. 480 ms
for gap pattern #0 with DRX cycle not greater than 40 ms). The UE is required to measure
the CPICHs from 6 identified UTRA FDD cells.

22.3.2.2 UTRAN FDD CPICH Ec/N0

The UTRAN FDD CPICH Ec/N0 is the ratio of the CPICH RSCP to the UTRA carrier RSSI.
CPICH Ec/N0 can be used for both cell reselection and handover.

The measurement periods for CPICH Ec/N0 with and without DRX are the same as for
CPICH RSCP.

22.3.2.3 UTRAN FDD Carrier RSSI

The UTRAN FDD carrier RSSI is the total received wideband power, including thermal
noise and noise generated in the receiver, within the bandwidth defined by the receiver pulse
shaping filter. In practice this measurement quantity is rarely used in RRC_IDLE, and its
usage is mainly for performing RRC_CONNECTED handovers between E-UTRAN and
UTRAN FDD. The measurement periods are the same as those described in Section 22.3.2.1.

22.3.2.4 UTRAN TDD P-CCPCH RSCP

The UTRAN TDD P-CCPCH RSCP is the received power of the P-CCPCH of a UTRA
TDD neighbour cell. It is considered to be the most fundamental measurement quantity
for all mobility scenarios between E-UTRAN and UTRAN TDD. It is therefore used for
performing both cell reselection and handover to UTRA TDD. The P-CCPCH RSCP physical
layer measurement period depends on the configured gap periodicity and the DRX cycle in
the same way as for UTRAN FDD.

22.3.2.5 UTRAN TDD carrier RSSI

The UTRAN TDD carrier RSSI is the total received wideband power, including thermal
noise and noise generated in the receiver, within the bandwidth defined by the receiver pulse
shaping filter within a specified timeslot. In principle it can be used for both cell reselection

19Primary Common Control Physical CHannel.

IPR2022-00464 
Apple EX1014 Page 581



516 LTE – THE UMTS LONG TERM EVOLUTION

and handover from E-UTRAN to UTRAN TDD. The measurement periods of UTRAN TDD
carrier RSSI with and without DRX are the same as for the P-CCPCH RSCP measurement.

22.3.3 GSM Measurements: GSM Carrier RSSI

For mobility from E-UTRAN to GSM in RRC_IDLE mode (i.e. cell reselection) and
RRC_CONNECTED mode (i.e. handover) the GSM carrier RSSI is used.

The GSM carrier RSSI is measured on a GSM BCCH carrier [10]. In accordance with the
GSM core specification [14] the UE is required to take at least 3 GSM carrier RSSI samples
per GSM carrier as evenly spaced as possible during the physical layer measurement period.
The GSM carrier RSSI physical layer measurement period without DRX and for DRX cycles
up to 80 ms is 480 ms regardless of the gap pattern, and increases linearly with the number
of carrier frequencies, Nfreq, monitored during the measurement gaps. For DRX cycles larger
than 80 ms, the measurement period increases with the length of the DRX cycle.

22.3.4 CDMA2000 Measurements

For mobility from E-UTRAN to CDMA2000 systems the CDMA2000 1xRTT pilot strength
and CDMA2000 High Rate Packet Data (HRPD) Pilot Strength measurement quantities are
used in RRC_IDLE and RRC_CONNECTED states.

22.3.4.1 CDMA2000 1xRTT Pilot Strength

CDMA2000 1xRTT Pilot Strength is the strength of the received pilot signals as defined
in [15, Section 2.6.6.2.2]. The required measurement accuracy, specified in [16, Section 3.2.4],
is to be fulfilled over the measurement periods of about 1.1 ∗ Nfreq seconds and 2.1 ∗
Nfreq seconds for gap patterns #0 and #1 respectively. It is used for cell reselection and
handover from E-UTRAN to CDMA2000 1xRTT. A CDMA20000 1xRTT-capable UE is
required to monitor CDMA2000 1xRTT Pilot Strength of CDMA2000 1xRTT cells for up to
five CDMA2000 1xRTT carriers.

22.3.4.2 CDMA2000 HRPD Pilot Strength

CDMA2000 HRPD pilot strength is the strength of the received pilot signals as defined
in [17, Section 8.7.6.1.2.3]. It is used for cell reselection and handover from E-UTRAN to
CDMA2000 HRPD. An HRPD-capable UE is required to monitor CDMA2000 HRPD Pilot
Strength of HRPD cells for up to five HRPD carriers.

22.4 UE Measurement Reporting Mechanisms and

Requirements

As explained in Section 22.3, in LTE the UE reports measurements to the serving eNodeB
only in RRC_CONNECTED state using the Dedicated Control CHannel (DCCH). The
measurement reporting mechanism can be periodic, event-triggered or event-triggered and
periodic.
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These reporting mechanisms are applicable both with and without DRX. The interval
between periodic reports is configurable by the eNodeB and ranges from 120 ms to 3600 s [4].
The events which can trigger reporting by the UE are described in Section 3.2.5.1.

The total number of measurement reporting criteria which can be evaluated by the UE
in parallel is limited to 21. This includes 9 E-UTRA intra-frequency reporting criteria, 7
E-UTRA inter-frequency reporting criteria and 5 inter-RAT reporting criteria. The actual
number and types of reporting criteria are configured by the network and can be based on
any of the three possible reporting mechanisms mentioned above.

The event triggered reporting delay requirements, which also apply to the first report in
event-triggered periodic reporting, are explained in the following sections for different E-
UTRA and inter-RAT cases.

22.4.1 E-UTRAN Event Triggered Reporting Requirements

The E-UTRAN event-triggered reporting consists of intra- and inter-frequency event report-
ing. Five such events (A1-A5) and their corresponding triggering thresholds are configured
in the UE by the serving eNodeB as explained in section 3.2.5.2. When an event is triggered,
the UE reports the event to the eNodeB, which may take an appropriate mobility decision.

For both intra-frequency and inter-frequency event-triggered measurements, the reporting
delay20 is less than the cell search delay (see Sections 22.2.1.1 and 22.2.1.2) for the
corresponding cases. Due to signal variations and user mobility, the measured quality of a
cell may vary between detectable and undetectable threshold levels.

To cater for this typical scenario, requirements are specified for both intra- and inter-
frequency event reporting as follows: Regardless of the number of times the cell quality varies
between the detectable and undetectable levels, whenever an event (i.e. any of the intra- or
inter-frequency events A1-A5) is triggered the UE is required to send the event-triggered
measurement report within a duration less than the relevant physical layer measurement
period without layer 3 filtering (e.g. within 200 ms RSRP/RSRQ for the intra-frequency non-
DRX case), provided certain conditions are met. When layer 3 filtering is used, a reporting
delay longer than the physical layer measurement period is expected. For an intra-frequency
event reporting, these conditions require that the cell which has been detectable over the
intra-frequency cell search delay, does not become undetectable for more than 5 s. It is also
required that the timing to the intra-frequency cell does not change by more than ±50Ts.21 In
case of inter-frequency event reporting the corresponding condition requires that the timing
to the inter-frequency cell does not change by more than ±50Ts during periods when the
measurement gaps are not available (i.e. between successive measurement gaps). This is
because in the absence of measurement gaps the UE cannot appropriately track the timing of
an inter-frequency cell.

22.4.2 Inter-RAT Event-Triggered Reporting

Event-triggered reporting requirements are specified for E-UTRAN to UTRAN FDD, E-
UTRAN to UTRAN TDD and E-UTRAN to GSM inter-RAT scenarios. Two inter-RAT

20Here we refer to the delay for the transmitted measurement reports without layer 3 filtering being applied.
The behaviour of the Layer 3 filters is standardized and their configuration provided by RRC signalling. See [4,
Section 5.5.3.2] for more details.

21Ts is the basic time unit and is equal to 1/ (15000 × 2048) s.
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events (B1 and B2) and their corresponding triggering thresholds are also configured in the
UE by the serving eNodeB as explained in section Section 3.2.5.2. When one of these events
is triggered, the UE reports it to the eNodeB, allowing it to take an appropriate inter-RAT
mobility decision.

E-UTRAN to UTRAN event-triggered reporting. The UTRA FDD and TDD event-
triggered measurement reporting delays without Layer 3 filtering are less than the corre-
sponding cell search delays (see Section 22.2.3). However, if a UTRA FDD cell, which was
previously detectable over a period equal to the UTRA FDD cell search delay, enters or
leaves the reporting range, then the event-triggered measurement reporting delay is less than
the UTRA FDD physical layer measurement period without layer 3 filtering provided that the
timing to that UTRA FDD cell has not changed more than ± 32 chips when the measurement
gap has not been available. Note also that the inter-RAT physical layer measurement period
is typically a few times shorter than the corresponding inter-RAT cell search delay.

E-UTRAN to GSM event-triggered reporting. The event-triggered measurement report-
ing delay for a GSM cell with BSIC verified without layer 3 filtering is less than twice the
GSM measurement period (see Section 22.3.3).

22.5 Mobility Performance

The mobility procedures comprising of cell selection and cell reselection in RRC_IDLE state
and handover in RRC_CONNECTED state are described in Chapter 3. Here we focus on the
performance requirements for these mobility procedures.

22.5.1 Mobility Performance in RRC_IDLE State

The performance requirements for mobility in RRC_IDLE state aim to ensure that a UE
camps on a cell which guarantees good paging reception, that substantial UE battery power
saving is achieved and that the interruption in paging reception during cell reselection is
minimized.

All intra-frequency, inter-frequency and inter-RAT cell reselection requirements have the
following characteristics:

• Requirements are specified for a selected set of typical DRX cycles: 0.32 s, 0.64 s,
1.28 s and 2.56 s;

• Cell reselection involves detection of new neighbour cells (both E-UTRA and inter-
RAT), and measurement of those cells and of previously detected neighbour cells;

• Measurement and evaluation of cells are carried out at specific rates, which depend
upon the DRX cycle in use;

• Cell reselection decisions are autonomously taken by the UE but are governed by pre-
defined standardized rules, network control parameters and performance requirements;

• No performance requirements are specified for E-UTRA or inter-RAT cell identifica-
tion, RSRP/RSRQ or inter-RAT measurements in RRC_IDLE, since in RRC_IDLE
the UE is not required to report any event or measurement to the network.
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The key elements of cell reselection in E-UTRAN are described in the following
subsections.

22.5.1.1 Measurement and Evaluation of Serving Cell

The UE is required to measure both RSRP and RSRQ of the serving cell in order to evaluate
the serving cell selection criterion (the ‘S-criterion’ – see Section 3.3) at least once every
DRX cycle.

Failure of the S-criterion may imply that the UE is on the verge of losing the serving cell
and it is therefore important that the UE identifies a potential new serving cell. Therefore
if the S-criterion for the serving cell is not met over a certain number of consecutive DRX
cycles (depending on the DRX cycle length in use), the UE initiates measurements of all the
neighbour cells (i.e. over all frequency layers indicated by the serving cell) regardless of the
measurement rules. For example in case of a 1.28 s DRX cycle, the UE starts measuring all
the neighbour cells if the S-criterion for the serving cell is not met for 2 consecutive DRX
cycles (i.e. for 2.56 s).

22.5.1.2 Intra-frequency Cell Reselection

Cell reselection to a neighbour cell on the same frequency is governed by a set of
requirements for measurement and evaluation of intra-frequency cells.

Measurement of intra-frequency cells. Unlike the measurement of the serving cell, the
neighbour cell measurements may not be performed every DRX cycle. The UE initiates the
measurement of intra-frequency neighbour cells when the serving cell’s RSRP or RSRQ fall
below their respective thresholds.

However, the cell ranking for cell reselection is only based on RSRP. The UE is required
to detect and measure the RSRP of neighbour cells whose received quality is above the
following thresholds, without an explicit intra-frequency neighbour cell list:

• Synchronization signal Ês/Iot ≥ −4 dB

• RSRP and synchronization signal received power ≥ respective thresholds, which
depend on the frequency band e.g. -124 dBm for Band 1.

The RSRP of the identified intra-frequency cells is measured once every Tmeasure, E-UTRA_intra,
as shown in Table 22.3.

Table 22.3: Measurement, detection and evaluation rates for intra-frequency cells.

DRX cycle Tdetect,EUTRAN_intra (s) Tmeasure,EUTRAN_intra (s) Tevaluate,EUTRAN_intra (s)
length (s) (number of DRX cycles) (number of DRX cycles) (number of DRX cycles)

0.32 11.52 (36) 1.28 (4) 5.12 (16)
0.64 17.92 (28) 1.28 (2) 5.12 (8)
1.28 32(25) 1.28 (1) 6.4 (5)
2.56 58.88 (23) 2.56 (1) 7.68 (3)

IPR2022-00464 
Apple EX1014 Page 585



520 LTE – THE UMTS LONG TERM EVOLUTION

Evaluation of intra-frequency cells. The measured intra-frequency cells are evaluated for
possible cell reselection based on cell ranking (see Section 3.3.4.3). .

If an intra-frequency cell is detectable but not yet detected then the UE is required to
evaluate whether it meets the reselection criteria based on ranking within Tdetect,EUTRAN_Intra
(see Table 22.3) when Treselection = 0. On the other hand if the cell is already detected then
the UE is required to evaluate whether this intra-frequency cell meets the reselection criteria
based on ranking within Tevaluate,EUTRAN_Intra (see Table 22.3) when Treselection = 0, provided
that the target intra-frequency cell is ranked at least 3 dB above the serving cell. If the timer
Treselection has a non-zero value and the target intra-frequency cell is found to be better ranked
than the serving cell over the Treselection time, then that intra-frequency cell is selected.

22.5.1.3 Inter-frequency Cell Reselection

Similarly to the reselection of intra-frequency cells, requirements are also defined for
measurement and evaluation of inter-frequency cells.

Measurement of inter-frequency cells. An inter-frequency layer may have a lower, equal
or higher priority than that of the serving frequency layer. The UE is required to detect and
measure the relevant measurement quantity under the same conditions as are applicable for
intra-frequency cells.

If the serving cell’s RSRP and RSRQ are above their respective thresholds the UE searches
higher-priority inter-frequency layers at least once every Thigher_priority_search:

Thigher_priority_search = (60 ∗ Nlayers) seconds (22.1)

where Nlayers is the total number of configured higher-priority inter-frequency and inter-RAT
frequency layers. The relevant measurement quantities should be measured at least every
Tmeasure, E-UTRAN_Inter as defined in Table 22.4.

If the serving cell’s RSRP and RSRQ become equal to or fall below their respective
thresholds, the UE searches and measures all inter-frequency cells regardless of their priority.
The relevant measurement quantity of the identified inter-frequency cells is measured every
Kcarrier ∗ Tmeasure, E-UTRA_Inter seconds, as shown in Table 22.3, where Kcarrier is the number of
inter-frequency carriers configured by the serving cell.

Table 22.4: Measurement and Evaluation of Inter-frequency Cells.

DRX cycle Tdetect,EUTRAN_Inter (s) Tmeasure,EUTRAN_Inter (s) Tevaluate,EUTRAN_Inter (s)
length (s) (number of DRX cycles) (number of DRX cycles) (number of DRX cycles)

0.32 11.52 (36) 1.28 (4) 5.12 (16)
0.64 17.92 (28) 1.28 (2) 5.12 (8)
1.28 32 (25) 1.28 (1) 6.4 (5)
2.56 58.88 (23) 2.56 (1) 7.68 (3)
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Evaluation of inter-frequency cells. The evaluation of inter-frequency cells for possible
cell reselection is based on cell ranking for layers of equal priority and on absolute priorities
for layers of different priority. Only RSRP is allowed for cell ranking, while the network can
configure either RSRP or RSRQ for the evaluation of cells with unequal priorities [18].

If an inter-frequency cell of lower or equal priority is detectable but not yet detected then
the UE is required to evaluate whether it meets the reselection criteria (see Sections 3.3.4.2
and 3.3.4.3) within Kcarrier ∗ Tdetect,EUTRAN_Inter seconds (see Table 22.4) provided that the cell
reselection criteria can be met by a certain margin (5 dB for cell ranking and 6 dB for absolute
priority based reselection) and the timer value Treselection is zero.

However, if an inter-frequency cell is already detected then the UE is required to evaluate
whether it meets the reselection criteria within a shorter duration, Kcarrier ∗ Tevaluate,EUTRAN_Inter
seconds (see Table 22.4) provided the same two conditions above are satisfied.

If the timer Treselection has a non-zero value and the target inter-frequency cell is found to
be better ranked than the serving cell over the time Treselection, then that inter-frequency cell is
reselected.

22.5.1.4 Inter-RAT Cell Reselection

Inter-RAT cell reselection covers reselection to UTRAN FDD, UTRAN TDD, GSM,
CDMA2000 1xRTT and CDMA2000 HRPD.

As for inter- and intra-frequency reselection, cell reselection to an inter-RAT neighbour
cell is also governed by the measurement and evaluation of the inter-RAT cells.

Measurement of inter-RAT cells. An inter-RAT frequency layer may have either lower or
higher priority than that of the serving frequency layer. If the quality of the serving cell is
above the threshold ‘Snonintrasearch’22 the UE searches higher priority inter-RAT frequency
layers at least once every Thigher_priority_search according to Equation (22.1). The detected
higher-priority inter-RAT cells of RAT j are to be measured at least every Tmeasure,RAT,j as
defined in Table 22.5.

If the serving cell quality becomes equal to or falls below the Snonintrasearch threshold
the UE searches and measures all inter-RAT cells of RAT j (i.e. cells of higher, lower or equal
priority frequency layers of RAT j). The relevant measurement quantity of the identified inter-
RAT cells is measured every NRAT, j ∗ Tmeasure, RAT,j, as illustrated in Table 22.5, where NRAT, j
is the number of frequency layers of RAT j configured by the serving cell (for GSM, NRAT =

1). The relevant inter-RAT measurement quantities in RRC_IDLE states are described in
Section 22.3.

Evaluation of inter-RAT cells. Evaluation of inter-RAT cells for possible cell reselection
is based only on priority (see Section 3.3.4.2).

If an inter-RAT cell is detectable but not yet detected then the UE is required to evaluate
whether it meets the reselection criteria within NRAT, j ∗ Tdetect, RAT, j (see Table 22.5) provided
that the cell reselection criteria can be met by a 6 dB margin (in the case of UTRA) and the
timer value Treselection = 0.

22See Section 3.3.4.1; ‘Snonintrasearch’ is defined in [18, Section 5.2.4.7].
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Table 22.5: Measurement and Evaluation of Inter-RAT Cells.

DRX cycle apply to UTRA Tdetect, RAT,j (s); Tmeasure,RAT,j (s) Tevaluate, RAT,j (s)
length (s) FDD and TDD (number of DRX cycles); (number of DRX cycles);

apply to all RATs apply to UTRA FDD,
TDD and CDMA2000

0.32 30 5.12 (16) 15.36 (48)
0.64 30 5.12 (8) 15.36 (24)
1.28 30 6.4 (5) 19.2 (15)
2.56 60 7.68 (3) 23.04 (9)

For an inter-RAT cell that has already been detected, the UE is required to evaluate that it
meets the reselection criteria within a shorter duration, NRAT, j ∗ Tevaluate, RAT, j (see Table 22.4)
provided that the cell reselection criteria of the respective RAT are satisfied.

22.5.1.5 Paging Interruption during Cell Reselection

During intra-frequency, inter-frequency or inter-RAT cell reselection procedures, the UE
monitors the serving cell for paging messages until the UE is able to monitor the paging
channels of the target cell. In order to complete the cell reselection successfully and camp
on the new cell the UE has to acquire the relevant system information of the target cell.
Therefore, during this period paging interruption might occur as the UE is not required
simultaneously to receive paging and acquire the system information of the target cell.

The interruption in paging reception should not exceed TInterrupt = TSI-RAT + 50(ms), where
TSI-RAT is the time required for acquiring all the relevant system information of the target
RAT.

22.5.2 Mobility Performance in RRC_CONNECTED State

In E-UTRAN, only hard handovers are possible (see Section 3.2.3.4) resulting in a delay
including a short interruption. In order to limit the length of the interruption, requirements
are specified for various E-UTRAN handover scenarios as described in the following
subsections. These requirements are expressed in terms of handover delay, which is the
sum of the RRC procedure delay and the interruption time. This principle applies whether
the target cell is known to the UE (referred to as non-blind handover), or unknown (blind
handover). The interruption time is defined as the time from the end of the last subframe
containing the handover command on the Physical Downlink Shared CHannel (PDSCH)
from the serving cell and the moment the UE starts transmission on the relevant uplink
physical channel in the target cell. Figure 22.6 illustrates the radio interface signalling of
the handover procedure to a known target.

As explained in Section 3.2.3.4, the network does not require measurement reports from
target cells for performing a blind handover. This is particularly useful in case of multiple
frequency layers, which can only be monitored using the same gap pattern (i.e. either
pattern #0 or pattern #1). In such a scenario the network may request the UE to perform
measurements on only a subset of the frequency layers while relying on blind handovers for
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Figure 22.6: Handover to a known target cell.

the remaining ones. Handover to an unknown target cell results in a longer interruption time
since the UE has to detect the target cell prior to accessing it. The process of handover to an
unknown target cell is shown in Figure 22.7.
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Figure 22.7: Handover to an unknown target cell.

22.5.2.1 E-UTRAN to E-UTRAN Handover

An E-UTRAN to E-UTRAN handover is completed when the UE starts transmission on the
Physical Random Access CHannel (PRACH) in the target E-UTRA cell. The interruption
time is expressed as Tinterrupt = Tsearch + TIU + 20 (ms), where:
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• Tsearch is the cell search delay, which is 0 for known target cells and 80 ms for unknown
target cells. The target cell is considered to be known if the cell search requirements
were met in the last 5 s; otherwise the cell is considered to be unknown.

• TIU is the timing uncertainty due to the timing of the PRACH occasions, and thus
depends upon the PRACH configuration (see Section 17.4.2.5).

As an example, suppose the PRACH is allowed once in the middle of every frame (i.e. in
every 4th subframe). If the target cell is known, the total intra-frequency or inter-frequency
handover delay is 50 ms including 15 ms of RRC procedure delay (see [4, Section 11.2]). For
the same PRACH configuration, in case of blind handover, the total handover delay is 130 ms
including the 15 ms RRC procedure delay. In this case the cell search is much shorter than
the usual cell search requirements (see Section 22.2.1) due to the fact that it is assumed that
the target cell is sufficiently strong to be detected by the UE on the first correlation attempt.

22.5.2.2 Handover to Other 3GPP RATs

E-UTRAN to UTRAN handover

UTRA FDD or TDD cells can be known or unknown for the purposes of handover. The
target cell is known if it has been measured by the UE during the last 5 s; otherwise it is
considered unknown. An E-UTRAN-UTRAN FDD handover is completed when the UE
starts transmission on the uplink Dedicated Physical Control CHannel (DPCCH) in the target
cell. An E-UTRAN-UTRAN TDD handover is completed when the UE starts transmission
of either the uplink DPCCH or an uplink synchronization code (‘SYNC-UL’) in the target
cell.

Depending upon the choice of parameters, the interruption time when the target cell
is known is typically in the order of 100–150 ms. When the target cell is unknown, the
interruption increases by about 100 ms for UTRA FDD and 160 ms for UTRA TDD. The
RRC procedure delay is 50 ms (see [12, Sections 5.3.1 and 5.3.2]) as this requirement is
based on the UTRAN requirement [19]. Hence the overall handover delay can be of the
order of 150–200 ms when the target UTRA (FDD or TDD) cell is known and 250–300 ms
when the target cell is unknown. The exact handover delay can be derived from the relevant
expressions in [12, Sections 5.3.1 and 5.3.2].

E-UTRAN to GSM handover

Handovers from the serving eNodeB to both known and unknown target GSM cells are
supported in E-UTRAN. A handover to GSM is completed when the UE starts uplink
transmission in the target GSM cell.

The total handover delays to known and unknown target GSM cells are 90 ms and 190 ms
respectively, which includes 50 ms delay for processing the handover command (see [12,
Section 5.3.3.1]).

22.5.2.3 Handover to CDMA2000 1xRTT or HRPD

Non-3GPP RAT handovers defined from E-UTRAN are for CDMA2000 1xRTT and HRPD.
Handovers to both known and unknown target CDMA2000 1xRTT or HRPD cells are
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possible. In both of these CDMA2000 technologies, a cell is considered known if it has been
measured by the UE during the last 5 s. When performing handover to CDMA2000 1xRTT
or HRPD the interruption time is influenced primarily by the following factors :

• Uncertainty due to changing the timing from the old E-UTRA serving cell to the new
CDMA2000 1xRTT or HRPD cell (the delay can be up to one frame, i.e. 20 ms for
CDMA2000 1xRTT and 26.7 ms for HRPD;

• The number of known and unknown target cells, which is signalled to the UE in the
E-UTRAN System Information Block 8 (SIB8);

• The search window sizes for searching the known and unknown target cells; this is
expressed in CDMA2000 1xRTT chips and signalled to the UE in SIB8.

The RRC procedure delay for processing the handover command is 130 ms for CDMA2000
1xRTT and 50 ms for HRPD. In order to derive the handover delay for different combinations
of parameters, the reader is referred to [12, Section 5.4.2]. As a typical example the handover
delay can be about 200 ms for CDMA2000 1xRTT and 130 ms for HRPD, assuming one
target cell (regardless of whether it is known or unknown) and a typical window size of 60
chips.

22.6 RRC Connection Mobility Control Performance

In LTE the establishment and maintenance of the RRC connection is governed by the two
main control plane functions: RRC Connection Re-establishment and Random Access.

22.6.1 RRC Connection Re-establishment

RRC connection re-establishment is initiated when a UE in RRC_CONNECTED state loses
its RRC connection (e.g. due to radio link failure, handover failure or RRC connection
reconfiguration failure), as specified in [4, Section 5.3.7.3]. The UE tries to re-establish the
RRC connection with the strongest E-UTRA cell. Successful RRC re-establishment means
that the UE is able to send the ‘RRCConnectionReestablishmentRequest’ message within
Tre-establish_delay, including the delay in acquiring the uplink grant for sending the message and
TUE-re-establish_delay which is defined as the delay from the moment when the UE detects the
need for RRC re-establishment until it transmits a random access signal to the target cell:

TUE-re-establish_delay = 50ms + Nfreq ∗ Tsearch + TSI + TPRACH (22.2)

where Nfreq is the total number of E-UTRA carrier frequencies available for RRC re-
establishment,Tsearch is the target cell search delay and depends upon whether the target cell
is known or unknown to the UE, TSI is the time required to read the target cell System
Information (SI) and TPRACH is the delay due to random access.

22.6.2 Random Access

In LTE the random access procedure serves several purposes as described in Sections 17.2
and 17.3. Requirements are specified for both contention-based and contention-free random
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access. The primary objectives of the requirements are to ensure the correct UE behavior
when performing random access, and that the UE transmit power accuracy and transmit
timing error when sending random access are within suitable limits. These requirements
include:

• If the UE does not receive a random access response matching its PRACH preamble
identity within the random access response window, it should retransmit a preamble,
up to and not exceeding the maximum number of preamble transmissions configured
by the eNodeB.

• The transmit power accuracy of the UE’s PRACH preamble transmissions should fulfil
the requirements defined in [20, Sections 6.3.5.1 and 6.3.5.2].

• The required transmit timing accuracy of the UE’s PRACH preamble transmissions
depends upon the transmission bandwidth, since at lower bandwidth the UE typically
uses lower sampling rate. The transmit timing error due to all PRACH transmissions
(initial and subsequent preamble transmissions) should be within ± 24Ts and ± 12Ts

for system bandwidths equal to 1.4 MHz and ≥ 3 MHz respectively, as specified in [12,
Section 7.1.2].

22.7 Radio Link Monitoring Performance

The purpose of the radio link monitoring function in the UE is to monitor the downlink
radio link quality of the serving cell in RRC_CONNECTED state and is based on the cell-
specific RSs (see Section 8.2.1). This in turn enables the UE when in RRC_CONNECTED
state to determine whether it is in-sync or out-of-sync with respect to its serving cell (see [21,
Section 4.2.1]).

In case of a certain number of consecutive out-of-sync indications (called ‘N310’), the UE
starts a network-configured radio link failure timer ‘T310’. The timer is stopped if a number
‘N311’ of consecutive in-sync indications are reported by the UE’s physical layer. Both the
out-of-sync and in-sync counters (N310 and N311) are configurable by the network. Upon
expiry of the timer T310, Radio Link Failure (RLF) occurs. As a consequence the UE turns
off its transmitter to avoid interference and is required to re-establish the RRC connection
within TUE-re-establish_delay as explained in Section 22.6.1. The various actions pertaining to
radio link monitoring and the subsequent RRC re-establishment to the target cell are shown
in Figure 22.8.

22.7.1 In-sync and Out-of-sync Thresholds

The UE’s estimate of the downlink radio link quality is compared with out-of-sync and in-
sync thresholds, Qout and Qin, for the purpose of radio link monitoring. These thresholds are
expressed in terms of the BLock Error Rate (BLER) of a hypothetical Physical Downlink
Control Channel (PDCCH) transmission from the serving cell (see [12, Section 7.6] for
details). Specifically, Qout corresponds to a 10% BLER while Qin corresponds to a 2% BLER.
The same threshold levels are applicable with and without DRX.
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Figure 22.8: Radio link monitoring of the serving cell followed by RC reestablishment to

the target cell.

The mapping between the cell specific RS based downlink quality and the hypothetical

PDCCH BLER is up to the UE implementation. However, the performance is verified by
conformance tests defined for various environments [22].

22.7.2 Requirements without DRX

When no DRX is configured, out-of-sync occurs when the downlink radio link quality

estimated over the last 200 ms period becomes worse than the threshold QM. Similarly

without DRX the in-sync occurs when the downlink radio link quality estimated over the

last 100 ms period becomes better than the threshold Qin. Upon detection of out-of-sync,

the UE initiates the evaluation of in-sync. The occurrences of out-of-sync and in-sync are

reported internally by the UE’s physical layer to its higher layers, which in turn may apply

layer 3 (i.e. higher layer) filtering for the evaluation of RLF.

22.7.3 Requirements with DRX

When DRX is in use, in order to enable sufficient UE power saving the out-of-sync and in-

sync evaluation periods are extended and depend upon the configured DRX cycle length.

The UE starts in-sync evaluation whenever out-of—sync occurs. Therefore the same period

(TEmmLQouLDRx) is used for the evaluation of out-of-sync and in-sync. However, upon

starting the RLF timer (T310) until its expiry, the in-sync evaluation period is shortened

to 100 ms, which is the same as without DRX. If the timer T310 is stopped due to N311

consecutive in-sync indications, the UE performs in-sync evaluation according to the DRX-

based period (TEvaluate..Qoul_DRX)-

22.7.4 Requirements during Transitions

In LTE a transition phase is caused by switching between DRX and non-DRX operation or

switching between short and long DRX or vice versa. These scenarios can occur often, and

Samsung Ex. 1010
1129 of 1365
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therefore the UE behaviour is specifically defined for the evaluation of the radio link quality
during the transition period. There are two main aspects of the requirements:

• Length of the transition period, TP;

• Evaluation period, TEvaluate_Transition, during the transition.

The transition period TP is equal to the evaluation period of the mode after the transition.
During this phase the evaluation period TEvaluate_Transition is defined as follows:

TEvaluate_Transition ≥min(TEvaluate_mode1, TEvaluate_mode2) (22.3)

where TEvaluate_mode1 and TEvaluate_mode2 correspond to the evaluation periods of the first and
the second mode respectively.

Equation (22.3) applies to both in-sync and out-of-sync evaluations. After the transition
period, the UE uses an evaluation period corresponding to the second mode. The evaluation
periods during the transition from short to long DRX and vice versa are illustrated in
Figure 22.9.
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Figure 22.9: Radio link monitoring evaluation period (a) during transition from long DRX
to short DRX, and (b) during transition from short DRX to long DRX.

22.8 Concluding Remarks

In this chapter we have explained the main aspects of the LTE RRM performance require-
ments. These requirements play a key role in ensuring that the UE meets the desired mobility
performance in a wide range of practical scenarios envisaged for LTE. More specifically, by
virtue of these requirements, robust mobility in both RRC_IDLE and RRC_CONNECTED
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states is ensured, both within E-UTRAN and between E-UTRAN and other RATs including
UTRAN FDD/TDD, GSM and CDMA2000 technologies.
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Paired and Unpaired Spectrum

Nicholas Anderson

23.1 Introduction

Expansion of consumer demand for cellular communications, as well as for the multitude
of other wireless systems and applications, places a corresponding strain on the basic
physical resource needed to support them: spectrum. The suitability of spectral resources to
a particular application is governed by a range of inter-related factors of a technological,
commercial or regulatory nature. Technological considerations influencing the choice of
frequency band include propagation characteristics, antenna size and separation, the viability
of Radio Frequency (RF) circuitry, and design implications resulting from the need to coexist
with systems operating in neighbouring spectrum without causing (or suffering from) undue
interference. These considerations determine in part the commercial viability of a system.
Signal range and spectral efficiency govern coverage and capacity, and hence determine the
required number of base station sites and the capital outlay, whilst terminal costs and form
factor affect the acceptability of products in the marketplace.

From a regulatory perspective, in spite of significant coordination at an international
level through the International Telecommunications Union (ITU), regional variations in
governmental policy regarding spectrum and technology are inescapable due to the differing
needs of each region and the different historical factors which have shaped their present-
day spectrum allocations. Thus, the availability of globally harmonized spectrum for a
particular technology cannot be guaranteed. Furthermore, in many regions, a tendency
towards technology neutrality within viable spectrum assignments (see, for example, [1])
is beginning to liberalize the traditional one-to-one mappings between technologies and their
addressable spectrum and is hence opening up new markets.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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Against this background, a key design goal of LTE was to enable deployment in a diverse
range of spectrum environments in terms of bandwidth, uplink-downlink duplex spacing1 and
uplink-downlink asymmetries. By supporting paired spectrum allocations (separate uplink
and downlink carriers) in addition to stand-alone unpaired allocations (uplink and downlink
operating on the same carrier frequency), wastage of valuable spectrum can be avoided.

It is also the case that traffic is increasingly data-centric and often asymmetric. In unpaired
spectrum, asymmetry may be provided through the use of unequal duty cycles in the time
domain for uplink and downlink. In paired spectrum, asymmetry is also possible via the
deployment of unequal bandwidths for uplink and downlink.

Considering the nature of the regulatory environment, an increase in demand and
competition for spectrum and the trends of mobile traffic and service usage, it is advantageous
for the LTE system to be designed such that it may be flexibly adapted to diverse spectral
assignments including both paired and unpaired bands. The market addressable by the
technology is thereby increased.

23.2 Duplex Modes

The term ‘duplex’ refers to bidirectional communication between two devices, as distinct
from unidirectional communication which is referred to as ‘simplex’. In the bidirectional
case, transmissions over the link in each direction may take place at the same time (‘full
duplex’) or at mutually exclusive times (‘half-duplex’).

It should be noted that a communication link being half-duplex need not imply that only
half-duplex user services are supported (such as ‘push-to-talk’ voice applications). Full-
duplex services such as a normal telephone conversation may of course be carried over
half-duplex communication systems. The key factor differentiating the duplex nature of
the service from that of the underlying communication link is the timescale over which
the communication direction is cycled in relation to the service duplex timescale: if the
link direction is cycled at a sufficiently high rate then the duplex nature of the link can be
concealed when viewed from the perspective of the user application.

In the case of a full-duplex transceiver, the frequency domain is used to separate the
inbound and outbound communications; that is, different carrier frequencies are employed
for each link direction. This is referred to as Frequency Division Duplex (FDD). As discussed
in Section 21.4.2, the ability of a full-duplex transceiver to transmit and receive at the same
time instant is enabled via the use of a duplexer – a tuned filter network able to provide a
high degree of isolation between the inbound and outbound signals on the different carrier
frequencies (often sharing the same antenna). However, these filter networks incur some
signal attenuation. For the receiver, this attenuation occurs before the low-noise amplifier
in the signal path and hence contributes directly to the receiver noise figure and degrades
its sensitivity. For the transmitter, the duplexer follows the high power amplification stage,
requiring either a higher-powered amplification device to overcome the loss, or tolerance of
the corresponding reduction in communication range.

Conversely, in the case of a half-duplex transceiver, the time domain provides the
necessary separation between the inbound and outbound communications. When the same

1‘Duplex spacing’ is the term used to describe the size of the frequency separation between uplink and downlink
carriers.
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carrier frequency is used for each link direction, the system is said to be purely Time

Division Duplex (TDD) and incorporates half-duplex transceivers at each end of the radio

link. Alternatively difl’erent carrier frequencies may be used, in which case the system is

often known as ‘Half-Duplex FDD’ (HD-FDD). The popular GSM system utilizes HD-FDD,

with uplink and downlink communications taking place for a particular user not only on
distinct carrier frequencies but also at different times. HD-FDD can therefore be seen as a

hybrid combination of FDD and TDD. By scheduling users (or sets of users) at mutually

exclusive times, full occupancy of the transmission resources may be achieved without

requiring simultaneous transmission and reception at each mobile terminal. Thus for HD-

FDD, the base station is full-duplex whilst the terminals are half-duplex.

The three duplex modes outlined above are represented diagrammatically in Figure 23.1.

frequency

 
time

downlink A uplink

Figure 23.1: FDD, TDD and HD-FDD duplex modes.

Both HD-FDD and TDD carry the advantage that terminals may be developed without

the need for duplexers, thus simplifying the design. HD-FDD operation is also potentially

useful for paired bands in which the duplex spacing is relatively narrow (e.g. less than a few

times the system bandwidth) since it avoids the need for a technically challenging duplexer

design in the terminal and can thereby help in reducing its cost. At the base station there

is more scope to implement such technically challenging designs due to less onerous size

and cost constraints and because base station products are usually targeted towards a specific

frequency band.

The spectrum bands defined for LTE are listed in Section 21.2. The paired bands are

all currently symmetrically dimensioned between uplink and downlink, although this may
change in the future.

23.3 Interference Issues in Unpaired Spectrum

As discussed in Chapter 21. the spectral emissions from an eNodeB or from a UE are

unfortunately not strictly band-limited within the desired carrier bandwidth. This is due to

practical limitations on filter technology and on the linearity of amplification.
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In addition, receivers suffer from non-ideal suppression of signals falling outside the

desired reception band. There is thus the potential for interference between transmitter and

receiver. This is shown in Figure 23.2, where all sources of attenuation of the signal between

transmitter and receiver (due to phenomena such as propagation, antenna radiation patterns

and cable losses) are denoted by a single ‘coupling loss’. In the region marked ‘A’, energy

from the transmitter falls directly within the desired passband of the receiver, while in region

‘B’ the non-ideal characteristic of the receiver collects energy from inside the passband of

the transmitter. In region ‘C’ transmitted energy falling outside both the transmit and receive

passbands is collected by the non—ideal receiver characteristic. The aggregated effects of

regions A, B and C represent the total unwanted energy from the interfering transmitter that

is captured by the receiver.2

Power Trammit

   
desirede desired Tx Frequency
beniwidth bandwidth

Figure 23.2: Frequency-domain interference between transmitter and receiver:

Interference arising from regions A and B is controlled by performance requirements

imposed on the transmitting and receiving devices respectively, while in region C both

transmitter performance and receiver performance have an impact. The interference effects

are generally small for large frequency separations (as in the majority of FDD cases), and

when there is a large coupling loss between the interfering transmitter and a ‘victim’ receiver,

as is the case when there is a large physical separation between the two.

Naturally, the interference effects are most pronounced when the transmitter and receiver

operate on adjacent carrier frequencies (excepting the co-channel case) and with low coupling

loss (e.g. due to small spatial separation). These worst-case adjacent-channel scenarios form

the basis upon which key requirements for transmitter and receiver are generally set.

2The limits on these emissions according to the LTE specification are explained in Chapter 2|.
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The overall ‘leakage’ (whether at the transmit side or the receive side) from a transmission

on one carrier into a receiver operating on an adjacent carrier is described by the Adjacent

Channel Interference Ratio (ACIR), which is derived from the transmitter’s Adjacent

Channel Leakage Ratio (ACLR) and the receiver’s Adjacent Channel Selectivity (ACS) as

defined in Section 2|.3.2.l. It is worth noting that it is often the case that the ACIR is

dominated by either the ACS or the ACLR. For example, it is technologically difficult to

design a mobile transmitter with an ACLR that approaches or exceeds the ACS of a base
station receiver.

As is discussed in the following section, the presence of imperfect ACIR has implications

for the deployment of systems at a boundary between unpaired and paired spectrum

allocations, and also for unsynchronized systems operating in closely spaced unpaired
allocations.

23.3.1 Adjacent Carrier Interference Scenarios

For an FDD cellular system, adjacent channel frequency separation of an interfering

transmitter and a victim receiver naturally implies that the interferer and victim are of

differing equipment types (i.e. one is a mobile terminal whilst the other is a base station).

Transmitter—receiver interference between one User Equipment (UE) and another, or between

one eNodeB and another is avoided by virtue of the duplex spacing.

The same is also generally true in TDD systems if they are time-synchronized so that

overlap between uplink and downlink transmission periods is avoided. However, when

synchronization is not or cannot be provided, or when TDD systems operate on caniers

adjacent to an FDD system, the possibility arises for interferer and victim to be of the same

device type. Figure 23.3 depicts a relatively common scenario in which an unpaired spectral

allocation is located in a region between an FDD downlink band and an FDD uplink band (as

is the case for the 2.5—2.6 GHz UMTS extension band, for example).

itI": .3! ‘fr

(i@I) Iii."‘i‘

 
o

E.‘

ii 5‘: i"

"‘ FDD/ non-sync sync FDD
uplink FDD/TDD VDD TDD FDD/TDD downlink

border border

Figure 23.3: Possibilities for Adjacent Carrier Interference (ACI) between FDD and TDD

systems.
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The vertical arrows in Figure 23.3 represent the desired communication between the
base station and the mobile terminal, unidirectional on a per-carrier basis for FDD and bi-
directional for TDD. The diagonal dotted lines represent base-station-to-mobile and mobile-
to-base-station adjacent channel interference that results from imperfect ACIR.

Two TDD scenarios are shown, synchronized and non-synchronized – the latter encom-
passing any general possibility for partial or full uplink-downlink overlap in time between
two systems. For the synchronized case, the interference scenarios between the base station
and mobile terminal (and vice versa) are the same as for the corresponding FDD-to-FDD
adjacent channel cases. However, for the non-synchronized case additional interference paths
exist between TDD mobiles and between TDD base stations, represented by the horizontal
bidirectional arrows. At the FDD/TDD border regions, these same ‘horizontal’ interference
paths exist but are unidirectional in nature.

There are many facets of a deployment which affect the severity of these various
interference paths. For example, the locations of the interfering transmitter and victim
receiver, as well as the characteristics of the propagation between them, clearly influence
the overall coupling that exists. Macrocellular deployments typically use base station
transmit antennas mounted on masts located above roof-top level, thereby resulting in
an increased likelihood of Line-Of-Sight (LOS) propagation between base stations, with
a correspondingly low path-loss exponent. The common use of macrocell base station
antennas with vertical directivity and hence high gain can further worsen this situation. These
aspects are less problematic for microcellular and dense-urban deployments in which LOS
propagation between base stations is less likely due to their antennas being located below
rooftop level.

Coupling between mobile terminals is often mitigated by the surrounding local clutter, and
due to the lower antenna gain in the terminals. One typical scenario is depicted in Figure 23.4
in which non-co-located macro base stations have some potential to exhibit stronger mutual
coupling than between the mobiles which they respectively serve. However, the figure also
shows that it is not always possible to rely on local clutter to provide the necessary isolation
between terminals, due to the fact that when terminals are closely spaced (for example,
in the same office or café), LOS propagation again becomes more likely and the potential
for interference is increased – as a result of both the lower path-loss exponent between the
terminals and the small physical separation between them.

The base-to-base and UE-to-UE interference scenarios that are particular to unsyn-
chronized TDD deployments and to TDD deployments adjacent to FDD deployments are
reviewed in more detail in the following two subsections.

23.3.1.1 Base-Station to Base-Station Interference

Base stations of relevance to a particular base-to-base interference scenario may be either
co-located (i.e. antennas mounted at the same cell-site) or non-co-located. Nevertheless,
base-to-base interference is generally deterministic. This is because the locations of the base
stations are fixed, and furthermore the link adaptation strategy typically employed for the
LTE downlink usually results in all available transmit power being used to maximize the
throughput of the link. It is therefore reasonable to analyse the interference assuming full
transmit power from each base station.
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Figure 23.4: Typical RF interference scenario for a TDD system.

In general, systems operating on adjacent carriers may use differing deployment topolo-

gies and cell sizes, giving rise to varying distances between the base stations on the adjacent

carriers. We therefore consider the worst-case base-to-base distance only, and assume that at
some point in the network the transmit and receive antenna patterns are aligned to provide

maximum gain at this worst-case distance. The co-channel Power Spectral Density (PSD) of
the received interference at the victim base station antenna connector can then be written as:

PSDRx = PSDTx + 2635 - PBS-Bs(xo) (23-1)

where PSDTx is the transmitted PSD at each interfering base station antenna connector, 035 is

the antenna gain at each base site, p35.35(x) is the path-loss between base sites as a function
of distance x in metres and x0 is the worst-case (smallest) distance between base sites of
different carriers.

In order for the inter-system interference to have only a minor effect, one can assume that

the PSD of the interference after benefiting from any available ACIR should be of the order

of PSDN + NFBS — 6 dB or less if it is to produce no more than a 1 dB desensitization of the

base station receiver (where NFBS denotes the base station noise figure and PSDN is the PSD

of thermal noise, e.g. — 174 dBm/Hz at typical temperatures):

(PSDRx — ACIR) S (PSDN + NFBS — 6) dB (23.2)

Note that in the case of an SC-FDMA3 uplink victim receiver, consideration needs to be

paid not only to the ACIR averaged over the system bandwidth, but, more challengingly, to

the localized frequency resource blocks located closest to the interfering carn'er, especially

if the important uplink control signalling on the Physical Uplink Control CHannel (PUCCH)

is to be protected (see Section 16.3.1). In general, however, the ACIR requirement varies

directly with PSDTX:

ACIR Z PSDTX + 2GBS —sz_Bs(xO) - PSDN — NFBS + 6 dB (233)

3 Single Carrier Frequency Division Multiple Access.
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In order to arrive at an ACIR requirement, we must therefore know the transmitted PSD
and the intervening path-loss. To do so, it is reasonable to assume that the base station
transmit power capabilities are dimensioned in order that each of the two systems are
interference-limited on the downlink (at least this can apply for small- and medium-sized
cells without exceeding the eNodeB output power capabilities). We therefore assume here
that the spectral density of the downlink signal for 95% of the total area is γDL dB larger than
the spectral density of the thermal noise in the UE receivers. Thus

PSDTx = PSDN + NFUE + γDL + ρ
′
BS-UE −GBS (23.4)

where NFUE is the noise figure of the UE receiver, γDL is the received downlink signal-to-
noise ratio in dB which is exceeded at 95% of the UE receivers, and ρ′BS-UE is the 95-percentile
path-loss between UEs and their serving eNodeBs in the interfering network.

For ease of representation, an empirical approximation to ρ′BS-UE is applied here specific
to this particular example deployment: let σ be the standard deviation of the log-normal
shadow fading between eNodeB and UE and Lb represent the additional building penetration
loss (assuming indoor coverage); then with ρBS-UE(x) denoting the path-loss between base
stations and UEs separated by distance x metres, we can write

ρ′BS-UE ≈ ρBS-UE(0.58s) + 0.7σ + Lb (23.5)

Substituting Equations (23.5) and (23.4) into (23.3) we obtain an approximate expression
for the necessary ACIR to maintain an acceptable adjacent channel interference level at a
victim base station:

ACIR ≥ NFUE − NFBS + γDL + ρBS-UE(0.58s) + 0.7σ + Lb +GBS − ρBS-BS(x0) + 6 dB
(23.6)

This is plotted in Figure 23.5 as a function of the smallest inter-carrier eNodeB–eNodeB
separation x0 for several selected values of the inter-site spacing s between co-channel base-
stations on the interfering carrier under the following assumptions:

• uniform base station deployment on the interfering carrier;

• free-space propagation between eNodeBs ρBS-BS(x);

• ρBS-UE(x) = 128.1 + 37.6 dB, from [2];

• γDL = 6 dB, NFUE = 9 dB, NFBS = 5 dB, GBS = 14 dBi, Lb = 20 dB.

The transmit PSD of the eNodeB (PeNB) for 95% coverage is also listed in the legend for
each Inter-Site Distance (ISD).

For a given ISD, the required ACIR naturally decreases as the worst-case separation
between interfering eNodeBs is increased. Notice, however, that the base-to-base problem
worsens significantly as the ISD in the interfering network increases, due to the fact
that the path-loss exponent from eNodeB to UE is higher than the path-loss exponent
between eNodeBs. The transmit power needed by the interfering eNodeB to reach UEs at
its cell edge increases at a faster rate than can be compensated by the path-loss to a victim
eNodeB receiver at the same cell-edge location. It should be remembered, however, that this
is representative of a macrocellular scenario with eNodeB antennas mounted above rooftop
level; for the smaller cell sizes (characteristic of microcells) the eNodeB-to-eNodeB situation
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Figure 23.5: Required ACIR for 1 dB desensitization in an eNodeB-to-eNodeB interference
scenario.

will be significantly improved by the higher propagation exponent between eNodeBs whose
antennas are mounted below rooftop level.

For co-sited eNodeBs (i.e. very small x0), a Minimum Coupling Loss (MCL) value of
30 dB has been used to replace 2GBS − ρBS-BS(x0) in Equation (23.1), resulting in

ACIRco-siting ≥ PSDTx −MCL − PSDN − NFBS + 6 dB (23.7)

For wide area base stations, the ACIR required for co-siting can rise towards a challenging
120 dB or so. This problem, however, is not new or specific to LTE and has been encountered
previously for FDD/TDD coexistence in WCDMA. Some practical solutions to this problem
have been documented in [3], in which RF bandpass cavity resonator filters were used to
improve greatly the ACLR and ACS of base station transmitters and receivers respectively
either side of a TDD/FDD boundary. These significantly exceed the standardized minimum
requirements which were not intended to cope unaided with the case of co-sited base stations.

Similar techniques also apply to LTE yet remain significantly challenging. With careful
design, however, adjacent channel deployment of FDD and TDD LTE base stations, or
of two non-synchronized LTE TDD base stations, should be feasible, even for co-sited
arrangements, provided that appropriate measures are adopted in both the interfering and
victim base stations.
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23.3.1.2 Mobile-to-Mobile Interference

The UE-to-UE interference scenario requires a more probabilistic approach than for base-to-
base interference for the following reasons:

• the locations of the interferers and victims are variable and dynamic;

• the physical resources assigned by the scheduler to the UEs are variable;

• the transmit powers of the interfering UEs are a function of their channel conditions
and of the power control policy implemented;

• the received levels of the wanted base station signals at the victim UEs are also variable
as a function of the UEs’ channel conditions.

It is difficult, therefore, to formulate a definitive analysis of UE-to-UE interference for
LTE. Nonetheless, a basic analysis is presented here together with some discussion of the
attributes of the LTE system which have some bearing on the magnitude of the interference
effects.

We consider two similar overlaid tri-sectored LTE deployments on adjacent 5 MHz
carriers. One deployment contains the interfering UEs while the other contains the victim
UEs. Both carriers have regions in which uplink transmissions overlap in time with downlink
transmissions. The base stations of the deployments are either co-located or maximally
spaced non-co-located. Cells in the interfering network each schedule groups of four
contiguous uplink Resource Blocks (RBs) to a number of randomly selected UEs, resulting
in six simultaneously scheduled interferers per subframe.

The impacts of the scheduled interferers’ transmissions on a UE receiver in the victim
network are calculated for the case in which a randomly selected victim UE is scheduled
a downlink transmission resource in the one RB next to the band edge separating the two
carriers. The impact caused by the interfering adjacent-carrier UEs is analysed in terms of the
mean percentage reduction in victim UE downlink throughput, Rloss, caused by the presence
of the interfering UEs.

As assumed in [2], the ACIR increases by an additional 13 dB for localized SC-FDMA
interferer transmissions located anywhere other than the four RBs next to the band edge of
the interferer network. Additionally, for the purposes of this analysis an uplink power control
strategy is employed whereby the transmit PSD of each UE is set such that it is not received
at any co-channel non-serving eNodeB receiver any higher than 6 dB above the eNodeB
receiver’s thermal noise floor.

The transmit PSD of the eNodeB in the victim network is set via Equations (23.4) and
(23.5) in the same manner as for the eNodeB-to-eNodeB analysis, such that the downlink is
in an interference-limited region of operation (but is not excessively ‘over-powered’). The
same path-loss model between eNodeBs and UEs is assumed. The path-loss between UEs is
assumed to be given by Equation (23.8) (with a carrier frequency fc of 2000 MHz), based
upon a simple two-slope microcellular model from [4] with break point at xb = 45 m to
reflect the likelihood of free-space-like propagation (with exponent 2) for low separation
distances (i.e. x ≤ xb), and increased attenuation exponent z = 6.7 due to local clutter at higher
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distances (x > xb).

ρUE-UE(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−27.56 + 10 log10( f 2

c x2) dB for x ≤ xb

−27.56 + 10 log10

( f 2
c xz

xz−2
b

)
dB for x > xb

(23.8)

A microcellular model is considered applicable to UE-to-UE interference as it reflects
the case where both the transmitting and receiving antennas are below rooftop level. Other
system parameters assumed for this analysis are generally in line with those of [4] for
macrocell simulation. With these assumptions, and for Lb = 20 dB, the results of Figure 23.6
are obtained, displaying the relationship between the band-edge ACIR and the throughput
loss Rloss for various values of ISD s.
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Figure 23.6: Throughput reduction due to UE-to-UE interference.

The results in Figure 23.6 are given for the case of co-located base stations. Those for
the non-co-located case are very similar showing only a small further degradation for low
ACIR values; the absence of a significant difference is a result of the uplink power control
strategy employed as described above (whereby the mobile transmit power is correlated with
the strongest non-serving cell path-loss rather than with the path-loss of the serving cell).

The LTE specifications are based upon a 30 dB ACLR which would provide an ACIR
of 28 dB assuming an ACS of 33 dB. In this case, it can be seen from Figure 23.6 that the
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worst-case throughput loss for the band-edge downlink resource block would be between 7%
and 16% depending on cell size.

This analysis is, however, rather sensitive to certain assumptions, especially the value
of the in-building penetration loss Lb. When the penetration loss is increased, the serving
eNodeB may instruct the UE to increase its transmit power by the same amount in order to
maintain its received Signal-to-Interference-plus-Noise Ratio (SINR) at the serving eNodeB
(subject to maximum UE output power constraints) without causing additional interference
to non-serving eNodeBs which are also protected by the same building penetration loss.
However, the path-loss to a worst-case nearby victim UE (e.g. with LOS propagation between
the UEs) is not affected by the increased building penetration loss. Thus, increased building
penetration loss can have the effect of increasing worst-case UE-to-UE interference levels.
This effect is clearly evident from the fact that the curves of Figure 23.6 for the case of
Lb = 20 dB show a greater Rloss than the dotted curves for Lb = 0 dB.

This suggests that the susceptibility of the system to UE-to-UE interference is lowered
considerably in an outdoor scenario. In these cases, the system’s need to control the uplink
inter-cell interference between UEs and neighbouring eNodeBs in a frequency-reuse-1
network constrains the quantity of interference power that is injected by those UEs into
adjacent carriers. System throughput loss is then minimal (∼2%) for commonly expected
ACIR levels. The fact that a reduction in penetration loss mitigates UE-to-UE interference
also points towards possible cell-planning solutions to alleviate the problem, for example
using picocells or home base stations rather than macrocells to provide in-building coverage.

The statistical nature of UE-to-UE interference is also of relevance when assessing
its impact. LTE allows for randomization of the allocated radio resources for both the
interferer and the victim in both the time and frequency domains. Uplink frequency hopping
is able to provide the necessary randomization in frequency, and in the time domain a
degree of randomization can be provided by different resource scheduling strategies, as
well as the possibility for differing retransmission delays due to the fact that the downlink
retransmissions to the victim UE are dynamically scheduled rather than synchronous. The
use of Hybrid Automatic Repeat reQuest (HARQ) also provides robustness against those
instantaneous events in which high interference levels are experienced. Thus, in the case
of frequency-adjacent LTE systems, UE-to-UE interference may be heavily randomized.
Its effects can therefore be ‘smoothed’ and shared amongst all users of the system on a
probabilistic basis, helping to avoid persistent effects on specific pairs of users with close
RF coupling.

UE-to-UE interference may also be alleviated by receive processing at the UE. As
discussed in Section 26.2.6, Interference Rejection Combining (IRC) receivers [5] can be
used to maximize the received SINR, taking into account the instantaneous direction of
arrival of the wanted and interfering signals. Forms of the IRC receiver that make use of
averaged correlation (e.g. in time or in frequency) of the received signals across antennas
(e.g. [6]) are particularly applicable to the adjacent-channel UE-to-UE interference scenario
in which explicit channel estimation of interferers is likely to be impractical. A nearby closely
coupled UE on an adjacent channel would typically present a single dominant interference
source, enabling an IRC receiver to provide a gain when the instantaneous interference-to-
thermal-noise ratio is relatively high. Thus, one could anticipate that use of the IRC receiver
may provide some additional robustness against UE-to-UE interference. Figure 23.7 confirms
that this is the case (here shown for a 500 m ISD). This figure shows the benefits that an IRC
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receiver can deliver compared to a Maximum Ratio Combining (MRC) receiver in terms of
mean user throughput in the presence of UE-to-UE interference from an adjacent carrier.
The figure also shows that an IRC receiver provides benefits even in the absence of adjacent-
carrier UE-to-UE interference (due to the removal of interference from co-channel eNodeBs).
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Figure 23.7: Comparison of IRC and MRC receivers with and without adjacent channel
UE–UE interference.

More generally, Figure 23.7 reveals that for the scenario considered, a system using ideal
IRC receivers in the presence of UE-to-UE interference with 29 dB ACIR could perform
as well as a system using Maximum Ratio Combining (MRC) receivers with no UE-to-UE
interference at all. Thus, the detrimental effects of UE-to-UE interference may be mitigated
via a combination of moderate ACIR together with IRC receivers.

23.3.2 Summary of Interference Scenarios

The preceding sections have provided some discussion of the issues facing the deployment
of LTE TDD on carriers adjacent either to other non-synchronized TDD systems, or to FDD
downlink or uplink carriers. In these deployment scenarios, one must consider not only
eNodeB-to-UE and UE-to-eNodeB interference but also the nature and severity of eNodeB-
to-eNodeB and UE-to-UE interference.
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In the case of eNodeB-to-eNodeB interference, the discussions of Section 23.3.1.1 have
shown that very stringent ACLR and ACS are needed, especially in the case of co-siting.
Nonetheless, co-siting would appear to be technically feasible, for example by means of
cavity-based low-loss RF filtering solutions at the base stations.

In the case of UE-to-UE interference, system-level analysis suggests that by using appro-
priate radio resource management on the uplink, together with interference randomization
and possibly also interference suppression at the receiver, the overall system throughput loss
and user experience in the presence of the adjacent carrier interference are likely to remain
acceptable for many deployment scenarios.

Although it is generally desirable to enable alignment of uplink–downlink switching
points between the LTE TDD system and LTE or legacy TDD systems on an adjacent carrier,
it should be remembered that this cannot always be relied upon.

23.4 Half-Duplex System Design Aspects

For half-duplex (including TDD and HD-FDD) operation, the restriction that a UE may not
transmit and receive at the same time instant has consequences for the physical layer (and to
a lesser extent, higher-layer) design of LTE.

In order to enable the exploitation of economies of scale, LTE has generally followed
a design principle in which differences between the duplex modes are introduced only
where necessary for correct system operation, or where they offer a significant performance
advantage when used for a particular duplex mode. With careful design, only a relatively
small set of attributes need to be modified. Nonetheless, these have the potential to alter
certain behaviours and structures of the physical layer, primarily in terms of frame structure,
HARQ operation and control signalling, which are discussed in the following sections.

23.4.1 Accommodation of Transmit–Receive Switching

For TDD systems, switching between transmit and receive functions occurs on the transition
from uplink to downlink (for the UE) and on the transition from downlink to uplink (for the
eNodeB). For half-duplex FDD systems, switching only occurs at the UE, as the eNodeB is
assumed to be full-duplex.

In order to preserve the frequency-domain orthogonality of the LTE uplink multiple
access scheme, propagation delays between an eNodeB and the UEs under its control are
compensated by means of timing advance as explained in Section 18.2.

At a half-duplex UE, the timing-advanced uplink transmission cannot be allowed to
overlap with reception of any preceding downlink. For TDD, to prevent the overlap, a
transmission gap or ‘guard period’ between transmission and reception at the eNodeB
is created (TG1) to accommodate the greatest possible timing advance and any required
switching delay (including power amplifier ramp-up or ramp-down to avoid excessive
wideband emissions). A further guard period (TG2) is also required at the TDD eNodeB
transition between uplink and downlink to cater for switching and power ramping delays only
(this being independent of the propagation delay or timing advance). These are illustrated in
Figure 23.8.

Four switching times are therefore of relevance in the case of TDD operation. These
correspond to the transmit-to-receive and receive-to-transmit delays at the UE (denoted
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Figure 23.8: TDD signal timings in the presence of uplink timing advance.

as time intervals T33” and T5?" respectively) and likewise at the eNodeB (denoted
TEE" and 7mg"). Figure 23.8 depicts two cases corresponding to the two extremes of
propagation delay Tp within a TDD cell (Tp = 0 for a UE physically close to the eNodeB and

Tp = TU.“ for a UE at the border of a cell, where Tp_m = dm/c corresponds to the

maximum one-way propagation delay supported by the cell, occurring at distance 11...“). Note

that the switching delays are exaggerated for diagrammatical clarity and that UE switching

delays are assumed to be longer than those at the eNodeB.

It is apparent from Figure 23.8 that the time available at the UE for downlink to uplink

transition is a function of the propagation delay Tp (most stringent for the case of high delay)

whereas the time available at the eNodeB for the same transition is constant and equal to T6]:

T6. = 2mm + T5? (23.9)

The time interval T02 at the eNodeB is independent of the propagation delay. To support
the use for which Tp —» 0 (Le. a UE close to the eNodeB), T62 needs to be dimensioned such
that

TG2 = mum“, T53) (23.10)

In the case of HD-FDD, T3”? = 0, so T62 is determined only by the time T35”. In order
to support the case of low Tp, the (full duplex) eNodeB must still allow suflicient time for this

UE switching delay if the uplink and downlink subframes surrounding the switching point

are both active for a particular user. Hence in practice the uplink frame timing at the eNodeB

should be advanced for the whole cell by an amount T35“ relative to the downlink frame
timing at the eNodeB even for a full-duplex eNodeB if it supports HD-FDD UEs in the cell.

Full duplex FDD UEs communicating with the same eNodeB will likewise need to have their

timing advanced to maintain uplink orthogonality with the HD—FDD UEs.

It is important to note that dam may be significantly larger than the notional cell radius r0

(i.e. half the ISD), due to propagation effects such as shadow fading. This elfect is shown for
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one example of a tri-sectored deployment with frequency reuse factor 1 in Figure 23.9 (the
shadow fading is assumed to be log-normal with standard deviationσ). It can be observed that
in order to accommodate, for example, at least 98% of UE locations, the guard period should
be dimensioned in accordance with dmax ≥ γr0 where γ is a factor between approximately 1.5
and 3 depending on the degree of shadow fading.
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Figure 23.9: Cumulative distribution of serving cell propagation delays relative to nominal
cell radius.

Overall, the total guard time TG at a TDD eNodeB per uplink–downlink cycle is equal
to the sum of TG1 and TG2, as given by Equation (23.11). In the LTE specifications this is
represented by a single guard period amalgamating both parts (with the uplink subframe
timing advanced by an amount TG2 at the eNodeB with respect to the downlink timing). This
is only a matter of representation, however, and the end result is essentially identical to the
presence of the two separate guard periods:

TG = TG1 + TG2 = 2TP_max + T RxTx
UE +max(T TxRx

UE , T
RxTx
eNB ) (23.11)

By assuming reasonable values for the UE and eNodeB switching times (typically of
the order of 10 to 20 μs) the length of this amalgamated guard period can be dimensioned
(in multiples of the OFDM4 symbol duration) for a particular deployment. Thus although

4Orthogonal Frequency Division Multiplexing.
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guard periods represent an undesirable overhead for TDD, by allowing for a flexible and
configurable guard period duration, systems can be tailored to the topology of the deployment
whilst minimizing the spectral efficiency loss.

The LTE specifications [7] support a set of guard period durations ranging (non-
contiguously) from 1 to 10 OFDM symbols for the normal CP (or from 1 to 8 OFDM symbols
for the extended CP). A duration of 1 OFDM symbol should be sufficient for many of the
anticipated cellular deployments of LTE (up to around 2 km nominal cell radius for γ = 2),
whereas at the other end of the scale, guard period durations of the order of 700 μs support
one-way propagation-path delays of the order of 100 km.

The guard period in LTE TDD is located within a mixed uplink/downlink subframe
(known as a ‘special subframe’) as shown in Figure 6.2 and further discussed in Section 23.4.2.

23.4.2 Coexistence between Dissimilar Systems

There are scenarios in which an LTE TDD system could need to coexist with other (non-LTE)
radio access technologies within the same frequency bands. As mentioned in Section 23.3.2,
the ability to time-align the uplink and downlink transmissions between neighbouring
systems can be used to avoid base-to-base and UE-to-UE interference paths and hence to
alleviate the dependency on the other coexistence measures mentioned above. This also
applies to the case of dissimilar neighbouring systems.

As shown in Figure 6.2, the LTE TDD system has a 10 ms radio frame supporting either
one pair of switching points per 5 ms, or one pair of switching points per 10 ms, which we
denote here as ‘5 ms switching’ and ‘10 ms switching’ respectively.

The provision for both 5 ms and 10 ms switching options in LTE TDD was introduced
to enable switching point alignment between LTE and the UTRA TDD modes. Ideally, for
maximum flexibility of alignment, the location of the downlink-to-uplink transition within
the 5 ms or 10 ms cycle would be fully adjustable with symbol-level granularity, although
certain practical considerations must also be taken into account. The overall intention is first
to align the location of the uplink-to-downlink transitions between the dissimilar systems by
means of a frame-timing offset, and then to adjust the position of the LTE downlink-to-uplink
transition such that it is approximately aligned with that of the other system.

The TDD variant of Mobile WiMAX (based upon the IEEE 802.16e amendment) also
utilizes 5 ms switching, and can itself accommodate a variable position of the switching point
with symbol-level granularity (i.e. with adjustments of approximately ±102.8 μs). Hence
switching point alignment between TDD WiMAX and TDD LTE is possible with sufficient
resolution.

The presence of a switching point that is adjustable at the OFDM symbol level results in a
mixed subframe, known as the ‘special subframe’, potentially containing both downlink and
uplink regions (referred to as ‘DwPTS’ and ‘UpPTS’ respectively5) as shown in Figure 23.10
(see also Figure 6.2).

The special subframe is the most significant difference between the FDD and TDD
physical layers in LTE, giving rise to a number of details which must be considered in the
design. Uplink and downlink transmission durations in this irregular subframe are effectively

5DwPTS and UpPTS is terminology inherited from Time-Division Synchronous Code Division Multiple Access
(TD-SCDMA) where the terms denoted Downlink Pilot Time Slot and Uplink Pilot Time Slot respectively. This,
however, does not well reflect the usage of the fields bearing the same names in LTE.
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Figure 23.1(k Special subframe for downlink—uplink switching in TDD operation.

reduced compared to a normal subframe, implying that less forward error correction

redundancy can be employed for a given transport block size. Alternatively, the transport

block size itself can be reduced, although this smaller transport block size must then also be

used for HARQ retransmissions which may occur in a regular 1 ms subframe. In general,

the use of HARQ with incremental redundancy, as described in Section 10.3.2.5, limits the

impact of the fact that the special subframe has less downlink transmission resource than a
normal subframe.

For the downlink control signalling on the Physical Downlink Control CHannel

(PDCCH), the special subframe does not have a significant effect, as the PDCCH is anyway

contained within the first few OFDM symbols of a subframe. Hence PDCCH transmission

in the DwP'I‘S region is possible, with the exception that it is constrained in this case to a

duration of a maximum of two OFDM symbols (instead of up to three in normal subframes,

or even four in cases of narrow system bandwidths, as explained in Section 9.3).

The length of the UpPTS field in the mixed subframe is constrained in the LTE

specifications to support only lengths ofone and two SC-FDMA symbols. This field does not

therefore support uplink data transmission and is instead used only for a shortened random

access preamble (suitable only for small cells — see Section 17.6) and for transmission of

uplink Sounding Reference Signals (SRSs) — see Section 15.6. One downside of the absence

of support for UpPTS lengths other than one or two symbols is that it restricts the set of

possible configurations for switching point alignment with other TDD systems. Nonetheless,

Figure 23.] I shows some examples of uplink-downlink alignment that are possible between

LTE TDD and other TDD systems.

23.4.3 HARQ and Control Signalling for TDD Operation

As explained in Section 10.3.2.5, transmission of downlink or uplink data with HARQ

requires that an ACKnowledgement ACK or Negative ACK) be sent in the opposite direction

to inform the transmitting side of the success or failure of the packet reception.

In the case of FDD operation, acknowledgement indicators related to data transmission

in a subframe k are transmitted in the opposite direction during subframe k+4, such that

a one-to-one synchronous mapping exists between the instant at which a transport block

is transmitted and its corresponding acknowledgement. However, in the case of TDD

operation, subframes are designated on a cell-specific basis as uplink or downlink (with the

exception of the mixed subframe), thereby constraining the times at which resource grants,

data transmissions, acknowledgements and retransmissions can be sent in their respective
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Figure 23.1 1: Examples of switching point alignment between LTE and non-LTE TDD

systems.

directions. The synchronous scheme used for FDD cannot therefore be directly reused for

TDD operation.

For TDD in asymmetric uplink-downlink cases, it is inevitable that for one of the link

directions there are insuflicient subframes to support a synchronous one-to-one mapping

between transmitted data and its acknowledgement. The LTE design for TDD therefore

supports grouped ACK/NACK transmission to carry multiple acknowledgements within one
subframe.

For uplink HARQ, the sending (in one downlink subframe) of multiple acknowledgements

on the Physical Hybrid ARQ Indicator CHannel (PHICH) is not problematic since, when

viewed from the eNodeB, this is not significantly different from the case in which single

acknowledgements are sent to multiple simultaneous UEs. However, for downlink HARQ, if

the asymmetry is downlink-biased, the uplink control signalling (PUCCH) formats of FDD

are insufficient to carry the additional ACK/NACK information. This situation is evident from

the example of Figure 23.12 where only 4 uplink sub-frames per radio frame are available

to carry acknowledgements for the 6 subframes that may contain downlink data transport

blocks. In this particular example, this is solved by means of uplink subframe numbers 2 and

7 each carrying acknowledgement data corresponding to two downlink subframes (numbers 5

and 6, and 0 and 1 respectively). Each of the TDD subframe configurations in LTE (shown in

Figure 6.2) has its own such mapping predefined between downlink and uplink subframes for

HARQ purposes (see [8, Section 7.31), with the mapping being designed to achieve a balance

between minimization of acknowledgement delay and an even distribution of ACKINACKs

across the available uplink subframes.

'I\vo mechanisms are provided for grouping the acknowledgement information carried
in the uplink in TDD operation, termed ‘ACK/NACK bundling’ and ‘ACK/NACK multi—

plexing’. Selection between these mechanisms is by higher-layer (Radio Resource Control
(RRC)) configuration.
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Figure 23.12: Grouped ACK/NACK transmission in TDD operation.

ACK/NACK bundling reuses the same I- and 2-bit Physical Uplink Control CHannel
(PUCCH) formats (‘la’ and ‘lb’ — see Section l6.3) which are used for FDD. For each

downlink codeword (up to two if downlink spatial multiplexing is used), only a single

acknowledgement indicator is derived by performing a logical ‘AND’ operation of the

acknowledgements across the group of downlink subframes associated with that uplink sub-

frame; this indicates whether zero or more than zero transport blocks in the group were
received in error.

For ACK/NACK multiplexing, a separate acknowledgement indicator is returned for each

of the associated downlink subframes. However, to limit the amount of signalling information

that this would generate, acknowledgements from multiple codewords on different spatial

layers within a subframe are first condensed into a single acknowledgement, again by means

of a logical ‘AND’ operation. This is known as ‘spatial ACK/NACK bundling’. For the

more extreme asymmetries, however, there remains a need to transmit more than two bits of

ACK/NACK information in one uplink subframe. This is achieved using the normal 1- and

2—bit PUCCH formats augmented with a code selection scheme whereby the PUCCH code

selected by the UE conveys the surplus information to the eNodeB (see [8, Section 10. l].

A disadvantage of these lossy compression schema for grouped acknowledgements is that

the eNodeB does not know exactly which transport block(s) failed in decoding. In the event

of a NACK, all transport blocks in the same group must be resent, increasing retransmission

overheads and reducing link throughput A more subtle impact is that the average HARQ

round hip time (and hence latency) can be increased due to the fact that some blocks cannot

be acknowledged until the remainder of the group have been received.

A further complication arises because the PDCCH control signalling is not 100% reliable

and there is some possibility that the UE will miss some downlink resource assignments.

This would introduce the possibility of HARQ protocol errors, including the erroneous

transmission of ACK in the case when one or more downlink assignments were missed in

a group of subframes. In order to help avoid this problem, a ‘Downlink Assignment Index’
(DAI) is included in the PDCCH to communicate to the UE the number of subframes in a

group that actually contain a downlink transmission. In the case of ACK/NACK bundling, this

helps the UE to detect missed downlink assignments and avoid returning ACK if one or more

downlink assigruuents were missed, while in the case of ACK/NACK multiplexing the DAI
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helps the UE to determine how many bits of ACK/NACK information should be returned.
Nevertheless, this mechanism alone cannot safeguard against all possible error cases.

In Release 10, where even larger numbers of ACK/NACK bits may need to be transmitted
in a single subframe due to carrier aggregation, new PUCCH mechanisms are provided, as
explained in Section 28.3.2.

The presence of link asymmetry in TDD generally increases the overall HARQ round
trip times (compared to the 8 ms of FDD as discussed in Section 10.3.2.5) as a result of the
additional ‘waiting times’ needed for the appropriate link direction to become available for
transmission of an acknowledgement, grant or retransmission. This, together with the degree
of asymmetry, also means that the number of HARQ processes in TDD varies depending on
the TDD uplink-downlink subframe configuration: in the downlink, the number of HARQ
processes varies from 4 for configuration 0 to 15 for configuration 5, while in the uplink it
varies from 1 for configuration 5 to 7 for configuration 0 – see [8, Tables 7-1 and 8-1].

The signalling of the granted uplink transmission resources also requires some specific
attention for TDD. For FDD, the downlink subframe in which an uplink grant is sent
implicitly also signals the specific uplink subframe that has been assigned (located four
subframes later), whereas for TDD this relationship cannot always hold due to the various
uplink-downlink configurations. An alternative linkage is therefore formulated for each
specific uplink-downlink configuration to associate each uplink subframe with one preceding
downlink subframe that controls it (maintaining the same four-subframe spacing as FDD
wherever possible). For configuration 0 (shown in Figure 6.2), there are more uplink
subframes per 10 ms than the number of subframes available for PDCCH, and here an
additional ‘UL Index’ field in the uplink grant message is used to indicate the uplink subframe
to which the grant relates. In addition, one value of the ‘UL Index’ field can be used to
enable a single PDCCH message to grant uplink resources in two uplink subframes (see [8,
Section 8.0]).6

23.4.4 Half-Duplex FDD (HD-FDD) Physical Layer Operation

In principle, one of two paths could be taken for the physical layer design of a HD-FDD
system:

• a derivative of the FDD system, in which the scheduling is arranged such that the
terminals are not required to simultaneously transmit and receive;

• a derivative of the TDD system, in which the uplink and downlink happen to reside on
different carrier frequencies.

The scheme selected for HD-FDD operation in LTE is in accordance with the FDD
derivative. This has helped to maintain the desirable commonality with FDD and has reduced
the overall complexity of the solution. Unless otherwise informed, a UE in the FDD-derived
HD-FDD scheme has no a priori knowledge of the uplink-downlink transmission pattern.
Instead the UE checks any subframe which has not otherwise been pre-assigned to uplink
transmission for the presence of PDCCH control signalling addressed towards it. The eNodeB
is of course aware of any uplink transmission grants it has sent using the PDCCH, and does

6Note, however, that a UE is not required to receive more than one uplink grant message on the PDCCH in a
single downlink subframe.
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not therefore expect the UE to be able to receive downlink transmissions in the corresponding
uplink subframe(s).

In this scheme, the fixed one-to-one association between downlink and uplink subframes
(arising from the timing relationships between resource grants, data transmission and HARQ
acknowledgements) is retained as in normal FDD operation. It is worth noting, however, that
this approach results in the situation that, for a given user, no more than 50% of subframes
may be used for any one link direction for a given UE.

Nonetheless, the perceived impacts to a user in anything other than an unloaded system
are likely to remain small. The instantaneous (i.e. in one subframe) peak data rate is not
affected and, in any normally loaded or even partially loaded system, the eNodeB is in any
case unable to dedicate its full time resources to a user for any lasting period due to its need
to service other users. Furthermore, at least for the downlink, scheduling strategies may be
adapted to increase the amount of frequency resource allocated to a HD-FDD UE at each
scheduling instant in order to alleviate reliance on frequent transmissions in the time domain.
For the uplink this is also possible except for situations in which the UE is transmission-
power-limited. In such cases, the application of wider bandwidths may not allow for increased
instantaneous data rates and therefore is also unlikely to allow for a reduction in the fraction
of time-domain resources needed to achieve a targeted aggregate uplink rate.

In order to allow sufficient time for downlink-to-uplink switching in HD-FDD operation,
the UE is not expected to be able to receive the last symbol(s) of a downlink subframe that
precedes an uplink subframe in which the UE is active. The length of the switching period is
very similar to that previously given in Equation (23.11), with the exception that T RxTx

eNB = 0
and the cell-specific maximum propagation delay value TP_max may be replaced with a value
TP that is applicable to the particular UE in question. Thus for half-duplex FDD:

TG = TG1 + TG2 = 2TP + T RxTx
UE + T TxRx

UE (23.12)

During this time, the eNodeB may or may not continue to transmit the remainder of the
data towards the UE. In order to simplify the system and to minimize the differences from
full-duplex FDD the transport channel coding structure continues to output the same number
of channel-coded bits as for a normal-length subframe. Correct reception of the data in spite
of the UE’s lack of reception during the switching period is therefore reliant on the presence
of sufficient forward error correction. For larger switching times the effects on performance
obviously become more pronounced due to the increasing code rate, and in these instances the
scheduler could reduce the transport block size mapped to the downlink subframe containing
the switching period.

Due to the fact that the eNodeB is full-duplex, cell-specific Reference Signals (RSs),
common signalling and any other data directed towards other UEs may also continue to
be transmitted by the eNodeB throughout a particular UE’s switching period and uplink
subframes; that is to say, the switching periods and designated uplink subframes are UE-
specific in the case of HD-FDD, rather than cell-specific as is the case for TDD.

23.5 Reciprocity

Reciprocity is a general phenomenon encountered in wave propagation over linear media.
The details of the underlying theory are not reiterated here, and the interested reader is
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referred to the comprehensive treatment which can be found, for example in [9—12]. We

cover here only the practical implications for cellular radio communication systems, and

more specifically those for LTE TDD.

The efficiency of an antenna in converting between electrical and electromagnetic energy

is equal in both directions at a given frequency. The result is that the directional sensitivity

of an antenna (when acting as a receiver) is also equal to its far—field radiated pattern (when

acting as a transmitter).

For a simple source and a simple receiver in a linear medium separated by sufficient

distance such that one does not affect the load of the other, the reciprocity theorem states

that the locations of the source and receiver may be interchanged yet the transfer function

between them remains unchanged. Therefore when two transceivers A and B each utilize the

same antenna for transmission and reception, the frequency-domain transfer function H(f)

(or equivalently the time-domain impulse response h(t)) observed at B when A is transmitting

will be the same as the transfer function observed at A when B is transmitting. This is

illustrated in Figure 23.13.

dim pdhsPet‘s” ~ direct»
a”"’ ‘\ mm”
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Figure 23.13: Reciprocity between a pair of transceivers.

This holds for any pair of antennas in each other’s far field, and hence is easily

generalized to the MIMO case in which each transceiver has multiple antennas (i = l, . . . , l

for transceiver A and j: l, . . . , J for hansceiver B):

fly-(f) = Hfitf) (23.13)

Considering for simplicity a particular frequency k, and denoting the MIMO channel

matrix between A and B at frequency k as Hug where ”an“. 1) = 115(k), it is evident that

Hm, = HIM (23.14)
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In order to exploit reciprocity in a radio communications link, the set of frequencies used
for transmission and reception at each transceiver must usually overlap, as is the case for
TDD systems. Short-term reciprocity cannot be exploited for FDD systems unless the nature
of each constituent channel Hij( f ) is frequency-invariant over a range of frequencies spanning
both distinct transmit and receive bands, which is rarely the case. However, long-term
reciprocity of the channel covariance matrix can sometimes still be exploited, as discussed in
Section 23.5.2.7.

23.5.1 Conditions for Reciprocity

Reciprocity can be used to control the characteristics of an outbound transmission in
anticipation of the channel response that the transmission will experience. In these instances,
knowledge of the outbound channel is inferred at the transmitter from measurement of the
inbound channel responses. For such techniques to be successful, however, one must first
consider the following:

• the topology or configuration of the MIMO antenna system;

• the rate of change in the mobile radio channel;

• calibration of the transmitters and receivers involved.

23.5.1.1 Antenna Configuration

Equation (23.14) holds for any number of antennas at each end of the radio link, yet it may be
the case that not every antenna element is used for both the transmit and receive functions at
a given transceiver. For example, implementation of a transmit chain (and associated power
amplifier) per receive antenna element may be feasible at an eNodeB whereas it may not be
so in a UE for reasons of form-factor, cost and power consumption.

In these cases, knowledge of the Channel State Information (CSI) of the outbound channel
is incomplete if obtained only using inbound RSs. Additional measures would then need
to be adopted to determine the missing CSI components. These could include the use of
supplementary and explicit feedback of the CSI from the remote receiver for any of its receive
antennas that do not have transmit capability. Alternatively, the inbound MIMO channel may
be sounded using RSs sent for example from only one transmit antenna at a time. This can
then allow for a UE with only one transmit chain and power amplifier to sound the channel
from all of its receive antennas by means of a time-controlled switch.

23.5.1.2 Time Variations in the Radio Channel

Mobile radio channels are of course time-varying in nature, as discussed in Chapter 8.
For TDD systems, uplink and downlink transmissions occur at different times, thereby
violating the reciprocity principle in a time-varying channel. However, the channels can
still be considered as approximately reciprocal when viewed over a time span short enough
to preclude any appreciable change. The duration between the instant at which the CSI is
measured and the instant at which it is applied thus becomes of paramount importance.7

7Note that this applies also to systems using closed-loop feedback signalling, and not only to those attempting to
exploit uplink and downlink channel reciprocity. It is simply the case that for control schemes reliant upon reciprocity
the CSI is measured at the output of the inbound link rather than at the output of the outbound link.
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The time over which a channel’s impulse response h(t) remains relatively constant is
termed its coherence time and is defined as the delay δt at which the squared magnitude
of its autocorrelation first drops below a certain fraction of its value at zero delay (a fraction
of 50% is often used to define the coherence time).

Clearly in order to benefit from channel reciprocity, the delay between the time at which
the observation of the inbound channel is made and the time at which this knowledge is
applied to the outbound signal, must be shorter than the coherence time of the channel.
Typical relationships between mobile speed and coherence time (in this instance for a carrier
frequency of 2 GHz) are shown in Figure 23.14.
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Figure 23.14: Channel coherence times for flat Rayleigh fading at 2 GHz.

From a practical perspective, the processes to be executed within the channel coherence
time include receiving the necessary RSs, estimating the CSI, computing the required
action and encoding and processing the outbound signals. With present-day technology this
turnaround time is unlikely to be much lower than 1 ms. Even if it were, the LTE TDD frame
structure would need to support uplink–downlink transitions at this rate to ensure continual
updating of the CSI on the inbound link (interspersed by transmission on the outbound link);
however, due to the minimum switching period of 5 ms, this is not possible. The CSI cannot
be applied earlier than the next occurrence of a subframe in the return direction. It may also
be the case that a particular UE will not be scheduled in the first available subframe of the
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return direction, potentially further increasing the delay between measurement of the CS1 and

its application.

The RSs commonly used for exploiting reciprocity in LTE are the cell-specific RSs in the

downlink8 and the Sounding RSs (SRSs) in the uplink. The cell-specific downlink R85 are
present in each downlink subfrarne as shown in Section 8.2.], while the SRSs are located

either in the short Upl’l‘S field of the mixed subframe (see Figure 23. [0) or on one symbol

of a normal uplink subframe where configured.

Under the assumption that one would prefer to use UpPTS for sounding in TDD, then

with a 5 ms switching cycle and a balanced DUUL configuration (TDD configuration 1

in Figure 6.2), the shortest possible turnaround times to exploit reciprocity for the two

downlink subframes and the DwP'I‘S would be 2 ms. 3 ms and 4 ms respectively, as shown

in Figure 23. l5(a). These correspond to mobile speeds of up to around 24 km/h at a 50%
coherence level at 2 61-12.

For the uplink, the ability of the system to take advantage of reciprocity is not limited

by the occurrence interval of the wideband cell-specific RSs (as they are present in every

downlink subframe), but primarily by the length of the contiguous uplink period within the

frame and by the turnaround processing time at the UE. Figure 23.15(b) gives one example

in which the processing delay at the UE is assumed to be of the order of 2 ms, resulting in

similar turnaround latencies to the downlink case. With faster processing at the UE, these
could be reduced a little further.
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Figure 23.15: Example turnaround times for exploitation of reciprocity in LTE TDD:

(a) application of reciprocity to downlink; (b) application of reciprocity to uplink.

23.5.1.3 Calibration

Under conditions of channel reciprocity, the forward and reverse responses between the

antennas at two transceivers A and B are the same, although this does not mean that the

overall responses between the baseband processors at those transceivers are also equivalent

“In Release ID, the CSl—RS (see Section 29.1.2) may also be used.
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in both directions. The responses of the individual transmitters and receivers themselves must

also be taken into account, as shown for a 2 x 2 system transmitting from baseband A to B in
Figure 23.16.

EH”?-------”QATI .— gév —a.

:M """" r ..._
Figure 23.16: Transceiver elements in a reciprocal channel.

At a given frequency the responses of the multiple transceiver elements may be rep-

resented together in matrix form (assuming here that variations within the desired system

bandwidth are small). Without coupling effects between elements, these are simply diagonal

matrices containing the per-element complex gains, such that for I antennas at A and J
antennasatB:

gt“ 0 3g" o

Grim: E 3 ,Gru,n= 5 5 (23-15)

0 gt“ 0 Sir.)

A similar formulation may be applied to GT”; and Grant in the reverse direction assuming

each antenna is capable of both transmit and receive. The composite transfer functions

between A and B (and vice versa) at a given frequency then become

ZAB = G'l‘x.AHABGRx,B and ZBA = erHBAGRxA (23-16)

It is clear that ZAB and ZBA are not necessarily equal. Nonetheless. if the time between

the measurements 2“ and 23A of Z“; and 23A respectively is sufficiently smaller than the
coherence time, then using Equation (23. 14) it can be deduced that (for invertible G matrices):

ZAB = GnMGIThAY'T“GT,3)'an,a (23-17)

The general goal therefore of a system wishing to exploit reciprocity is to infer 2,“; from
the observation 23A using knowledge of the relevant transceiver gains in G.

There are numerous methods by which this can, in theory, be achieved. One such method is

via an explicit signalling exchange between transceivers of the measured composite channel

responses (2“; andZBA), as observed within the coherence time of the channel. By analysing
the relation between these, an active transmitter may then derive the necessary transfer

function needed to correctly infer the composite outbound channel from future measurements

of the composite inbound channels [13]. Note that the update rate of such feedback to track

variations in the transceiver responses should be relatively slow — othenvise a pure feedback-

based approach that is not reliant on reciprocity becomes a more natural choice. Fortunately,

the variations in transceiver responses are predominantly driven by temperature changes, and
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therefore a low update rate is usually possible (although other factors can also arise, such as
interaction between the antenna and nearby objects such as human hands at the UE side).
In theory, self-calibration methods are also possible whereby the transceivers make use of
accurate reference transmitters or receivers, or of auxiliary calibration signals.

Calibration is not generally required for link control systems using measured CSI from the
output of the outbound link (i.e. those not reliant upon reciprocity, including both feedback-
based and certain feed-forward approaches9). In these cases, the aggregated transmitter and
receiver responses for the link under control already form an integral part of the measured
CSI and hence any variations are accommodated as a natural part of the ongoing link control
process without the need for specific calibration procedures.

One noteworthy exception to the above, however, is the case of beamforming in which
the ability of an array to steer energy towards (or collect energy from) a given direction is
impaired if the phase between the elements is not adequately controlled. In this instance
calibration would generally only be required at the transceiver attached to the array (such as
at the eNodeB); an opposing transceiver without an array (such as a mobile terminal) would
not require calibration.

In general therefore, it can be said that systems attempting to utilize channel reciprocity
require calibration of their constituent transceivers in order to restore the overall reciprocity
between them at baseband. Calibration is also required for antenna arrays reliant upon
directionality, such as transmit and receive beamforming, although this applies irrespective
of the presence of channel reciprocity.

23.5.2 Applications of Reciprocity

For the purposes of this discussion, we define the ‘outbound link’ as the link which is being
actively controlled in response to the channel.

Active control techniques may be generally classified as feed-forward (open-loop) or
feed-back (closed-loop). Note that both may involve feedback of information from the
receiving side to the transmitting side, the distinction lying in the particular nature of this
information. Receivers in closed-loop feedback systems return information regarding how
well the transmitting side is performing in relation to a target. Conversely, feed-forward
transmitters do not know how well their transmissions are performing, and simply use
whatever information is available (via fed-back information or otherwise) to try to pre-empt
one or more aspects of the radio channel.

There also exists a class of passive open-loop systems in which the transmitting side takes
no pre-emptive action, and exploitation of the channel is confined solely to the receiving side.
Figure 23.17 shows this classification of link control methods.

For active feed-forward control systems, the information required by the transmitter often
takes the form of CSI which supplies information regarding the response between transmitter
and receiver. It is really only this class of system for which reciprocity may be used –
the outbound link CSI being inferred from the inbound link CSI given that the conditions
discussed in Section 23.5.1 are met and that inbound RSs covering the desired range of
frequencies are available for this purpose.

9Feed-back and feed-forward control mechanisms are discussed further in Section 23.5.2.
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Figure 23.17: Feed-forward, feed-back and open-loop exploitation of the radio channel.

However, for wireless communication, it is often not only the channel between the
controlling transmitter and the receiver that is of interest; information relating to interference
caused by other transmitters is also relevant and cannot be obtained via reciprocity.

Some link control methods make use of only amplitude information from the channel (e.g.
open-loop uplink power control and frequency-domain scheduling), whereas others, such as
MIMO precoding, also need phase information. Even in a TDD deployment, it cannot always
be assumed that reciprocity can be freely exploited to achieve this. In this regard, we discuss
below some link control examples of relevance in a TDD LTE system.

23.5.2.1 Downlink Frequency-Domain Scheduling

The eNodeB scheduler can exploit the frequency-selective nature of the channel by attempt-
ing to schedule downlink data to a user using frequency resources that are currently
experiencing higher than average SINR (see Chapter 12). Although reciprocity allows for the
frequency response of the downlink radio channel to be inferred via the observed response
of the uplink channel, it does not provide information concerning the downlink interference
and noise levels observed at the UE. Hence knowledge of the channel provides only partial
knowledge of the SINR.

23.5.2.2 Uplink Frequency-Domain Scheduling

As for the downlink case, this is also an interference-responsive mechanism. Contrary to
the downlink, however, the eNodeB in this instance does have some knowledge of the
interference and noise levels affecting the uplink transmission at its own receiver. Together
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with the required CSI of the uplink channel gleaned from the SRS transmissions, this provides
the eNodeB with all the information required. However, at no point is reciprocity required in
order for this process to function, due to the fact that all involved signals exist only in one
link direction.

23.5.2.3 Downlink Power Control and Link Adaptation

This function requires interference feedback from the UE if it is to operate effectively.
Reciprocity can be used by the eNodeB to infer the downlink CSI, and thereby to provide
partial information, but pure feedback-based techniques tend to be better suited to this
application.

23.5.2.4 Uplink Power Control and Link Adaptation

In theory, reciprocity could be used in the feed-forward sense to adjust the UE’s transmit
power and coding/modulation. In this instance, the fact that the interference levels may be
controlled by the eNodeB means that the received SINR can be better correlated with the
channel response, thereby improving the usefulness of reciprocity.

For uplink power control, the LTE system only makes use of long-term reciprocity via the
downlink path-loss estimation (see Section 18.3.2.1). For uplink link adapation, autonomous
selection of the modulation and coding rate by the UE is deliberately not permitted, in order
to enable the eNodeB to exercise full control of the uplink and its optimization.

23.5.2.5 Phase-Passive MIMO

Phase-passive MIMO schemes are those in which the transmitter does not attempt to adapt
to the phase of the channel and responds only to amplitude information. Two techniques in
LTE that fall into this category are open-loop downlink MIMO (i.e. transmission mode 3
not using Precoding Matrix Indicator (PMI) feedback – see Section 9.2.2.1) with per-stream
Modulation and Coding Scheme (MCS) selection, and switched transmit antenna diversity
for the uplink. The former essentially comprises parallel instances of downlink rate control
and hence the discussion of Section 23.5.2.3 is applicable.

LTE supports switched antenna diversity for the uplink in one of two configurable modes.
In the first mode, the eNodeB selects the transmit antenna that the UE should use as described
in Section 16.6.1 and signals this decision to the UE. This mode does not require reciprocity
in order to function. In the second mode, the UE is allowed to select the transmit antenna for
uplink transmission, and in TDD operation this can therefore be based on reciprocity using
for example the cell-specific downlink RSs to provide the UE with the necessary information
on which to base its decision.

23.5.2.6 Short-Term MIMO Precoding

As discussed in Chapter 11, precoding refers to the application of a set of antenna weights
per transmitted spatial layer (the precoding matrix) which, when applied to a forthcoming
transmission, interact beneficially with the radio channel in terms of improved reception
or separation of the layers at the intended receiver(s). Both feed-back and feed-forward
techniques are possible in terms of precoding matrix selection strategy. Feed-back approaches
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(using PMI in LTE) do not rely on reciprocity, only on the feedback loop delay being shorter
than the channel coherence time. For feed-forward approaches, the necessary CSI can, in
theory, be obtained in one of two ways:

1. using ‘Direct Channel Feed-Back’ (DCFB), in which the CSI observed by the receiver
is explicitly signalled back to the transmitter;

2. using channel sounding RSs (e.g. SRS on uplink) to sound the link inbound to the
precoding transmitter.

DCFB obviates the need for reciprocity, whereas the RS-assisted method is reliant upon
it. LTE does not support DCFB, and hence reciprocity and TDD are prerequisites for feed-
forward-based short-term precoding, whereas the feedback-based (PMI) scheme is applicable
to all duplex modes.

As described in Chapter 11, explicit control signalling is required for the PMI-based
scheme, whereas for a reciprocity-based scheme the role of control signalling is undertaken
by UE-specific RSs in the downlink (see Section 8.2.2) and SRS in the uplink.

A reciprocity-based scheme carries the advantage that the applied precoding matrix is
not constrained to a finite set of possibilities10 (a codebook). However, the support for
UE-specific RSs was limited in the first release of LTE (Release 8) to allow only a single
spatial layer,11 thereby precluding the use of spatial multiplexing using non-codebook-based
precoding. In Release 9, the UE-specific RS design was extended to support two layers
(see Sections 8.2.3, 11.2.2.3) thereby also enabling dual-layer short-term precoding using
techniques based on reciprocity. In Release 10, the use of UE-specific RSs is further extended
to up to eight layers, as explained in Section 29.1.1.

23.5.2.7 Long-Term MIMO Precoding (Beamforming)

At a beamforming transmitter, energy is focused in the directions which are more commonly
observed in the inbound channel than others, assuming that a similar angular distribution also
applies in the mean sense to the outbound channel. Beamforming is reliant, therefore, only on
longer-term statistics of the radio channel and does not require short-term correlation between
the inbound and outbound channels in order to function. As such, this scheme is applicable
to both FDD and TDD; short-term channel reciprocity in the sense described above is not
required.

23.5.3 Summary of Reciprocity Considerations

Exploitation of channel reciprocity for LTE TDD is possible in certain areas. These include
its application to uplink transmit antenna selection (using only amplitude information) and
to non-codebook-based downlink precoding (also using phase information). Support for
the latter has been greatly improved since the first release of LTE via the introduction of
multi-layer support for UE-specific RSs. The benefits arising from the use of reciprocity
are generally dependent upon the intended deployment scenario, and in some cases pure
feedback-based approaches are sufficient.

10Referred to as non-codebook-based precoding, this can potentially improve performance by removing mismatch
between the best-fit precoding matrix in the codebook and the precoding matrix optimal for the channel.

11The initially intended application of UE-specific RSs was to support single-layer beamforming.
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In order to realize a true state of reciprocity between a base station and a UE, the feed-
forward loop delay must be within the coherence time of the channel. Calibration of the
transceivers is also required (notably when exploiting phase information), and the antenna
elements involved must generally be shared by both transmit and receive functions.
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Picocells, Femtocells and

Home eNodeBs

Philippe Godin and Nick Whinnett

24.1 Introduction

The use of small cells is becoming increasingly important due to their ability to provide
increased system capacity compared to a homogeneous network of macrocells.1 Small cells
can generally be characterized as either picocells (also referred to as hotzone cells), controlled
by a pico eNodeB, or femtocells, controlled by a Home eNB (HeNB).

The definitions of picocells and femtocells are somewhat variable, but typically the main
differentiating features can be summarized as follows:

• A pico eNodeB usually controls multiple small cells which are planned by the network
operator in a similar way as the macrocells. Picocells are often mounted at low
elevation and operate at lower power than the macrocells. A HeNB controls only one
cell and is deployed by the customer (the registered owner), usually without planning.

• Femtocells are typically Closed Subscriber Group (CSG) cells accessible only to a
limited group of users; in contrast, picocells are usually open to all users (Open
Subscriber Group (OSG)) but may offer preferential treatment to some users, e.g. to
the staff of a particular establishment.

• The transmission power of femtocells is lower, being designed typically to cover a
house or apartment. Picocells usually operate with a higher transmission power to
cover an enterprise, mall or other hotzone, or simply to extend macrocellular coverage.

1A combined network of macrocells and small cells is often known as a ‘heterogeneous network’.

Stefania Sesia, Issam Toufik and Matthew Baker.
LTE – The UMTS Long Term Evolution: From Theory to Practice, Second Edition.
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• Femtocells do not necessarily have the same network interfaces as macro eNodeBs,
whereas pico eNodeBs follow the same logical architecture principles as macro
eNodeBs as described in Chapter 2.

Small cells may be deployed on the same carrier as the macrocells or on a dedicated
carrier. If a dedicated carrier is used it would typically be at a higher frequency to deliver
high data rates within a limited area without causing excessive interference. If the small cells
share a carrier with the macrocells, careful attention needs to be given to the interference that
may arise between the small cells and the macrocells. This is discussed in Section 24.3.

This chapter first addresses the architectural aspects specific to femtocells/HeNBs. Then
the potential interference issues are analysed and some possible interference management
schemes are discussed. Finally some of the Radio Frequency (RF) challenges of both HeNBs
and pico eNodeBs are discussed.

24.2 Home eNodeB Architecture

The main architectural aspects of HeNBs are based on the general concepts applicable to
all types of LTE cell as described in Chapter 2. The following sections describe the aspects
specific to HeNBs.

24.2.1 Architecture Overview

The architecture of a network involving HeNBs has been designed to be flexible and scalable
with respect to the number of HeNBs. In particular, if the network contains a large number of
HeNBs, a HeNB Gateway (HeNB GTW) can optionally be deployed to manage the HeNBs
from the perspective of the Evolved Packet Core (EPC). The capacity of a HeNB GTW can
be up to several tens of thousands of HeNBs. A HeNB GTW can be deployed on the Control
Plane (HeNB GTW CP) only, or it may also include a User Plane (HeNB GTW UP) part.
The logical architecture is shown in Figure 24.1.

HeNB

GTW

UP

HeNB

GTW

CP
MME

SeGW

HeNB S1-U

S1-MME

S1-U

S1-MME

S-GW

Figure 24.1: E-UTRAN HeNB logical architecture. Reproduced by permission of© 3GPP.

When a HeNB GTW is deployed, it serves as a concentrator for the CP S1-MME interface
(see Section 2.3). Each HeNB therefore has only one Stream Control Transmission Protocol
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(SCTP, see [1] and Section 2.5.1) association towards the HeNB GTW and each Mobility
Management Entity (MME) likewise has only one SCTP association towards the HeNB
GTW. This significantly reduces the overall number of SCTP associations needed in a pool
area.2 For example if the number of MME nodes is M in the pool area and the number of
HeNBs is N, then only N + M SCTP associations will be necessary instead of NM (assuming
only one HeNB GTW is used in the pool area).

The S1-U interface may also optionally be terminated in the HeNB GTW UP. In this case
the UP connection for one E-UTRAN Radio Access Bearer (E-RAB)3 of one UE consists
of two GPRS Tunnelling Protocol (GTP) tunnels instead of one – i.e. one from the Serving-
GW (S-GW) to the HeNB GTW UP and one from the HeNB GTW UP down to the HeNB.
This option may, for example, be used to avoid the SŰGW having to manage paths to tens of
thousands of HeNBs. Figure 24.1 also shows the Security Gateway (SeGW) which is optional
and is not necessarily part of the HeNB GTW.

The HeNB GTW is assumed to be transparent for the S1 interface – i.e. the HeNB sees the
HeNB GTW exactly as if it were an MME and conversely the MME sees the HeNB GTW as
a regular eNodeB. In terms of protocol this also means that the same S1-MME interface (and
the same CP protocol, S1 Application Protocol – S1-AP) is used between the HeNB GTW
and the EPC, between the HeNB and the HeNB GTW, between the HeNB and the EPC, and
between the eNB and the EPC.

Despite its transparency, the HeNB GTW when deployed ensures the essential function
of the S1-flex4 in a pool area on behalf of the HeNBs. This means that a particular HeNB
only sees one MME (in fact the HeNB GTW) and does not need to implement the S1-flex,
while the HeNB GTW is in charge of selecting, on a per-UE basis when a UE attaches5 to
the network, which one of the MMEs in the pool will handle the UE’s requests. This also
means that when a HeNB is connected to an HeNB GTW, it will not simultaneously connect
to another HeNB GTW or another MME. However, when no HeNB GTW is deployed, the
HeNB can still use the S1-flex like any regular eNodeB.

24.2.2 Functionalities

When a HeNB is directly connected to the EPC, it supports exactly the same functions as
a normal eNodeB. However, an HeNB is limited to the support of a single cell and it may
support an X2 interface only from Release 10 onwards. When the HeNB is connected via the
intermediate HeNB GTW it cannot support the Non-Access Stratum (NAS) node selection
function used in S1-flex for the reasons explained above, but it does support some additional
functions such as initial discovery of a suitable HeNB GTW.

HeNBs can in principle operate in any of three different access modes:

• Closed access mode: The HeNB belongs to one or more specific Closed Subscriber
Groups (CSGs) identified by CSG Identifiers (CSG IDs). Only UEs which have the
corresponding CSG ID included in their CSG subscription list are allowed access. This
is the most common mode for HeNBs.

2The pool area is the common area served by a set of MME/S-GWs – see Section 2.2.2.
3See Section 2.4.
4See Section 2.2.2.
5See Section 2.2.1.1.
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• Hybrid access mode: Like for closed access mode, the HeNB belongs to a particular
CSG. It provides service to all UEs but gives preferential treatment to UEs which
include the corresponding CSG ID in their CSG subscription list; such UEs are called
‘CSG members’.

• Open access mode: The HeNB behaves as a regular eNodeB.

When a HeNB operates in closed or hybrid access modes, during incoming handovers it has
to check the validity of the CSG ID which has been used by the MME for the Access Control
or Membership Verification of the user.

The HeNB GTW hosts two main functions:

• It transparently relays the UE-associated S1-AP messages between the MME and the
HeNB which serves the UE. All protocol functions associated with a UE-dedicated S1
procedure resides within the HeNB and the MME only.

• It runs the non-UE associated S1-AP procedures between it and the HeNB on one side
and between it and the EPC on the other side, and interfaces between them.

In addition, the HeNB GTW can perform some optional functions such as terminating the S1-
U interface (see Sections 24.2.1 and 2.2.2) and hence relaying the user plane data between
the HeNB and the S-GW, and paging optimization based on a list of CSG IDs provided by
the MME in the PAGING message (avoiding paging a UE in closed access mode HeNB cells
whose CSG ID is not in the list).

The MME performs Access Control for UEs accessing or handing over to a closed access
HeNB, and Membership Verification in the case of hybrid access HeNBs – i.e. the MME
checks that the CSG ID of the closed or hybrid HeNB is in the list of allowed CSG IDs for the
UE; for a closed access HeNB, the MME rejects the UE if this check is unsuccessful while
for a hybrid access HeNB it indicates to the HeNB whether the user is a ‘CSG member’
or not in order to allow any special treatment to be triggered. The MME also controls the
routing of handover messages towards HeNBs, either using dedicated HeNB addresses or,
if the HeNB is connected through an HeNB GTW, using a ‘Tracking Area Identity’ (TAI)
(see [2, Section 19.4.2.3]). The MME may also optionally support paging optimization.

24.2.3 Mobility

Several kinds of mobility are supported via the MME regardless of whether the HeNB is
connected via a HeNB GTW:

• Mobility from HeNB to an eNodeB, i.e. outbound mobility, supported from Release 8
onwards;

• Mobility from eNodeB to HeNB, i.e. inbound mobility from macrocell, via S1
handover, supported from Release 9 onwards;

• Mobility from HeNB to HeNB, i.e. inbound mobility from an HeNB cell, via S1
handover, supported from Release 9 onwards;

• Optimized mobility from HeNB to HeNB, i.e. inbound mobility from an HeNB cell
via X2 handover, supported from Release 10 onwards.

IPR2022-00464 
Apple EX1014 Page 632



PICOCELLS, FEM'IDCELLS ANDHOME ENODEBS 567

The HeNB GTW should preferably connect to the EPC in such a way that inbound and

outbound mobility to cells served by the HeNB GTW do not necessarily require inter-MME

handovers. An example of the general call flow for an inbound mobility via 81 handover is

shown in Figure 24.2. The messages may pass through the HeNB GTW (if present) without
any functional change.

  

 
1. HO required

(Access Mode, CSG ID)

2. Perform access control based on
reported CSG ID

3.HO request
(CSG ID.

Membershlp status)

 

  
   

 
 

 

3.HO request
(CSG ID,

Membership status)

5. HO request ACK
  6. HO request ACK

 
Figure 24.2: A typical can flow for mobility towards a HeNB.

Reproduced by permission of © 3GPP.

The source node for the handover indicates to the MIME the ECGI,6 CSG ID and access

mode of the target HeNB. These elements are generally reported by UEs which are able

to read the System Information (SI) of the target cell, but may be otherwise inferred by
the source node if it can resolve any Physical Cell Identifier (PCI) confusion. The MME

performs the Access Control or Membership Verification based on the received information

and the CSG subscription data of the UE. If the UE is not a member of the CSG and the

target HeNB is in closed access mode, the MME ends the handover procedure. Otherwise the

MME sends the ‘HANDOVER REQUEST’ message (see Section 2.6) to the target HeNB

including the value of the CSG ID. If the target HeNB is configured for hybrid access, the

MME also indicates in the ‘HANDOVER REQUEST” message whether the UE is a CSG

member or not. The target HeNB further checks whether the received CSG ID is correct and

allocates the appropriate resources. The HeNB sends back the ‘HANDOVER REQUEST

ACKNOWLEDGE’ message to complete the handover.

lfthe received CSG ID is found to be incorrect by the target HeNB, the incoming handover

will fail if the HeNB is in closed access mode, while in the case of hybrid access mode the

HeNB will accept the incoming handover but report back to the MME (in the ‘HANDOVER

REQUEST ACKNOWLEDGE’ message) the valid CSG ID so that the MME can apply

accurate charging.

6lErU'l'RAN Cell Global Identifier. See Section 22.2.2 for reporting requirements.
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In Release 10, mobility between two HeNBs does not necessarily need to use 81 handover

via the MME; it can instead use X2 handover directly. This optimization reduces backhaul

traffic and delay, even though in practice this X2 connection may still need to be routed via a

central SeGW (if present) if the environment is not secure.

X2 handover between two HeNBs is only allowed for cases where the MME does not need
to perform access control — i.e. when the source and target HeNBs are in closed or hybrid

access mode and have the same CSG ID, or when the target HeNB is in open access mode.

The call flow for this optimized mobility between two HeNBs via X2 handover is the

same as the general call flow for an X2 handover between two eNodeBs (see Section 2.6.3.1),

even though the PATH SWITCH REQUEST/ACKNOWLEDGE messages may pass (trans-

parently) through the HeNB GTW if present. This optimized mobility works regardless of

the type of S] connectivity employed by the source and target HeNBs (they may be directly
connected to an MME or to a HeNB GW, or even each be connected to different HeNB GWs).

24.2.4 Local IP Access Support

In Release 10, a HeNB may operate in Local IP Access (LIPA) mode. LIPA enables an

IP-capable UE connected via a HeNB to access other IP-capable devices in the same

residential/enterprise IP network without the user plane traversing the mobile operator’s

network, as shown in Figure 24.3.

  
 

Other
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Internet
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Local IP access network elements

E—UTRAN network elements

EPC network elements

 
IIDD

Packet data network .5. InternetI
IntranetI IMS provisi 'ng|
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Figure 24.3: HeNB operating in LIPA mode in Release 10.

Reproduced by permission of © 3GPP.

When a HeNB operates in LIPA mode, it supports an SS interface towards the S-GW and

an SGi interface towards the IP network to direct the LIPA user plane traflic. The HeNB

may reuse the Sl-interface IP address for the SS interface in order to be able to reuse the 81
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IPSec tunnel, or it may use a different IP address which would result in the establishment of
a different IPSec tunnel. A LIPA connection is always released on outbound handover.

In order to be able to operate in LIPA mode, HeNBs support the following additional
functions, regardless of the presence of a HeNB GTW:

• Transfer of the co-located LIPA GateWay (L-GW) IP address of the HeNB via the S1-
MME interface to the EPC on every idle–active transition and on every uplink NAS
PDU transfer in connected mode;

• Transfer over the S5 and S1-MME interfaces of the co-located L-GW uplink Tun-
nelling End IDs (TEIDs, see Section 2.3.1) used for the LIPA bearers for correlation
purposes between the co-located L-GW function and the HeNB;

• Support of basic Packet Data Network GateWay (P-GW) functions in the co-located
L-GW, such as support of the SGi interface corresponding to LIPA;

• Additional support of first packet sending, buffering of subsequent packets and internal
direct L-GW–HeNB user path management;

• Support of a restricted set of S5 procedures relevant to LIPA.

24.3 Interference Management for Femtocell Deployment

Interference management is a key issue for heterogeneous network deployments of macro-
cells and small cells in LTE. The problem is most acute for femtocells operating in closed
access mode on the same carrier frequency as the macrocells. Interference is typically more
manageable in systems with picocells or other open- or hybrid-access small cells because
UEs which are causing or suffering from interference can be handed over freely between
the macro and small cells. For example, if a Macro UE (MUE) (i.e. a UE connected to
a macrocell) is near the edge of the macrocell and is also close to a CSG femtocell, then
it will be transmitting at high power and may interfere with the uplink of the small cell.
If the MUE can be handed over to the small cell, the interference to the small cell would
be eliminated. Similarly in the downlink, a MUE near the macrocell edge might suffer
interference from a nearby small cell, which would be eliminated if the MUE could be
handed over to the femtocell. The most severe interference occurs when the small cells and
macrocells are deployed on the same carrier frequency; otherwise, the interference depends
upon the Spectrum Emission Mask (SEM), and, in the case of adjacent channel operation, on
the Adjacent Channel Leakage Ratio (ACLR) and Adjacent Channel Selectivity (ACS).

Therefore in this section we focus on the case of co-channel deployments of femtocells
and macrocells. Section 31.2 addresses co-channel deployments of picocells and macrocells.

Femtocells are usually installed by the consumer in an ad-hoc fashion, rather than being
part of a planned deployment. They are therefore designed to be self-configuring, in that they
are required to sense their environment (e.g. to detect and measure neighbouring macrocells
and femtocells) and adapt their operation accordingly (see, for example, Section 24.4.1
regarding adjacent channel protection. If the femtocell can choose its carrier frequency,
then interference may be controlled by the appropriate carrier selection (for example
based on measured Reference Signal Received Power (RSRP) and cell reselection priority
information).
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Note that cwhmml interference between femtocells situated close to each other may
also occur.

24.3.1 Interference Scenarios

Here we outline the possible interference scenarios of relevance./footnoteNote that these

scenarios apply for both FDD and TDD systems; in the case of TDD it is assumed that

synchronization of uplink/downlink switching points is achieved between the macrocell and
small cells.)

Downlink transmissions from the femtocell suffer interference from transmissions from a

macrocell as shown by interference path A in Figure 24.4.

Macro to Femto, Downlink. UEs connected to femtocells (known as Femto UEs or FUEs)

are more susceptible to this interference when they (and their associated HeNB) are closer

to the macrocell, since the transmit power of the macrocell is much higher than that of

the femtocell and thus the received interference power will be higher. FUEs are also more

susceptible when located far from the serving HeNB, especially if they are outside the house

or apartment the femtocell is designed to cover.

\

“Intert. path A\

McNB

 ML'E

HcNB

. 1- 113cm". path D f

Figure 24.4: Macro/femto downlink interference scenarios.

Potential interference mitigation approaches for this scenario may include:

0 Control channel protection (Physical Downlink Control CHannel (PDCCH), syn-

chronization signals (PSS/SSS), Physical Broadcast Cl-lannel (PBCH)) by arranging

control channels to be orthogonal in time and/or frequency, e.g. by applying a subframe

boundary ofi'set in the femtocells relative to the macrocells.
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• Data channel protection (PDSCH). If partial frequency re-use (see Section 12.5) is
employed in the macrocell then a HeNB can schedule data on the RBs with low
transmission power from the macrocell (e.g. RBs being used for cell centre UEs
by the macrocell). The HeNB could ascertain the frequency partition information of
the MeNB by various means, e.g. by configuration or by monitoring the macrocell
transmissions.

Femto to Macro, Downlink. Downlink transmissions from a macrocell suffer interference
from transmissions from a HeNB as shown by interference path B in Figure 24.4. This can
cause a ‘deadzone’ around a HeNB within which a MUE is unable to receive transmissions
from the macrocell. Such deadzones are larger for HeNBs near the edge of the macrocell,
where the signal received from the macrocell is weakest, or for MUEs located indoors in the
coverage of a CSG HeNB. Potential interference mitigation approaches for this scenario may
include:

• Enabling hybrid or open access if possible. In the case of hybrid access, the power
settings of the HeNB could be adapted differently to the closed access case, taking
into account the total system performance (macro + hybrid cell) and the resources
consumed by ‘visiting’ non-CSG UEs.

• Downlink power setting. The HeNB can limit the maximum downlink power (or
power per RB) according to its environment. In the case of co-channel deployment
of macrocells and femtocells with closed access, there are a number of possible ways
this could be achieved [3], such as setting the power to achieve a trade-off between
coverage and interference, based on the estimated path-loss between the HeNB and
the victim MUEs, and the coverage requirements of the femtocell. Such a solution
could also involve detecting the presence of nearby victim MUEs and correspondingly
reducing the downlink transmission power; this could be done by detecting uplink
transmissions at the HeNB, or by means of measurement reports from victim MUEs to
the serving MeNB if it is possible to then signal this information to the HeNB.

• Time-domain coordination making use of Almost Blank Subframes (ABS), a concept
introduced in Release 10 (see Section 31.2.2). ABSs contain only certain essential
transmissions, leading to a reduction in interference to victim UEs. Typically, an
aggressor HeNB would set up a pattern of ABSs resulting in reduced interference
to victim MUEs. In Release 10 there is no X2 interface between HeNBs and macro
eNodeBs, and therefore ABS patterns at a HeNB would need to be configured
either by Operation and Maintenance (O&M) or autonomously by the HeNB; for
example, an ABS pattern could be set up at an HeNB to protect subframes containing
PSS/SSS/PBCH and paging occasions at a macro eNodeB, assuming the HeNB has
obtained time synchronization with the macro eNodeB. Additional mitigation of the
residual interference due to the essential transmissions is possible e.g. by arranging the
frequency positions of CRS to be different in victim and aggressor cells.

System simulation results [3] are given in Table 24.1 showing the effect of introducing
HeNBs, setting the HeNB power appropriately and enabling hybrid access. The system
bandwidth is 5 MHz with a co-channel deployment of macrocells (with 1 km inter-site
distance) and HeNBs, with 22 UEs per macrocell, 12 of which are FUEs.
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Table 24.]: Effect of various small cell configurations on system throughput.

Outage Probability Worst 20% UE Median
(SNR< —6 dB) throughput (kbps) throughput (kbps)

No HeNB 12.7% 35 150

C86 HeNB, 18.9% 100 5600
Fixed Power 8 dBm

CSG HeNB, 9.8% 250 3300

Power Control (— l0 . +10 dBm)

Hybrid HeNB, 2% 9(1) 5100
Fixed Power 8 dBm

Hybrid HeNB, 3% 400 3400
Power Control (— l0 . +10 dBm)

Macro to Femto, Uplink. Uplink transmissions from an FUE suffer interference from

transmissions from a MUE as shown by interference path C in Figure 24.5.

\

‘ \ linen. path D

\‘ICNB 
Figure 24.5: Macro/femto uplink interference scenarios.

Femtocells are more susceptible to this interference when they are located close to the

edge of the macrocell edge since MUEs in the vicinity of the HeNB will be transmitting

at higher power in this case. System simulations [3] have suggested that this scenario does

not create a significant interference impact because in most cases MUEs cannot operate very
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close to the HeNB, and therefore the FUEs will typically be closer to the HeNB than the
MUEs are. Nevertheless, the interference may be severe if the MUE and HeNB are both
situated indoors; in this case the following potential interference mitigation approaches may
be relevant:

• Uplink power control: the HeNB can control the power of its FUEs to overcome the
interference from neighbouring MUEs;

• Control channel protection (PUCCH): if the PUCCH resources are over-provisioned at
the HeNB then the RBs used for PUCCH at the HeNB can be moved away from the
band edges (see Section 16.3.1) such that they do not overlap with the RBs used for
PUCCH by the macrocell.

Femto to Macro, Uplink. Uplink transmissions from an MUE suffer interference from
transmissions from an FUE as shown by interference path D in Figure 24.5. The impact
of this interference increases as the density of femtocells within the macrocell coverage
area increases. The severity of the impact also depends on whether the FUEs are operating
outdoors (in which case the FUEs will tend to be transmitting at higher power and the path-
loss to the macrocell will be lower). Potential interference mitigation approaches for this
scenario include:

• Uplink power control: the HeNB can control the power of its FUEs to limit the
interference to neighbouring macrocells. This can, for example, be based on the
estimated path-loss between the FUEs and the macrocells or the estimated path-loss
between the FUEs and the HeNB [3].

• Control channel protection (PUCCH): as described above for mitigating macro-to-
femto uplink interference.

Femto to Femto, Downlink Downlink transmissions from one femtocell suffer interfer-
ence from transmissions from another femtocell as shown by interference paths E and F
in Figure 24.6. This figure assumes an apartment scenario, with just two apartments for
simplicity; however, it should be borne in mind that in practice interference can occur
between multiple apartments on the same and different floors.

Potential interference mitigation approaches for this scenario include setting up ABS
patterns and/or frequency re-use schemes whereby each HeNB determines its neighbours
(from measurements made at the HeNB or FUE) and the associated path-losses. This
neighbour information is then used to construct orthogonal patterns of RBs or ABSs to
be used by neighboring HeNBs. Both distributed approaches (with or without information
exchange between HeNBs [4,5]) and centralized approaches (e.g. at the HeNB GW [3]) have
been proposed for constructing the orthogonal sets. Direct X2 connectivity between HeNBs
was added inRelease 10 for the support of mobility, and this also allows coordination of ABS
patterns between HeNBs.

Femto to Femto, Uplink. Uplink transmissions from one FUE suffer interference from
transmissions from another FUE connected to another HeNB as shown by interference
paths G and H in Figure 24.6. Uplink power control is one potential interference mitigation
technique for this scenario.
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Frgure 24.6: Femto/femto interference scenarios.

24.3.2 Network Listen Mode

Many of the interference mitigation techniques discussed above require the HeNB to make

measurements of surrounding macrocells and femtocells. HeNBs are therefore commonly

designed to have a Network Listen Mode (NLM) of operation which involves making

measurements and decoding system information from neighbouring eNodeBs. This may be

done at initial system setup and periodically thereafter. Examples of measurements made in
NLM include:

o Uplink interference power, to infer the presence of nearby MUEs;

0 Determination of cell IDs and C80 status/ID, by decoding the SI of the neighbour
cells;

0 Co-channel RSRP and RS transmission power to estimate the path-loss to neighbour

cells, which in turn may be used for uplink and downlink power control at the l-leNB;

0 Reference Signal Received Quality (RSRQ) which can be used together with RSRP to

determine the reliability of coverage of a macrocell, to help determine a suitable power

setting for a femtocell operating in hybrid access mode.

In addition, TDD femtocells may obtain time synchronization from neighbouring macrocells.

24.4 RF Requirements for Small Cells

The unique characteristics of small cells, and in particular the potential interference scenarios,

give rise to specific Radio Frequency (RF) challenges and requirements. These are explained

in this section and compared to those defined for macrocells (see Chapter 21). In Release 8

of the LTE specifications, RF requirements were defined only for the Wrde Area eNodeB

class which covers macrocell applications, while Release 9 saw the introduction of the Local

Area eNodeB class (covering picocell applications) and the Home eNodeB class (covering

femtocell applications).

A major factor influencing the RF requirements for pico and Home eNodeBs is the

lower minimrun separation distance (and hence lower coupling loss) between DES and the

pico or Home eNodeBs when compared to the Wide Area eNodeB case. As explained in
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Section 24.1, picocells tend to be small cells planned by the network operator, with the
pico eNodeBs mounted at low elevation (e.g. interior walls), in contrast to femtocells for
which the Home eNodeBs are typically self-installed in a home environment by the end user.
Both picocells and femtocells will have lower Minimum Coupling Loss (MCL) to UEs than
macrocells. Typically an MCL of 70 dB is assumed for macrocells compared to 45 dB for
picocells and femtocells [6, 7].

Other factors influencing the differences from the Wide Area eNodeB requirements
include lower transmit power, degraded receiver sensitivity (reflecting the lower cost), and
for Home eNodeBs, the lack of a planned deployment. For these reasons in many cases the
Home eNodeB class generally has the most stringent RF requirements, with the Local Area
class requirements being intermediate between those of the Wide Area and the Home classes.

24.4.1 Transmitter Specifications

A comparison of transmission requirements between Home, Local Area and Wide Area
eNodeBs is provided in Table 24.2.

Table 24.2: Summary of transmitter requirements.

Requirement Wide Area Local Area Home

Maximum Output Powera (MOP) (dBm) 46 24 20
Power adjustment for adjacent channel No No Yes
Adjacent Channel Leakage Ratio (ACLR) lower limit (dBm) −15 −32 −50
Spurious emissions (dBm/100 kHz) b −62 −62 −71
Frequency Error (ppm) 0.05 0.10 0.25

a Summed over transmit antennas.
b For co-existence with UTRA or E-UTRA downlinks in other bands.

Maximum Output Power (MOP). For the Local Area class, the MOP was selected to
provide acceptable performance loss to overlaid Wide Area macrocellular systems on the
same or adjacent carriers, and also to ensure safety from electromagnetic radiation [8,9]. For
the Home eNodeB class, the adjacent channel selectivity of UEs was also taken into account,
such that UEs are still able to operate when a HeNB at 45 dB MCL is transmitting in a
channel adjacent to that being received by the UE [7].

An HeNB is required to detect if the downlink adjacent channel is being used by another
operator for either UTRA or E-UTRA, and to set its MOP according to the measured power
of the adjacent channel base station and the total measured noise plus interference in its
channel, Ioh [6]. This aims to reduce the impact of adjacent channel leakage on neighbouring
operators. For a UTRA victim system the requirements are the same as for a UMTS Home
NodeB (HNB) [10]. For an LTE victim system, different MOP levels can be set depending on
the value of the cell-specific Reference Signal (CRS) Received Power (RSRP) per Resource
Element (RE) of the adjacent-channel eNodeB, Êc,CRS [6]. If Êc,CRS < −127 dBm, then there
are unlikely to be UEs connected to this adjacent channel eNodeB in the vicinity of the
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HeNB, since the signal is weak, so no power reduction by the HeNB is required. If Êc,CRS
is less than a threshold, then it is considered that the power measurement on the adjacent
channel is unreliable due to adjacent channel interference from the uplink channel being
used by the HeNB, and the MOP is set to an intermediate value of 10 dBm. Otherwise, the
MOP is set between 8 and 20 dBm depending on the value of Êc,CRS [6].

Adjacent Channel Leakage Ratio. For all eNodeB classes the ACLR is defined by a
relative value (45 dBc), subject to an absolute lower limit [6]. For the HeNB class this lower
limit is lower than Wide Area eNodeB class due to the lower MCL [11].

Spurious emissions. Spurious emissions limits are defined for co-existence with HeNBs
operating in other frequency bands. In deriving the HeNB requirement it was assumed that the
HeNB is in an adjacent apartment to a neighbouring HNB or HeNB operating in a different
band, and that an MCL of 47 dB applies in this case. Moreover, a 0.8 dB desensitization
criterion was assumed [12]. Spurious emission requirements for the protection of the receiver
band (Home and Local Area FDD classes), and for co-located base stations (Local area class)
are all relaxed by 8 dB, corresponding to the relaxation in the sensitivity requirement relative
to the Wide area eNodeB.

Frequency error. Table 24.2 also shows the requirements for frequency error. The total
error seen by a UE is the sum of the errors due to frequency error at the eNodeB and
Doppler shift due to mobility. For Home and Local Area eNodeBs the mobility is assumed
to be restricted to 30 km/h and 50 km/h respectively, compared to a maximum speed of
350 km/h for Wide Area eNodeBs. Therefore for the same total error, the component
arising from frequency error can be larger for the Home and Local Area eNodeB classes.
In [12] it is shown that 0.25 ppm is a sufficient accuracy considering handover measurement
performance, demodulation performance and maintenance of timing synchronization for
TDD HeNBs. For the Local Area eNodeB class the frequency error is the same as that already
supported in GSM and UTRA Local Area base stations, i.e. 0.1 ppm [13].

Spectrum Emission Mask (SEM). The SEM for the Home and Local Area eNodeB
classes differs from the Wide Area class in both the absolute value and the level relative
to the carrier power. For the Home class, the mask at high frequency offsets is a function of
the transmitted power (summed over all antennas), subject to a minimum of 2 dBm and a
maximum of 20 dBm. This is shown in Figure 24.7 for different system bandwidths.

24.4.2 Receiver Specifications

This section introduces the receiver specifications for the Local Area and Home eNodeB
classes. Table 24.3 summarizes the wanted and interfering signal levels for these classes for
the case of a 10 MHz LTE system.

Reference sensitivity and noise figure. For Local Area and Home eNodeBs the maximum
path-loss between a served UE and the eNodeB is considerably less than for a Wide Area
eNodeB. In addition, lower implementation cost is important, especially for HeNBs. For
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these reasons the assumed noise figure for Local Area and Home eNodeBs is 13 dB, 8 dB
higher than for Wide Area eNodeBs.

Figure 24.7: Spectrum Emission Mask for Home eNodeB class.

Table 24.3: Wanted and interfering signal power level requirements for 10 MHz system
bandwidth.

Wide Area Local Area Home Area

Wanted Inter- Wanted Inter- Wanted Inter-
Signal ference Signal ference Signal ference
(dBm) (dBm) (dBm) (dBm) (dBm) (dBm)

Reference sensitivity −101.5 – −93.5 – −93.5 –
Dynamic range −70.2 −79.5 −62.2 −71.5 −25.7 −35.0
In-channel selectivity −98.5 −77.0 −90.5 −69.0 −90.5 −69.0
Narrowband blocking −95.5 −49.0 −87.5 −41.0 −79.5 −33.0
ACS −95.5 −52.0 −87.5 −44.0 −71.5 −28.0
Receiver IM −95.5 −52.0 −87.5 −44.0 −79.5 −36.0
Out-of-band blocking −95.5 −15.0 −87.5 −15.0 −79.5 −15.0
In-band blocking −95.5 −43.0 −87.5 −35.0 −79.5 −27.0
Co-located blocking∗ −95.5 +16.0 −87.5 −6.0 −− −−
∗ For the Local Area class these requirements are adopted in the case of co-location with UTRA or E-
UTRA (however, the interfering signal level is slightly different in the case of co-location with GSM/DCS
– see [6, Table 7.6.2.1-2]).
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This increase of the noise figure has an impact on several other receiver requirements.
Specifically, both the wanted signal level and interfering signal level are increased by 8 dB
for the in-channel selectivity (for both Local Area and Home classes), in-band blocking (for
the Local Area class), narrowband blocking (for the Local Area class) and Adjacent Channel
Selectivity (ACS) (for the Local area class).

Dynamic range. The required dynamic range in an eNodeB depends not only on the ability
to control the transmit power of the uplink transmissions from served UEs, but also on
the interference levels seen from UEs in neighbouring cells, in particular from co-channel
UEs served by the macrocellular network which could be transmitting with high power. For
the Home eNodeB class operating in closed access mode, the fact that the deployment is
unplanned means that such co-channel MUEs could come close to the HeNB. However, as
discussed in Section 24.3.1, in such cases the HeNB will create a ‘deadzone’ around itself
due to the interference caused to MUEs in the downlink. As a result of this deadzone, a
coupling loss higher than the MCL of 45 dB was assumed when deriving the dynamic range
requirement.

Blocking, Narrowband Blocking, Adjacent Channel Selectivity (ACS) and Receiver

Intermodulation. The eNodeB blocking requirements consist of three components as
shown in Figure 24.8. The first component is Out-Of-Band (OOB) blocking, which is defined
over a wide frequency range,7 excluding the operating band.

The second component is the in-band blocking, for which the interfering signal is an
LTE signal at a specified frequency separation from the wanted signal. For the HeNB
class, the interfering signal level is increased relative to the other classes to take account
of the unplanned nature of HeNB deployments. This is also the case for the narrowband
blocking and ACS requirements. For these cases, system simulations were used to define the
interference powers [12].

The third component is the co-located blocking, which is defined for co-located (e)NodeBs
operating in other frequency bands. No requirements are currently defined for the HeNB
class. For the Local Area class, requirements are defined which assume the same 30 dB
coupling loss as for the Wide Area class and a maximum transmit power of 24 dBm from
interfering Local Area E-UTRA eNodeBs.

Due to the lower probability of two large interfering signals being present simultaneously,
the power level of the interfering signals for the inter-modulation requirement is lower
compared to the blocking requirement [12].

24.4.3 Demodulation Performance Requirements

For the Home eNodeB class, the maximum served UE speed is assumed to be 30 km/h which
corresponds to a maximum Doppler of about 70 Hz at a 2.5 GHz carrier frequency. For the
Local Area class, the maximum served UE speed is assumed to be 50 km/h. Furthermore, due
to the small cell size in the indoor environment, for both these classes the multipath delays
tend to be significantly smaller than for the Wide Area eNodeB class. Therefore only a subset
of the Wide Area demodulation performance requirements are specified, consisting of the

7For most operating bands, it is defined for a frequency range of 20 MHz either side of the operating band.
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