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5 

SYSTEM AND METHOD FOR 

LOCATION BASED EXCHANGES OF DATA 

FACILITATING DISTRIBUTED LOCATIONAL APPLICATIONS 

CROSS-REFERENCES TO RELATED APPLICATIONS 

This application is a continuation of application serial number 12/077,041 filed 

March 14, 2008 and entitled "System and Method for Location Based Exchanges of Data 

Facilitating Distributed Locational Applications". This application contains an identical 

specification to serial number 12/077,041 except for the abstract, claims, and minor 

10 modifications resulting from a Preliminary Amendment filed November 17, 2008 and a 

Preliminary Amendment B filed February 10, 2009. 

FIELD OF THE INVENTION 

The present disclosure relates generally to location based services for mobile data 

15 processing systems, and more particularly to location based exchanges of data between 

distributed mobile data processing systems for locational applications. A common 

connected service is not required for location based functionality and features. Location 

based exchanges of data between distributed mobile data processing systems enable 

location based features and functionality in a peer to peer manner. 

20 

BACKGROUND OF THE INVENTION 

The internet has exploded with new service offerings. Websites yahoo.com, 

google.com, ebay.com, amazon.com, and iTunes.com have demonstrated well the ability 

to provide valuable services to a large dispersed geographic audience through the internet 

25 (ebay, yahoo, google, amazon and iTunes (Apple) are trademarks of the respective 

companies). Thousands of different types of web services are available for many kinds of 

functionality. Advantages of having a service as the intermediary point between clients, 

users, and systems, and their associated services, includes centralized processing, 

centralized maintaining of data, for example to have an all knowing database for scope of 

30 services provided, having a supervisory point of control, providing an administrator with 

WJJ0701B 



Exhibit 1002 
IPR2022-00426 

Page 7 of 755

access to data maintained by users of the web service, and other advantages associated 

with centralized control. The advantages are analogous to those provided by the 

traditional mainframe computer to its clients wherein the mainframe owns all resources, 

data, processing, and centralized control for all users and systems (clients) that access its 

5 services. However, as computers declined in price and adequate processing power was 

brought to more distributed systems, such as Open Systems (i.e. Windows, UNIX, Linux, 

and Mac environments), the mainframe was no longer necessary for many of the daily 

computing tasks. In fact, adequate processing power is incorporated in highly mobile 

devices, various handheld mobile data processing systems, and other mobile data 

10 processing systems. Technology continues to drive improved processing power and data 

storage capabilities in less physical space of a device. Just as Open Systems took much 

of the load of computing off of mainframe computers, so to can mobile data processing 

systems offload tasks usually performed by connected web services. As mobile data 

processing systems are more capable, there is no need for a service to middleman 

15 interactions possible between them. 

While a centralized service has its advantages, there are also disadvantages. A 

service becomes a clearinghouse for all web service transactions. Regardless of the 

number of threads of processing spread out over hardware and processor platforms, the 

web service itself can become a bottleneck causing poor performance for timely response, 

20 and can cause a large amount of data that must be kept for all connected users and/or 

systems. Even large web services mentioned above suffer from performance and 

maintenance overhead. A web service response will likely never be fast enough. 

Additionally, archives must be kept to ensure recovery in the event of a disaster because 

the service houses all data for its operations. Archives also require storage, processing 

25 power, planning, and maintenance. A significantly large and costly data center is 

necessary to accommodate millions of users and/or systems to connect to the service. 

There is a tremendous amount of overhead in providing such a service. Data center 

processing power, data capacity, data transmission bandwidth and speed, infrastructure 

entities, and various performance considerations are quite costly. Costs include real 

30 estate required, utility bills for electricity and cooling, system maintenance, personnel to 

operate a successful business with service(s), etc. A method is needed to prevent large 

data center costs while eliminating performance issues for features sought. It is inevitable 
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that as users are hungry for more features and functionality on their mobile data 

processing systems, processing will be moved closer to the device for optimal 

performance and infrastructure cost savings. 

Service delivered location dependent content was disclosed in U.S. Patents 

5 6,456,234; 6,731,238; 7,187,997 (Johnson). Anonymous location based services was 

disclosed in U.S. PTO Publication 2006/0022048 (Johnson). The Johnson patents and 

published application operate as most web services do in that the clients connecting to the 

service benefit from the service by having some connectivity to the service. U.S. 

Publication 2006/0022048 (Johnson) could cause large numbers of users to inundate the 

10 service with device heartbeats and data to maintain, depending on the configurations 

made. While this may be of little concern to a company that has successfully deployed 

substantially large web service resources, it may be of great concern to other more frugal 

companies. A method is needed for enabling location dependent features and functionality 

without the burden of requiring a service. 

15 Users are skeptical about their privacy as internet services proliferate. A service by 

its very nature typically holds information for a user maintained in a centralized service 

database. The user's preferences, credential information, permissions, customizations, 

billing information, surfing habits, and other conceivable user configurations and activity 

monitoring, can be housed by the service at the service. Company insiders, as well as 

20 outside attackers, may get access. Most people are concerned with preventing personal 

information of any type being kept in a centralized database which may potentially 

become compromised from a security standpoint. Location based services are of even 

more concern, in particular when the locations of the user are to be known to a centralized 

service. A method and system is needed for making users comfortable with knowing that 

25 their personal information is at less risk of being compromised. 

A reasonable requirement is to push intelligence out to the mobile data processing 

systems themselves, for example, in knowing their own locations and perhaps the 

locations of other nearby mobile data processing systems. Mobile data processing 

systems can intelligently handle many of their own application requirements without 

30 depending on some remote service. Just as two people in a business organization should 

not need a manager to speak to each other, no two mobile data processing systems 

should require a service middleman for useful location dependent features and 
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functionality. The knowing of its own location should not be the end of social interaction 

implementation local to the mobile data processing systems, but rather the starting place 

for a large number of useful distributed local applications that do not require a service. 

Different users use different types of Mobile data processing Systems (MSs) which 

5 are also called mobile devices: laptops, tablet computers, Personal Computers (PCs), 

Personal Digital Assistants (PDAs), cell phones, automobile dashboard mounted data 

processing systems, shopping cart mounted data processing systems, mobile vehicle or 

apparatus mounted data processing systems, Personal Navigational Devices (PNDs), 

iPhones (iPhone is a trademark of Apple, Inc.), various handheld mobile data processing 

10 systems, etc. MSs move freely in the environment, and are unpredictably moveable (i.e. 

can be moved anywhere, anytime). Many of these Mobile data processing Systems (MSs) 

do not have capability of being automatically located, or are not using a service for being 

automatically located. Conventional methods use directly relative stationary references 

such as satellites, antennas, etc. to locate MSs. Stationary references are expensive to 

15 deploy, and risk obsolescence as new technologies are introduced to the marketplace. 

Stationary references have finite scope of support for locating MSs. 

While the United States E911 mandate for cellular devices documents 

requirements for automatic location of a Mobile data processing System (MS) such as a 

cell phone, the mandate does not necessarily promote real time location and tracking of 

20 the MSs, nor does it define architecture for exploiting Location Based Services (LBS). We 

are in an era where Location Based Services (LBS), and location dependent features and 

functionality, are among the most promising technologies in the world. Automatic locating 

of every Mobile data processing System (MS) is an evolutionary trend. A method is 

needed to shorten the length of time for automatically locating every MS. Such a goal can 

25 be costly using prior art technologies such as GPS (Global Positioning System), radio 

wave triangulation, coming within range to a known located sensor, or the like. Complex 

system infrastructure, or added hardware costs to the MSs themselves, make such 

ventures costly and time constrained by schedules and costs involved in engineering, 

construction, and deployment. 

30 A method is needed for enabling users to get location dependent features and 

functionality through having their mobile locations known, regardless of whether or not 
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5 

their MS is equipped for being located. Also, new and modern location dependent features 

and functionality can be provided to a MS unencumbered by a connected service. 

BRIEF SUMMARY OF THE INVENTION 

LBS (Location Based Services) is a term which has gained in popularity over the 

years as MSs incorporate various location capability. The word "Services" in that 

terminology plays a major role in location based features and functionality involving 

interaction between two or more users. This disclosure introduces a new terminology, 

system, and method referred to as Location Based eXchanges (LBX). LBX is an acronym 

10 used interchangeably/contextually throughout this disclosure for the singular term 

"Location Based Exchange" and for the plural term "Location Based Exchanges", much 

the same way LBS is used interchangeably/contextually for the single term "Location 

Based Service" and for the plural term "Location Based Services". LBX describes 

leveraging the distributed nature of connectivity between MSs in lieu of leveraging a 

15 common centralized service nature of connectivity between MSs. The line can become 

blurred between LBS and LBX since the same or similar features and functionality are 

provided, and in some cases strengths from both may be used. The underlying 

architectural shift differentiates LBX from LBS for depending less on centralized services, 

and more on distributed interactions between MSs. LBX provide server-free and server-

20 less location dependent features and functionality. 

Disclosed are many different aspects to LBX, starting with the foundation 

requirement for each participating MS to know, at some point in time, their own 

whereabouts. LBX is enabled when an MS knows its own whereabouts. It is therefore a 

goal to first make as many MSs know their own whereabouts as possible. When two or 

25 more MSs know their own whereabouts, LBX enables distributed locational applications 

whereby a server is not required to middleman social interactions between the MSs. The 

MSs interact as peers. LBX disclosed include purely peer to peer interactions, peer to 

peer interactions for routing services, peer to peer interactions for delivering distributed 

services, and peer to peer interactions for location dependent features and functionality. 

30 One embodiment of an LBX enabled MS is referred to as an lbxPhone™. 

It is an advantage herein to have no centralized service governing location based 

features and functionality among MSs. Avoiding a centralized service prevents 
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performance issues, infrastructure costs, and solves many of the issues described above. 

No centralized service also prevents a user's information from being kept in one 

accessible place. LBS contain centralized data that is personal in nature to its users. This 

is a security concern. Having information for all users in one place increases the likelihood 

5 that a disaster to the data will affect more than a single user. LBX spreads data out across 

participating systems so that a disaster affecting one user does not affect any other user. 

It is an advantage herein for enabling useful distributed applications without the 

necessity of having a service, and without the necessity of users and/or systems 

registering with a service. MSs interact as peers in preferred embodiments, rather than as 

10 clients to a common service (e.g. internet connected web service). 

It is an advantage herein for locating as many MSs as possible in a wireless 

network, and without additional deployment costs on the MSs or the network. 

Conventional locating capability includes GPS (Global Positioning System) using 

stationary orbiting satellites, improved forms of GPS, for example AGPS (Adjusted GPS) 

15 and DGPS (Differential GPS) using stationary located ground stations, wireless 

communications to stationary located cell tower base stations, TDOA (Time Difference of 

Arrival) or AOA (Angle of Arrival) triangulation using stationary located antennas, presence 

detection in vicinity of a stationary located antenna, presence detection at a wired 

connectivity stationary network location, or other conventional locating systems and 

20 methods. Mobile data processing systems, referred to as Indirectly Located Mobile data 

processing systems (ILMs), are automatically located using automatically detected 

locations of Directly Located Mobile data processing systems (DLMs) and/or automatically 

detected locations of other ILMs. ILMs are provided with the ability to participate in the 

same LBS, or LBX, as a OLM (Directly Located Mobile data processing system). DLMs 

25 are located using conventional locating capability mentioned above. DLMs provide 

reference locations for automatically locating ILMs, regardless of where any one is 

currently located. DLMs and ILMs can be highly mobile, for example when in use by a 

user. There are a variety of novel methods for automatically locating ILMs, for example 

triangulating an ILM (Indirectly Located Mobile data processing system) location using a 

30 plurality of DLMs, detecting the ILM being within the vicinity of at least one OLM, 

triangulating an ILM location using a plurality of other ILMs, detecting the ILM being within 

the vicinity of at least one other ILM, triangulating an ILM location using a mixed set of 
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DLM(s) and ILM(s), determining the ILM location from heterogeneously located DLMs 

and/or ILMs, and other novel methods. 

MSs are automatically located without using direct conventional means for being 

automatically located. The conventional locating capability (i.e. conventional locating 

5 methods) described above is also referred to as direct methods. Conventional methods 

are direct methods, but not all direct methods are conventional. There are new direct 

techniques disclosed below. Provided herein is an architecture, as well as systems and 

methods, for immediately bringing automatic location detection to every MS in the world, 

regardless of whether that MS is equipped for being directly located. MSs without 

10 capability of being directly located are located by leveraging the automatically detected 

locations of MSs that are directly located. This is referred to as being indirectly located. An 

MS which is directly located is hereinafter referred to as a Directly Located Mobile data 

processing system (OLM). For a plural acronym, MSs which are directly located are 

hereinafter referred to as Directly Located Mobile data processing systems (DLMs). MSs 

15 without capability of being directly located are located using the automatically detected 

locations of MSs that have already been located. An MS which is indirectly located is 

hereinafter referred to as an Indirectly Located Mobile data processing system (ILM). For 

a plural acronym, MSs which are indirectly located are hereinafter referred to as Indirectly 

Located Mobile data processing systems (ILMs). A OLM can be located in the following 

20 ways: 

A) New triangulated wave forms; 

B) Missing Part Triangulation (MPT) as disclosed below; 

C) Heterogeneous direct locating methods; 

D) Assisted Direct Location Technology (AOL T) using a combination of direct and 

25 indirect methods; 

E) Manually specified; and/or 

F) Any combinations of A) through E); 

DLMs provide reference locations for automatically locating ILMs, regardless of where the 

30 DLMs are currently located. It is preferable to assure an accurate location of every OLM, 

or at least provide a confidence value of the accuracy. A confidence value of the accuracy 

is used by relative ILMs to determine which are the best set (e.g. which are of highest 
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priority for use to determine ILM whereabouts) of relative DLMs (and/or ILMs) to use for 

automatically determining the location of the ILM. 

In one example, the mobile locations of several MSs are automatically detected 

using their local GPS chips. Each is referred to as a OLM. The mobile location of a non-

5 locatable MS is triangulated using radio waves between it and three (3) of the GPS 

equipped DLMs. The MS becomes an ILM upon having its location determined relative the 

DLMs. ILMs are automatically located using DLMs, or other already located ILMs. An ILM 

can be located in the following ways: 

G) Triangulating an ILM location using a plurality of DLMs with wave forms of any 

10 variety (e.g. AOA, TDOA, MPT (a heterogeneous location method)); 

15 

20 

H) Detecting the ILM being within the reasonably close vicinity of at least one OLM; 

I) Triangulating an ILM location using a plurality of other ILMs with wave forms of 

any variety; 

J) Detecting the ILM being within the reasonable close vicinity of at least one other 

ILM; 

K) Triangulating an ILM location using a mixed set of DLM(s) and ILM(s) with wave 

forms of any variety (referred to as AOL T); 

L) Determining the ILM location from heterogeneously located DLMs and/or ILMs 

(i.e. heterogeneously located, as used here, implies having been located 

relative different location methodologies); 

M) A) through F) Above; and/or 

N) Any combinations of A) through M). 

Locating functionality may leverage GPS functionality, including but not limited to 

25 GPS, AGPS (Adjusted GPS), DGPS, (Differential GPS), or any improved GPS 

embodiment to achieve higher accuracy using known locations, for example ground based 

reference locations. The NexTel GPS enabled iSeries cell phones provide excellent 

examples for use as DLMs (Nextel is a trademark of Sprint/Nextel). Locating functionality 

may incorporate triangulated locating of the MS, for example using a class of Radio 

30 Frequency (RF) wave spectrum (cellular, WiFi, bluetooth, etc), and may use 

measurements from different wave spectrums for a single location determination 

(depends on communications interface(s) 70 available). A MS may have its whereabouts 
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determined using a plurality of wave spectrum classes available to it (cellular, WiFi, 

bluetooth, etc). Locating functionality may include in-range proximity detection for 

detecting the presence of the MS. Wave forms for triangulated locating also include 

microwaves, infrared wave spectrum relative infrared sensors, visible light wave spectrum 

5 relative light visible light wave sensors, ultraviolet wave spectrum relative ultraviolet wave 

sensors, X-ray wave spectrum relative X-ray wave sensors, gamma ray wave spectrum 

relative gamma ray wave sensors, and longwave spectrum (below AM) relative longwave 

sensors. While there are certainly more common methods for automatically locating a MS 

(e.g. radio wave triangulation, GPS, in range proximity detection), those skilled in the art 

10 recognize there are methods for different wave spectrums being detected, measured, and 

used for carrying information between data processing systems. 

Kubler et al (U.S. PTO publications 2004/0264442, 2004/0246940, 2004/0228330, 

2004/0151151) disclosed methods for detecting presence of mobile entities as they come 

within range of a sensor. In Kubler et al, accuracy of the location of the detected MS is not 

15 well known, so an estimated area of the whereabouts of the MS is enough to accomplish 

intended functionality, for example in warehouse installations. A confidence value of this 

disclosure associated with Kubler et al tends to be low (i.e. not confident), with lower 

values for long range sensors and higher values for short range sensors. 

GPS and the abundance of methods for improving GPS accuracy has led to many 

20 successful systems for located MSs with high accuracy. Triangulation provides high 

accuracies for locating MSs. A confidence value of this disclosure associated with GPS 

and triangulating location methods tends to be high (i.e. confident). It is preferred that 

OLMs use the highest possible accuracy method available so that relative ILMs are well 

located. Not all OLMs need to use the same location methods. An ILM can be located 

25 relative OLMs, or other ILMs, that each has different locating methodologies utilized. 

Another advantage herein is to generically locate MSs using varieties and 

combinations of different technologies. MSs can be automatically located using direct 

conventional methods for accuracy to base on the locating of other MSs. MSs can be 

automatically located using indirect methods. Further, it is an advantage to indirectly 

30 locate a MS relative heterogeneously located MSs. For example, one OLM may be 

automatically located using GPS. Another OLM may be automatically located using cell 

tower triangulation. A third OLM may be automatically located using within range proximity. 
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An ILM can be automatically located at a single location, or different locations over time, 

relative these three differently located DLMs. The automatically detected location of the 

ILM may be determined using a form of triangulation relative the three DLMs just 

discussed, even though each OLM had a different direct location method used. In a 

5 preferred embodiment, industry standard IEEE 802.11 Wi-Fi is used to locate (triangulate) 

an ILM relative a plurality of DLMs (e.g. TDOA in one embodiment). This standard is 

prolific among more compute trended MSs. Any of the family of 802.11 wave forms such 

as 802.11 a, 802.11 b, 802.11 g, or any other similar class of wave spectrum can be used, 

and the same spectrum need not be used between a single ILM and multiple DLMs. 802.x 

10 used herein generally refers to the many 802.whatever variations. 

Another advantage herein is to make use of existing marketplace communications 

hardware, communications software interfaces, and communications methods and 

location methods where possible to accomplish locating an MS relative one or more other 

MSs. While 802.x is widespread for Wi-Fi communications, other RF wave forms can be 

15 used (e.g. cell phone to cell tower communications). In fact, any wave spectrum for 

carrying data applies herein. 

Still another advantage is for support of heterogeneous locatable devices. Different 

people like different types of devices as described above. Complete automation of 

locating functionality can be provided to a device through local automatic location 

20 detection means, or by automatic location detection means remote to the device. Also, an 

ILM can be located relative a laptop, a cell phone, and a PDA (i.e. different device types). 

Yet another advantage is to prevent the unnecessary storing of large amounts of 

positioning data for a network of MSs. Keeping positioning data for knowing the 

whereabouts of all devices can be expensive in terms of storage, infrastructure, 

25 performance, backup, and disaster recovery. A preferred embodiment simply uses a 

distributed approach to determining locations of MSs without the overhead of an all

knowing database maintained somewhere. Positions of MSs can be determined "on the 

fly" without storing information in a master database. However, there are embodiments for 

storing a master database, or a subset thereof, to configurable storage destinations, when 

30 it makes sense. A subset can be stored at a MS. 

Another advantage includes making use of existing location equipped MSs to 

expand the network of locatable devices by locating non-equipped MSs relative the 
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location of equipped MSs. MSs themselves help increase dimensions of the locatable 

network of MSs. The locatable network of MSs is referred to as an LN-Expanse (i.e. 

Location-Network Expanse). An LN-Expanse dynamically grows and shrinks based on 

where MSs are located at a particular time. For example, as users travel with their 

5 personal MSs, the personal MSs themselves define the LN-Expanse since the personal 

MSs are used to locate other MSs. An ILM simply needs location awareness relative 

located MSs (DLMs and/or ILMs). 

Yet another advantage is a MS interchangeably taking on the role of a OLM or ILM 

as it travels. MSs are chameleons in this regard, in response to location technologies that 

10 happen to be available. A MS may be equipped for OLM capability, but may be in a 

location at some time where the capability is inoperable. In these situations the OLM takes 

on the role of an ILM. When the MS again enters a location where it can be a OLM, it 

automatically takes on the role of the OLM. This is very important, in particular for 

emergency situations. A hiker has a serious accident in the mountains which prevents 

15 GPS equipped OLM capability from working. Fortunately, the MS automatically takes on 

the role of an ILM and is located within the vicinity of neighboring (nearby) MSs. This 

allows the hiker to communicate his location, operate useful locational application 

functions and features at his MS, and enable emergency help that can find him. 

It is a further advantage that MS locations be triangulated using any wave forms 

20 (e.g. RF, microwaves, infrared, visible light, ultraviolet, X-ray, gamma ray). X-ray and 

gamma ray applications are special in that such waves are harmful to humans in short 

periods of times, and such applications should be well warranted to use such wave forms. 

In some medical embodiments, micro-machines may be deployed within a human body. 

Such micro-machines can be equipped as MSs. Wave spectrums available at the time of 

25 deployment can be used by the MSs for determining exact positions when traveling 

through a body. 

It is another advantage to use TDOA (Time Difference Of Arrival), AOA (Angle Of 

Arrival), and Missing Part Triangulation (MPT) when locating a MS. TDOA uses time 

information to determine locations, for example for distances of sides of a triangle. AOA 

30 uses angles of arrival to antennas to geometrically assess where a MS is located by 

intersecting lines drawn from the antennas with detected angles. MPT is disclosed herein 

as using combinations of AOA and TDOA to determine a location. Exclusively using all 
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AOA or exclusively using all TDOA is not necessary. MPT can be a direct method for 

locating MSs. 

Yet another advantage is to locate MSs using Assisted Direct Location Technology 

(AOL T). AOL T is disclosed herein as using direct (conventional) location capability 

5 together with indirect location capability to confidently determine the location of a MS. 

Still another advantage is to permit manual specification for identifying the location 

of a MS (a OLM). The manual location can then in turn be used to facilitate locating other 

MSs. A user interface may be used for specification of a OLM location. The user interface 

can be local, or remote, to the OLM. Various manual specification methods are disclosed. 

10 Manual specification is preferably used with less mobile MSs, or existing MSs such as 

those that use dodgeball.com (trademark of Google). The confidence value depends on 

how the location is specified, whether or not it was validated, and how it changes when the 

MS moves after being manually set. Manual specification should have limited scope in an 

LN-expanse unless inaccuracies can be avoided. 

15 Another advantage herein is locating a MS using any of the methodologies above, 

any combinations of the methodologies above, and any combinations of direct and/or 

indirect location methods described. 

Another advantage is providing synergy between different locating technologies for 

smooth operations as an MS travels. There are large numbers of methods and 

20 combinations of those methods for keeping an MS informed of its whereabouts. Keeping 

an MS informed of its whereabouts in a timely manner is critical in ensuring LBX operate 

optimally, and for ensuring nearby MSs without certain locating technologies can in turn be 

located. 

It is another advantage for locating an MS with multiple location technologies during 

25 its travels, and in using the best of breed data from multiple location technologies to infer 

a MS location confidently. Confidence values are associated with reference location 

information to ensure an MS using the location information can assess accuracy. A OLM 

is usually an "affirmifier". An affirmifier is an MS with its whereabouts information having 

high confidence of accuracy and can serve as a reference for other MSs. An ILM can also 

30 be an affirmifier provided there is high confidence that the ILM location is known. An MS 

(e.g. ILM) may be a "pacifier". A pacifier is an MS having location information for its 

WJJ0701B 12 



Exhibit 1002 
IPR2022-00426 
Page 18 of 755

whereabouts with a low confidence for accuracy. While it can serve as a reference to 

other ILMs, it can only do so by contributing a low confidence of accuracy. 

It is an advantage to synergistically make use of the large number of locating 

technologies available to prevent one particular type of technology to dominate others 

5 while using the best features of each to assess accurate mobile locations of MSs. 

A further advantage is to leverage a data processing system with capability of being 

located for co-locating another data processing system without any capability of being 

located. For example, a driver owns an older model automobile, has a useful second data 

processing system in the automobile without means for being automatically located. The 

10 driver also own a cell phone, called a first data processing system, which does have 

means for being automatically located. The location of the first data processing system 

can be shared with the second data processing system for locating the second data 

processing system. Further still, the second data processing system without means for 

being automatically located is located relative a first set (plurality) of data processing 

15 systems which are not at the same location as the second data processing system. So, 

data processing systems are automatically located relative at least one other data 

processing which can be automatically located. 

Another advantage is a LBX enabled MS includes a service informant component 

for keeping a supervisory service informed. This prevents an MS from operating in total 

20 isolation, and prevents an MS from operating in isolation with those MSs that are within its 

vicinity (e.g. within maximum range 1306) at some point in time, but to also participate 

when the same MSs are great distances from each other. There are LBX which would fit 

well into an LBS model, but a preferred embodiment chooses to use the LBX model. For 

example, multiple MS users are seeking to carpool to and from a common destination. 

25 The service informant component can perform timely updates to a supervisory service for 

route comparisons between MSs, even though periods of information are maintained only 

at the MSs. For example, users find out that they go to the same church with similar 

schedules, or coworkers find out they live nearby and have identical work schedules. The 

service informant component can keep a service informed of MS whereabouts to facilitate 

30 novel LBX applications. 
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It is a further advantage in leveraging the vast amount of MS WiFi deployment 

underway in the United States. More widespread WiFi availability enhances the ability for 

well performing peer to peer types of features and functionality disclosed. 

It is a further advantage to prevent unnecessary established connections from 

5 interfering with successfully triangulating a MS position. As the MS roams and encounters 

various wave spectrum signals, that is all that is required for determining the MS location. 

Broadcast signaling contains the necessary location information for automatically locating 

the MS. 

Yet another advantage is to leverage Network Time Protocol (NTP) for eliminating 

10 bidirectional communications in determining Time of Arrival (TOA) and TDOA (Time 

Difference Of Arrival) measurements (TDOA as used in the disclosure generally refers to 

both TOA and TDOA). NTP enables a single unidirectional transmission of data to carry all 

that is necessary in determining TDOA, provided the sending data processing system and 

the receiving data processing system are NTP synchronized to an adequate granulation of 

15 time. 

A further advantage herein is to leverage existing "usual communications" data 

transmissions for carrying new data that is ignored by existing MS processing, but 

observed by new MS processing, for carrying out processing maximizing location functions 

and features across a large geography. Alternatively, new data can be transmitted 

20 between systems for the same functionality. 

Further features and advantages of the disclosure, as well as the structure and 

operation of various embodiments of the disclosure, are described in detail below with 

reference to the accompanying drawings. In the drawings, like reference numbers 

25 generally indicate identical, functionally similar, and/or structurally similar elements. The 

drawing in which an element first appears is indicated by the leftmost digit(s) in the 

corresponding reference number, except that reference numbers 1 through 99 may be 

found on the first 4 drawings of Figs. 1A through 1 D. None of the drawings, discussions, 

or materials herein is to be interpreted as limiting to a particular embodiment. The 

30 broadest interpretation is intended. Other embodiments accomplishing same functionality 

are within the spirit and scope of this disclosure. It should be understood that information 
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is presented by example and many embodiments exist without departing from the spirit 

and scope of this disclosure. 

BRIEF DESCRIPTION OF THE DRAWINGS 

5 There is no guarantee that there are descriptions in this specification for explaining 

every novel feature found in the drawings. The present disclosure will be described with 

reference to the accompanying drawings, wherein: 

Fig. 1A depicts a preferred embodiment high level example componentization of a 

MS in accordance with the present disclosure; 

10 Fig. 1 B depicts a Location Based eXchanges (LBX) architectural illustration for 

discussing the present disclosure; 

Fig. 1 C depicts a Location Based Services (LBS) architectural illustration for 

discussing prior art of the present disclosure; 

Fig. 1 D depicts a block diagram of a data processing system useful for 

15 implementing a MS, ILM, OLM, centralized server, or any other data processing system 

disclosed herein; 

Fig. 1 E depicts a network illustration for discussing various deployments of 

whereabouts processing aspects of the present disclosure; 

Fig. 2A depicts an illustration for describing automatic location of a MS through the 

20 MS coming into range of a stationary cellular tower; 

25 

Fig. 2B depicts an illustration for describing automatic location of a MS through the 

MS coming into range of some stationary antenna; 

Fig. 2C depicts an illustration for discussing an example of automatically locating a 

MS through the MS coming into range of some stationary antenna; 

Fig. 2D depicts a flowchart for describing a preferred embodiment of a service 

whereabouts update event of an antenna in-range detected MS when MS location 

awareness is monitored by a stationary antenna or cell tower; 

Fig. 2E depicts a flowchart for describing a preferred embodiment of an MS 

whereabouts update event of an antenna in-range detected MS when MS location 

30 awareness is monitored by the MS; 

Fig. 2F depicts a flowchart for describing a preferred embodiment of a procedure 

for inserting a Whereabouts Data Record (WDR) to an MS whereabouts data queue; 
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Fig. 3A depicts a locating by triangulation illustration for discussing automatic 

location of a MS; 

Fig. 3B depicts a flowchart for describing a preferred embodiment of the 

whereabouts update event of a triangulated MS when MS location awareness is 

5 monitored by some remote service; 

Fig. 3C depicts a flowchart for describing a preferred embodiment of the 

whereabouts update event of a triangulated MS when MS location awareness is 

monitored by the MS; 

Fig. 4A depicts a locating by GPS triangulation illustration for discussing automatic 

10 location of a MS; 

Fig. 4B depicts a flowchart for describing a preferred embodiment of the 

whereabouts update event of a GPS triangulated MS; 

Fig. 5A depicts a locating by stationary antenna triangulation illustration for 

discussing automatic location of a MS; 

15 Fig. 5B depicts a flowchart for describing a preferred embodiment of the 

whereabouts update event of a stationary antenna triangulated MS; 

Fig. 6A depicts a flowchart for describing a preferred embodiment of a service 

whereabouts update event of a physically or logically connected MS; 

Fig. 6B depicts a flowchart for describing a preferred embodiment of a MS 

20 whereabouts update event of a physically or logically connected MS; 

25 

Figs. 7A, 7B and 7C depict a locating by image sensory illustration for discussing 

automatic location of a MS; 

Fig. 7D depicts a flowchart for describing a preferred embodiment of graphically 

locating a MS, for example as illustrated by Figs. 7 A through 7C; 

Fig. 8A heterogeneously depicts a locating by arbitrary wave spectrum illustration 

for discussing automatic location of a MS; 

Fig. 8B depicts a flowchart for describing a preferred embodiment of locating a MS 

through physically contacting the MS; 

Fig. 8C depicts a flowchart for describing a preferred embodiment of locating a MS 

30 through a manually entered whereabouts of the MS; 

Fig. 9A depicts a table for illustrating heterogeneously locating a MS; 
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5 

Fig. 9B depicts a flowchart for describing a preferred embodiment of 

heterogeneously locating a MS; 

Figs. 1 0A and 1 OB depict an illustration of a Locatable Network expanse (LN

Expanse) for describing locating of an ILM with all DLMs; 

Fig. 10C depicts an illustration of a Locatable Network expanse (LN-Expanse) for 

describing locating of an ILM with an ILM and OLM; 

Figs. 10D, 10E, and 10F depict an illustration of a Locatable Network expanse (LN

Expanse) for describing locating of an ILM with all ILMs; 

Figs. 1 0G and 1 OH depict an illustration for describing the infinite reach of a 

10 Locatable Network expanse (LN-Expanse) according to MSs; 

15 

Fig. 101 depicts an illustration of a Locatable Network expanse (LN-Expanse) for 

describing a supervisory service; 

Fig. 11A depicts a preferred embodiment of a Whereabouts Data Record (WDR) 

1100 for discussing operations of the present disclosure; 

Figs. 11 B, 11 C and 11 D depict an illustration for describing various embodiments 

for determining the whereabouts of an MS; 

Fig. 11 E depicts an illustration for describing various embodiments for automatically 

determining the whereabouts of an MS; 

Fig. 12 depicts a flowchart for describing an embodiment of MS initialization 

20 processing; 

Figs. 13A through 13C depict an illustration of data processing system wireless 

data transmissions over some wave spectrum; 

Fig. 14A depicts a flowchart for describing a preferred embodiment of MS LBX 

configuration processing; 

25 Fig. 14B depicts a continued portion flowchart of Fig. 14A for describing a preferred 

embodiment of MS LBX configuration processing; 

Fig. 15A depicts a flowchart for describing a preferred embodiment of OLM role 

configuration processing; 

Fig. 15B depicts a flowchart for describing a preferred embodiment of ILM role 

30 configuration processing; 

Fig. 15C depicts a flowchart for describing a preferred embodiment of a procedure 

for Manage List processing; 
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Fig. 16 depicts a flowchart for describing a preferred embodiment of NTP use 

configuration processing; 

Fig. 17 depicts a flowchart for describing a preferred embodiment of WDR 

maintenance processing; 

5 Fig. 18 depicts a flowchart for describing a preferred embodiment of a procedure 

for variable configuration processing; 

Fig. 19 depicts an illustration for describing a preferred embodiment multithreaded 

architecture of peer interaction processing of a MS in accordance with the present 

disclosure; 

10 Fig. 20 depicts a flowchart for describing a preferred embodiment of MS 

whereabouts broadcast processing; 

Fig. 21 depicts a flowchart for describing a preferred embodiment of MS 

whereabouts collection processing; 

Fig. 22 depicts a flowchart for describing a preferred embodiment of MS 

15 whereabouts supervisor processing; 

Fig. 23 depicts a flowchart for describing a preferred embodiment of MS timing 

determination processing; 

Fig. 24A depicts an illustration for describing a preferred embodiment of a thread 

request queue record; 

20 Fig. 24B depicts an illustration for describing a preferred embodiment of a 

correlation response queue record; 

Fig. 24C depicts an illustration for describing a preferred embodiment of a WDR 

request record; 

Fig. 25 depicts a flowchart for describing a preferred embodiment of MS WDR 

25 request processing; 

30 

Fig. 26A depicts a flowchart for describing a preferred embodiment of MS 

whereabouts determination processing; 

Fig. 26B depicts a flowchart for describing a preferred embodiment of processing 

for determining a highest possible confidence whereabouts; 

Fig. 27 depicts a flowchart for describing a preferred embodiment of queue prune 

processing; 
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Fig. 28 depicts a flowchart for describing a preferred embodiment of MS termination 

processing; 

Fig. 29A depicts a flowchart for describing a preferred embodiment of a process for 

starting a specified number of threads in a specified thread pool; and 

5 Fig. 29B depicts a flowchart for describing a preferred embodiment of a procedure 

for terminating the process started by Fig. 29A. 

DETAILED DESCRIPTION OF THE INVENTION 

With reference now to detail of the drawings, the present disclosure is described. 

10 Obvious error handling is omitted from the flowcharts in order to focus on the key aspects 

of the present disclosure. Obvious error handling includes database 1/0 errors, field 

validation errors, errors as the result of database table/data constraints or unique keys, 

data access errors, communications interface errors or packet collision, hardware failures, 

checksum validations, bit error detections/corrections, and any other error handling as well 

15 known to those skilled in the relevant art in context of this disclosure. A semicolon may be 

used in flowchart blocks to represent, and separate, multiple blocks of processing within a 

single physical block. This allows simpler flowcharts with less blocks in the drawings by 

placing multiple blocks of processing description in a single physical block of the flowchart. 

Flowchart processing is intended to be interpreted in the broadest sense by example, and 

20 not for limiting methods of accomplishing the same functionality. Preferably, field 

validation in the flowcharts checks for SQL injection attacks, communications protocol sniff 

and hack attacks, preventing of spoofing MS addresses, syntactical appropriateness, and 

semantics errors where appropriate. Disclosed user interface processing and/or 

screenshots are also preferred embodiment examples that can be implemented in other 

25 ways without departing from the spirit and scope of this disclosure. Alternative user 

interfaces (since this disclosure is not to be limiting) will use similar mechanisms, but may 

use different mechanisms without departing from the spirit and scope of this disclosure. 

Locational terms such as whereabouts, location, position, area, destination, 

perimeter, radius, geofence, situational location, or any other related two or three 

30 dimensional locational term used herein to described position(s) and/or locations and/or 

whereabouts is to be interpreted in the broadest sense. Location field 11 00c may include 

an area (e.g. on earth), a point (e.g. on earth), or a three dimensional bounds in space. In 
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another example, a radius may define a sphere in space, rather than a circle in a plane. In 

some embodiments, a planet field forms part of the location (e.g. Earth, Mars, etc as part 

of field 1100c) for which other location information (e.g. latitude and longitude on Mars 

also part of field 11 00c) is relative. In some embodiments, elevations (or altitudes) from 

5 known locatable point(s), distances from origin(s) in the universe, etc. can denote where 

exactly is a point of three dimensional space, or three dimensional sphere, area, or solid, 

is located. That same point can provide a mathematical reference to other points of the 

solid area/region in space. Descriptions for angles, pitches, rotations, etc from some 

reference point(s) may be further provided. Three dimensional areas/regions include a 

10 conical shape, cubical shape, spherical shape, pyramidal shape, irregular shapes, or any 

other shape either manipulated with a three dimensional graphic interface, or with 

mathematical model descriptions. Areas/regions in space can be occupied by a MS, 

passed through (e.g. by a traveler) by a MS, or referenced through configuration by a MS. 

In a three dimensional embodiment, nearby/nearness is determined in terms of three 

15 dimensional information, for example, a spherical radius around one MS intersecting a 

spherical radius around another MS. In a two dimensional embodiment, nearby/nearness 

is determined in terms of two dimensional information, for example, a circular radius 

around one MS intersecting a circular radius around another MS. Points can be specified 

as a point in a x-y-z plane, a point in polar coordinates, or the like, perhaps the center of a 

20 planet (e.g. Earth) or the Sun, some origin in the Universe, or any other origin for distinctly 

locating three dimensional location(s), positions, or whereabouts in space. Elevation (e.g. 

for earth, or some other planet, etc) may be useful to the three dimensional point of origin, 

and/or for the three dimensional region in space. A region in space may also be specified 

with connecting x-y-z coordinates together to bound the three dimensional region in 

25 space. There are many methods for representing a location (field 11 00c) without departing 

from the spirit and scope of this disclosure. MSs, for example as carried by users, can 

travel by airplane through three dimensional areas/regions in space, or travel under the 

sea through three dimensional regions in space. 

Various embodiments of communications between MSs, or an MS and service(s), 

30 will share channels (e.g. frequencies) to communicate, depending on when in effect. 

Sharing a channel will involve carrying recognizable and processable signature to 

distinguish transmissions for carrying data. Other embodiments of communications 
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between MSs, or an MS and service(s), will use distinct channels to communicate, 

depending on when in effect. The number of channels that can be concurrently listened on 

and/or concurrently transmitted on by a data processing system will affect which 

embodiments are preferred. The number of usable channels will also affect which 

5 embodiments are preferred. This disclosure avoids unnecessary detail in different 

communication channel embodiments so as to not obfuscate novel material. Independent 

of various channel embodiments within the scope and spirit of the present disclosure, MSs 

communicate with other MSs in a peer to peer manner, in some aspects like automated 

walkie-talkies. 

10 Novel features disclosed herein need not be provided as all or none. Certain 

15 

features may be isolated in some MS embodiments, or may appear as any subset of 

features and functionality in other embodiments. 

Location Based exchanges {LBX) Architecture 

Fig. 1A depicts a preferred embodiment high level example componentization of a 

MS in accordance with the present disclosure. A MS 2 includes processing behavior 

referred to as LBX Character 4 and Other Character 32. LBX character 4 provides 

processing behavior causing MS 2 to take on the character of a Location Based Exchange 

(LBX) MS according to the present disclosure. Other Character 32 provides processing 

20 behavior causing MS to take on character of prior art MSs in context of the type of MS. 

Other character 32 includes at least other processing code 34, other processing data 36, 

and other resources 38, all of which are well known to those skilled in the art for prior art 

MSs. In some embodiments, LBX character 4 components may, or may not, make use of 

other character 32 components 34, 36, and 38. Other character 32 components may, or 

25 may not, make use of LBX character 4 components 6 through 30. 

LBX character 4 preferably includes at least Peer Interaction Processing (PIP) code 

6, Peer Interaction Processing (PIP) data 8, self management processing code 18, self 

management processing data 20, WDR queue 22, send queue 24, receive queue 26, 

service informant code 28, and LBX history 30. Peer interaction processing (PIP) code 6 

30 comprises executable code in software, firmware, or hardware form for carrying out LBX 

processing logic of the present disclosure when interacting with another MS. Peer 

interaction processing (PIP) data 8 comprises data maintained in any sort of memory of 
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MS 2, for example hardware memory, flash memory, hard disk memory, a removable 

memory device, or any other memory means accessible to MS 2. PIP data 8 contains 

intelligence data for driving LBX processing logic of the present disclosure when 

interacting with other MSs. Self management processing code 18 comprises executable 

5 code in software, firmware, or hardware form for carrying out the local user interface LBX 

processing logic of the present disclosure. Self management processing data 20 contains 

intelligence data for driving processing logic of the present disclosure as disclosed for 

locally maintained LBX features. WDR queue 22 contains Whereabouts Data Records 

(WDRs) 1100, and is a First-In-First-Out (FIFO) queue when considering housekeeping 

10 for pruning the queue to a reasonable trailing history of inserted entries (i.e. remove stale 

entries). WDR queue 22 is preferably designed with the ability of queue entry retrieval 

processing similar to Standard Query Language (SQL) querying, wherein one or more 

entries can be retrieved by querying with a conditional match on any data field(s) of WDR 

1100 and returning lists of entries in order by an ascending or descending key on one or 

15 any ascending/descending ordered list of key fields. 

All disclosed queues (e.g. 22, 24, 26, 1980 and 1990 (See Fig. 19)) are 

implemented with an appropriate thread-safe means of queue entry peeking (makes copy 

of sought queue entry without removing), discarding, retrieval, insertion, and queue entry 

field sorted search processing. Queues are understood to have an associated implicit 

20 semaphore to ensure appropriate synchronous access to queue data in a multi-threaded 

environment to prevent data corruption and misuse. Such queue interfaces are well known 

in popular operating systems. In MS operating system environments which do not have an 

implicit semaphore protected queue scheme, queue accesses in the present disclosure 

flowcharts are to be understood to have a previous request to a queue-assigned 

25 semaphore lock prior to queue access, and a following release of the semaphore lock 

after queue access. Operating systems without semaphore control may use methods to 

achieve similar thread-safe synchronization functionality. Queue functionality may be 

accomplished with lists, arrays, databases (e.g. SQL) and other methodologies without 

departing from the spirit and scope of queue descriptions herein. 

30 Queue 22 alternate embodiments may maintain a plurality of WDR queues which 

segregate WDRs 1100 by field(s) values to facilitate timely processing. WDR queue 22 

may be at least two (2) separate queues: one for maintaining the MS 2 whereabouts, and 
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one for maintaining whereabouts of other MSs. WDR queue 22 may be a single instance 

WDR 1100 in some embodiments which always contains the most current MS 2 

whereabouts for use by MS 2 applications (may use a sister queue 22 for maintaining 

WDRs from remote MSs). At least one entry is to be maintained to WDR queue 22 at all 

5 times for MS 2 whereabouts. 

Send queue 24 (Transmit (Tx) queue) is used to send communications data, for 

example as intended for a peer MS within the vicinity (e.g. nearby as indicated by 

maximum range 1306) of the MS 2. Receive queue 26 (Receive (Rx) queue) is used to 

receive communications data, for example from peer MSs within the vicinity (e.g. nearby 

10 as indicated by maximum range 1306) of the MS 2. Queues 24 and 26 may also each 

comprise a plurality of queues for segregating data thereon to facilitate performance in 

interfacing to the queues, in particular when different queue entry types and/or sizes are 

placed on the queue. A queue interface for sending/receiving data to/from the MS is 

optimal in a multi-threaded implementation to isolate communications transport layers to 

15 processing behind the send/receive queue interfaces, but alternate embodiments may 

send/receive data directly from a processing thread disclosed herein. Queues 22, 24, 

and/or 26 may be embodied as a purely data form, or SQL database, maintained at MS 2 

in persistent storage, memory, or any other storage means. In some embodiments, 

queues 24 and 26 are not necessary since other character 32 will already have accessible 

20 resources for carrying out some LBX character 4 processing. 

Queue embodiments may contain fixed length records, varying length records, 

pointers to fixed length records, or pointers to varying length records. If pointers are used, 

it is assumed that pointers may be dynamically allocated for record storage on insertions 

and freed upon record use after discards or retrievals. 

25 As well known to those skilled in the art, when a thread sends on a queue 24 in 

anticipation of a corresponding response, there is correlation data in the data sent which is 

sought in a response received by a thread at queue 26 so the sent data is correlated with 

the received data. In a preferred embodiment, correlation is built using a round-robin 

generated sequence number placed in data for sending along with a unique MS identifier 

30 (MS ID). If data is not already encrypted in communications, the correlation can be 

encrypted. While the unique MS identifier (MS ID) may help the MS identify which (e.g. 

wireless) data is destined for it, correlation helps identify which data at the MS caused the 
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response. Upon receipt of data from a responder at queue 26, correlation processing uses 

the returned correlation (e.g. field 11 00m) to correlate the sent and received data. In 

preferred embodiments, the sequence number is incremented each time prior to use to 

ensure a unique number, otherwise it may be difficult to know which data received is a 

5 response to which data was sent, in particular when many data packets are sent within 

seconds. When the sequence number reaches a maximum value (e.g. 2**32 - 1 ), then it 

is round-robinned to 0 and is incremented from there all over again. This assures proper 

correlation of data between the MS and responders over time. There are other correlation 

schemes (e.g. signatures, random number generation, checksum counting, bit patterns, 

10 date/time stamp derivatives) to accomplish correlation functionality. If send and receive 

queues of Other Character 32 are used, then correlation can be used in a similar manner 

to correlate a response with a request (i.e. a send with a receipt). 

There may be good reason to conceal the MS ID when transmitting it wirelessly. In 

this embodiment, the MS ID is a dependable and recognizable derivative (e.g. a pseudo 

15 MS ID) that can be detected in communications traffic by the MS having the pseudo MS 

ID, while concealing the true MS ID. This would conceal the true MS ID from would-be 

hackers sniffing wireless protocol. The derivative can always be reliably the same for 

simplicity of being recognized by the MS while being difficult to associate to a particular 

MS. Further still, a more protected MS ID (from would-be hackers that take time to deduce 

20 how an MS ID is scrambled) can itself be a dynamically changing correlation anticipated in 

forthcoming communications traffic, thereby concealing the real MS ID (e.g. phone 

number or serial number), in particular when anticipating traffic in a response, yet still 

useful for directing responses back to the originating MS (with the pseudo MS ID (e.g. 

correlation)). A MS would know which correlation is anticipated in a response by saving it 

25 to local storage for use until it becomes used (i.e. correlated in a matching response), or 

becomes stale. In another embodiment, a correlation response queue (like CR queue 

1990) can be deployed to correlate responses with requests that contain different 

correlations for pseudo MS IDs. In all embodiments, the MS ID (or pseudo MS ID) of the 

present disclosure should enable targeting communications traffic to the MS. 

30 Service informant code 28 comprises executable code in software, firmware, or 

hardware form for carrying out of informing a supervisory service. The present disclosure 

does not require a connected web service, but there are features for keeping a service 
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informed with activities of MS LBX. Service informant code 28 can communicate as 

requested any data 8, 20, 22, 24, 26, 30, 36, 38, or any other data processed at MS 2. 

LBX history 30 contains historical data useful in maintaining at MS 2, and possibly 

useful for informing a supervisory service through service informant code 28. LBX History 

5 30 preferably has an associated thread of processing for keeping it pruned to the 

satisfaction of a user of MS 2 (e.g. prefers to keep last 15 days of specified history data, 

and 30 days of another specified history data, etc). With a suitable user interface to MS 2, 

a user may browse, manage, alter, delete, or add to LBX History 30 as is relevant to 

processing described herein. Service informant code 28 may be used to cause sending of 

10 an outbound email, SMS message, outbound data packet, or any other outbound 

communication in accordance with LBX of the MS. 

PIP data 8 preferably includes at least permissions 10, charters 12, statistics 14, 

and a service directory 16. Permissions 10 are configured to grant permissions to other 

MS users for interacting the way the user of MS 2 desires for them to interact. Therefore, 

15 permissions 10 contain permissions granted from the MS 2 user to other MS users. In 

another embodiment, permissions 10 additionally, or alternatively, contain permissions 

granted from other MS users to the MS 2 user. Permissions are maintained completely 

local to the MS 2. Charters 12 provide LBX behavior conditional expressions for how MSs 

should interact with MS 2. Charters 12 are configured by the MS 2 user for other MS 

20 users. In another embodiment, charters 12 additionally, or alternatively, are configured by 

other MS users for the MS 2 user. Some charters expressions depend on permissions 10. 

Statistics 14 are maintained at MS 2 for reflecting peer (MS) to peer (MS) interactions of 

interest that occurred at MS 2. In another embodiment, statistics 14 additionally, or 

alternatively, reflect peer (MS) to peer (MS) interactions that occurred at other MSs, 

25 preferably depending on permissions 10. Service informant code 28 may, or may not, 

inform a service of statistics 14 maintained. Service directory 16 includes routing entries 

for how MS 2 will find a sought service, or how another MS can find a sought service 

through MS 2. 

In some embodiments, any code (e.g. 6, 18, 28, 34, 38) can access, manage, use, 

30 alter, or discard any data (e.g. 8, 20, 22, 24, 26, 30, 36, 38) of any other component in MS 

2. Other embodiments may choose to keep processing of LBX character 4 and other 

character 32 disjoint from each other. Rectangular component boundaries are logical 
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5 

component representations and do not have to delineate who has access to what. MS 

(also MSs) references discussed herein in context for the new and useful features and 

functionality disclosed is understood to be an MS 2 (MSs 2). 

Fig. 1 B depicts a Location Based eXchanges (LBX) architectural illustration for 

discussing the present disclosure. LBX MSs are peers to each other for locational features 

and functionality. An MS 2 communicates with other MSs without requiring a service for 

interaction. For example, Fig. 1 B depicts a wireless network 40 of five (5) MSs. Each is 

able to directly communicate with others that are in the vicinity (e.g. nearby as indicated by 

10 maximum range 1306). In a preferred embodiment, communications are limited reliability 

wireless broadcast datagrams having recognizable data packet identifiers. In another 

embodiment, wireless communications are reliable transport protocols carried out by the 

MSs, such as TCP/IP. In other embodiments, usual communications data associated with 

other character 32 include new data (e.g. Communications Key 1304) in transmissions for 

15 being recognized by MSs within the vicinity. For example, as an MS conventionally 

communicates, LBX data is added to the protocol so that other MSs in the vicinity can 

detect, access, and use the data. The advantage to this is that as MSs use wireless 

communications to carry out conventional behavior, new LBX behavior is provided by 

simply incorporating additional information (e.g. Communications Key 1304) to existing 

20 communications. 

Regardless of the embodiment, an MS 2 can communicate with any of its peers in 

the vicinity using methods described below. Regardless of the embodiment, a 

communication path 42 between any two MSs is understood to be potentially bidirectional, 

but certainly at least unidirectional. The bidirectional path 42 may use one 

25 communications method for one direction and a completely different communications 

method for the other, but ultimately each can communicate to each other. When 

considering that a path 42 comprises two unidirectional communications paths, there are 

N * (N - 1) unidirectional paths for N MSs in a network 40. For example, 10 MSs results in 

90 (i.e. 10 * 9) one way paths of communications between all 10 MSs for enabling them to 

30 talk to each other. Sharing of the same signaling channels is preferred to minimize the 

number of MS threads listening on distinct channels. Flowcharts are understood to 
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process at incredibly high processing speeds, in particular for timely communications 

processing. 

Fig. 1 C depicts a Location Based Services (LBS) architectural illustration for 

5 discussing prior art of the present disclosure. In order for a MS to interact for LBS with 

another MS, there is service architecture 44 for accomplishing the interaction. For 

example, to detect that MS 1 is nearby MS N, the service is indispensably involved in 

maintaining data and carrying out processing. For example, to detect that MS 1 is arriving 

to, or departing from, a geofenced perimeter area configured by MS N, the service was 

10 indispensably involved in maintaining data and carrying out processing. For example, for 

MS N to locate MS 1 on a live map, the service was indispensably involved in maintaining 

data and carrying out processing. In another example, to grant and revoke permissions 

from MS 1 to MS N, the service was indispensably involved in maintaining data and 

carrying out processing. While it is advantageous to require a single bidirectional path 46 

15 for each MS (i.e. two unidirectional communications paths; (2 * N) unidirectional paths for 

N MSs), there are severe requirements for service(s) when there are lots of MSs (i.e. 

when N is large). Wireless MSs have advanced beyond cell phones, and are capable of 

housing significant parallel processing, processing speed, increased wireless transmission 

speeds and distances, increased memory, and richer features. 

20 

Fig. 1 D depicts a block diagram of a data processing system useful for 

implementing a MS, ILM, OLM, centralized server, or any other data processing system 

described herein. An MS 2 is a data processing system 50. Data processing system 50 

includes at least one processor 52 (e.g. Central Processing Unit (CPU)) coupled to a bus 

25 54. Bus 54 may include a switch, or may in fact be a switch 54 to provide dedicated 

connectivity between components of data processing system 50. Bus (and/or switch) 54 is 

a preferred embodiment coupling interface between data processing system 50 

components. The data processing system 50 also includes main memory 56, for example, 

random access memory (RAM). Memory 56 may include multiple memory cards, types, 

30 interfaces, and/or technologies. The data processing system 50 may include secondary 

storage devices 58 such as persistent storage 60, and/or removable storage device 62, for 

example as a compact disk, floppy diskette, USB flash, or the like, also connected to bus 
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(or switch) 54. In some embodiments, persistent storage devices could be remote to the 

data processing system 50 and coupled through an appropriate communications interface. 

Persistent storage 60 may include flash memory, disk drive memory, magnetic, charged, 

or bubble storage, and/or multiple interfaces and/or technologies, perhaps in software 

5 interface form of variables, a database, shared memory, etc. 

The data processing system 50 may also include a display device interface 64 for 

driving a connected display device (not shown). The data processing system 50 may 

further include one or more input peripheral interface(s) 66 to input devices such as a 

keyboard, keypad, Personal Digital Assistant (PDA) writing implements, touch interfaces, 

10 mouse, voice interface, or the like. User input ("user input", "user events" and "user 

actions" used interchangeably) to the data processing system are inputs accepted by the 

input peripheral interface(s) 66. The data processing system 50 may still further include 

one or more output peripheral interface(s) 68 to output devices such as a printer, facsimile 

device, or the like. Output peripherals may also be available via an appropriate interface. 

15 Data processing system 50 will include a communications interface(s) 70 for 

communicating to another data processing system 72 via analog signal waves, digital 

signal waves, infrared proximity, copper wire, optical fiber, or other wave spectrums 

described herein. A MS may have multiple communications interfaces 70 (e.g. cellular 

connectivity, 802.x, etc). Other data processing system 72 may be an MS. Other data 

20 processing system 72 may be a service. Other data processing system 72 is a service 

data processing system when MS 50 communicates to other data processing system 72 

by way of service informant code 28. In any case, the MS and other data processing 

system are said to be interoperating when communicating. 

Data processing system programs (also called control logic) may be completely 

25 inherent in the processor(s) 52 being a customized semiconductor, or may be stored in 

main memory 56 for execution by processor(s) 52 as the result of a read-only memory 

(ROM) load (not shown), or may be loaded from a secondary storage device into main 

memory 56 for execution by processor(s) 52. Such programs, when executed, enable the 

data processing system 50 to perform features of the present disclosure as discussed 

30 herein. Accordingly, such data processing system programs represent controllers of the 

data processing system. 

WJJ0701B 28 



Exhibit 1002 
IPR2022-00426 
Page 34 of 755

In some embodiments, the disclosure is directed to a control logic program product 

comprising at least one processor 52 having control logic (software, firmware, hardware 

microcode) stored therein. The control logic, when executed by processor(s) 52, causes 

the processor(s) 52 to provide functions of the disclosure as described herein. In another 

5 embodiment, this disclosure is implemented primarily in hardware, for example, using a 

prefabricated component state machine (or multiple state machines) in a semiconductor 

element such as a processor 52. 

Those skilled in the art will appreciate various modifications to the data processing 

system 50 without departing from the spirit and scope of this disclosure. A data processing 

10 system, and more particularly a MS, preferably has capability for many threads of 

simultaneous processing which provide control logic and/or processing. These threads 

can be embodied as time sliced threads of processing on a single hardware processor, 

multiple processors, multi-core processors, Digital Signal Processors (DSPs), or the like, 

or combinations thereof. Such multi-threaded processing can concurrently serve large 

15 numbers of concurrent MS tasks. Concurrent processing may be provided with distinct 

hardware processing and/or as appropriate software driven time-sliced thread processing. 

Those skilled in the art recognize that having multiple threads of execution on an MS is 

accomplished in many different ways without departing from the spirit and scope of this 

disclosure. This disclosure strives to deploy software to existing MS hardware 

20 configurations, but the disclosed software can be deployed as burned-in microcode to new 

hardware of MSs. 

Data processing aspects of drawings/flowcharts are preferably multi-threaded so 

that many MSs and applicable data processing systems are interfaced with in a timely and 

optimal manner. Data processing system 50 may also include its own clock mechanism 

25 (not shown), if not an interface to an atomic clock or other clock mechanism, to ensure an 

appropriately accurate measurement of time in order to appropriately carry out processing 

described below. In some embodiments, Network Time Protocol (NTP) is used to keep a 

consistent universal time for MSs and other data processing systems in communications 

with MSs. This is most advantageous to prevent unnecessary round-tripping of data 

30 between data processing systems to determine timing (e.g. Time Difference of Arrival 

(TDOA)) measurements. A NTP synchronized date/time stamp maintained in 

communications is compared by a receiving data processing system for comparing with its 
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own NTP date/time stamp to measure TOA (time of arrival (i.e. time taken to arrive)). Of 

course, in the absence of NTP used by the sender and receiver, TOA is also calculated in 

a bidirectional transmission using correlation. In this disclosure, TOA measurements from 

one location technology are used for triangulating with TOA measurements from another 

5 location technology, not just for determining "how close". Therefore, TDOA terminology is 

generally used herein to refer to the most basic TOA measurement of a wave spectrum 

signal being the difference between when it was sent and when it was received. TDOA is 

also used to describe using the difference of such measurements to locate (triangulate). 

NTP use among participating systems has the advantage of a single unidirectional 

10 broadcast data packet containing all a receiving system requires to measure TDOA, by 

knowing when the data was sent (date/time stamp in packet) and when the data was 

received (signal detected and processed by receiving system). A NTP clock source (e.g. 

atomic clock) used in a network is to be reasonably granular to carry out measurements, 

and ensures participating MSs are updated timely according to anticipated time drifts of 

15 their own clocks. There are many well known methods for accomplishing NTP, some 

which require dedicated thread(s) for NTP processing, and some which use certain data 

transmitted to and from a source to keep time in synch. 

Those skilled in the art recognize that NTP accuracy depends on participating MS 

clocks and processing timing, as well as time server source(s). Radio wave connected 

20 NTP time server(s) is typically accurate to as granular as 1 millisecond. Global Positioning 

System (GPS) time servers provide accuracy as granular as 50 microseconds. GPS timing 

receivers provide accuracy to around 100 nanoseconds, but this may be reduced by 

timing latencies in time server operating systems. With advancements in hardware, 

microcode, and software, obvious improvements are being made to NTP. In NTP use 

25 embodiments of this disclosure, an appropriate synchronization of time is used for 

functional interoperability between MSs and other data processing systems using NTP. 

NTP is not required in this disclosure, but it is an advantage when in use. 

30 

LBX Directly Located Mobile Data Processing Systems {DLMs) 

Fig. 1 E depicts a network illustration for discussing various deployments of 

whereabouts processing aspects of the present disclosure. In some embodiments, a 
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cellular network cluster 102 and cellular network cluster 104 are parts of a larger cellular 

network. Cellular network cluster 102 contains a controller 106 and a plurality of base 

stations, shown generally as base stations 108. Each base station covers a single cell of 

the cellular network cluster, and each base station 108 communicates through a wireless 

5 connection with the controller 106 for call processing, as is well known in the art. Wireless 

devices communicate via the nearest base station (i.e. the cell the device currently resides 

in), for example base station 108b. Roaming functionality is provided when a wireless 

device roams from one cell to another so that a session is properly maintained with proper 

signal strength. Controller 106 acts like a telephony switch when a wireless device roams 

10 across cells, and it communicates with controller 110 via a wireless connection so that a 

wireless device can also roam to other clusters over a larger geographical area. 

Controller 110 may be connected to a controller 112 in a cellular cluster through a physical 

connection, for example, copper wire, optical fiber, or the like. This enables cellular 

clusters to be great distances from each other. Controller 112 may in fact be connected 

15 with a physical connection to its base stations, shown generally as base stations 114. 

Base stations may communicate directly with the controller 112, for example, base station 

114e. Base stations may communicate indirectly to the controller 112, for example base 

station 114a by way of base station 114d. It is well known in the art that many options 

exist for enabling interoperating communications between controllers and base stations for 

20 the purpose of managing a cellular network. A cellular network cluster 116 may be located 

in a different country. Base controller 118 may communicate with controller 110 through a 

Public Service Telephone Network (PSTN) by way of a telephony switch 120, PSTN 122, 

and telephony switch 124, respectively. Telephony switch 120 and telephony switch 124 

may be private or public. In one cellular network embodiment of the present disclosure, 

25 the services execute at controllers, for example controller 110. In some embodiments, the 

MS includes processing that executes at a wireless device, for example mobile laptop 

computer 126, wireless telephone 128, a personal digital assistant (PDA) 130, an iPhone 

170, or the like. As the MS moves about, positional attributes are monitored for 

determining location. The MS may be handheld, or installed in a moving vehicle. Locating 

30 a wireless device using wireless techniques such as Time Difference of Arrival (TDOA) 

and Angle Of Arrival (AOA) are well known in the art. The service may also execute on a 

server computer accessible to controllers, for example server computer 132, provided an 
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appropriate timely connection exists between cellular network controller(s) and the server 

computer 132. Wireless devices (i.e. MSs) are preferably known by a unique identifier, for 

example a phone number, caller id, device identifier, or like appropriate unique handle. 

In another embodiment of the present disclosure, GPS satellites such as satellite 

5 134, satellite 136, and satellite 138 provide information, as is well known in the art, to GPS 

devices on earth for triangulation locating of the GPS device. In this embodiment, a MS 

has integrated GPS functionality so that the MS monitors its positions. The MS is 

preferably known by a unique identifier, for example a phone number, caller id, device 

identifier, or like appropriate unique handle. 

10 In yet another embodiment of the present disclosure, a physically connected 

device, for example, telephone 140, computer 142, PDA 144, telephone 146, and fax 

machine 148, may be newly physically connected to a network. Each is a MS, although 

the mobility is limited. Physical connections include copper wire, optical fiber, USB, or any 

other physical connection, by any communications protocol thereon. Devices are 

15 preferably known by a unique identifier, for example a phone number, caller id, device 

identifier, physical or logical network address, or like appropriate unique handle. The MS is 

detected for being newly located when physically connected. A service can be 

communicated to upon detecting connectivity. The service may execute at an Automatic 

Response Unit (ARU) 150, a telephony switch, for example telephony switch 120, a web 

20 server 152 (for example, connected through a gateway 154 ), or a like data processing 

system that communicates with the MS in any of a variety of ways as well known to those 

skilled the art. MS detection may be a result of the MS initiating a communication with the 

service directly or indirectly. Thus, a user may connect his laptop to a hotel network, 

initiate a communication with the service, and the service determines that the user is in a 

25 different location than the previous communication. A local area network (LAN) 156 may 

contain a variety of connected devices, each an MS that later becomes connected to a 

local area network 158 at a different location, such as a PDA 160, a server computer 162, 

a printer 164, an internet protocol telephone 166, a computer 168, or the like. Hard copy 

presentation could be made to printer 164 and fax 148. 

30 Current technology enables devices to communicate with each other, and other 

systems, through a variety of heterogeneous system and communication methods. 

Current technology allows executable processing to run on diverse devices and systems. 
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Current technology allows communications between the devices and/or systems over a 

plethora of methodologies at close or long distance. Many technologies also exist for 

automatic locating of devices. It is well known how to have an interoperating 

communications system that comprises a plurality of individual systems communicating 

5 with each other with one or more protocols. As is further known in the art of developing 

software, executable processing of the present disclosure may be developed to run on a 

particular target data processing system in a particular manner, or customized at install 

time to execute on a particular data processing system in a particular manner. 

10 Fig. 2A depicts an illustration for describing automatic location of a MS, for example 

a OLM 200, through the MS coming into range of a stationary cellular tower. A OLM 200, 

or any of a variety of MSs, travels within range of a cell tower, for example cell tower 108b. 

The known cell tower location is used to automatically detect the location of the OLM 200. 

In fact, any OLM that travels within the cell served by cell tower 108b is identified as the 

15 location of cell tower 108b. The confidence of a location of a OLM 200 is low when the cell 

coverage of cell tower 108b is large. In contrast, the confidence of a location of a OLM 

200 is higher when the cell coverage of cell tower 108b is smaller. However, depending on 

the applications locating OLMs using this method, the locating can be quite acceptable. 

Location confidence is improved with a TOOA measurement for the elapsed time of 

20 communication between OLM 200 and cell tower to determine how close the MS is to the 

cell tower. Cell tower 108b can process all locating by itself, or with interoperability to other 

services as connected to cell tower 108b in Figure 1 E. Cell tower 108b can communicate 

the location of OLM 200 to a service, to the OLM 200, to other MSs within its coverage 

area, any combination thereof, or to any connected data processing system, or MS, of 

25 Figure 1 E. 

Fig. 2B depicts an illustration for describing automatic location of a MS, for example 

a OLM 200, through the MS coming into range of some stationary antenna. OLM 200, or 

any of a variety of MSs, travels within range of a stationary antenna 202 that may be 

30 mounted to a stationary object 204. The known antenna location is used to automatically 

detect the location of the OLM 200. In fact, any OLM that travels within the coverage area 

served by antenna 202 is identified as the location of antenna 202. The confidence of a 
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location of a OLM 200 is low when the antenna coverage area of antenna 202 is large. In 

contrast, the confidence of a location of a OLM 200 is higher when the antenna coverage 

area of antenna 202 is smaller. However, depending on the applications locating OLMs 

using this method, the locating can be quite acceptable. Location confidence is improved 

5 with a TOOA measurement for the elapsed time of communication between OLM 200 and 

a particular antenna to determine how close the MS is to the antenna. Antenna 202 can 

process all locating by itself (with connected data processing system (not shown) as well 

known to those skilled in the art), or with interoperability to other services as connected to 

antenna 202, for example with connectivity described in Figure 1 E. Antenna 202 can be 

10 used to communicate the location of OLM 200 to a service, to the OLM 200, to other MSs 

within its coverage area, any combination thereof, or to any connected data processing 

system, or MS, of Figure 1 E. 

Fig. 2C depicts an illustration for discussing an example of automatically locating a 

15 MS, for example a OLM 200, through the MS coming into range of some stationary 

antenna. OLM 200, or any of a variety of MSs, travels within range of a stationary antenna 

212 that may be mounted to a stationary object, such as building 210. The known antenna 

location is used to automatically detect the location of the OLM 200. In fact, any OLM that 

travels within the coverage area served by antenna 212 is identified as the location of 

20 antenna 212. The confidence of a location of a OLM 200 is low when the antenna 

coverage area of antenna 212 is large. In contrast, the confidence of a location of a OLM 

200 is higher when the antenna coverage area of antenna 212 is smaller. However, 

depending on the applications locating OLMs using this method, the locating can be quite 

acceptable. Location confidence is improved with a TOOA measurement as described 

25 above. Antenna 212 can process all locating by itself (with connected data processing 

system (not shown) as well known to those skilled in the art), or with interoperability to 

other services as connected to antenna 212, for example with connectivity described in 

Figure 1 E. Antenna 212 can be used to communicate the location of OLM 200 to a 

service, to the OLM 200, to other MSs within its coverage area, any combination thereof, 

30 or to any connected data processing system, or MS, of Figure 1 E. 

Once OLM 200 is within the building 210, a strategically placed antenna 216 with a 

desired detection range within the building is used to detect the OLM 200 coming into its 
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proximity. Wall breakout 214 is used to see the antenna 216 through the building 210. The 

known antenna 216 location is used to automatically detect the location of the OLM 200. 

In fact, any OLM that travels within the coverage area served by antenna 216 is identified 

as the location of antenna 216. The confidence of a location of a OLM 200 is low when the 

5 antenna coverage area of antenna 216 is large. In contrast, the confidence of a location of 

a OLM 200 is higher when the antenna coverage area of antenna 216 is smaller. Travels 

of OLM 200 can be limited by objects, pathways, or other limiting circumstances of traffic, 

to provide a higher confidence of location of OLM 200 when located by antenna 216, or 

when located by any locating antenna described herein which detects MSs coming within 

10 range of its location. Location confidence is improved with a TOOA measurement as 

described above. Antenna 216 can process all locating by itself (with connected data 

processing system (not shown) as well known to those skilled in the art), or with 

interoperability to other services as connected to antenna 216, for example with 

connectivity described in Figure 1 E. Antenna 216 can be used to communicate the 

15 location of OLM 200 to a service, to the OLM 200, to other MSs within its coverage area, 

any combination thereof, or to any connected data processing system, or MS, of Figure 

1 E. Other in-range detection antennas of a Figure 2C embodiment may be strategically 

placed to facilitate warehouse operations such as in Kubler et al. 

20 Fig. 20 depicts a flowchart for describing a preferred embodiment of a service 

whereabouts update event of an antenna in-range detected MS, for example a OLM 200, 

when MS location awareness is monitored by a stationary antenna, or cell tower (i.e. the 

service thereof). Figs. 2A through 2C location detection processing are well known in the 

art. Fig. 20 describes relevant processing for informing MSs of their own whereabouts. 

25 Processing begins at block 230 when a MS signal deserving a response has been 

received and continues to block 232 where the antenna or cell tower service has 

authenticated the MS signal. A MS signal can be received for processing by blocks 230 

through 242 as the result of a continuous, or pulsed, broadcast or beaconing by the MS 

(Fig. 13A), perhaps as part of usual communication protocol in progress for the MS (Fig. 

30 13A usual data 1302 with embedded Communications Key (CK) 1304 ), or an MS 

response to continuous, or pulsed, broadcast or beaconing via the service connected 

antenna (Fig. 13C). MS and/or service transmission can be appropriately correlated for a 
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response (as described above) which additionally facilitates embodiments using TDOA 

measurements (time of communications between the MS and antenna, or cell tower) to 

determine at least how close is the MS in range (or use in conjunction with other data to 

triangulate the MS location). The MS is preferably authenticated by a unique MS identifier 

5 such as a phone number, address, name, serial number, or any other unique handle to 

the MS. In this, and any other embodiments disclosed, an MS may be authenticated using 

a group identifier handle indicating membership to a supported/known group deserving 

further processing. Authentication will preferably consult a database for authenticating that 

the MS is known. Block 232 continues to block 234 where the signal received is 

10 immediately responded back to the MS, via the antenna, containing at least correlation 

along with whereabouts information for a Whereabouts Data Record (WDR) 1100 

associated with the antenna (or cell tower). Thereafter, the MS receives the correlated 

response containing new data at block 236 and completes a local whereabouts data 

record 1100 (i.e. WDR 1100) using data received along with other data determined by the 

15 MS. 

In another embodiment, blocks 232 through 234 are not required. A service 

connected antenna (or cell tower) periodically broadcasts its whereabouts (WDR info (e.g. 

Fig. 13C)) and MSs in the vicinity use that directly at block 236. The MS can choose to 

use only the confidence and location provided, or may determine a TDOA measurement 

20 for determining how close it is. If the date/time stamp field 11 00b indicates NTP is in use 

by the service, and the MS is also using NTP, then a TDOA measurement can be 

determined using the one unidirectional broadcast via the antenna by using the date/time 

stamp field 11 00b received with when the WDR information was received by the MS 

(subtract time difference and use known wave spectrum for distance). If either the service 

25 or MS is not NTP enabled, then a bidirectional correlated data flow between the service 

and MS is used to assess a TDOA measurement in terms of time of the MS. One 

embodiment provides the TDOA measurement from the service to the MS. Another 

embodiment calculates the TDOA measurement at the MS. 

Network Time protocol (NTP) can ensure MSs have the same atomic clock time as 

30 the data processing systems driving antennas (or cell towers) they will encounter. Then, 

date/time stamps can be used in a single direction (unidirectional) broadcast packet to 

determine how long it took to arrive to/from the MS. In an NTP embodiment, the MS (Fig. 
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13A) and/or the antenna (Fig. 13C) sends a date/time stamp in the pulse, beacon, or 

protocol. Upon receipt, the antenna (or cell tower) service data processing system 

communicates how long the packet took from an MS to the antenna (or cell tower) by 

comparing the date/time stamp in the packet and a date/time stamp of when it was 

5 received. The service may also set the confidence value, before sending WDR information 

to the MS. Similarly, an MS can compare a date/time stamp in the unidirectional broadcast 

packet sent from a locating service (Fig. 13C) with when received by the MS. So, NTP 

facilitates TDOA measurements in a single broadcast communication between systems 

through incorporation to usual communications data 1302 with a date/time stamp in 

10 Communications Key (CK) 1304, or alternatively in new data 1302. Similarly, NTP 

facilitates TDOA measurement in a single broadcast communication between systems 

through incorporation to usual communications data 1312 with a date/time stamp in 

Communications Key (CK) 1314, or alternatively in new data 1312. 

The following template is used in this disclosure to highlight field settings. See Fig. 

15 11A descriptions. Fields are set to the following upon exit from block 236: 

20 

MS ID field 11 OOa is preferably set with: Unique MS identifier of the MS invoking block 

240. This field is used to uniquely distinguish this MS WDRs on queue 22 from other 

originated WDRs. 

DATE/TIME STAMP field 1100b is preferably set with: Date/time stamp for WDR 

completion at block 236 to the finest granulation of time achievable by the MS. The NTP 

use indicator is set appropriately. 

25 LOCATION field 11 OOc is preferably set with: Location of stationary antenna (or cell tower) 

as communicated by the service to the MS. 

CONFIDENCE field 1100d is preferably set with: The same value (e.g. 76) for any range 

within the antenna (or cell tower), or may be adjusted using the TDOA measurement (e.g. 

30 amount of time detected by the MS for the response at block 234 ). The longer time it 

takes between the MS sending a signal detected at block 232 and the response with data 

back received by the MS (block 234 ), the less confidence there is for being located 
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because the MS must be a larger distance from the antenna or cell tower. The less time it 

takes between the MS sending a signal detected at block 232 and the response with data 

back, the more confidence there is for being located because the MS must be a closer 

distance to the antenna or cell tower. Confidence values are standardized for all location 

5 technologies. In some embodiments of Fig. 2D processing, a confidence value can be set 

for 1 through 100 (1 being lowest confidence and 100 being highest confidence) wherein a 

unit of measurement between the MS and antenna (or cell tower) is used directly for the 

confidence value. For example, 20 meters is used as the unit of measurement. For each 

unit of 20 meters distance determined by the TDOA measurement, assign a value of 1, up 

10 to a worst case of 100 (i.e. 2000 meters). Round the 20 meter unit of distance such that 0 

meters to < 25 meters is 20 meters (i.e. 1 unit of measurement), 26 meters to< 45 meters 

is 40 meters (i.e. 2 units of measurement), and so on. Once the number of units is 

determined, subtract that number from 101 for the confidence value (i.e. 1 unit = 

confidence value 100, 20 units = confidence value 81; 100 units or greater = confidence 

15 value of 1 ). Yet another embodiment will use a standard confidence value for this "coming 

in range" technology such as 76 and then further increase or decrease the confidence 

using the TDOA measurement. Many embodiments exist for quantifying a higher versus 

lower confidence. In any case, a confidence value (e.g. 76) is determined by the MS, 

service, or both (e.g. MS uses TDOA measurement to modify confidence sent by service). 

20 

LOCATION TECHNOLOGY field 11 00e is preferably set with: "Server Antenna Range" for 

an antenna detecting the MS, and is set to "Server Cell Range" for a cell tower detecting 

the MS. The originator indicator is set to OLM. 

25 LOCATION REFERENCE INFO field 11 00f is preferably set with: The period of time for 

communications between the antenna and the MS (a TDOA measurement), if known; a 

communications signal strength, if available; wave spectrum used (e.g. from MS receive 

processing), if available; particular communications interface 70, if available. The TDOA 

measurement may be converted to a distance using wave spectrum information. The 

30 values populated here should have already been factored into the confidence value at 

block 236. 
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5 

COMMUN/CATIONS REFERENCE INFO field 11 OOg is preferably set with: Parameters 

uniquely identifying a/the service (e.g. antenna (or cell tower)) and how to best 

communicate with it again, if available. May not be set, regardless if received from the 

service. 

SPEED field 1100h is preferably set with: Data received by MS at block 234, if available. 

HEADING field 1100i is preferably set with: Data received by MS at block 234, if available. 

10 ELEVATION field 1100j is preferably set with: data received by MS at block 234, if 

available. Elevation field 11 00j is preferably associated with the antenna (or cell tower) by 

the elevation/altitude of the antenna (or cell tower). 

APPL/CATION FIELDS field 11 OOk is preferably set with: Data received at block 234 by 

15 the MS, or set by data available to the MS, or set by both the locating service for the 

antenna (or cell tower) and the MS itself. Application fields include, and are not limited to, 

MS navigation APls in use, social web site identifying information, application information 

for applications used, accessed, or in use by the MS, or any other information 

complementing whereabouts of the MS. 

20 

CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). 

SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

25 maintained to queue 22). 

30 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

A service connected to the antenna (or cell tower) preferably uses historical 

information and artificial intelligence interrogation of MS travels to determine fields 11 00h 

and 11 00i. Block 236 continues to block 238 where parameters are prepared for passing 
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to Fig. 2F processing invoked at block 240. Parameters are set for: WDRREF = a 

reference or pointer to the WDR; DELETEQ = Fig. 2D location queue discard processing; 

and SUPER = Fig. 2D supervisory notification processing. Thereafter, block 240 invokes 

Fig. 2F processing and Fig. 2D processing terminates at block 242. Fig. 2F processing will 

5 insert to queue 22 so this MS knows at least its own whereabouts whenever possible. A 

single data instance embodiment of WDR queue 22 will cause Fig. 2F to update the single 

record of WDR information for being current upon exit from block 240 (this is true for all 

flowchart blocks invoking Fig. 2F processing). 

10 With reference now to Fig. 2F, depicted is a flowchart for describing a preferred 

embodiment of a procedure for inserting a Whereabouts Data Record (WDR) 1100 to MS 

WDR queue 22. Appropriate semaphores are used for variables which can be accessed 

simultaneously by another thread other than the caller. With reference now to Fig. 2F, 

procedure processing starts at block 270 and continues to block 272 where parameters 

15 passed from the invoking block of processing, for example block 240, are determined. The 

variable WDRREF is set by the caller to a reference or pointer to the WDR so subsequent 

blocks of Fig. 2F can access the WDR. The variable DELETEQ is set by the caller so that 

block 292 knows how to discard obsolete location queue entries. The DELETEQ variable 

can be a multi-field record (or reference thereof) for how to prune. The variable SUPER is 

20 set by the caller so that block 294 knows under what condition(s), and which data, to 

contact a supervisory service. The SUPER variable can be a multi-field record (or 

reference thereof) for instruction. 

Block 272 continues to block 274 where the DLMV (see Fig. 12 and later 

discussions for DLMV (OLM role(s) List Variable)), or ILMV (see Fig. 12 and later 

25 discussions for ILMV (ILM role(s) List Variable)), is checked for an enabled role matching 

the WDR for insertion (e.g. OLM: location technology field 1100e (technology and 

originator indicator) when MS ID= this MS; ILM: OLM or ILM indicator when MS ID not this 

MS). If no corresponding DLMV/ILMV role is enabled for the WDR to insert, then 

processing continues to block 294 (the WDR is not inserted to queue 22). If the 

30 ILMV/DLMV role for the WDR is enabled, then processing continues to block 276 where 

the confidence of the WDR 1100 is validated prior to insertion. An alternate embodiment 

to Fig. 2F will not have block 274 (i.e. block 272 continues directly to block 276) since 
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appropriate OLM and/or ILM processing may be terminated anyway when DLM/ILM role(s) 

are disabled (see Fig. 14NB). 

If block 276 determines the data to be inserted is not of acceptable confidence (e.g. 

field 1100d < confidence floor value (see Fig. 14NB)), then processing continues to block 

5 294 described below. If block 276 determines the data to be inserted is of acceptable 

confidence (e.g. field 11 OOd > 70), then processing continues to block 278 for checking 

the intent of the WDR insertion. 

If block 278 determines the WDR for insert is a WDR describing whereabouts for 

this MS (i.e. MS ID matching MS of Fig. 2F processing (OLM: Figs. 2A through 9B, or ILM: 

10 Fig. 26A/B)), then processing continues to block 280. If block 278 determines the WDR for 

insert is from a remote ILM or OLM (i.e. MS ID does not match MS of Fig. 2F processing), 

then processing continues to block 290. Block 280 peeks the WDR queue 22 for the most 

recent highest confidence entry for this MS whereabouts by searching queue 22 for: the 

MS ID field 1100a matching the MS ID of Fig. 2F processing, and a confidence field 

15 11 OOd greater than or equal to the confidence floor value, and a most recent date/time 

stamp field 11 OOb. Thereafter, if block 282 determines one was found, then processing 

continues to block 284, otherwise processing continues to block 286 where a Last 

Whereabouts date/Time stamp (LWT) variable is set to field 11 OOb of the WDR for insert 

(e.g. first MS whereabouts WDR), and processing continues to block 288. 

20 If block 284 determines the WDR for insertion has significantly moved (i.e. using a 

movement tolerance configuration (e.g. 3 meters) with fields 11 OOc of the WDR for insert 

and the WDR peeked at block 280), then block 286 sets the LWT (Last Whereabouts 

date/Time stamp) variable (with appropriate semaphore) to field 11 OOb of the WDR for 

insert, and processing continues to block 288, otherwise processing continues directly to 

25 block 288 (thereby keeping the LWT as its last setting). The LWT is to hold the most 

recent date/time stamp of when the MS significantly moved as defined by a movement 

tolerance. The movement tolerance can be system defined or configured, or user 

configured in Fig. 14 by an option for configuration detected at block 1408, and then using 

the Configure Value procedure of Fig. 18 (like confidence floor value configuration). 

30 Block 288 accesses the DLMV and updates it with a new OLM role if there is not 

one present for it. This ensures a correct list of DLMV roles are available for configuration 

by Fig. 14. Preferably, by default an unanticipated DLMV role is enabled (helps inform the 
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user of its availability). Likewise in another embodiment, ILMV roles can be similarly 

updated, in particular if a more granulated list embodiment is maintained to the ILMV, or if 

unanticipated results help to identify another configurable role. By default, block 274 

should allow unanticipated roles to continue with WDR insertion processing, and then 

5 block 288 can add the role, enable it, and a user can decide what to do with it in 

configuration (Fig. 14NB). 

Thereafter, the WDR 1100 is inserted to the WDR queue 22 at block 290, block 

292 discards any obsolete records from the queue as directed by the caller (invoker), and 

processing continues to block 294. The WDR queue 22 preferably contains a list of 

10 historically MS maintained Whereabouts Data Records (WDRs) as the MS travels. When 

the MS needs its own location, for example from an application access, or to help locate 

an ILM, the queue is accessed for returning the WDR with the highest confidence value 

(field 1100d) in the most recent time (field 1100b) for the MS (field 1100a). Block 292 

preferably discards by using fields 11 00b and 11 00d relative to other WDRs. The queue 

15 should not be allowed to get too large. This will affect memory (or storage) utilization at 

the MS as well as timeliness in accessing a sought queue entry. Block 292 also preferably 

discards WDRs from queue 22 by moving selected WDRs to LBX History 30. 

As described above, queue interfaces assume an implicit semaphore for properly 

accessing queue 22. There may be ILMs requesting to be located, or local applications of 

20 the MS may request to access the MS whereabouts. Executable thread(s) at the MS can 

accesses the queue in a thread-safe manner for responding to those requests. The MS 

may also have multiple threads of processing for managing whereabouts information from 

DLMs, ILMs, or stationary location services. The more concurrently executable threads 

available to the MS, the better the MS is able to locate itself and respond to others (e.g. 

25 MSs). There can be many location systems and methods used to keeping a MS informed 

of its own whereabouts during travel. While the preferred embodiment is to maximize 

thread availability, the obvious minimum requirement is to have at least 1 executable 

thread available to the MS. As described above, in operating system environments without 

proper queue interfaces, queue access blocks are first preceded by an explicit request for 

30 a semaphore lock to access queue 22 (waits until obtained), and then followed by a block 

for releasing the semaphore lock to another thread for use. Also, in the present disclosure 

it is assumed in blocks which access data accessible to more than 1 concurrent thread 
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(e.g. shared memory access to DLMV or ILMV at block 274) that an appropriate 

semaphore (created at block 1220) protect synchronous access. 

If block 294 determines information (e.g. whereabouts) should be communicated by 

service informant code 28 to a supervisory service, for example a service 1050, then block 

5 296 communicates specified data to the service and processing terminates at block 298 

by returning to the invoker (caller). If block 294 determines a supervisory service is not to 

be informed, then processing terminates with an appropriate return to the caller at block 

298. Service informant code 28, at block 296, can send information as data that is reliably 

acknowledged on receipt, or as a datagram which most likely (but unreliably) is received. 

10 Depending on the SUPER variable, block 294 may opt to communicate every time 

a WDR is placed to the queue, or when a reasonable amount of time has passed since 

last communicating to the supervisory service, or when a WDR confidence reaches a 

certain sought value, or when any WDR field or fields contain certain sought information, 

or when a reasonably large number of entries exist in WDR queue 22, or for any 

15 processing condition encountered by blocks 270 through 298, or for any processing 

condition encountered by caller processing up to the invocation of Fig. 2F processing. 

Different embodiments will send a single WDR 1100 at block 296, a plurality of WDRs 

1100, or any other data. Various SUPER parameter(s) embodiments for Fig. 2F caller 

parameters can indicate what, when, where and how to send certain data. Block 296 may 

20 send an email, an SMS message, or use other means for conveying data. Service 

informant code 28 may send LBX history 30, statistics 14 and/or any other data 8, data 

20, queue data, data 36 or resources 38. Service informant code 28 may update data in 

history 30, statistics 14 or any other data 8, data 20, queue data, data 36 and/or resources 

38, possibly using conditions of this data to determine what is updated. Blocks 294 and 

25 296 may be omitted in some embodiments. 

If a single WDR is sent at block 296 as passed to Fig. 2F processing, then the 

WDR parameter determined at block 272 is accessed. If a plurality of WDRs is sent at 

block 296, then block 296 appropriately interfaces in a thread-safe manner to queue 22, 

and sends the WDRs. 

30 Some preferred embodiments do not incorporate blocks 278 through 286. (i.e. 

block 276 continues to block 288 if confidence ok). Blocks 278 through 286 are for the 

purpose of implementing maintaining a date/time stamp of last MS significant movement 
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(using a movement tolerance). Architecture 1900 uses Fig. 2F, as does OLM processing. 

Fig. 2F must perform well for the preferred multithreaded architecture 1900. Block 280 

performs a peek, and block 284 can be quite timely depending on embodiments used for 

location field 11 00c. A movement tolerance incorporated at the MS is not necessary, but 

5 may be nice to have. Therefore, blocks 278 through 286 are optional blocks of processing. 

Fig. 2F may also maintain (with appropriate semaphore) the most recent WOR 

describing whereabouts of the MS of Fig. 2F processing to a single data record every time 

a new one is to be inserted. This allows applications needing current whereabouts to 

simply access a current WOR, rather than interface to a plurality of WORs at queue 22. 

10 For example, there could be a new block 289 for updating the single WOR 1100 Uust prior 

to block 290 such that incoming blocks to block 290 go to new block 289, and new block 

289 continues to block 290). 

With reference now to Fig. 2E, depicted is a flowchart for describing a preferred 

15 embodiment of an MS whereabouts update event of an antenna in-range detected MS, for 

example a OLM 200, when MS location awareness is monitored by the MS. Fig. 2E 

describes relevant processing for MSs to maintain their own whereabouts. Processing 

begins at block 250 when the MS receives a signal from an antenna (or cell tower) 

deserving a response and continues to block 252 where the antenna or cell tower signal is 

20 authenticated by the MS as being a legitimate signal for processing. The signal can be 

received for processing by blocks 250 through 264 as the result of a continuous, or 

pulsed, broadcast or beaconing by the antenna, or cell tower (Fig. 13C), or as part of 

usual communication protocol in progress with at least one MS (Fig. 13C usual data 1312 

with embedded Communications Key 1314 ), or as a response via antenna to a previous 

25 MS signal (Fig. 13A). The signal is preferably authenticated by a data parsed signature 

deserving further processing. Block 252 continues to block 254 where the MS sends an 

outbound request for soliciting an immediate response from the antenna (or cell tower) 

service. The request by the MS is appropriately correlated (e.g. as described above) for a 

response, which additionally facilitates embodiments using TOOA measurements (time of 

30 communications between the MS and antenna, or cell tower) to determine how close is 

the MS in range. Block 254 waits for a response, or waits until a reasonable timeout, 

whichever occurs first. There are also multithreaded embodiments to breaking up Fig. 2E 
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where block 254 does not wait, but rather terminates Fig. 2E processing and depends on 

another thread to correlate the response and then continue processing blocks 256 through 

260 (like architecture 1900). 

Thereafter, if block 256 determines the request timed out, then processing 

5 terminates at block 264. If block 256 determines the response was received, then 

processing continues to block 258. Block 258 completes a WDR 1100 with appropriate 

response data received along with data set by the MS. See Fig 11A descriptions. Fields 

are set to the following upon exit from block 258: 

10 MS ID field 1100a is preferably set with: Same as was described for Fig. 2D (block 236) 

above. 

15 

DATE/TIME STAMP field 1100b is preferably set with: Same as was described for Fig. 2D 

(block 236) above. 

LOCATION field 1100c is preferably set with: Same as was described for Fig. 2D (block 

236) above. 

CONFIDENCE field 1100d is preferably set with: Same as was described for Fig. 2D 

20 (block 236) above. 

25 

LOCATION TECHNOLOGY field 1100e is preferably set with: "Client Antenna Range" for 

an antenna detecting the MS, and is set to "Client Cell Range" for a cell tower detecting 

the MS. The originator indicator is set to OLM. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: Same as was described 

for Fig. 2D (block 236) above. 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: Same as was 

30 described for Fig. 2D (block 236) above. 
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SPEED field 1100h is preferably set with: Same as was described for Fig. 2D (block 236) 

above. 

HEADING field 1100i is preferably set with: Same as was described for Fig. 2D (block 

5 236) above. 

ELEVATION field 1100j is preferably set with: Same as was described for Fig. 2D (block 

236) above. 

10 APPL/CATION FIELDS field 11 OOk is preferably set with: Same as was described for Fig. 

2D (block 236) above. 

15 

CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). 

SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

20 maintained to queue 22). 

The longer time it takes between sending a request and getting a response at block 

254, the less confidence there is for being located because the MS must be a larger 

distance from the antenna or cell tower. The less time it takes, the more confidence there 

25 is for being located because the MS must be a closer distance to the antenna or cell 

tower. Confidence values are analogously determined as described for Fig. 2D. Fig. 2D 

NTP embodiments also apply here. NTP can be used so no bidirectional communications 

is required for TDOA measurement. In this embodiment, the antenna (or cell tower) sets a 

NTP date/time stamp in the pulse, beacon, or protocol. Upon receipt, the MS instantly 

30 knows how long the packet took to be received by comparing the NTP date/time stamp in 

the packet and a MS NTP date/time stamp of when it was received (i.e. no 

request/response pair required). If location information is also present with the NTP 
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date/time stamp in data received at block 252, then block 252 can continue directly to 

block 258. 

An alternate MS embodiment determines its own (direction) heading and/or speed 

for WOR completion based on historical records maintained to the WOR queue 22 and/or 

5 LBX history 30. 

Block 258 continues to block 260 for preparing parameters for: WORREF = a 

reference or pointer to the WOR; OELETEQ = Fig. 2E location queue discard processing; 

and SUPER = Fig. 2E supervisory notification processing. Thereafter, block 262 invokes 

the procedure (Fig. 2F processing) to insert the WOR to queue 22. After Fig. 2F 

10 processing of block 262, Fig. 2E processing terminates at block 264. 

In alternative "coming within range" (same as "in range", "in-range", "within range") 

embodiments, a unique MS identifier, or MS group identifier, for authenticating an MS for 

locating the MS is not necessary. An antenna emitting signals (Fig. 13C) will broadcast (in 

15 CK 1314 of data 1312) not only its own location information (e.g. location field 1100c), but 

also an NTP indicated date/time stamp field 11 OOb, which the receiving MS (also having 

NTP for time synchronization) uses to perform a TOOA measurement upon receipt. This 

will enable a MS to determine at least how close (e.g. radius 1318 range, radius 1320 

range, radius 1322 range, or radius 1316 range) it is located to the location of the antenna 

20 by listening for and receiving the broadcast (e.g. of Fig. 13C). Similarly, in another 

embodiment, an NTP synchronized MS emits signals (Fig. 13A) and an NTP synchronized 

data processing system associated with a receiving antenna can make a TOOA 

measurement upon signal receipt. In other embodiments, more than a single 

unidirectional signal may be used while still preventing the requirement to recognize the 

25 MS to locate it. For example, an antenna emitting signals (e.g. Fig. 13C hotspot WiFi 

802.x) will contain enough information for a MS to respond with correlation for being 

located, and visa-versa. In any case, there can be multi-directional exchanged signals for 

determining a TOOA measurement. 

30 Fig. 3A depicts a locating by triangulation illustration for discussing automatic 

location of a MS, for example OLM 200. OLM 200 is located through triangulation, as is 

well known in the art. At least three base towers, for example, base tower 108b, base 
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tower 108d, and base tower 108f, are used for locating the MS. A fourth base tower may 

be used if elevation (or altitude) was configured for use in locating OLM 200. There are 

cases where only two base towers are necessary given routes of travel are limited and 

known, for example, in spread out roadways or limited configured locations. Base towers 

5 may also be antennas 108b, 108d, and 108f in similar triangulation embodiments. 

Fig. 3B depicts a flowchart for describing a preferred embodiment of the 

whereabouts update event of a triangulated MS, for example OLM 200, when MS location 

awareness is monitored by some remote service. While Fig. 3A location determination 

10 with TDOA and AOA is well known in the art, Figs. 3B and 3C include relevant processing 

for MSs to maintain their own whereabouts. Processing begins at block 310 and continues 

to block 312 where base stations able to communicate to any degree with a MS continue 

reporting to their controller the MS signal strength with an MS identifier (i.e. a unique 

handle) and Time Difference of Arrival (TDOA) information, Angle of Arrival (AOA) 

15 information, or heterogeneously both TDOA and AOA (i.e. MPT), depending on the 

embodiment. The MS can pick signals from base stations. In some embodiments, the MS 

monitors a paging channel, called a forward channel. There can be multiple forward 

channels. A forward channel is the transmission frequency from the base tower to the MS. 

Either the MS provides broadcast heartbeats (Fig. 13A) for base stations, or the base 

20 stations provide heartbeats (Fig. 13C) for a response from the MS, or usual MS use 

protocol signals are detected and used (incorporating CK 1304 in usual data 1302 by MS, 

or CK 1314 in "usual data" 1312 by service). Usual data is the usual communications 

traffic data in carrying out other character 32 processing. Communication from the MS to 

the base tower is on what is called the reverse channel. Forward channels and reverse 

25 channel are used to perform call setup for a created session channel. 

TDOA is calculated from the time it takes for a communication to occur from the 

MS back to the MS via the base tower, or alternatively, from a base tower back to that 

base tower via the MS. NTP may also be used for time calculations in a unidirectional 

broadcast from a base tower (Fig. 13C) to the MS, or from the MS (Fig. 13A) to a base 

30 tower (as described above). AOA is performed through calculations of the angle by which 

a signal from the MS encounters the antenna. Triangle geometry is then used to calculate 

a location. The AOA antenna is typically of a phased array type. 
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See "Missing Part Triangulation (MPT)" section below with discussions for Figs. 

11 A through 11 E for details on heterogeneously locating the MS using both TDOA and 

AOA (i.e. Missing Part Triangulation (MPT)). Just as high school taught geometry for 

solving missing parts of a triangle, so to does MPT triangulate an MS location. Think of the 

5 length of a side of a triangle as a TDOA measurement - i.e. length of time, translatable to 

a distance. Think of the AOA of a signal to an antenna as one of the angles of a triangle 

vertice. Solving with MPT analogously uses geometric and trigonometric formulas to solve 

the triangulation, albeit at fast processing speeds. 

Thereafter, if the MS is determined to be legitimate and deserving of processing 

10 (similar to above), then block 314 continues to block 316. If block 314 determines the MS 

is not participating with the service, in which case block 312 did little to process it, then 

processing continues back to block 312 to continue working on behalf of legitimate 

participating MSs. The controller at block 316 may communicate with other controllers 

when base stations in other cellular clusters are picking up a signal, for example, when the 

15 MS roams. In any case, at block 316, the controller(s) determines the strongest signal 

base stations needed for locating the MS, at block 316. The strongest signals that can 

accomplish whereabouts information of the MS are used. Thereafter, block 318 accesses 

base station location information for base stations determined at block 316. The base 

station provides stationary references used to (relatively) determine the location of the 

20 MS. Then, block 320 uses the TDOA, or AOA, or MPT (i.e. heterogeneously both AOA 

and TDOA) information together with known base station locations to calculate the MS 

location. 

Thereafter, block 322 accesses historical MS location information, and block 324 

performs housekeeping by pruning location history data for the MS by time, number of 

25 entries, or other criteria. Block 326 then determines a heading (direction) of the MS based 

on previous location information. Block 326 may perform Artificial Intelligence (Al) to 

determine where the MS may be going by consulting many or all of the location history 

data. Thereafter, block 328 completes a service side WDR 1100, block 330 appends the 

WDR information to location history data and notifies a supervisory service if there is one 

30 outside of the service processing of Fig. 3B. Processing continues to block 332 where the 

service communicates the WDR to the located MS. 
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Thereafter, the MS completes its own WDR at block 334 for adding to WDR queue 

22 to know its own whereabouts whenever possible, and block 336 prepares parameters 

for invoking WDR insertion processing at block 338. Parameters are set for: WDRREF = a 

reference or pointer to the MS WDR; DELETEQ = Fig. 3B location queue discard 

5 processing; and SUPER = Fig. 3B supervisory notification processing (e.g. no supervisory 

notification processing because it was already handled at block 330, or by being in context 

of the Fig. 3B service processing). At block 338, the MS invokes Fig. 2F processing 

already described. After block 338, processing continues back to block 312. Of course, 

block 332 continues directly to block 312 at the service(s) since there is no need to wait 

10 for MS(s) processing in blocks 334 through 338. Fig. 3B processing is continuous for 

every MS in the wireless network 7 days a week, 24 hours a day. 

See Fig 11A descriptions. Fields are set to the following upon exit from block 334: 

MS ID field 1100a is preferably set with: Same as was described for Fig. 2D (block 236) 

15 above. 

DATE/TIME STAMP field 1100b is preferably set with: Same as was described for Fig. 2D 

(block 236) above. 

20 LOCATION field 11 OOc is preferably set with: The triangulated location of the MS as 

communicated by the service. 

CONFIDENCE field 1100d is preferably set with: Confidence of triangulation determined 

by the service which is passed to the MS at block 332. The confidence value may be set 

25 with the same value (e.g. 85) regardless of how the MS was triangulated. In other 

embodiments, field 11 00d will be determined (completely, or adjusting the value of 85) by 

the service for TDOA measurements used, AOA measurements, signal strengths, wave 

spectrum involved, and/or the abundance of particular MS signals available for processing 

by blocks 312 through 320. Higher confidences are assigned for smaller TDOA 

30 measurements (shorter distances), strong signal strengths, and numerous additional data 

points beyond what is necessary to locate the MS. Lower confidences are assigned for 

larger TDOA measurements, weak signal strengths, and minimal data points necessary to 
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locate the MS. A reasonable confidence can be assigned using this information as 

guidelines where 1 is the lowest confidence and 100 is the highest confidence. 

LOCATION TECHNOLOGY field 1100e is preferably set with: "Server Cell TDOA", "Server 

5 Cell AOA", "Server Cell MPT", "Server Antenna TDOA", "Server Antenna AOA", or "Server 

Antenna MPT", depending on how the MS was located and what flavor of service was 

used. The originator indicator is set to OLM. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set) for 

10 indicating that all triangulation data was factored into determining confidence, and none is 

relevant for a single TDOA or AOA measurement in subsequent processing (i.e. service 

did all the work). 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: Same as was 

15 described for Fig. 2D (block 236) above. 

20 

SPEED field 11 00h is preferably set with: Service WDR information at block 332, wherein 

the service used historical information and artificial intelligence interrogation of MS travels 

to determine, if available. 

HEADING field 11 00i is preferably set with: Service WDR information at block 332, 

wherein the service used historical information and artificial intelligence interrogation of 

MS travels to determine, if available. 

25 ELEVATION field 1100j is preferably set with: Elevation/altitude, if available. 

APPL/CATION FIELDS field 11 00k is preferably set with: Same as was described for Fig. 

2D (block 236) above. 

30 CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). 
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SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

5 maintained to queue 22). 

Fig. 3C depicts a flowchart for describing a preferred embodiment of the 

whereabouts update event of a triangulated MS, for example a OLM 200, when MS 

location awareness is monitored by the MS. Communications between the base stations 

10 and MS is similar to Fig. 3B processing except the MS receives information (Fig. 13C) for 

performing calculations and related processing. Processing begins at block 350 and 

continues to block 352 where the MS continues receiving (Fig. 13C) pulse reporting from 

base stations (or antennas). AOA, TDOA, and MPT (See "Missing Part Triangulation 

(MPT)" section below with discussions for Figs. 11A through 11 E for details on 

15 heterogeneously locating the MS using both TDOA and AOA) can be used to locate the 

MS, so there are many possible signal types received at block 352. Then, block 354 

determines the strongest signals which can accomplish a completed WDR, or at least a 

location, of the MS. Thereafter, block 356 parses base station location information from 

the pulse messages that are received by the MS. Block 358 communicates with base 

20 stations to perform TDOA and/or AOA measurements and calculations. The time it takes 

for a communication to occur from the MS back to the MS for TDOA, or alternatively, from 

a base tower back to that base tower can be used. NTP may also be used, as described 

above, so that base towers (or antennas) broadcast signals (Fig. 13C) picked up by the 

MS which already contain the base tower locations and NTP date/time stamps for TDOA 

25 calculations. Block 358 uses the TDOA and/or AOA information with the known base 

station information to determine the MS location. While AOA information from the base 

stations (or antennas) is used by the MS, various MS embodiments can use AOA 

information detected at an MS antenna provided the heading, yaw, pitch, and roll is known 

at the MS during the same time as signal reception by the MS. A 3-axis accelerometer 

30 (e.g. in iPhone) may also provide yaw, pitch and roll means for proper AOA calculation. 

Thereafter, block 360 accesses historical MS location information (e.g. WDR queue 

22 and/or LBX history 30) to prevent redundant information kept at the MS, and block 362 
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performs housekeeping by pruning the LBX history 30 for the MS by time, number of 

entries, or other criteria. Block 364 then determines a heading (direction) of the MS based 

on previous location information (unless already known from block 358 for AOA 

determination). Block 364 may perform Artificial Intelligence (Al) to determine where the 

5 MS may be going by consulting queue 22 and/or history 30. Thereafter, block 366 

completes a WDR 1100, and block 368 prepares parameters for Fig. 2F processing: 

WDRREF = a reference or pointer to the MS WDR; DELETEQ = Fig. 3C location queue 

discard processing; and SUPER = Fig. 3B supervisory notification processing. Block 368 

continues to block 370 for invoking Fig. 2F processing already described above. After 

10 block 370, processing continues back to block 352. Fig. 3C processing is continuous for 

the MS as long as the MS is enabled. In various multithreaded embodiments, many 

threads at the MS work together for high speed processing at blocks 352 through 358 for 

concurrently communicating to many stationary references. 

See Fig 11A descriptions. Fields are set to the following upon exit from block 366: 

15 

MS ID field 1100a is preferably set with: Same as was described for Fig. 2D (block 236) 

above. 

DATE/TIME STAMP field 1100b is preferably set with: Same as was described for Fig. 2D 

20 (block 236) above. 

LOCATION field 11 00c is preferably set with: The triangulated location of the MS as 

determined by the MS. 

25 CONFIDENCE field 11 00d is preferably set with: The confidence of triangulation as 

determined by the MS. Confidence may be set with the same value (e.g. 80 since MS may 

be moving during triangulation) regardless of how the MS was triangulated. In other 

embodiments, field 11 00d will be determined (completely, or adjusting the value of 80) by 

the MS for TDOA measurements used, AOA measurements, signal strengths, wave 

30 spectrum involved, and/or the abundance of particular service signals available for 

processing. Higher confidences are assigned for smaller TDOA measurements (shorter 

distances), strong signal strengths, and numerous additional data points beyond what is 
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5 

10 

necessary to locate the MS. Lower confidences are assigned for larger TDOA 

measurements, weak signal strengths, and minimal data points necessary to locate the 

MS. A reasonable confidence can be assigned using this information as guidelines where 

1 is the lowest confidence and 100 is the highest confidence. 

LOCATION TECHNOLOGY field 1100e is preferably set with: "Client Cell TDOA", "Client 

Cell AOA", "Client Cell MPT", "Client Antenna TDOA", "Client Antenna AOA", or "Client 

Antenna MPT", depending on how the MS located itself. The originator indicator is set to 

OLM. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: Data associated with 

selected best stationary reference(s) used by the MS: the selection location/whereabouts, 

TDOA measurement to it, and wave spectrum (and/or particular communications interface 

70) used, if reasonable. The TDOA measurement may be converted to a distance using 

15 wave spectrum information. Also, preferably set herein is data associated with a selected 

best stationary reference used by the MS (may be same or different than for TDOA 

measurement): the selection location, AOA measurement to it, and heading, yaw, pitch, 

and roll values (or accelerometer readings), if reasonable. Values that may be populated 

here should have already been factored into the confidence value. There may be one or 

20 more stationary reference whereabouts with useful measurements maintained here for 

Fig. 26B processing of block 2652. 

25 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: Parameters 

referencing MS internals, if desired. 

SPEED field 1100h is preferably set with: Speed determined by the MS using historical 

information (queue 22 and/or history 30) and artificial intelligence interrogation of MS 

travels to determine, if reasonable. 

30 HEADING field 11 00i is preferably set with: Heading determined by the MS using historical 

information (queue 22 and/or history 30) and artificial intelligence interrogation of MS 

travels to determine, if reasonable. 

WJJ0701B 54 



Exhibit 1002 
IPR2022-00426 
Page 60 of 755

ELEVATION field 1100j is preferably set with: Elevation/altitude, if available. 

APPL/CATION FIELDS field 11 OOk is preferably set with: Same as was described for Fig. 

5 2D (block 236) above. 

CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). 

10 SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

15 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

In alternative triangulation embodiments, a unique MS identifier, or MS group 

identifier, for authenticating an MS for locating the MS is not necessary. An antenna 

emitting signals (Fig. 13C) will broadcast (CK 1314 of data 1312) not only its own location 

information, but also an NTP date/time stamp, which the receiving MS (also having NTP 

20 for time synchronization) uses to perform TDOA measurements upon receipt. This will 

enable a MS to determine how close (e.g. radius 1318 range, radius 1320 range, radius 

1322 range, or radius 1316 range) it is located to the location of the antenna by listening 

for and receiving the broadcast (e.g. of Fig. 13C). Similarly, in another embodiment, an 

NTP synchronized MS emits signals (Fig. 13A) and an NTP synchronized data processing 

25 system associated with a receiving antenna can determine a TDOA measurement upon 

signal receipt. In other embodiments, more than a single unidirectional signal may be used 

while still preventing the requirement to recognize the MS to locate it. For example, an 

antenna emitting signals will contain enough information for a MS to respond with 

correlation for being located. Alternatively, an MS emitting signals will contain enough 

30 information for a service to respond with correlation for being located. In any case, there 

can be multi-directional exchanged signals for determining TDOA. Similarly, a service side 
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data processing system can interact with a MS for AOA information without requiring a 

known identifier of the MS (use request/response correlation). 

Fig. 4A depicts a locating by GPS triangulation illustration for discussing automatic 

5 location of a MS, for example a OLM 200. A MS, for example OLM 200, is located through 

GPS triangulation as is well known in the art. At least three satellites, for example, satellite 

134, satellite 136, and satellite 138, are necessary for locating the MS. A fourth satellite 

would be used if elevation, or altitude, was configured for use by the present disclosure. 

Ground based stationary references can further enhance whereabouts determination. 

10 

Fig. 4B depicts a flowchart for describing a preferred embodiment of the 

whereabouts update event of a GPS triangulated MS, for example a OLM 200. Repeated 

continuous GPS location processing begins at block 410 and continues to block 412 

where the MS initializes to the GPS interface, then to block 414 for performing the 

15 conventional locating of the GPS enabled MS, and then to block 416 for calculating 

location information. In some embodiments, block 412 may only be necessary a first time 

prior to repeated invocations of Fig. 4B processing. Block 414 may be an implicit wait for 

pulses from satellites, or an event driven mechanism when GPS satellite pulses are 

received for synchronized collection, or a multithreaded implementation concurrently 

20 listening for, and processing collaboratively, the signals. Block 414 and block 416 

processing is well known in the art. Thereafter, the MS completes a WOR 1100 at block 

418, block 420 prepares parameters for Fig. 2F invocation, and block 422 invokes, with 

the WOR, the Fig. 2F processing (described above). Processing then terminates at block 

424. Parameters prepared at block 420 are: WORREF = a reference or pointer to the 

25 WOR; OELETEQ = Fig. 4B location queue discard processing; and SUPER = Fig. 4B 

supervisory notification processing. GPS location processing is preferably continuous for 

the MS as long as the MS is enabled. 

See Fig. 11A descriptions. Fields are set to the following upon exit from block 418: 

30 MS ID field 1100a is preferably set with: Same as was described for Fig. 20 (block 236) 

above. 
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5 

DATE/TIME STAMP field 1100b is preferably set with: Same as was described for Fig. 2D 

(block 236) above. 

LOCATION field 1100c is preferably set with: The GPS location of the MS. 

CONFIDENCE field 1100d is preferably set with: Confidence of GPS variety (usually high) 

which may be set with the same value (e.g. 95 for DGPS, 93 for AGPS, and 90 for GPS). 

In other embodiments, field 11 00d will be determined (completely, or amending the 

defaulted value) by the MS for timing measurements, signal strengths, and/or the 

10 abundance of particular signals available for processing, similarly to as described above. 

15 

An MS may not be aware of the variety of GPS, in which case straight GPS is assumed. 

LOCATION TECHNOLOGY field 1100e is preferably set with: "GPS", "A-GPS", or "D

GPS", depending on (if known) flavor of GPS. The originator indicator is set to OLM. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set) for 

indicating that data was factored into determining confidence, and none is relevant for a 

single TDOA or AOA measurement in subsequent processing. 

20 COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: Parameters 

referencing MS internals, if desired. 

SPEED field 1100h is preferably set with: Speed determined by the MS using a suitable 

GPS interface, or historical information (queue 22 and/or history 30) and artificial 

25 intelligence interrogation of MS travels to determine, if reasonable. 

30 

HEADING field 1100i is preferably set with: Heading determined by the MS using a 

suitable GPS interface, or historical information (queue 22 and/or history 30) and artificial 

intelligence interrogation of MS travels to determine, if reasonable. 

ELEVATION field 1100j is preferably set with: Elevation/altitude, if available. 
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APPL/CATION FIELDS field 11 OOk is preferably set with: Same as was described for Fig. 

20 (block 236) above. 

CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

5 queue 22). 

SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

10 RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

Fig. 5A depicts a locating by stationary antenna triangulation illustration for 

discussing automatic location of a MS, for example OLM 200. There may be 

15 communication/transmission issues when an MS is taken indoors. Shown is a top view of 

an indoor floor plan 502. Antenna stations 504 (shown generally as 504) are strategically 

placed over the area so that an MS can be located. Triangulation techniques again apply. 

At least three antenna stations, for example, station 504f, station 504h, and station 504i 

are used to locate the MS, for example OLM 200. In floor plan embodiments where aisles 

20 delimit travel, only two antenna stations may be necessary, for example at either end of 

the particular aisle. While most stations 504 may receive signals from the MS, only the 

strongest stations are used. Fig. 5A and associated discussions can also be used for an 

outside triangulation embodiment using a similar strategic antenna placement scheme. 

Processing described for Figs. 3A to 3C can also be used for an indoor embodiment as 

25 described by Fig. 5A. 

Fig. 5B depicts a flowchart for describing a preferred embodiment of the 

whereabouts update event of a stationary antenna triangulated MS, for example a OLM 

200. In one embodiment, indoor location technology of Pinpoint corporation (Pinpoint is a 

30 trademark of Pinpoint Corporation) is utilized to locate any MS that moves about the 

indoor location. The Pinpoint corporation methodology begins at block 510 and continues 

to block 512. A cell controller drives antenna stations to emit a broadcast signal from 
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every station. Any MS within range (i.e. indoors) will phase modulate its unique identifier 

onto a return signal it transmits, at block 514. Stations at block 516 receive the 

transmission and strength of signal. The cell controller that drives stations sorts out and 

selects the strongest (e.g. 3) signals. The cell controller, at block 518, also extracts the 

5 unique MS identifier from the return signal, and TDOA is used to calculate distances from 

the stations receiving the strongest signals from the MS at block 520. Alternative 

embodiments can use AOA or MPT to determine locations. The locations of the controller 

selected stations are registered in an overlay map in an appropriate coordinate system, 

landmark system, or grid of cells. Block 522 locates the MS using the overlay map, 

10 locations of the (e.g. 3) selected stations, and the calculated distances triangulated from 

the selected stations, using TDOA, AOA, or MPT in various embodiments. Thereafter, 

block 524 calculates location information of the MS. Processing continues with repeated 

broadcast at block 512 and subsequent processing for every MS within range. 

Thereafter, block 526 accesses historical MS location information, performs 

15 housekeeping by pruning location history data for the MS by time, number of entries, or 

other criteria, and determines a heading (direction) of the MS based on previous location 

information. Block 526 may perform Artificial Intelligence (Al) to determine where the MS 

may be going by consulting many or all of the location history data. Thereafter, block 528 

completes a service side WDR 1100, block 530 appends the WDR information to location 

20 history data and notifies a supervisory service if there is one outside of the service 

processing of Fig. 5B. Processing continues to block 532 where the service communicates 

the WDR to the located MS. 

Thereafter, the MS completes the WDR at block 534 for adding to WDR queue 22. 

Thereafter, block 536 prepares parameters passed to Fig. 2F processing for: WDRREF = 

25 a reference or pointer to the MS WDR; DELETEQ = Fig. 5B location queue discard 

processing; and SUPER = Fig. 5B supervisory notification processing (e.g. no supervisory 

notification processing because it was already handled at block 530, or by being in context 

of the Fig. 5B service processing). Block 536 continues to block 538 where the MS 

invokes Fig. 2F processing already described above. After block 538, processing 

30 continues back to block 514. Of course, block 532 continues directly to block 514 at the 

service(s) since there is no need to wait for MS(s) processing in blocks 534 through 538. 
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Fig. 5B processing is continuous for every MS in the wireless network 7 days a week, 24 

hours a day. 

See Fig 11A descriptions. Fields are set to the following upon exit from block 534: 

5 MS ID field 1100a is preferably set with: Same as was described for Fig. 2D (block 236) 

above. 

10 

DATE/TIME STAMP field 1100b is preferably set with: Same as was described for Fig. 2D 

(block 236) above. 

LOCATION field 11 OOc is preferably set with: The triangulated location of the MS as 

communicated by the service. 

CONFIDENCE field 1100d is preferably set with: Confidence of triangulation determined 

15 by the service which is passed to the MS at block 532. The confidence value may be set 

with the same value (e.g. 95 (normally high for triangulation using densely positioned 

antennas)) regardless of how the MS was triangulated. In other embodiments, field 11 00d 

will be determined (completely, or adjusting the value of 95) by the service for TDOA 

measurements used, AOA measurements, signal strengths, wave spectrum involved, 

20 and/or the abundance of particular MS signals available for processing. Higher 

confidences are assigned for smaller TDOA measurements (shorter distances), strong 

signal strengths, and numerous additional data points beyond what is necessary to locate 

the MS. Lower confidences are assigned for larger TDOA measurements, weak signal 

strengths, and minimal data points necessary to locate the MS. A reasonable confidence 

25 can be assigned using this information as guidelines where 1 is the lowest confidence and 

100 is the highest confidence. 

LOCATION TECHNOLOGY field 1100e is preferably set with: "Server Antenna TDOA", 

"Server Antenna AOA", or "Server Antenna MPT", depending on how the MS was located 

30 and what flavor of service was used. The originator indicator is set to OLM. 
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5 

LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set) for 

indicating that all triangulation data was factored into determining confidence, and none is 

relevant for a single TDOA or AOA measurement in subsequent processing (i.e. service 

did all the work). 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: Same as was 

described for Fig. 2D (block 236) above. 

SPEED field 11 00h is preferably set with: Service WDR information at block 532, wherein 

10 the service used historical information and artificial intelligence interrogation of MS travels 

to determine, if available. 

HEADING field 11 00i is preferably set with: Service WDR information at block 532, 

wherein the service used historical information and artificial intelligence interrogation of 

15 MS travels to determine, if available. 

ELEVATION field 1100j is preferably set with: Elevation/altitude, if available. 

APPL/CATION FIELDS field 11 00k is preferably set with: Same as was described for Fig. 

20 2D (block 236) above. 

CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). 

25 SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

30 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

Fig. 6A depicts a flowchart for describing a preferred embodiment of a service 

whereabouts update event of a physically, or logically, connected MS, for example a OLM 
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200. A MS may be newly located and physically, or logically, connected, whereby 

communications between the MS and service is over a physical/logical connection. 

Physical connections may occur by connecting a conduit for communications to the MS, or 

from the MS to a connection point. Conduits include ethernet cables, optical fiber, firewire, 

5 USB, or any other means for conduit for communications through a physical medium. 

Conduits also include wireless mediums (air) for transporting communications, such as 

when an MS comes into physical wireless range eligible for sending and receiving 

communications. Logical connections may occur, after a physical connection already 

exists, for example through a successful communication, or authenticated, bind between a 

10 MS and other MS, or MS and service. Logical connections also include the result of: 

successfully logging into an application, successfully authenticated for access to some 

resource, successfully identified by an application, or any other logical status upon a MS 

being certified, registered, signed in, authenticated, bound, recognized, affirmed, or the 

like. 

15 Relevant processing begins at block 602 and continues to block 604 where an MS 

device is physically/logically connected to a network. Thereafter, the MS accesses a 

service at block 606. Then, at block 608, the service accesses historical MS location 

history along with the connectivity address, and block 610 performs housekeeping by 

pruning the location history data maintained for the MS by time, number of entries, or 

20 other criteria. Block 610 may perform Artificial Intelligence (Al) to determine where the MS 

may be going (e.g. using heading based on previous locations) by consulting much or all 

of the location history data. Thereafter, service processing at block 612 completes a 

service side WDR 1100, then the service appends WDR information to location history 

data at block 614, and may notify a supervisory service if there is one outside of the 

25 service processing of Fig. 6A. Processing continues to block 616 where the service 

communicates WDR information to the newly physically/logically connected MS. There are 

many embodiments for determining a newly connected MS location using a physical or 

logical address, for example consulting a database which maps locations to network 

addresses (e.g. location to logical ip address; location to physical wall jack/port; etc). 

30 Then, at block 618 the MS completes its own WDR using some information from block 

616, Fig. 2F parameters are prepared at block 620, block 622 invokes Fig. 2F processing 

already described above, and processing terminates at block 624. Parameters are set at 
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block 620 for: WDRREF = a reference or pointer to the MS WDR; DELETEQ = Fig. 6A 

location queue discard processing; and SUPER = Fig. 6A supervisory notification 

processing (e.g. no supervisory notification processing because it was already handled at 

block 614, or by being in context of the Fig. 6A service processing). Of course, block 616 

5 continues directly to block 624 at the service(s) since there is no need to wait for MS 

processing in blocks 618 through 622. Fig. 6A processing is available at any appropriate 

time in accordance with the underlying service. 

See Fig 11A descriptions. Fields are set to the following upon exit from block 618: 

10 MS ID field 1100a is preferably set with: Same as was described for Fig. 2D (block 236) 

above. 

15 

DATE/TIME STAMP field 1100b is preferably set with: Same as was described for Fig. 2D 

(block 236) above. 

LOCATION field 1100c is preferably set with: The location of the MS as communicated by 

the service. 

CONFIDENCE field 1100d is preferably set with: Confidence (determined by the service) 

20 according to how the MS was connected, or may be set with the same value (e.g. 100 for 

physical connect, 77 for logical connect (e.g. short range wireless)) regardless of how the 

MS was located. In other embodiments, field 11 00d will be determined by the service for 

anticipated physical conduit range, wireless logical connect range, etc. The resulting 

confidence value can be adjusted based on other parameters analogously to as described 

25 above. 

30 

LOCATION TECHNOLOGY field 11 00e is preferably set with "Service Physical Connect" 

or "Service Logical Connect", depending on how the MS connected. The originator 

indicator is set to OLM. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set), but if a 

TDOA measurement can be made (e.g. short range logical connect, and using 
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methodologies described above), then a TDOA measurement, a communications signal 

strength, if available; and wave spectrum (and/or particular communications interface 70) 

used, if available. The TDOA measurement may be converted to a distance using wave 

spectrum information. Possible values populated here should have already been factored 

5 into the confidence value. 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: Same as was 

described for Fig. 2D (block 236) above. 

10 SPEED field 11 00h is preferably set with: null (not set), but can be set with speed required 

to arrive to the current location from a previously known location, assuming same time 

scale is used. 

HEADING field 11 00i is preferably set with: null (not set), but can be set to heading 

15 determined when arriving to the current location from a previously known location. 

ELEVATION field 1100j is preferably set with: Elevation/altitude (e.g. of physical 

connection, or place of logical connection detection), if available. 

20 APPL/CATION FIELDS field 11 00k is preferably set with: Same as was described for Fig. 

2D (block 236) above. 

25 

CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). 

SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

30 maintained to queue 22). 
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Fig. 6B depicts a flowchart for describing a preferred embodiment of a MS 

whereabouts update event of a physically, or logically, connected MS, for example a OLM 

200. A MS may be newly located and physically/logically connected, whereby 

communications between the MS and service is over a physical/logical connection as 

5 described in Fig. 6A above. Relevant processing begins at block 640 and continues to 

block 642 where an MS device is physically/logically connected. Thereafter, at block 644 

the MS accesses the connectivity service and waits for an acknowledgement indicating a 

successful connection. Upon acknowledgement receipt, processing continues to block 646 

where the MS requests WDR information via the connectivity service and waits for the 

10 data (i.e. connectivity service may be different than the location service, or may be one in 

the same). As part of connectivity, location service pointer(s) (e.g. ip address for 

http:1/112.34.323.18 referencing or a Domain Name Service (DNS) name like 

http://www.servicename.com) are provided with the connectivity acknowledgement from 

the connectivity service at block 644, so the MS knows how to proceed at block 646 for 

15 retrieving location information. There are various embodiments for the location service 

determining a MS location as described above for Fig. 6A. In an alternative embodiment, 

the MS already knows how to locate itself wherein block 644 continues directly to block 

648 (no block 646) because the MS maintains information for determining its own 

whereabouts using the physical or logical address received in the acknowledgement at 

20 block 644. Similar mapping of a network address to the MS location can be in MS data, for 

example data 36, data 8, or data 20. At block 648, the MS completes its WDR 1100. 

Thereafter, block 650 prepares Fig. 2F parameters, block 652 invokes Fig. 2F processing 

already described above, and processing terminates at block 654. Parameters set at block 

650 are: WDRREF = a reference or pointer to the MS WDR; DELETEQ = Fig. 6B location 

25 queue discard processing; and SUPER = Fig. 6B supervisory notification processing. Fig. 

6B processing is available at any appropriate time to the MS. 

See Fig 11A descriptions. Fields are set to the following upon exit from block 648: 

MS ID field 1100a is preferably set with: Same as was described for Fig. 2D (block 236) 

30 above. 
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5 

DATE/TIME STAMP field 1100b is preferably set with: Same as was described for Fig. 2D 

(block 236) above. 

LOCATION field 1100c is preferably set with: The location determined for the MS. 

CONFIDENCE field 1100d is preferably set with: Confidence (determined by the service) 

according to how the MS was connected, or may be set with the same value (e.g. 100 for 

physical connect, 77 for logical connect (e.g. short range wireless)) regardless of how the 

MS was located. In other embodiments, field 11 00d will be determined by the service for 

10 anticipated physical conduit range, wireless logical connect range, etc. The resulting 

confidence value can be adjusted based on other parameters analogously to as described 

above. 

LOCATION TECHNOLOGY field 1100e is preferably set with "Client Physical Connect" or 

15 "Client Logical Connect", depending on how the MS connected. The originator indicator is 

set to OLM. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set), but if a 

TDOA measurement can be made (e.g. short range logical connect, and using 

20 methodologies described above), then a TDOA measurement, a communications signal 

strength, if available; and wave spectrum (and/or particular communications interface 70) 

used, if available. The TDOA measurement may be converted to a distance using wave 

spectrum information. Possible values populated here should have already been factored 

into the confidence value. 

25 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: Same as was 

described for Fig. 2D (block 236) above. 

SPEED field 11 00h is preferably set with: null (not set), but can be set with speed required 

30 to arrive to the current location from a previously known location using, assuming same 

time scale is used. 
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HEADING field 11 00i is preferably set with: null (not set), but can be set to heading 

determined when arriving to the current location from a previously known location. 

ELEVATION field 1100j is preferably set with: Elevation/altitude (e.g. of physical 

5 connection, or place of logical connection detection), if available. 

APPL/CATION FIELDS field 11 00k is preferably set with: Same as was described for Fig. 

2D (block 236) above. 

10 CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). 

15 

SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

Figs. 7A, 7B and 7C depict a locating by image sensory illustration for discussing 

20 automatic location of a MS, for example a OLM 200. With reference now to Fig. 7 A, an 

image capture device 702 is positioned for monitoring MSs that come into the field of view 

704 of device 702. Device 702 may be a camcorder, video camera, image camera that 

takes at least one snapshot, timely snapshots, or motion/presence detection snapshots, or 

any other device capable of producing at least a snapshot image at some point in time 

25 containing objects in the field of view 704. In one preferred embodiment, OLM 200 is 

sensed within the vicinity of device 702, perhaps by antenna (or cell tower) 701, prior to 

being photographed by device 702. In another embodiment, OLM 200 is sensed by 

movement within the vicinity of device 702 with well know motion detection means. In yet 

another embodiment, device 702 periodically or continually records. Device 702 is 

30 connected to a locating service 700 for processing as described by Fig. 7D. Locating 

service 700 has means for communicating wirelessly to OLM 200, for example through a 

connected antenna (or cell tower) 701. Fig. 7 A illustrates that device 702 participates in 
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pattern recognition for identifying the location of a MS. The MS can have on its exterior a 

string of characters, serial number, barcode, license plate, graphic symbol(s), textual 

symbols, combinations thereof, or any other visually perceptible, or graphical, 

identification 708 that can be recognized optically, or in a photograph. Device 702 is to 

5 have graphical/pixel resolution capability matching the requirements for identifying a MS 

with the sought graphical identification. Graphical identification 708 can be formed on the 

perceptible exterior of OLM 200, or can be formed as part of a housing/apparatus 706 

which hosts OLM 200. Graphical identification 708 can be automatically read from an 

image using well known barcode reader technology, an Optical Character Recognition 

10 (OCR) process, a license tag scanner, general pattern recognition software, or the like. 

Housing 706 is generally shown for representing an automobile (license plate recognition, 

for example used in prior art toll tag lanes), a shopping cart, a package, or any other 

hosting article of manufacture which has a OLM 200 as part of it. Upon recognition, OLM 

200 is associated with the location of device 702. Error in locating an MS will depend on 

15 the distance within the field of view 704 from device 702. A distance may be estimated 

based on the anticipated size of identification 708, relative its size determined within the 

field of view 704. 

With reference now to Fig. 7B, image capture device 702 is positioned for 

monitoring MSs that come into the field of view 704 of device 702. MSs are preferably 

20 distinguishable by appearance (e.g. color, shape, markings, labels, tags, etc), or as 

attached (e.g. recognized mount to host) or carried (e.g. recognized by its recognized 

user). Such techniques are well known to those skilled in the art. Device 702 is as 

described above with connectivity to locating service 700 and antenna (or cell tower) 701. 

Fig. 7B illustrates that device 702 uses known measurements within its field of view for 

25 determining how large, and where located, are objects that come into the field of view 704. 

For example, a well placed and recognizable vertical line 710a and horizontal line 710b, 

which are preferably perpendicular to each other, have known lengths and positions. The 

objects which come into the field of view are measured based on the known lengths and 

positions of the lines 710a and 710b which may be landscape markings (e.g. parking lot 

30 lines) for additional purpose. Field of view 704 may contain many lines and/or objects of 

known dimensions strategically placed or recognized within the field of view 704 to 

facilitate image processing by service 700. Building 714 may serve as a reference point 
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having known dimension and position in measuring objects such as a person 716 or OLM 

200. A moving object such as a shopping cart 712 can have known dimensions, but not a 

specific position, to facilitate service 700 in locating an MS coming into the field of view 

704. Those skilled in the art recognize that known dimensions and/or locations of 

5 anticipated objects in field of view 704 have measurements facilitating discovering 

positions and measurements of new objects that may travel into the field of view 704. 

Using Fig. 7B techniques with Fig. 7A techniques provides additional locating accuracy. A 

distance may be estimated based on the anticipated sizes of references in the field of 

view, relative size of the recognized MS. 

10 With reference now to Fig. 7C, image capture device 702 is positioned for 

monitoring MSs that come into the field of view 704 of device 702. Device 702 is as 

described above with connectivity to locating service 700 and antenna (or cell tower) 701. 

MSs are preferably distinguishable by appearance (e.g. color, shape, markings, labels, 

tags, etc), or as attached (e.g. recognized mount to host) or carried (e.g. recognized by its 

15 user), or as identified by Fig. 7 A and/or Fig. 7B methodologies. Fig. 7C illustrates that 

device 702 uses known locations within its field of view for determining how large, and 

where located, are objects that come into the field of view 704. For example, building 714, 

tree 720, and traffic sign 722 have its locations known in field of view 704 by service 700. 

Solving locations of objects that move into the field of view is accomplished with graphical 

20 triangulation measurements between known object reference locations (e.g. building 714, 

tree 720, and sign 722) and the object to be located. Timely snapshots by device 702 

provide an ongoing locating of an MS, for example OLM 200. Line segment distances 724 

(a, b, c) can be measured using references such as those of Fig. 7B. Whereabouts are 

determined by providing known coordinates to anticipated objects such as building 714, 

25 tree 720, and sign 722. Similarly, graphical AOA measurements (i.e. graphical angle 

measurements) and graphical MPT measurements can be used in relation to anticipated 

locations of objects within the field of view 704. There may be many anticipated (known) 

object locations within field of view 704 to further facilitate locating an MS. Being nearby 

an object may also be enough to locate the MS by using the object's location for the 

30 location of the MS. Using Fig. 7C techniques with Fig. 7A and/or Fig. 7B techniques 

provides additional locating accuracy. 
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The system and methodologies illustrated by Figs. 7 A through 7C are preferably 

used in optimal combination by locating service 700 to provide a best location of an MS. In 

some embodiments, MS whereabouts is determined as the location of a device 702 by 

simply being recognized by the device 702. In other embodiments, multiple devices 702 

5 can be strategically placed within a geographic area for being used in combination to a 

common locating service 700 for providing a most accurate whereabouts of an MS. 

Multiple field of views 704 from difference angles of different devices 702 enable more 

precise locating within three dimensional space, including precise elevations. 

10 Fig. 7D depicts a flowchart for describing a preferred embodiment of graphically 

locating a MS in accordance with locating service 700 described above, for example as 

illustrated by Figs. 7 A through 7C. Locating service 700 may be a single capable data 

processing system, or many connected data processing systems for enhanced parallel 

processing. Locating service 700 may be connected to services involved with any other 

15 locating technology described in this application for synergistic services as an MS is 

mobile. Locating service 700 begins at block 732 and continues to block 734 where the 

service 700 is initialized in preparation of MS whereabouts analysis. Block 734 initializes 

its table(s) of sought identifying criteria which can be pattern recognized. In one preferred 

embodiment, color/shade, shape, appearance and applicable sought information is 

20 initialized for each sought identifying criteria. Pattern recognition is well known in the art 

and initialization is specific for each technology discussed above for Figs. 7 A through 7C. 

For Figs. 7B and 7C discussions, positions, measurements, and reference points of 

known landmarks are additionally accounted. Thereafter, block 736 gets the next 

snapshot from device(s) 702. If there is none waiting to get, block 736 waits for one. If 

25 there is one queued up for processing, then block 736 continues to block 738. Fig. 7D is 

processing of a service, and is preferably multi-threaded. For example, blocks 736 through 

754 can occur concurrently in many threads for processing a common queue of snapshots 

received from a device 702, or many devices 702. Each thread may process all sought 

criteria, or may specialize in a subset of sought criteria wherein if nothing is found, the 

30 thread can place the snapshot back on a queue for thread processing for another sought 

criteria after marking the queue entry as having been processed for one particular subset. 

So, threads may be specialized and work together in seeking all criteria, or may each work 
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in parallel seeking the same criteria. In preferred embodiments, there is at least one 

queue of snapshots received by block(s) 736. Block 736 continues to block 738 which 

attempts to detect an MS having sought criteria using pattern recognition techniques of 

Figs. 7A through 7C, in particular, or in combination. In one example embodiment, as 

5 device 702 provides service 700 with at least one timely snapshot to block 736, the 

snapshot graphic is scanned at block 738 for identifying characters/symbols/appearance 

of sought criteria. Block 738 continues with its search result to block 740. If block 740 

determines no MS was detected, then processing continues back to block 736. If block 

738 detected at least one MS (as determined at block 740), then block 742 calculates 

10 WDR information for the MS(s) detected, block 744 notifies a supervisory service of MS 

whereabouts if applicable, block 746 communicates the WDR information to MS(s) 

detected (for example via antenna 701 ), and processing continues to block 748. 

There may be a plurality of MSs in the field of view, so communications at block 

746 targets each MS recognized. A MS should not rely on the service to have done its job 

15 correctly. At a MS, block 748 checks the MS ID communicated for validation. If block 748 

determines the MS ID is incorrect, then processing continues back to block 736 (for the 

particular MS). If block 748 determines the MS ID is correct, then processing continues to 

block 750 where the particular MS completes its WDR 1100 received from service 700. 

Thereafter, MS(s) prepare parameters at block 752, invoke local Fig. 2F processing 

20 already described above (at block 754 ), and processing continues for service 700 back to 

block 736. Of course, block 746 continues directly to block 736 at the service(s) since 

there is no need to wait for MS(s) processing in blocks 748 through 754. Parameters set 

at block 752 are: WDRREF = a reference or pointer to the MS WDR; DELETEQ = Fig. 7D 

location queue discard processing; and SUPER = Fig. 7D supervisory notification (e.g. no 

25 supervisory notification processing because it was already handled at block 744, or by 

being in context of the Fig. 7D service processing). No snapshots from device 702 are to 

be missed at block 736. 

See Fig 11 A descriptions. Fields are set to the following upon exit from block 750: 

30 MS ID field 1100a is preferably set with: Unique MS identifier of the MS, after validating at 

the MS that the service 700 has correctly identified it. This field is used to uniquely 

distinguish this MS WDRs on queue 22 from other originated WDRs. The service 700 may 

WJJ0701B 71 



Exhibit 1002 
IPR2022-00426 
Page 77 of 755

determine a MS ID from a database lookup using above appearance criteria. Field 11 00a 

may also be determined using the transmission methods as described for Figs. 2A 

through 2E, for example by way of antenna 701. For example, when the MS comes within 

range of antenna 701, Fig. 7D processing commences. Another embodiment prevents 

5 recognizing more than one MS within the field of view 704 at any time (e.g. a single file 

entryway), in which case the service can solicit a "who are you" transmission to identify the 

MS and then send back its whereabouts (in which case the MS sets its own MS ID here). 

DATE/TIME STAMP field 1100b is preferably set with: Same as was described for Fig. 2D 

10 (block 236) above. 

LOCATION field 11 00c is preferably set with: The location determined for the MS by the 

service. 

15 CONFIDENCE field 1100d is preferably set with: same value (e.g. 76) regardless of how 

the MS location was determined. In other embodiments, field 11 00d will be determined by 

the number of distance measurements and/or the abundance of particular objects used in 

the field of view 704. The resulting confidence value can be adjusted based on other 

graphical parameters involved, analogously to as described above. 

20 

25 

30 

LOCATION TECHNOLOGY field 1100e is preferably set with: "Server Graphic-Patterns" 

"Server Graphic-Distances", "Server Graphic Triangulate", or a combination field value 

depending on how the MS was located and what flavor of service was used. The originator 

indicator is set to OLM. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set) for 

indicating that all whereabouts determination data was factored into the confidence, and 

none is relevant for a single TDOA or AOA measurement in subsequent processing (i.e. 

service did all the work). 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: Same as was 

described for Fig. 2D (block 236) above. 
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5 

SPEED field 11 00h is preferably set with: null (not set), but can be set with speed required 

to arrive to the current location from a previously known time at a location (e.g. using 

previous snapshots processed), assuming the same time scale is used. 

HEADING field 11 00i is preferably set with: null (not set), but can be set to heading 

determined when arriving to the current location from a previously known location (e.g. 

using previous snapshots processed). 

10 ELEVATION field 1100j is preferably set with: Elevation/altitude, if available, if available. 

APPL/CATION FIELDS field 11 00k is preferably set with: Same as was described for Fig. 

2D (block 236) above. 

15 CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). 

20 

SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

In an alternative embodiment, MS 2 may be equipped (e.g. as part of resources 38) 

25 with its own device 702 and field of view 704 for graphically identifying recognizable 

environmental objects or places to determine its own whereabouts. In this embodiment, 

the MS would have access to anticipated objects, locations and dimensions much the 

same way described for Figs. 7A through 7D, either locally maintained or verifiable with a 

connected service. Upon a successful recognition of an object, place, or other graphically 

30 perceptible image which can be mapped to a location, the MS would complete a WDR 

similarly to above. The MS may recognize addresses, buildings, landmarks, of other 

pictorial data. Thus, the MS may graphically determine its own location. The MS would 
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then complete a WDR 1100 for Fig. 2F processing exactly as described for Fig. 7D with 

the exceptions of fields that follow: 

MS ID field 1100a is preferably set with: Same as was described for Fig. 2D (block 236) 

5 above. 

LOCATION field 11 OOc is preferably set with: The location determined for the MS by the 

MS. 

10 LOCATION TECHNOLOGY field 1100e is preferably set with: "Client Graphic-Patterns" 

"Client Graphic-Distances", "Client Graphic Triangulate", or a combination field value 

depending on how the MS located itself. The originator indicator is set to OLM. 

COMMUN/CATIONS REFERENCE INFO field 11 OOg is preferably set with: null (not set). 

15 

Fig. 8A heterogeneously depicts a locating by arbitrary wave spectrum illustration 

for discussing automatic location of a MS. In the case of acoustics or sound, prior art has 

shown that a noise emitting animal or object can be located by triangulating the sound 

received using TDOA by strategically placed microphones. It is known that by figuring out 

20 time delay between a few strategically spaced microphones, one can infer the location of 

the sound. In a preferred embodiment, an MS, for example OLM 200, emits a pulsed or 

constant sound (preferably beyond the human hearing range) which can be sensed by 

microphones 802 though 806. Data is superimposed on the sound wave spectrum with 

variations in pitch or tone, or data occurs in patterned breaks in sound transmission. Data 

25 may contain a unique identifier of the MS so service(s) attached to microphones 802 

through 806 can communicate uniquely to an MS. In some embodiments, sound used by 

the MS is known to repel certain pests such as unwanted animals, rodents, or bugs in 

order to prevent the person carrying the MS from encountering such pests during travel, 

for example during outdoor hiking or mountain climbing. In submarine acoustics, AOA is a 

30 method to locate certain objects. The Figs. 3B and 3C flowcharts occur analogously for 

sound signals received by microphones 802 through 806 which are connected to service 

processing of Figs. 3B and 3C. The only difference is wave spectrum used. 
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It has been shown that light can be used to triangulate position or location 

information (e.g. U.S. Patents 6,549,288 (Migdal et al) and 6,549,289 (Ellis)). Optical 

sensors 802 through 806 detect a light source of, or illumination of, an MS, for example 

OLM 200. Data is superimposed on the light wave spectrum with specified 

5 frequency/wavelength and/or periodicity, or data occurs in patterned breaks in light 

transmission. Data may contain a unique identifier of the MS so service(s) attached to 

sensors 802 through 806 can communicate uniquely to an MS. Mirrors positioned at 

optical sensors 802 through 806 may be used to determine an AOA of light at the sensor, 

or alternatively TDOA of recognizable light spectrum is used to position an MS. The Figs. 

10 3B and 3C flowcharts occur analogously for light signals received by sensors 802 through 

806 which are connected to service processing of Figs. 3B and 3C. The only difference is 

wave spectrum used. 

Heterogeneously speaking, Fig. 8A illustrates having strategically placed sensors 

802 through 806 for detecting a wave spectrum and using TDOA, AOA, or MPT. Those 

15 skilled in the art appreciate that a wave is analogously dealt with by Figs. 3B and 3C 

regardless of the wave type, albeit with different sensor types 802 through 806 and 

different sensor interface to service(s) of Figs. 3B and 3C. Wave signal spectrums for 

triangulation by analogous processing to Figs. 3B and 3C include microwaves, infrared, 

visible light, ultraviolet light, X-rays, gamma rays, longwaves, magnetic spectrum, or any 

20 other invisible, visible, audible, or inaudible wave spectrum. Sensors 802 through 806 are 

appropriately matched according to the requirements. Alternatively, a MS may be sensing 

wave spectrums emitted by transmitters 802 through 806. 

Those skilled in the relevant arts appreciate that the point in all this discussion is all 

the wave forms provide methods for triangulating whereabouts information of an MS. 

25 Different types of wave forms that are available for an MS can be used solely, or in 

conjunction with each other, to determine MS whereabouts. MSs may be informed of their 

location using the identical wave spectrum used for whereabouts determination, or may 

use any other spectrum available for communicating WDR information back to the MS. 

Alternatively, the MS itself can determine WDR information relative applicable 

30 sensors/transmitters. In any case, a WDR 1100 is completed analogously to Figs. 3B and 

3C. 
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Fig. 8B depicts a flowchart for describing a preferred embodiment of locating a MS 

through physically sensing a MS, for example a OLM 200. Processing begins at block 810 

upon contact with a candidate MS and continues to block 812 where initialization takes 

place. Initialization includes determining when, where, and how the contact was made. 

5 Then, block 814 takes the contact sample and sets it as input containing a unique 

identifier or handle of the MS which was sensed. There are various known embodiments 

of how the MS is sensed: 

a) Touching sensors contact the MS (or host/housing having MS) to interpret physical 

10 characteristics of the MS in order to uniquely identify it (e.g. Braille, 

15 

20 

25 

embossed/raised/depressed symbols or markings, shape, temperature, 

depressions, size, combinations thereof, etc); 

b) Purchase is made with MS while in vicinity of device accepting purchase, and as 

part of that transaction, the MS is sensed as being at the same location as the 

device accepting purchase, for example using a cell phone to purchase a soft drink 

from a soft drink dispensing machine; 

c) Barcode reader is used by person to scan the MS (or host/housing having MS), for 

example as part of shipping, receiving, or transporting; 

d) The MS, or housing with MS, is sensed by its odor (or host/housing having MS), 

perhaps an odor indicating where it had been, where it should not be, or where it 

should be. Various odor detection techniques may be used; 

e) Optical sensing wherein the MS is scanned with optical sensory means, for 

example to read a serial number; and/or 

f) Any sensing means which can identify the MS through physical contact, or by 

nearby/close physical contact with some wave spectrum. 

Block 814 continues to block 816 where a database is accessed for recognizing the MS 

identifier (handle) by mapping sensed information with an associated MS handle. If a 

match is found at block 818, then block 822 determines WDR 1100 information using the 

location of where sensing took place. If block 818 determines no match was found, then 

30 data is saved at block 820 for an unrecognized entity such as is useful when an MS 

should have been recognized, but was not. In another embodiment, the MS handle is 

directly sensed so block 814 continues directly to block 818 (no block 816). Block 820 
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continues to block 834 where processing terminates. Block 816 may not use the entire MS 

identifier for search, but some portion of it to make sure it is a supported MS for being 

located by sensing. The MS identifier is useful when communicating wirelessly the WDR 

information to the MS (at block 826). 

5 Referring now back to block 822, processing continues to block 824 where a 

supervisory service may be updated with the MS whereabouts (if applicable), and block 

826 communicates the WDR information to the MS. Any available communication method 

can be used for communicating the WDR information to the MS, as described above. 

Thereafter, the MS completes the WDR at block 828, block 830 prepares Fig. 2F 

10 parameters, and block 832 invokes Fig. 2F processing already described above. 

Processing terminates thereafter at block 834. Parameters set at block 830 are: WDRREF 

= a reference or pointer to the MS WDR; DELETEQ = Fig. 8B location queue discard 

processing; and SUPER = Fig. 8B supervisory notification (e.g. no supervisory notification 

processing because it was already handled at block 824, or by being in context of the Fig. 

15 8B service processing). Fig. 8B processing is available at any appropriate time for the MS. 

In an alternate embodiment, the MS senses its environment to determine whereabouts. 

See Fig 11A descriptions. Fields are set to the following upon exit from block 828: 

MS ID field 1100a is preferably set with: Same as was described for Fig. 2D (block 236) 

20 above. 

DATE/TIME STAMP field 1100b is preferably set with: Same as was described for Fig. 2D 

(block 236) above. 

25 LOCATION field 11 OOc is preferably set with: Location of the sensor sensing the MS. 

CONFIDENCE field 1100d is preferably set with: Should be high confidence (e.g. 98) for 

indisputable contact sensing and is typically set with the same value. 

30 LOCATION TECHNOLOGY field 1100e is preferably set with: "Contact", or a specific type 

of Contact. The originator indicator is set to OLM. 
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5 

LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set). 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: Same as was 

described for Fig. 2D (block 236) above. 

SPEED field 11 00h is preferably set with: null (not set), but can be set with speed required 

to arrive to the current location from a previously known time at a location, assuming the 

same time scale is used. 

10 HEADING field 11 00i is preferably set with: null (not set), but can be set to heading 

determined when arriving to the current location from a previously known location. 

ELEVATION field 1100j is preferably set with: Elevation/altitude, if available. 

15 APPL/CATION FIELDS field 11 00k is preferably set with: Same as was described for Fig. 

2D (block 236) above. 

20 

CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). 

SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

25 maintained to queue 22). 

Fig. 8C depicts a flowchart for describing a preferred embodiment of locating a MS, 

for example a OLM 200, through a manually entered location of the MS. MS user interface 

processing begins at block 850 when a user starts the user interface from code 18 and 

30 continues to block 852. Any of a variety of user interfaces, dependent on the type of MS, 

is used for manually entering the location of the MS. A user interfaces with the MS at 

block 852 until one of the monitored actions relevant to this disclosure are detected. 
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Thereafter, if block 854 determines the user has selected to set his location manually, 

then processing continues to block 860. If block 854 determines the user did not select to 

manually set his location, then block 856 determines if the user selected to force the MS 

to determine its location. If the user did select to force the MS to get its own location, then 

5 block 856 continues to block 862. If the user did not select to force the MS to get its own 

location as determined by block 856, then processing continues to block 858. If block 858 

determines the user wanted to exit the user interface, then block 880 terminates the 

interface and processing terminates at block 882. If block 858 determines the user did not 

want to exit the user interface, then block 884 handles any user interface actions which 

10 caused exit from block 852 yet were not handled by any action processing relevant to this 

disclosure. 

15 

20 

With reference back to block 860, the user interfaces with the MS user interface to 

manually specify WDR information. The user can specify: 

1) An address or any address subset such as a zip code; 

2) Latitude, longitude, and elevation; 

3) MAPSCO identifier; 

4) FEMA map identifier; 

5) USDA map identifier; 

6) Direct data entry to a WDR 1100; or 

7) Any other method for user specified whereabouts of the MS. 

The user can specify a relevant confidence value for the manually entered location, 

however, processing at block 860 preferably automatically defaults a confidence value for 

the data entered. For example, a complete address, validated at block 860, will have a 

25 high confidence. A partial address such as city and state, or a zip code will have a low 

confidence value. The confidence value will reflect how large an area is candidate for 

where the MS is actually located. To prevent completely relying on the user at block 860 

for accurate WDR information, validation embodiments may be deployed. Some 

examples: 

30 

• Upon specification (e.g. FEMA), the MS will access connected service(s) to 

determine accuracy (FEMA conversion tables); 
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5 

• Upon specification (e.g. MAPSCO), the MS will access local resources to help 

validate the specification (e.g. MAPSCO conversion tables); and/or 

• Upon specification (e.g. address), the MS can access queue 22 and/or history 30 

for evidence proving likelihood of accuracy. The MS may also access services, or 

local resources, for converting location information for proper comparisons. 

In any case, a confidence field 11 00d value can be automatically set based on the 

validation results, and the confidence may, or may not, be enabled for override by the 

user. 

10 After WDR information is specified at block 860, the MS completes the WDR at 

block 874, block 876 prepares parameters for Fig. 2F processing, and (at block 878) the 

MS invokes Fig. 2F processing already described above before returning back to block 

852. Parameters set at block 876 are: WDRREF = a reference or pointer to the MS WDR; 

DELETEQ = Fig. 8C location queue discard processing; and SUPER = Fig. 8C 

15 supervisory notification processing. Various embodiments permit override of the 

confidence floor value by the user, or by Fig. 8C processing. Block 874 may convert the 

user specified information into a standardized more usable form in an LN-expanse (e.g. 

convert to latitude and longitude if possible, truncated precision for more area coverage). 

WDR 1100 fields (see Fig. 11 A) are set analogously in light of the many variations already 

20 described above. 

With reference back to block 862, if it is determined that the MS is equipped with 

capability (e.g. in range, or in readiness) to locate itself, then processing continues to 

block 864 where the MS locates itself using MS driven capability described by Figs. 2E, 

3C, 4B, 6B, and 8A or MS driven alternative embodiments to Figs. 2D, 3B, 5B, 6A, 7D, 

25 8A, and 8B, or any other MS capability for determining its own whereabouts with or 

without help from other data processing systems or services. Interfacing to locating 

capability preferably involves a timeout in case there is no, or slow, response, therefore 

block 864 continues to block 868 where it determined whether or not block 864 timed out 

prior to determining a location. If block 868 determines a timeout was encountered, then 

30 block 872 provides the user with an error to the user interface, and processing continues 

back to block 852. Block 872 preferably requires use acknowledgement prior to continuing 

to block 852. 
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If block 868 determines there was no timeout (i.e. whereabouts successfully 

determined), then block 870 interfaces to the locating interface to get WDR information, 

block 874 completes a WDR, and blocks 876 and 878 do as described above. If block 862 

determines the MS cannot locate itself and needs help, then block 866 emits at least one 

5 broadcast request to any listening service which can provide the MS its location. 

Appropriate correlation is used for an anticipated response. Example services listening are 

service driven capability described by Figs. 2D, 3B, 5B, 6A, 7D, 8A, and 8B, or service 

side alternative embodiments of Figs. 2E, 3C, 4B, 6B, and 8A, or any other service 

capability for determining MS whereabouts with or without help from the MS or other data 

10 processing systems or services. Block 866 then continues to block 868. 

If block 868 determines a timeout was encountered from the service broadcast 

request, then block 872 provides the user with an error to the user interface, and 

processing continues back to block 852. If block 868 determines there was no timeout (i.e. 

whereabouts successfully determined), then block 870 receives WDR information from the 

15 locating interface of the responding service, block 874 completes a WDR, and blocks 876 

and 878 do as already described above. 

See Fig 11A descriptions. Depending how the MS was located via processing 

started at block 856 to block 862, a WDR is completed analogous to as described in Figs. 

above. If the user manually specified whereabouts at block 860, fields are set to the 

20 following upon exit from block 874: 

MS ID field 1100a is preferably set with: Same as was described for Fig. 2D (block 236) 

above. 

25 DATE/TIME STAMP field 1100b is preferably set with: Same as was described for Fig. 2D 

(block 236) above. 

30 

LOCATION field 11 OOc is preferably set with: Location entered by the user, or converted 

from entry by the user; preferably validated. 

CONFIDENCE field 1100d is preferably set with: User specified confidence value, or a 

system assigned value per a validated manual specification. Confidence should reflect 
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confidence of location precision (e.g. validated full address high; city and zip code low, 

etc). Manually specified confidences are preferably lower than other location technologies 

since users may abuse or set incorrectly, unless validated. Specifying lower confidence 

values than technologies above, for completely manual WDR specifications (i.e. no 

5 validation), ensures that manual specifications are only used by the MS in absence of 

other technologies. 

LOCATION TECHNOLOGY field 1100e is preferably set with: "Manual", or "Manual 

Validated". Types of validations may further be elaborated. The originator indicator is set 

10 to OLM. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set). 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: null (not set). 

15 

SPEED field 11 00h is preferably set with: null (not set). 

HEADING field 11 00i is preferably set with: null (not set). 

20 ELEVATION field 11 00j is preferably set with: null (not set). 

APPL/CATION FIELDS field 11 00k is preferably set with: Same as was described for Fig. 

2D (block 236) above; or as decided by the user. 

25 CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). 

30 

SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 
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Fig. 9A depicts a table for illustrating heterogeneously locating a MS, for example a 

OLM 200. While many location methods and systems have been exhausted above, there 

may be other system and methods for locating an MS which apply to the present 

5 disclosure. The requirement for LBX is that the MS be located, regardless of how that 

occurs. MSs disclosed herein can be located by one or many location technologies 

discussed. As MS prices move lower, and capabilities increase, an affordable MS will 

contain multiple abilities for being located. GPS, triangulation, in-range detection, and 

contact sensory may all be used in locating a particular MS as it travels. Equipping the MS 

10 with all techniques is straightforward and is compelling when there are competing, or 

complementary, technologies that the MS should participate in. 

The Fig. 9A table has OLM location methods for rows and a single column for the 

MS (e.g. OLM 200). Each location technology can be driven by the client (i.e. the MS), or a 

service (i.e. the location server(s)) as denoted by a row qualifier "C" for client or "S" for 

15 service. An MS may be located by many technologies. The table illustrated shows that the 

MS with unique identifier OA12:43EF:985B:012F is able to be heterogeneously located, 

specifically with local MS GPS capability, service side cell tower in-range detection, 

service side cell tower TOOA, service side cell tower MPT (combination of TOOA and 

AOA), service side antenna in-range detection, service side antenna AOA, service side 

20 antenna TOOA, service side antenna MPT, service side contact/sensory, and general 

service side MPT. The unique identifier in this example is a universal product identifier 

(like Host Bus Adapter (HBA) World Wide Name (WWN) identifiers are generated), but 

could be in other form as described above (e.g. phone# 214-403-4071 ). An MS can have 

any subset of technologies used to locate it, or all of the technologies used to locate it at 

25 some time during its travels. An MS is heterogeneously located when two or more location 

technologies are used to locate the MS during MS travels and/or when two or more 

location technologies with incomplete results are used in conjunction with each other to 

locate the MS during MS travels, such as MPT. MPT is a heterogeneous location 

technology because it uses at least two different methods to accomplish a single location 

30 determination. Using combinations of different location technologies can be used, for 

example a TOOA measurement from an in-range antenna with a TOOA measurement 

relative a cell tower (e.g. as accomplished in MS processing of Fig. 26B), using completely 
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different services that have no knowledge of each other. Another combination is to use a 

synergy of whereabouts data from one technology with whereabouts data from another 

technology. For example, in-range detection is used in combination with graphical 

identification to provide better whereabouts of a MS. In another example, a GPS equipped 

5 MS travels to an area where GPS does not work well (e.g. downtown amidst large and tall 

buildings). The OLM becomes an ILM, and is triangulated relative other MSs. So, an MS is 

heterogeneously located using two or more technologies to determine a single 

whereabouts, or different whereabouts of the MS during travel. 

10 Fig. 9B depicts a flowchart for describing a preferred embodiment of 

heterogeneously locating a MS, for example OLM 200. While heterogeneously locating an 

MS can occur by locating the MS at different times using different location technologies, 

flowchart 9B is shown to discuss a generalization of using different location technologies 

with each other at the same time to locate an MS. Processing begins at block 950 and 

15 continues to block 952 where a plurality of parameters from more than one location 

technology are examined for locating an MS. Processing begins at block 950 by a service 

(or the MS) when a location technology by itself cannot be used to confidently locate the 

MS. Data deemed useful at block 952, when used in conjunction with data from a different 

location technology to confidently locate the MS, is passed for processing to block 954. 

20 Block 954 heterogeneously locates the MS using data from at least two location 

technologies to complement each other and to be used in conjunction with each other in 

order to confidently locate the MS. Once the MS whereabouts are determined at block 

954, WDR information is communicated to the MS for further processing at block 956. In 

some embodiments where a service is heterogeneously locating the MS, block 956 

25 communicates WDR information wirelessly to the MS before processing begins at block 

958. In another embodiment where the MS is heterogeneously locating itself, block 956 

communicates WDR information internally to WDR completion processing at block 958. In 

preferred embodiments, the MS completes its WDR information at block 958, Fig. 2F 

parameters are prepared at block 960, and the MS invokes Fig. 2F processing already 

30 described above (at block 962), before processing terminates at block 964. Parameters 

set at block 960 are: WDRREF = a reference or pointer to the MS WDR; DELETEQ = Fig. 

9B location queue discard processing; and SUPER = Fig. 9B supervisory notification 
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processing. WDR 1100 fields (see Fig. 11A) are set analogously in light of many variations 

already described above. 

In some embodiments of Fig. 9B processing, Missing Part Triangulation (MPT) is 

5 used to heterogeneously locate an MS. For a service side embodiment example, block 

950 begins service processing when TDOA information itself cannot be used to 

confidently locate the MS, or AOA information itself cannot be used to confidently locate 

the MS, however using angles and distances from each in conjunction with each other 

enables solving whereabouts confidently. See "Missing Part Triangulation (MPT)" section 

10 below with discussions for Figs. 11A through 11 E for MPT processing of blocks 952 and 

954. Data discovered at block 952 and processed by block 954 depends on the 

embodiment, what stationary reference point locations are known at the time of blocks 

952 and 954 processing, and which parts are missing for triangulating the MS. Having 

three (3) sides (all TDOA) with known stationary vertices location(s) solves the triangle for 

15 locating the MS. Three (3) angles (all AOA) with known stationary vertices location(s) 

solves the triangle for locating the MS. Those skilled in the art appreciate that solving 

triangulation can make complementary use of different distances (time used to determine 

length in TDOA) and angles (from AOA) for deducing a MS location confidently (e.g. 

MPT). Those skilled in the art recognize that having stationary reference locations 

20 facilitates requiring less triangular information for deducing a MS location confidently. 

While MPT has been discussed by example, flowchart 9B is not to be interpreted in 

a limiting sense. Any location technologies, for example as shown in Fig. 9A, can be used 

in conjunction with each other when not all information required is available in a single 

location technology to confidently deduce an MS location. Data available from the different 

25 location technologies available will be examined on its own merits, and optionally used in 

conjunction to deduce a confident location. For example, a TDOA (difference between 

when signal sent and when received) measurement from "coming within range" 

technology can be used to distinguish how close, or how far, is an MS in the vicinity. That 

measurement may be used to more confidently locate the MS using other TDOA 

30 measurements from other unrelated "coming within range" whereabouts information. 
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With the many OLM examples above, it should be clear now to the reader how to 

set the WDR 1100 for OLM invoked Fig. 2F processing. There can be other location 

technologies that will set WDR 1100 fields analogously. Locating methodologies of Figs. 

2A through 9B can be used in any combination, for example for more timely or accurate 

5 locating. Furthermore, a MS automatically takes on a role of a OLM or ILM depending on 

what capability is available at the time, regardless of whether or not the MS is equipped 

for being directly located. As a OLM roams to unsupported areas, it can remain a OLM 

using different OLM technologies, and it can become an ILM to depend on other MSs 

(ILMs or DLMs) in the vicinity to locate it. 

10 

LBX Indirectly Located Mobile Data Processing Systems {ILMs) 

Figs. 1 OA and 1 OB depict an illustration of a Locatable Network expanse (LN

Expanse) 1002 for describing locating of an ILM with all DLMs. With reference now to Fig. 

10A, OLM 200a, OLM 200b, OLM 200c, OLM 200d, and OLM 200e (referred to generally 

15 in Figs. 1 OA and 1 OB discussions as DLMs 200) are each automatically and directly 

located, for example using any of the automatic location technologies heretofore 

described. ILM 1000b is automatically located using the reference locations of OLM 200b, 

OLM 200c, and OLM 200e. DLMs 200 can be mobile while providing reference locations 

for automatically determining the location of ILM 1000b. Timely communications between 

20 MSs is all that is required for indirectly locating MSs. In some embodiments, DLMs 200 

are used to triangulate the position of ILM 1 OOOb using aforementioned wave spectrum(s) 

reasonable for the MSs. Different triangulation embodiments can triangulate the location 

of ILM 1000b using TDOA, AOA, or MPT, preferably by the ILM 1000b seeking to be 

located. In other embodiments, TDOA information is used to determine how close ILM 

25 1000b is to a OLM for associating the ILM at the same location of a OLM, but with how 

close nearby. In other embodiments, an ILM is located by simply being in communications 

range to another MS. DLMs 200 can be referenced for determining elevation of an ILM. 

The same automatic location technologies used to locate a OLM can be used to 

automatically locate an ILM, except the DLMs are mobile and serve as the reference 

30 points. It is therefore important that OLM locations be timely known when references are 

needed for locating ILMs. Timely ILM interactions with other MSs, and protocol 

considerations are discussed in architecture 1900 below. DLMs 200b, 200c, and 200e are 
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preferably selected for locating ILM 1 000b by their WDR high confidence values, however 

any other WDR data may be used whereby wave spectrum, channel signal strength, time 

information, nearness, surrounded-ness, etc is considered for generating a confidence 

field 11 00d of the WDR 1100 for the located ILM. Preferably, those considerations are 

5 factored into a confidence value, so that confidence values can be completely relied upon. 

With reference now to Fig. 1 OB, ILM 1 000c has been located relative a plurality of 

DLMs, namely OLM 200b, OLM 200d, and OLM 200e. ILM 1 000c is located analogously 

to ILM 1000b as described for Fig. 10A, except there are different DLMs involved with 

doing the locating of ILM 1000c because of a different location of ILM 1000c. Figs. 10A 

10 and 1 OB illustrate that MSs can be located using other MSs, rather than fixed stationary 

references described for Figs. 2A through 9B. ILM 1 000b and ILM 1 000c are indirectly 

located using DLMs 200. 

Fig. 10C depicts an illustration of a Locatable Network expanse (LN-Expanse) 1002 

15 for describing locating of an ILM with an ILM and OLM. ILM 1 000a is automatically located 

using the reference locations of OLM 200c, OLM 200b, and ILM 1000b. OLM 200b, OLM 

200c and ILM 1 000b can be mobile while providing reference locations for automatically 

determining the location of ILM 1 000a. In some embodiments, MSs are used to triangulate 

the position of ILM 1 000a using any of the aforementioned wave spectrum(s) (e.g. WiFi 

20 802.x, cellular radio, etc) reasonable for the MSs. Different triangulation embodiments can 

triangulate the location of ILM 1000a using TDOA, AOA, or MPT, preferably by the ILM 

1000a seeking to be located. In other embodiments, TDOA information is used to 

determine how close ILM 1000a is to a MS (OLM or ILM) for associating the ILM at the 

same location of a MS, but with how close nearby. In other embodiments, an ILM is 

25 located by simply being in communications range to another MS. DLMs or ILMs can be 

referenced for determining elevation of ILM 1000a. The same automatic location 

technologies used to locate a MS (OLM or ILM) are used to automatically locate an ILM, 

except the MSs are mobile and serve as the reference points. It is therefore important that 

MS (ILM and/or OLM) locations be timely known when references are needed for locating 

30 ILMs. Timely ILM interactions with other MSs, and protocol considerations are discussed 

in architecture 1900 below. OLM 200b, OLM 200c, and ILM 1 000b are preferably selected 

for locating ILM 1 000a by their WDR high confidence values, however any other WDR 
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data may be used whereby wave spectrum, channel signal strength, time information, 

nearness, surrounded-ness, etc is considered for generating a confidence field 11 00d of 

the WDR 1100 for the located ILM. Preferably, those considerations were already factored 

into a confidence value so that confidence values can be completely relied upon. ILM 

5 1 000a is indirectly located using DLM(s) and ILM(s). 

Figs. 10D, 10E, and 10F depict an illustration of a Locatable Network expanse (LN

Expanse) 1002 describing locating of an ILM with all ILMs. With reference now to Fig. 

10D, ILM 1000e is automatically located using the reference locations of ILM 1000a, ILM 

10 1 000b, and ILM 1 000c. ILM 1 oooa, ILM 1 000b and ILM 1 000c can be mobile while 

providing reference locations for automatically determining the location of ILM 1000e. 

Timely communications between MSs is all that is required. In some embodiments, MSs 

are used to triangulate the position of ILM 1 000e using any of the aforementioned wave 

spectrum(s) reasonable for the MSs. Different triangulation embodiments can triangulate 

15 the location of ILM 1000e using TDOA, AOA, or MPT processing (relative ILMs 1000a 

through 1 000c), preferably by the ILM 1 000e seeking to be located. ILMs can be 

referenced for determining elevation of ILM 1000e. The same automatic location 

technologies used to locate a MS (OLM or ILM) are used to automatically locate an ILM, 

except the MSs are mobile and serve as the reference points. It is therefore important that 

20 ILM locations be timely known when references are needed for locating ILMs. Timely ILM 

interactions with other MSs, and protocol considerations are discussed in architecture 

1900 below. ILM 1000a, ILM 1000b, and ILM 1000c are preferably selected for locating 

ILM 1 000e by their WDR high confidence values, however any other WDR data may be 

used whereby wave spectrum, channel signal strength, time information, nearness, 

25 surrounded-ness, etc is considered for generating a confidence field 11 00d of the WDR 

1100 for the located ILM. Preferably, those considerations were already factored into a 

confidence value so that confidence values can be completely relied upon. ILM 1 000e is 

indirectly located using ILM 1 oooa, ILM 1 000b, and ILM 1 000c. 

30 With reference now to Fig. 1 OE, ILM 1 000g is automatically located using the 

reference locations of ILM 1 000a, ILM 1 000c, and ILM 1 000e. ILM 1 000a, ILM 1 000c and 

ILM 1 000e can be mobile while providing reference locations for automatically determining 
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5 

the location of ILM 1000g. ILM 1000g is located analogously to ILM 1000e as described 

for Fig. 10D, except there are different ILMs involved with doing the locating of ILM 1000g 

because of a different location of ILM 1000g. Note that as ILMs are located in the LN

expanse 1002, the LN-expanse expands with additionally located MSs. 

With reference now to Fig. 10F, ILM 1000i is automatically located using the 

reference locations of ILM 1 000f, ILM 1 000g, and ILM 1 000h. ILM 1 000f, ILM 1 000g and 

ILM 1 000h can be mobile while providing reference locations for automatically determining 

the location of ILM 1 000i. ILM 1 000i is located analogously to ILM 1 000e as described for 

10 Fig. 10D, except there are different ILMs involved with doing the locating of ILM 1000i 

because of a different location of ILM 1 000i. Figs. 1 OD through 1 OF illustrate that an MS 

can be located using all ILMs, rather than all DLMs (Figs 1 0A and 1 OB), a mixed set of 

DLMs and ILMs (Fig. 1 0C), or fixed stationary references (Figs. 2A through 9B). ILMs 

1000e, 1000g, and 1000i are indirectly located using ILMs. Note that in the Fig. 10 

15 illustrations the LN-expanse 1002 has expanded down and to the right from DLMs directly 

located up and to the left. It should also be noted that locating any MS can be done with at 

least one other MS. Three are not required as illustrated. It is preferable that triangulation 

references used surround an MS. 

20 Figs. 1 0G and 1 OH depict an illustration for describing the reach of a Locatable 

Network expanse (LN-Expanse) according to MSs. Location confidence will be dependent 

on the closest DLMs, how stale an MS location becomes for serving as a reference point, 

and how timely an MS refreshes itself with a determined location. An MS preferably has 

highest available processing speed with multithreaded capability in a plurality of hardware 

25 processors and/or processor cores. A substantially large number of high speed concurrent 

threads of processing that can occur within an MS provides for an optimal capability for 

being located quickly among its peer MSs, and for serving as a reference to its peer MSs. 

MS processing described in flowcharts herein assumes multiple threads of processing with 

adequate speed to accomplish an optimal range in expanding the LN-Expanse 1002. 

30 With reference now to Fig. 1 0G, an analysis of an LN-Expanse 1002 will contain at 

least one OLM region 1022 containing a plurality of DLMs, and at least one OLM indirectly 

located region 1024 containing at least one ILM that has been located with all DLMs. 
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Depending on the range, or scope, of an LN-Expanse 1002, there may be a mixed region 

1026 containing at least one ILM that has been indirectly located by both an ILM and 

OLM, and there may be an exclusive ILM region 1028 containing at least one ILM that has 

been indirectly located by all ILMs. The further in distance the LN-Expanse has expanded 

5 from OLM region 1022 with a substantial number of MSs, the more likely there will an 

exclusive ILM region 1028. NTP may be available for use in some regions, or some 

subset of a region, yet not available for use in others. NTP is preferably used where 

available to minimize communications between MSs, and an MS and service(s). An MS 

has the ability to make use of NTP when available. 

10 With reference now to Fig. 1 OH, all MSs depicted know their own locations. The 

upper left-hand portion of the illustration consists of region 1022. As the reader glances 

more toward the rightmost bottom portion of the illustration, there can be regions 1024 

and regions 1026 in the middle of the illustration. At the very rightmost bottom portion of 

the illustration, remaining ILMs fall in region 1028. An ILM is indirectly located relative all 

15 DLMs, DLMs and ILMs, or all ILMs. An "Affirmifier" in a LN-expanse confidently knows its 

own location and can serve as a reference MS for other MSs. An affirmifier is said to 

"affirmify" when in the act of serving as a reference point to other MSs. A "Pacifier" can 

contribute to locating other systems, but with a low confidence of its own whereabouts. 

The LN-Expanse is a network of located/locatable MSs, and is preferably expanded by a 

20 substantial number of affirmifiers. 

Fig. 101 depicts an illustration of a Locatable Network expanse (LN-Expanse) for 

describing a supervisory service, for example supervisory service 1050. References in 

flowcharts for communicating information to a supervisory service can refer to 

25 communicating information to supervisory service 1050 (e.g. blocks 294 and 296 from 

parameters passed to block 272 for many processing flows). The only requirement is that 

supervisory service 1050 be contactable from an MS (OLM or ILM) that reports to it. An 

MS reporting to service 1050 can communicate directly to it, through another MS (i.e. a 

single hop), or through a plurality of MSs (i.e. a plurality of hops). Networks of MSs can be 

30 preconfigured, or dynamically reconfigured as MSs travel to minimize the number of hops 

between a reporting MS and service 1050. A purely peer to peer preferred embodiment 

includes a peer to peer network of located/locatable MSs that interact with each other as 
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described herein. The purely peer to peer preferred embodiment may have no need to 

include a service 1050. Nevertheless, a supervisory service may be warranted to provide 

certain processing centralization, or for keeping information associated with MSs. In some 

embodiments, supervisory service 1050 includes at least one database to house data 

5 (e.g. data 8; data 20; data 36; data 38, queue data 22, 24, 26; and/or history 30) for any 

subset of MSs which communicate with it, for example to house MS whereabouts 

information. 

Fig. 11A depicts a preferred embodiment of a Whereabouts Data Record (WDR) 

10 1100 for discussing operations of the present disclosure. A WDR takes on a variety of 

formats depending on the context of use. There are several parts to a WDR depending on 

use. There is an identity section which contains a MS ID field 11 00a for identifying the 

WDR. Field 11 00a can contain a null value if the WDR is for whereabouts information 

received from a remote source which has not identified itself. MSs do not require identities 

15 of remote data processing systems in order to be located. There is a core section which is 

required in WDR uses. The core section includes date/time stamp field 11 00b, location 

field 11 00c, and confidence field 11 00d. There is a transport section of fields wherein any 

one of the fields may be used when communicating WDR information between data 

processing systems. Transport fields include correlation field 11 00m, sent date/time stamp 

20 field 11 00n, and received date/time stamp field 11 00p. Transport fields may also be 

communicated to send processing (e.g. queue 24 ), or received from receive processing 

(e.g. queue 26). Other fields are of use depending on the MS or applications thereof, 

however location technology field 11 00e and location reference info field 11 00f are of 

particular interest in carrying out additional novel functionality of the present disclosure. 

25 Communications reference information field 11 00g may be valuable, depending on 

communications embodiments in the LN-expanse. 

Some fields are multi-part fields (i.e. have sub-fields). Whereabouts Data Records 

(WDRs) 1100 may be fixed length records, varying length records, or a combination with 

field(s) in one form or the other. Some WDR embodiments will use anticipated fixed length 

30 record positions for subfields that can contain useful data, or a null value (e.g. -1 ). Other 

WDR embodiments may use varying length fields depending on the number of sub-fields 

to be populated. Other WDR embodiments will use varying length fields and/or sub-fields 
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which have tags indicating their presence. Other WDR embodiments will define additional 

fields to prevent putting more than one accessible data item in one field. In any case, 

processing will have means for knowing whether a value is present or not, and for which 

field (or sub-field) it is present. Absence in data may be indicated with a null indicator (-1 ), 

5 or indicated with its lack of being there (e.g. varying length record embodiments). 

When a WDR is referenced in this disclosure, it is referenced in a general sense so 

that the contextually reasonable subset of the WDR of Fig. 11A is used. For example, 

when communicating WDRs (sending/receiving data 1302 or 1312) between data 

processing systems, a reasonable subset of WDR 1100 is communicated in preferred 

10 embodiments as described with flowcharts. When a WDR is maintained to queue 22, 

preferably most (if not all) fields are set for a complete record, regardless if useful data is 

found in a particular field (e.g. some fields may be null (e.g. -1 )). Most importantly, 

Whereabouts Data Records (WDRs) are maintained to queue 22 for maintaining 

whereabouts of the MS which owns queue 22. LBX is most effective the more timely (and 

15 continuous) a MS has valid whereabouts locally maintained. WDRs are designed for 

maintaining whereabouts information independent of any location technology applied. 

Over time, a MS may encounter a plurality of location technologies used to locate it. 

WDRs maintained to a first MS queue 22 have the following purpose: 

20 

25 

1) Maintain timely OLM whereabouts information of the first MS independent of 

any location technology applied; 

2) Maintain whereabouts information of nearby MSs independent of any location 

technology applied; 

3) Provide OLM whereabouts information to nearby MSs for determining their own 

locations (e.g. provide whereabouts information to at least a second MS for 

determining its own location); 

4) Maintain timely ILM whereabouts information of the first MS independent of any 

location technology applied; and 

5) Provide ILM whereabouts information to nearby MSs so they can determine 

their own locations (e.g. first MS providing whereabouts information to at least a 

30 second MS for the second MS determining its own whereabouts). 
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A MS may go in and out of OLM or ILM roles as it is mobile. Direct location 

methods are not always available to the MS as it roams, therefore the MS preferably does 

all of 1 through 5 above. When the WDR 1100 contains a MS ID field 11 OOa matching the 

MS which owns queue 22, that WDR contains the location (location field 11 OOc) with a 

5 specified confidence (field 1100d) at a particular time (date/time stamp field 1100b) for 

that MS. Preferably the MS ID field 11 OOa, date/time stamp field 11 OOb and confidence 

field 1100d is all that is required for searching from the queue 22 the best possible, and 

most timely, MS whereabouts at the time of searching queue 22. Other embodiments may 

consult any other fields to facilitate the best possible MS location at the time of searching 

10 and/or processing queue 22. The WDR queue 22 also maintains affirmifier WDRs, and 

acceptable confidence pacifier WDRs (block 276), which are used to calculate a WDR 

having matching MS field 11 OOa so the MS knows its whereabouts via indirect location 

methods. Affirmifier and pacifier WDRs have MS ID field 11 OOa values which do not 

match the MS owning queue 22. This distinguishes WDRs of queue 22 for A) accessing 

15 the current MS location; from B) the WDRs from other MSs. All WDR fields of affirmifier 

and pacifier originated WDRs are of importance for determining a best location of the MS 

which owns queue 22, and in providing LBX functionality. 

MS ID field 11 OOa is a unique handle to an MS as previously described. Depending 

on the installation, MS ID field 11 OOa may be a phone #, physical or logical address, 

20 name, machine identifier, serial number, encrypted identifier, concealable derivative of a 

MS identifier, correlation, pseudo MS ID, or some other unique handle to the MS. An MS 

must be able to distinguish its own unique handle from other MS handles in field 11 OOa. 

For indirect location functionality disclosed herein, affirmifier and pacifier WDRs do not 

need to have a correct originating MS ID field 1100a. The MS ID may be null, or anything 

25 to distinguish WDRs for MS locations. However, to accomplish other LBX features and 

functionality, MS Identifiers (MS IDs) of nearby MSs (or unique correlations thereof) 

maintained in queue 22 are to be known for processing by an MS. MS ID field 11 OOa may 

contain a group identifier of MSs in some embodiments for distinguishing between types 

of MSs (e.g. to be treated the same, or targeted with communications, as a group), as 

30 long as the MS containing queue 22 can distinguish its own originated WDRs 1100. A 

defaulted value may also be set for a "do not care" setting (e.g. null). 
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Date/Time stamp field 11 00b contains a date/time stamp of when the WDR record 

1100 was completed by an MS for its own whereabouts prior to WDR queue insertion. It is 

in terms of the date/time scale of the MS inserting the local WDR (NTP derived or not). 

Date/Time stamp field 11 00b may also contain a date/time stamp of when the WDR 

5 record 1100 was determined for the whereabouts of an affirmifier or pacifier originating 

record 1100 to help an MS determine its own whereabouts, but it should still be in terms of 

the date/time scale of the MS inserting the local WDR (NTP derived or not) to prevent time 

conversions when needed, and to promote consistent queue 22 searches/sorts/etc. The 

date/time stamp field 11 00b should use the best possible granulation of time, and may be 

10 in synch with other MSs and data processing systems according to NTP. A time zone, 

day/light savings time, and NTP indicator is preferably maintained as part of field 11 00b. 

The NTP indicator (e.g. bit) is for whether or not the date/time stamp is NTP derived (e.g. 

the NTP use setting is checked for setting this bit when completing the WDR for queue 22 

insertion). In some embodiments, date/time stamp field 11 00b is measured in the same 

15 granulation of time units to an atomic clock available to MSs of an LN-Expanse 1002. 

When NTP is used in a LN-Expanse, identical time server sources are not a requirement 

provided NTP derived date/time stamps have similar accuracy and dependability. 

Location field 11 00c depends on the installation of the present disclosure, but can 

include a latitude and longitude, cellular network cell identifier, geocentric coordinates, 

20 geodetic coordinates, three dimensional space coordinates, area described by GPS 

coordinates, overlay grid region identifier or coordinates, GPS descriptors, 

altitude/elevation (e.g. in lieu of using field 11 00j), MAPSCO reference, physical or logical 

network address (including a wildcard (e.g. ip addresses 145.32.*.*)), particular address, 

polar coordinates, or any other two/three dimensional location methods/means used in 

25 identifying the MS location. Data of field 11 00c is preferably a consistent measure (e.g. all 

latitude and longitude) for all location technologies that populate WDR queue 22. Some 

embodiments will permit using different measures to location field 11 00c (e.g. latitude and 

longitude for one, address for another; polar coordinates for another, etc) which will be 

translated to a consistent measure at appropriate processing times. 

30 Confidence field 11 00d contains a value for the confidence that location field 11 00c 

accurately describes the location of the MS when the WDR is originated by the MS for its 

own whereabouts. Confidence field 11 00d contains a value for the confidence that 
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location field 11 00c accurately describes the location of an affirmifier or pacifier that 

originated the WDR. A confidence value can be set according to known timeliness of 

processing, communications and known mobile variables (e.g. MS speed, heading, yaw, 

pitch, roll, etc) at the time of transmission. Confidence values should be standardized for 

5 all location technologies used to determine which location information is of a higher/lower 

confidence when using multiple location technologies (as determined by fields 11 00e and 

11 00f) for enabling determination of which data is of a higher priority to use in determining 

whereabouts. Confidence value ranges depend on the implementation. In a preferred 

embodiment, confidence values range from 1 to 100 (as discussed previously) for 

10 denoting a percentage of confidence. 100% confidence indicates the location field 11 00c 

is guaranteed to describe the MS location. 0% confidence indicates the location field 

1100c is guaranteed to not describe the MS location. Therefore, the lowest conceivable 

value of a queue 22 for field 11 00d should be 1. Preferably, there is a lowest acceptable 

confidence floor value configured (by system, administrator, or user) as used at points of 

15 queue entry insertion - see block 276 to prevent frivolous data to queue 22. In most 

cases, WDRs 1100 contain a confidence field 11 00d up to 100. In confidence value 

preferred embodiments, pacifiers know their location with a confidence of less than 75, 

and affirmifiers know their location with a confidence value 75 or greater. The confidence 

field is skewed to lower values as the LN-expanse 1002 is expanded further from region 

20 1022. Confidence values are typically lower when ILMs are used to locate a first set of 

ILMs (i.e. first tier), and are then lower when the first set of ILMs are used to locate a 

second set of ILMs (second tier), and then lower again when the second set of ILMs are 

used to locate a third set of ILMs (third tier), and so on. Often, examination of a 

confidence value in a WDR 1100 can indicate whether the MS is a OLM, or an ILM far 

25 away from DLMs, or an MS which has been located using accurate (high confidence) or 

inaccurate (low confidence) locating techniques. 

Location Technology field 11 00e contains the location technology used to 

determine the location of location field 11 00c. An MS can be located by many 

technologies. Location Technology field 11 00e can contain a value from a row of Fig. 9A 

30 or any other location technology used to locate a MS. WDRs inserted to queue 22 for MS 

whereabouts set field 11 00e to the technology used to locate the MS. WDRs inserted to 

queue 22 for facilitating a MS in determining whereabouts set field 11 00e to the 
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5 

technology used to locate the affirmifier or pacifier. Field 11 00e also contains an originator 

indicator (e.g. bit) for whether the originator of the WOR 1100 was a OLM or ILM. When 

received from a service that has not provided confidence, this field may be used by a OLM 

to determine confidence field 11 00d. 

Location Reference Info field 11 00f preferably contains one or more fields useful to 

locate a MS in processing subsequent of having been inserted to queue 22. In other 

embodiments, it contains data that contributed to confidence determination. Location 

Reference Info field 11 00f may contain information (TOOA measurement and/or AOA 

measurement - see inserted field 11 00f for Figs. 20, 2E and 3C) useful to locate a MS in 

10 the future when the WOR originated from the MS for its own whereabouts. Field 11 00f will 

contain selected triangulation measurements, wave spectrum used and/or particular 

communications interfaces 70, signal strength(s), TOOA information, AOA information, or 

any other data useful for location determination. Field 11 00f can also contain reference 

whereabouts information (Fig. 3C) to use relative a TOOA or AOA (otherwise WOR 

15 location field assumed as reference). In one embodiment, field 1100f contains the number 

of OLMs and ILMs which contributed to calculating the MS location to break a tie between 

using WORs with the same confidence values. In another embodiment, a tier of ILMs used 

to locate the MS is maintained so there is an accounting for the number of ILMs in the LN

expanse between the currently located MS and a OLM. In other embodiments, MS 

20 heading, yaw, pitch and roll, or accelerometer values are maintained therein, for example 

for antenna AOA positioning. When wave spectrum frequencies or other wave 

characteristics have changed in a transmission used for calculating a TOOA 

measurement, appropriate information may be carried along, for example to properly 

convert a time into a distance. Field 11 00f should be used to facilitate correct 

25 measurements and uses, if needed conversions have not already taken place. 

Communications reference information field 11 00g is a multipart record describing 

the communications session, channel, and bind criteria between the MS and MSs, or 

service(s), that helped determine its location. In some embodiments, field 11 00g contains 

unique MS identifiers, protocol used, logon/access parameters, and useful statistics of the 

30 MSs which contributed to data of the location field 11 00c. An MS may use field 11 00g for 

WORs originated from affirmifiers and pacifiers for subsequent LBX processing. 
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Speed field 11 00h contains a value for the MS speed when the WDR is originated 

by the MS for its own whereabouts. Speed field 11 00d may contain a value for speed of 

an affirmifier or pacifier when the WDR was originated elsewhere. Speed is maintained in 

any suitable units. 

5 Heading field 11 00i contains a value for the MS heading when the WDR is 

originated by the MS for its own whereabouts. Heading field 11 00i may contain a value for 

heading of an affirmifier or pacifier when the WDR was originated elsewhere. Heading 

values are preferably maintained in degrees up to 360 from due North, but is maintained 

in any suitable directional form. 

10 Elevation field 1100j contains a value for the MS elevation (or altitude) when the 

WDR is originated by the MS for its own whereabouts. Elevation field 11 00j may contain a 

value for elevation (altitude) of an affirmifier or pacifier when the WDR was originated 

elsewhere. Elevation (or altitude) is maintained in any suitable units. 

Application fields 11 00k contains one or more fields for describing application(s) at 

15 the time of completing, or originating, the WDR 1100. Application fields 11 00k may include 

field(s) for: 

a) MS Application(s) in use at time; 

b) MS Application(s) context(s) in use at time; 

c) MS Application(s) data for state information of MS Application(s) in use at time; 

20 d) MS Application which caused WDR 1100; 

e) MS Application context which caused WDR 1100; 

f) MS Application data for state information of MS Application which caused WDR 

1100; 

g) Application(s) in use at time of remote MS(s) involved with WDR; 

25 h) Application(s) context(s) in use at time of remote MS(s) involved with WDR; 

i) MS Application(s) data for state information of remote MS(s) involved with WDR; 

j) Remote MS(s) criteria which caused WDR 1100; 

k) Remote MS(s) context criteria which caused WDR 1100; 

I) Remote MS(s) data criteria which caused WDR 1100; 

30 m) Application(s) in use at time of service(s) involved with WDR; 

n) Application(s) context(s) in use at time of service(s) involved with WDR; 

o) MS Application(s) data for state information of service(s) involved with WDR; 
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p) Service(s) criteria which caused WDR 1100; 

q) Service(s) context criteria which caused WDR 1100; 

r) Service(s) data criteria which caused WDR 1100; 

s) MS navigation APls in use; 

5 t) Web site identifying information; 

u) Physical or logical address identifying information; 

v) Situational location information as described in U.S. Patents 6,456,234; 6,731,238; 

7,187,997 (Johnson); 

w) Transactions completed at a MS; 

10 x) User configurations made at a MS; 

y) Environmental conditions of a MS; 

z) Application(s) conditions of a MS; 

aa) Service(s) conditions of a MS; 

bb) Date/time stamps (like field 11 00b) with, or for, any item of a) through aa); and/or 

15 cc)Any combinations of a) through bb). 

Correlation field 11 00m is optionally present in a WDR when the WDR is in a 

transmission between systems (e.g. wireless communications) such as in data 1302 or 

1312. Field 11 00m provides means for correlating a response to an earlier request, or to 

20 correlate a response to an earlier broadcast. Correlation field 11 00m contains a unique 

handle. In a LN-expanse which globally uses NTP, there is no need for correlation in data 

1302 or 1312. Correlation field 1100m may be present in WDRs of queues 24 or 26. 

Alternatively, a MS ID is used for correlation. 

Sent date/time stamp field 11 00n is optionally present in a WDR when the WDR is 

25 in transmission between systems (e.g. wireless communications) such as in data 1302 or 

1312. Field 11 00n contains when the WDR was transmitted. A time zone, day/light 

savings time, and NTP indicator is preferably maintained as part of field 11 00n. Field 

11 00n is preferably not present in WDRs of queue 22 (but can be if TDOA measurement 

calculation is delayed to a later time). In some embodiments, there is no need for field 

30 11 00n. Whereabouts determined for MSs of an LN-Expanse may be reasonably timely, 

facilitating simplicity of setting outbound field 11 00b to the transmission date/time stamp at 

the sending data processing system, rather than when the WDR was originally completed 
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for whereabouts (e.g. when substantially the same time anyway). Sent date/time field 

11 00n may be present in WDRs of queues 24 or 26. 

Received date/time stamp field 11 00p is preferably present in a WDR when 

inserted to queue 26 by receiving thread(s) upon received data 1302 or 1312. Field 11 00p 

5 contains when the WDR was received by the MS. A time zone, day/light savings time, and 

NTP indicator is preferably maintained as part of field 11 00p. Field 11 00p is preferably not 

present in WDRs of queue 22 (but can be if TDOA measurement calculation is delayed to 

a later time). In some embodiments, there is no need for field 1100p. For example, 

thread(s) 1912 may be listening directly on applicable channel(s) and can determine when 

10 the data is received. In another embodiment, thread(s) 1912 process fast enough to 

determine the date/time stamp of when data 1302 or 1312 is received since minimal time 

has elapsed between receiving the signal and determining when received. In fact, known 

processing duration between when received and when determined to be received can be 

used to correctly alter a received date/time stamp. Received date/time stamp field 11 00p 

15 is preferably added to records placed to queue 26 by receiving thread(s) feeding queue 

26. 

Any fields of WDR 1100 which contain an unpredictable number of subordinate 

fields of data preferably use a tagged data scheme, for example an X.409 encoding for a 

Token, Length, and Value (called a TLV encoding). Therefore, a WDR 1100, or field 

20 therein, can be a variable sized record. For example, Location Reference info field 11 00f 

may contain TTA, 8, .1456 where the Token = "TTA" for Time Till Arrival (TDOA 

measurement between when sent and when received), Length = 8 for 8 bytes to follow, 

and Value = .1456 in time units contained within the 8 bytes; also SS, 4, 50 where Token 

= "Signal Strength", 4 = 4 for 4 bytes to follow, and Value = 50 dBu for the signal strength 

25 measurement. This allows on-the-fly parsing of unpredictable, but interpretable, multipart 

fields. The TLV encoding also enables-on-the-fly configuration for parsing new 

subordinate fields to any WDR 1100 field in a generic implementation, for example in 

providing parse rules to a Lex and Yacc implementation, or providing parse rules to a 

generic top down recursive TLV encoding parser and processor. 

30 Any field of WDR 1100 may be converted: a) prior to insertion to queue 22; orb) 

after access to queue 22; or c) by queue 22 interface processing; for standardized 

processing. Any field of WDR 1100 may be converted when 
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sending/receiving/broadcasting, or related processing, to ensure a standard format. Other 

embodiments will store and access values of WDR 1100 field(s) which are already in a 

standardized format. WDR 1100 fields can be in any order, and a different order when 

comparing what is in data transmitted versus data maintained to queue 22. 

5 An alternate embodiment to WDRs maintained to queue 22 preserves transport 

fields 11 00m, 11 00n and/or 11 00p, for example for use on queue 22. This would enable 

1952 thread(s) to perform TDOA measurements that are otherwise calculated in advance 

and kept in field 11 00f. However, queue 22 size should be minimized and the preferred 

embodiment uses transport fields when appropriate to avoid carrying them along to other 

10 processing. 

Figs. 11 B, 11 C and 11 D depict an illustration for describing various embodiments 

for determining the whereabouts of an MS, for example an ILM 1000e. With reference 

now to Fig. 11 B, a MS 1 000e location is located by using locations of three (3) other MSs: 

15 MS4, MSs, and MS5 (referred to generally as MSi)- MSi are preferably located with a 

reasonably high level of confidence. In some embodiments, MSi are all DLMs. In some 

embodiments, MSi are all ILMs. In some embodiments, MSi are mixed DLMs and ILMs. 

Any of the MSs may be mobile during locating of MS 1 000e. Wave spectrums in use, 

rates of data communications and MS processing speed, along with timeliness of 

20 processing described below, provide timely calculations for providing whereabouts of ILM 

1000e with a high level of confidence. The most confident MSs (MSi) were used to 

determine the MS 1 000e whereabouts. For example, MSi were all located using a form of 

GPS, which in turn was used to triangulate the whereabouts of MS 1 000e. In another 

example, MS4 was located by a form of triangulation technology, MS5 was located by a 

25 form of "coming into range" technology, and MS5 was located by either of the previous 

two, or some other location technology. It is not important how an MS is located. It is 

important that each MS know its own whereabouts and maintain a reasonable confidence 

to it, so that other MSs seeking to be located can be located relative highest confidence 

locations available. The WDR queue 22 should always contain at least one entry 

30 indicating the location of the MS 2 which owns WDR queue 22. If there are no entries 

contained on WDR queue 22, the MS 2 does not know its own location. 
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With reference now to Fig. 11 C, a triangulation of MS 1 000e at location 1102 is 

explained using location (whereabouts) 1106 of MS4, location (whereabouts) 1110 of MS5, 

and location (whereabouts) 1114 of MS5. Signal transmission distance from MSi locations 

are represented by the radiuses, with r1 the TDOA measurement (time difference between 

5 when sent and when received) between MS4 and MS 1000e, with r2 the TDOA 

measurement (time difference between when sent and when received) between MS5 and 

MS 1000e, with r3 the TDOA measurement (time difference between when sent and when 

received) between MS6 and MS 1 000e. In this example, the known locations of MSi which 

are used to determine the location of MS 1 000e allow triangulating the MS 1 000e 

10 whereabouts using the TDOA measurements. In fact, less triangular data in the illustration 

can be necessary for determining a highly confident whereabouts of MS 1 000e. 

With reference now to Fig. 11 D, a triangulation of MS 1000e at location 1102 is 

explained using location (whereabouts) 1106 of MS4, location (whereabouts) 1110 of MS5, 

15 and location (whereabouts) 1114 of MS5. In some embodiments, AOA measurements 

taken at a positioned antenna of MS 1 000e at location 1102 are used relative the 

whereabouts 1106, whereabouts 1110, whereabouts 1114 (AOA 1140, AOA 1144 and 

AOA 1142), wherein AOA measurements are detected for incoming signals during known 

values for MS heading 1138 with MS yaw, pitch, and roll (or accelerometer readings). 

20 AOA triangulation is well known in the art. Line segment 1132 represents the direction of 

signal arrival to the antenna at whereabouts 1102 from MS4 at whereabouts 1106. Line 

segment 1134 represents the direction of signal arrival to the antenna at whereabouts 

1102 from MSs at whereabouts 1110. Line segment 1136 represents the direction of 

signal arrival to the antenna at whereabouts 1102 from MS6 at whereabouts 1114. In this 

25 example, the known locations of MSi which are used to determine the location of MS 

1 000e allow triangulating the MS 1 000e whereabouts using the AOA measurements. In 

fact, less triangular data in the illustration can be necessary for determining a highly 

confident whereabouts of MS 1 000e. Alternative embodiments will use AOA 

measurements of outbound signals from the MS at whereabouts 1102 detected at 

30 antennas of whereabouts 1106 and/or 1110 and/or 1114. 
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Figs. 11 C and 11 D illustrations can be used in a complementary manner when only 

one or two TDOA measurements are available and/or not all stationary locations, or MS 

reference locations, are known at the time of calculation. Another example is when only 

one or two AOA angles is available and/or not all stationary locations, or MS reference 

5 locations, are known at the time of calculation. However, using what is available from each 

technology in conjunction with each other allows solving the MS whereabouts (e.g. blocks 

952/954 processing above). MPT is one example of solving for missing parts using more 

than one location technology. Condition of data known for locating a MS (e.g. 

whereabouts 1106, 1110 and 1114) may be the following: 

10 1) AAS = two angles and a side; 

2) ASA = two angles and a common side; 

3) SAS = two sides and the included angle; or 

4) SSA= two sides and a non-included angle. 

TDOA measurements are distances (e.g. time difference between when sent and when 

15 received), and AOA measurements are angles. Each of the four conditions are recognized 

(e.g. block 952 above), and data is passed for each of the four conditions for processing 

(e.g. block 954 above). For AAS (#1) and ASA (#2), processing (e.g. block 954) finds the 

third angle by subtracting the sum of the two known angles from 180 degrees (i.e. using 

mathematical law that triangles' interior angles add up to 180 degrees), and uses the 

20 mathematical law of Sines (i.e. a I sin A = b / sin B = c / sin C) twice to find the second 

and third sides after plugging in the knowns and solving for the unknowns. For SAS (#3), 

processing (e.g. block 954) uses the mathematical law of Cosines (i.e. a2 = b2 + c2 
- 2bc 

cos A) to find the third side, and uses the mathematical law of Sines (sin A/ a = sin B / b = 

sin C / c (derived from law of Sines above)) to find the second angle. For SSA (#4), 

25 processing (e.g. block 954) uses the mathematical law of Sines (i.e. (sin A/ a= sin B / b = 

sin C / c) twice to get the second angle, and mathematical law of Sines (a / sin A = b / 

sin B = c / sin C) to get the third side. Those skilled in the art recognize other useful 

trigonometric functions and formulas, and similar uses of the same trigonometric 

functions, for MPT depending on what data is known. The data discovered and processed 

30 depends on an embodiment, what reference locations are available, and which parts are 

missing for MPT. MPT uses different distances (time used to determine length in TDOA) 

and/or angles (from AOA or TDOA technologies) for deducing a MS location confidently 
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5 

10 

(e.g. MPT). Those skilled in the art recognize that having known reference locations 

facilitates requiring less triangular information for deducing a MS location confidently. MPT 

embodiments may exist for any aforementioned wave spectrums. 

Fig. 11 E depicts an illustration for describing various embodiments for automatically 

determining the location of an MS. An MS can be located relative other MSs which were 

located using any of a variety of location technologies, for example any of those of Fig. 

9A. An MS is heterogeneously located when one of the following conditions are met: 

• More than one location technology is used during travel of the MS; 

• More than one location technology is used to determine a single whereabouts of 

the MS; 

• MPT is used to locate the MS; and/or 

• AOL T is used to locate the MS. 

The WDR queue 22 and interactions between MSs as described below cause the MS to 

15 be heterogeneously located without special consideration to any particular location 

technology. While WDR 1100 contains field 1100e, field 1100d provides a standard and 

20 

generic measurement for evaluating WDRs from different location technologies, without 

concern for the location technology used. The highest confidence entries to a WDR queue 

22 are used regardless of which location technology contributed to the WDR queue 22. 

LBX Configuration 

Fig. 12 depicts a flowchart for describing an embodiment of MS initialization 

processing. Depending on the MS, there are many embodiments of processing when the 

MS is powered on, started, restarted, rebooted, activated, enabled, or the like. Fig. 12 

25 describes the blocks of processing relevant to the present disclosure as part of that 

initialization processing. It is recommended to first understand discussions of Fig. 19 for 

knowing threads involved, and variables thereof. Initialization processing starts at block 

1202 and continues to block 1204 where the MS Basic Input Output System (BIOS) is 

initialized appropriately, then to block 1206 where other character 32 processing is 

30 initialized, and then to block 1208 to see if NTP is enabled for this MS. Block 1206 may 

start the preferred number of listen/receive threads for feeding queue 26 and the preferred 

number of send threads for sending data inserted to queue 24, in particular when 
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transmitting CK 1304 embedded in usual data 1302 and receiving CK 1304 or 1314 

embedded in usual data 1302 or 1312, respectively. The number of threads started should 

be optimal for parallel processing across applicable channel(s). In this case, other 

character 32 threads are appropriately altered for embedded CK processing (sending at 

5 first opportune outbound transmission; receiving in usual inbound transmission). 

If block 1208 determines NTP is enabled (as defaulted or last set by a user (i.e. 

persistent variable)), then block 1210 initializes NTP appropriately and processing 

continues to block 1212. If block 1208 determines NTP was not enabled, then processing 

continues to block 1212. Block 1210 embodiments are well known in the art of NTP 

10 implementations (also see block 1626). Block 1210 may cause the starting of thread(s) 

associated with NTP. In some embodiments, NTP use is assumed in the MS. In other 

embodiments, appropriate NTP use is not available to the MS. Depending on the NTP 

embodiment, thread(s) may pull time synchronization information, or may listen for and 

receive pushed time information. Resources 38 (or other MS local resource) provides 

15 interface to an MS clock for referencing, maintaining, and generating date/time stamps at 

the MS. After block 1210 processing, the MS clock is synchronized to NTP. Because of 

initialization of the MS in Fig. 12, block 1210 may rely on a connected service to initially 

get the startup synchronized NTP date/time. MS NTP processing will ensure the NTP 

enabled/disabled variable is dynamically set as is appropriate (using semaphore access) 

20 because an MS may not have continuous clock source access during travel when needed 

for resynchronization. If the MS does not have access to a clock source when needed, the 

NTP use variable is disabled. When the MS has (or again gets) access to a needed clock 

source, then the NTP use variable is enabled. 

Thereafter, block 1212 creates shared memory to maintain data shared between 

25 processes/threads, block 1214 initializes persistent data to shared memory, block 1216 

initializes any non-persistent data to shared memory (e.g. some statistics 14 ), block 1218 

creates system queues, and block 1220 creates semaphore(s) used to ensure 

synchronous access by concurrent threads to data in shared memory, before continuing to 

block 1222. Shared memory data accesses appropriately utilize semaphore lock windows 

30 (semaphore(s) created at block 1220) for proper access. In one embodiment, block 1220 

creates a single semaphore for all shared memory accesses, but this can deteriorate 

performance of threads accessing unrelated data. In the preferred embodiment, there is a 
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semaphore for each reasonable set of data of shared memory so all threads are fully 

executing whenever possible. Persistent data is that data which maintains values during 

no power, for example as stored to persistent storage 60. This may include data 8 

(including permissions 10, charters 12, statistics 14, service directory 16), data 20, LBX 

5 history 30, data 36, resources 38, and/or other data. Persistent data preferably includes at 

least the OLMV (see OLM role(s) list Variable below), ILMV (see ILM role(s) list Variable 

below), process variables 19xx-Max values (19xx = 1902, 1912, 1922, 1932, 1942 and 

1952 (see Fig. 19 discussions below)) for the last configured maximum number of threads 

to run in the respective process, process variables 19xx-PIO values (19xx = 1902, 1912, 

10 1922, 1932, 1942 and 1952 (see Fig. 19 discussions below)) for multi-purpose of: a) 

holding an Operating System Process Identifier (i.e. 0/S PIO) for a process started; and b) 

whether or not the respective process was last enabled (i.e. PIO > 0) or disabled (i.e. PIO 

<= 0), the confidence floor value (see Fig. 14A), the WTV (see Whereabouts Timeliness 

Variable (see Fig. 14A)), the NTP use variable (see Fig. 14A) for whether or not NTP was 

15 last set to disabled or enabled (used at block 1208), and the Source Periodicity Time 

Period (SPTP) value (see Fig. 14B). There are reasonable defaults for each of the 

persistent data prior to the first use of MS 2 (e.g. NTP use is disabled, and only becomes 

enabled upon a successful enabling of NTP at least one time). Non-persistent data may 

include data involved in some regard to data 8 (and subsets of permissions 10, charters 

20 12, statistics 14, service directory 16), data 20, LBX history 30, data 36, resources 38, 

queues, semaphores, etc. Block 1218 creates queues 22, 24, and 26. Queues 1980 and 

1990 are also created there if required. Queues 1980 and 1990 are not required when 

NTP is in use globally by participating data processing systems. Alternate embodiments 

may use less queues by threads sharing a queue and having a queue entry type field for 

25 directing the queue entry to the correct thread. Alternate embodiments may have 

additional queues for segregating entries of a queue disclosed for best possible 

performance. Other embodiments incorporate queues figuratively to facilitate explanation 

of interfaces between processing. 

All queues disclosed herein are understood to have their own internally maintained 

30 semaphore for queue accesses so that queue insertion, peeking, accessing, etc uses the 

internally maintained semaphore to ensure two or more concurrently executing threads do 

not corrupt or misuse data to any queue. This is consistent with most operating system 
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queue interfaces wherein a thread stays blocked (preempted) after requesting a queue 

entry until a queue entry appears in the queue. Also, no threads will collide with another 

thread when inserting, peeking, or otherwise accessing the same queue. Therefore, 

queues are implicitly semaphore protected. Other embodiments may use an explicit 

5 semaphore protected window around queue data accessing, in which case those 

semaphore(s) are created at block 1220. 

Thereafter, block 1222 checks for any ILM roles currently enabled for the MS (for 

example as determined from persistent storage of an ILM role(s) list Variable (ILMV) 

preferably preconfigured for the MS at first use, or configured as last configured by a user 

10 of the MS). ILM roles are maintained to the ILM role(s) list Variable (ILMV). The ILMV 

contains one or more entries for an ILM capability (role), each entry with a flag indicating 

whether it is enabled or disabled (marked = enabled, unmarked = disabled). If block 1222 

determines there is at least one ILM role enabled (i.e. as marked by associated flag), then 

block 1224 artificially sets the corresponding 19xx-PID variables to a value greater than 0 

15 for indicating the process(es) are enabled, and are to be started by subsequent Fig. 12 

initialization processing. The 19xx-PID will be replaced with the correct Process Identifier 

(PIO) upon exit from block 1232 after the process is started. Preferably, every MS can 

have ILM capability. However, a user may want to (configure) ensure a OLM has no ILM 

capability enabled (e.g. or having no list present). In some embodiments, by default, every 

20 MS has an unmarked list of ILM capability maintained to the ILMV for 1) USE OLM 

REFERENCES and 2) USE ILM REFERENCES. USE OLM REFERENCES, when 

enabled (marked) in the ILMV, indicates to allow the MS of Fig. 12 processing to 

determine its whereabouts relative remote DLMs. USE ILM REFERENCES, when enabled 

(marked) in the ILMV, indicates to allow the MS of Fig. 12 processing to determine its 

25 whereabouts relative remote ILMs. Having both list items marked indicates to allow 

determining MS whereabouts relative mixed DLMs and ILMs. An alternative embodiment 

may include a USE MIXED REFERENCES option for controlling the MS of Fig. 12 

processing to determine its whereabouts relative mixed DLMs and/or ILMs. Alternative 

embodiments will enforce any subset of these options without exposing user 

30 configurations, for example on a MS without any means for being directly located. 

For any of the ILMV roles of USE OLM REFERENCES, USE ILM REFERENCES, 

or both, all processes 1902, 1912, 1922, 1932, 1942 and 1952 are preferably started (i.e. 
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1902-PIO, 1912-PIO, 1922-PIO, 1932-PIO, 1942-PIO and 1952-PIO are artificially set at 

block 1224 to cause subsequent process startup at block 1232). Characteristics of an 

anticipated LN-expanse (e.g. anticipated location technologies of participating MSs, MS 

capabilities, etc) will start a reasonable subset of those processes with at least process 

5 1912 started. Block 1224 continues to block 1226. If block 1222 determines there are no 

ILMV role(s) enabled, then block processing continues to block 1226. 

Block 1226 initializes an enumerated process name array for convenient 

processing reference of associated process specific variables described in Fig. 19, and 

continues to block 1228 where the first member of the set is accessed for subsequent 

10 processing. The enumerated set of process names has a prescribed start order for MS 

architecture 1900. Thereafter, if block 1230 determines the process identifier (i.e. 19xx

PIO such that 19xx is 1902, 1912, 1922, 1932, 1942, 1952 in a loop iteration of blocks 

1228 through 1234) is greater than O (e.g. this first iteration of 1952-PIO > 0 implies it is to 

be started here; also implies process 1952 is enabled as used in Figs. 14A, 28, 29A and 

15 29B), then block 1232 spawns (starts) the process (e.g. 1952) of Fig. 29A to start 

execution of subordinate worker thread(s) (e.g. process 1952 thread(s)) and saves the 

real PIO (Process Identifier) to the PIO variable (e.g. 1952-PIO) returned by the operating 

system process spawn interface. Block 1232 passes as a parameter to the process of Fig. 

29A which process name to start (e.g. 1952), and continues to block 1234. If block 1230 

20 determines the current process PIO variable (e.g. 1952-PIO) is not greater than O (i.e. not 

to be started; also implies is disabled as used in Figs. 14A, 28, 29A and 29B), then 

processing continues to block 1234. Block 1234 checks to see if all process names of the 

enumerated set (pattern of 19xx) have been processed (iterated) by blocks 1228 through 

1234. If block 1234 determines that not all process names in the set have been processed 

25 (iterated), then processing continues back to block 1228 for handling the next process 

name in the set. If block 1234 determines that all process names of the enumerated set 

were processed, then block 1236 checks the OLMV (OLM role(s) list Variable). Blocks 

1228 through 1234 iterate every process name of Fig. 19 to make sure that each is started 

in accordance with non-zero 19xx-PIO variable values at Fig. 12 initialization. 

30 Block 1236 checks for any OLM roles currently enabled for the MS (for example as 

determined from persistent storage of a OLM role(s) list Variable (OLMV) preferably 

preconfigured for the MS at first use if the MS contains OLM capability). OLM capability 
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(roles), whether on-board at the MS, or determined during MS travels (see block 288), is 

maintained to the OLM role(s) list Variable (DLMV). The DLMV contains one or more 

entries for a OLM capability (role), each (role) entry with a flag indicating whether it is 

enabled or disabled (marked = enabled, unmarked = disabled). If block 1236 determines 

5 there is at least one OLM role enabled (i.e. as marked by associated flag), then block 

1238 initializes enabled role(s) appropriately and processing continues to block 1240. 

Block 1238 may cause the starting of thread(s) associated with enabled OLM role(s), for 

OLM processing above (e.g. Figs. 2A through 9B). Block 1238 may invoke APl(s), enable 

flag(s), or initialize as is appropriate for OLM processing described above. Such 

10 initializations are well known in the art of prior art OLM capabilities described above. If 

block 1236 determines there are no OLM roles to initialize at the MS, then processing 

continues to block 1240. Any of the Fig. 9A technologies are eligible in the DLMV as 

determined to be present at the MS and/or as determined by historical contents of the 

WDR queue 22 (e.g. location technology field 1100e with MS ID field 1100a for this MS) 

15 and/or determined by LBX history 30. Application Programming Interfaces (APls) may also 

be used to determine MS OLM capability (role(s)) for entry(s) to the DLMV. 

Block 1240 completes LBX character initialization, and Fig. 12 initialization 

processing terminates thereafter at block 1242. Depending on what threads were started 

as part of block 1206, Block 1240 may startup the preferred number of listen/receive 

20 threads for feeding queue 26 and the preferred number of send threads for sending data 

inserted to queue 24, in particular when transmitting new data 1302 and receiving new 

data 1302 or 1312. The number of threads started should be optimal for parallel 

processing across applicable channel(s). Upon encounter of block 1242, the MS is 

appropriately operational, and a user at the MS of Fig. 12 processing will have the ability 

25 to use the MS and applicable user interfaces thereof. 

With reference now to Fig. 29A, depicted is a flowchart for describing a preferred 

embodiment of a process for starting a specified number of threads in a specified thread 

pool. Fig. 29A is in itself an 0/S process, has a process identifier (PIO) after being started, 

30 will contain at least two threads of processing after being started, and is generic in being 

able to take on the identity of any process name passed to it (e.g. 19xx) with a parameter 

(e.g. from block 1232). Fig. 29A represents the parent thread of a 19xx process. The Fig. 
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29A process is generic for executing any of processes 19xx (i.e. 1902, 1912, 1922, 1932, 

1942 and 1952) with the prescribed number of worker threads using the 19xx-Max 

configuration (i.e. 1902-Max, 1912-Max, 1922-Max, 1932-Max, 1942-Max and 1952-Max). 

Fig. 29A will stay running until it (first all of its worker thread(s)) is terminated. Fig. 29A 

5 consists of an O/S Process 19xx with at least a parent thread (main thread) and one 

worker thread (or number of worker threads for Fig. 19 processing as determined by 19xx

Max). The parent thread has purpose to stay running while all worker threads are running, 

and to own intelligence for starting worker threads and terminating the process when all 

worker threads are terminated. The worker threads are started subordinate to the Fig. 29A 

10 process at block 2912 using an O/S start thread interface. 

A 19xx (i.e. 1902, 1912, 1922, 1932, 1942 and 1952) process starts at block 2902 

and continues to block 2904 where the parameter passed for which process name to start 

(i.e. take on identity of) is determined (e.g. 1952). Thereafter, block 2906 creates a RAM 

semaphore (i.e. operating system term for a well performing Random Access Memory 

15 (RAM) semaphore with scope only within the process (i.e. to all threads of the process)). 

The local semaphore name preferably uses the process name prefix (e.g. 1952-Sem), and 

is used to synchronize threads within the process. RAM semaphores perform significantly 

better than global system semaphores. Alternate embodiments will have process 

semaphore(s) created at block 1220 in advance. Thereafter, block 2908 initializes a thread 

20 counter (e.g. 1952-Ct) to 0 for counting the number of worker threads actually started 

within the 19xx process (e.g. 1952), block 2910 initializes a loop variable J to 0, and block 

2912 starts a worker thread (the first one upon first encounter of block 2912 for a process) 

in this process (e.g. process 1902 starts worker thread Fig. 20, ... , process 1952 starts 

worker thread Fig. 26A - see architecture 1900 description below). 

25 Thereafter, block 2914 increments the loop variable by 1 and block 2916 checks if 

all prescribed worker threads have been started. Block 2916 accesses the 19xx-Max (e.g. 

1952-Max) variable from shared memory using a semaphore for determining the 

maximum number of threads to start in the process worker thread pool. If block 2916 

determines all worker threads have been started, then processing continues to block 

30 2918. If block 2916 determines that not all worker threads have been started for the 

process of Fig. 29A, then processing continues back to block 2912 for starting the next 
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worker thread. Blocks 2912 through 2916 ensure the 19xx-Max (e.g. 1952-Max) number of 

worker threads are started within the process of Fig. 29A. 

Block 2918 waits until all worker threads of blocks 2912 through 2916 have been 

started, as indicated by the worker threads themselves. Block 2918 waits until the process 

5 19xx-Ct variable has been updated to the prescribed 19xx-Max value by the started 

worker threads, thereby indicating they are all up and running. When all worker threads 

are started (e.g. 1952-Ct = 1952-Max), thereafter block 2920 waits (perhaps a very long 

time) until the worker thread count (e.g. 1952-Ct) has been reduced back down to O for 

indicating that all worker threads have been terminated, for example when the user 

10 gracefully powers off the MS. Block 2920 continues to block 2922 when all worker threads 

have been terminated. Block 2922 sets the shared memory variable for the 19xx process 

(e.g. 1952-PID) to O using a semaphore for indicating that the 19xx (e.g. 1952) process is 

disabled and no longer running. Thereafter, the 19xx process terminates at block 2924. 

Waiting at blocks 2918 and 2920 are accomplished in a variety of well known methods: 

15 

20 

25 

30 

• Detect signal sent to process by last started (or terminated) worker thread that 

thread count is now MAX (or O); or 

• Loop on checking the thread count with sleep time between checks, wherein 

within the loop there is a check of the current count (use RAM semaphore to 

access), and processing exits the loop (and block) when the count has reached 

the sought value; or 

• Use of a semaphore for a count variable which causes the parent thread of Fig. 

29A to stay blocked prior to the count reaching its value, and causes the parent 

thread to become cleared (will leave wait block) when the count reaches its 

sought value. 

Starting threads of processing in Fig. 29A has been presented from a software 

perspective, but there are hardware/firmware thread embodiments which may be started 

appropriately to accomplish the same functionality. If the MS operating system does not 

have an interface for returning the PIO at block 1232, then Fig. 29A can have a block (e.g. 

2905) used to determine its own PIO for setting the 19xx-PID variable. 

Figs. 13A through 13C depict an illustration of data processing system wireless 

data transmissions over some wave spectrum. Embodiments may exist for any of the 
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aforementioned wave spectrums, and data carried thereon may or may not be encrypted 

(e.g. encrypted WDR information). With reference now to Fig. 13A, a MS, for example a 

OLM 200a, sends/broadcasts data such as a data 1302 in a manner well known to those 

skilled in the art, for example other character 32 processing data. When a 

5 Communications Key (CK) 1304 is embedded within data 1302, data 1302 is considered 

usual communications data (e.g. protocol, voice, or any other data over conventional 

forward channel, reverse channel, voice data channel, data transmission channel, or any 

other prior art use channel) which has been altered to contain CK 1304. Data 1302 

contains a CK 1304 which can be detected, parsed, and processed when received by 

10 another MS or other data processing system in the vicinity of the MS (e.g. OLM 200a) as 

determined by the maximum range of transmission 1306. CK 1304 permits "piggy

backing" on current transmissions to accomplish new functionality as disclosed herein. 

Transmission from the MS radiate out from it in all directions in a manner consistent with 

the wave spectrum used. The radius 1308 represents a first range of signal reception from 

15 the MS 200a, perhaps by another MS (not shown). The radius 1310 represents a second 

range of signal reception from the MS 200a, perhaps by another MS (not shown). The 

radius 1311 represents a third range of signal reception from the MS 200a, perhaps by 

another MS (not shown). The radius 1306 represents a last and maximum range of signal 

reception from the MS 200a, perhaps by another MS (not shown). MS design for 

20 maximum radius 1306 may take into account the desired maximum range versus 

acceptable wave spectrum exposure health risks for the user of the MS. The time of 

transmission from MS 200a to radius 1308 is less than times of transmission from MS 

200a to radiuses 1310, 1311, or 1306. The time of transmission from MS 200a to radius 

1310 is less than times of transmission from MS 200a to radiuses 1311 or 1306. The time 

25 of transmission from MS 200a to radius 1311 is less than time of transmission from MS 

200a to radius 1306. 

In another embodiment, data 1302 contains a Communications Key (CK) 1304 

because data 1302 is new transmitted data in accordance with the present disclosure. 

Data 1302 purpose is for carrying CK 1304 information for being detected, parsed, and 

30 processed when received by another MS or other data processing system in the vicinity of 

the MS (e.g. OLM 200a) as determined by the maximum range of transmission 1306. 
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With reference now to Fig. 13B, a MS, for example an ILM 1 000k, 

sends/broadcasts data such as a data 1302 in a manner well known to those skilled in the 

art. Data 1302 and CK 1304 are as described above for Fig. 13A. Data 1302 or CK 1304 

can be detected, parsed, and processed when received by another MS or other data 

5 processing system in the vicinity of the MS (e.g. ILM 1000k) as determined by the 

maximum range of transmission 1306. Transmission from the MS radiate out from it in all 

directions in a manner consistent with the wave spectrum used, and as described above 

for Fig. 13A. 

10 With reference now to Fig. 13C, a service or set of services sends/broadcasts data 

such as a data packet 1312 in a manner well known to those skilled in the art, for example 

to service other character 32 processing. When a Communications Key (CK) 1314 is 

embedded within data 1312, data 1312 is considered usual communications data (e.g. 

protocol, voice, or any other data over conventional forward channel, reverse channel, 

15 voice data channel, data transmission channel, or any other prior art use channel) which 

has been altered to contain CK 1314. Data 1312 contains a CK 1314 which can be 

detected, parsed, and processed when received by an MS or other data processing 

system in the vicinity of the service(s) as determined by the maximum range of 

transmission 1316. CK 1314 permits "piggy-backing" on current transmissions to 

20 accomplish new functionality as disclosed herein. Transmissions radiate out in all 

directions in a manner consistent with the wave spectrum used, and data carried thereon 

may or may not be encrypted (e.g. encrypted WDR information). The radius 1318 

represents a first range of signal reception from the service (e.g. antenna thereof), 

perhaps by a MS (not shown). The radius 1320 represents a second range of signal 

25 reception from the service (e.g. antenna thereof), perhaps by a MS (not shown). The 

radius 1322 represents a third range of signal reception from the service (e.g. antenna 

thereof), perhaps by a MS (not shown). The radius 1316 represents a last and maximum 

range of signal reception from the service (e.g. antenna thereof), perhaps by a MS (not 

shown). The time of transmission from service to radius 1318 is less than times of 

30 transmission from service to radiuses 1320, 1322, or 1316. The time of transmission from 

service to radius 1320 is less than times of transmission from service to radiuses 1322 or 

1316. The time of transmission from service to radius 1322 is less than time of 
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transmission from service to radius 1316. In another embodiment, data 1312 contains a 

Communications Key (CK) 1314 because data 1312 is new transmitted data in 

accordance with the present disclosure. Data 1312 purpose is for carrying CK 1314 

information for being detected, parsed, and processed when received by another MS or 

5 data processing system in the vicinity of the service(s) as determined by the maximum 

range of transmission. 

In some embodiments, data 1302 and 1312 are prior art wireless data transmission 

packets with the exception of embedding a detectable CK 1304 and/or CK 1314, 

10 respectively. Usual data communications of MSs are altered to additionally contain the CK 

so data processing systems in the vicinity can detect, parse, and process the CK. 

Appropriate send and/or broadcast channel processing is used. In other embodiments, 

data 1302 and 1312 are new broadcast wireless data transmission packets for containing 

CK 1304 and CK 1314, respectively. A MS may use send queue 24 for 

15 sending/broadcasting packets to data processing systems in the vicinity, and may use the 

receive queue 26 for receiving packets from other data processing systems in the vicinity. 

Contents of CKs (Communications Keys) depend on which LBX features are in use and 

the functionality intended. 

In the case of "piggybacking" on usual communications, receive queue 26 insertion 

20 processing simply listens for the usual data and when detecting CK presence, inserts CK 

information appropriately to queue 26 for subsequent processing. Also in the case of 

"piggybacking" on usual communications, send queue 24 retrieval processing simply 

retrieves CK information from the queue and embeds it in an outgoing data 1302 at first 

opportunity. In the case of new data communications, receive queue 26 insertion 

25 processing simply listens for the new data containing CK information, and inserts CK 

information appropriately to queue 26 for subsequent processing. Also in the case of new 

data communications, send queue 24 retrieval processing simply retrieves CK information 

from the queue and transmits CK information as new data. 

30 LBX: LN-EXPANSE Configuration 

Fig. 14A depicts a flowchart for describing a preferred embodiment of MS LBX 

configuration processing. Fig. 14 is of Self Management Processing code 18. MS LBX 
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configuration begins at block 1402 upon user action to start the user interface and 

continues to block 1404 where user interface objects are initialized for configurations 

described below with current settings that are reasonable for display to available user 

interface real estate. Thereafter, applicable settings are presented to the user at block 

5 1406 with options. Block 1406 preferably presents to the user at least whether or not OLM 

capability is enabled (i.e. MS to behave as a OLM = at least one role of OLMV enabled), 

whether or not ILM capability is enabled (i.e. MS to behave as an ILM = at least one role 

of ILMV enabled), and/or whether or not this MS should participate in the LN-expanse as a 

source location for other MSs (e.g. process 1902 and/or 1942 enabled). Alternative 

10 embodiments will further present more or less information for each of the settings, or 

present information associated with other Fig. 14 blocks of processing. Other 

embodiments will not configure OLM settings for an MS lacking OLM capability (or when 

all OLMV roles disabled). Other embodiments will not configure ILM settings when OLM 

capability is present. Block 1406 continues to block 1408 where processing waits for user 

15 action in response to options. Block 1408 continues to block 1410 when a user action is 

detected. If block 1410 determines the user selected to configure OLM capability (i.e. 

OLMV role(s)), then the user configures OLM role(s) at block 1412 and processing 

continues back to block 1406. Block 1412 processing is described by Fig. 15A. If block 

1410 determines the user did not select to configure OLM capability (i.e. OLMV role(s)), 

20 then processing continues to block 1414. If block 1414 determines the user selected to 

configure ILM capability (i.e. ILMV role(s)), then the user configures ILM role(s) at block 

1416 and processing continues back to block 1406. Block 1416 processing is described 

by Fig. 15B. If block 1414 determines the user did not select to configure ILM capability 

(i.e. ILMV role(s)), then processing continues to block 1418. If block 1418 determines the 

25 user selected to configure NTP use, then the user configures NTP use at block 1420 and 

processing continues back to block 1406. Block 1420 processing is described by Fig. 16. 

If block 1418 determines the user did not select to configure NTP use, then processing 

continues to block 1422. 

If block 1422 determines the user selected to maintain the WOR queue, then the 

30 user maintains WORs at block 1424 and processing continues back to block 1406. Block 

1424 processing is described by Fig. 17. Blocks 1412, 1416, 1420 and 1424 are 

understood to be delimited by appropriate semaphore control to avoid multi-threaded 
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access problems. If block 1422 determines the user did not select to maintain the WDR 

queue, then processing continues to block 1426. If block 1426 determines the user 

selected to configure the confidence floor value, then block 1428 prepares parameters for 

invoking a Configure Value procedure (parameters for reference (address) of value to 

5 configure; and validity criteria of value to configure), and the Configure Value procedure of 

Fig. 18 is invoked at block 1430 with the two (2) parameters. Thereafter, processing 

continues back to block 1406. Blocks 1428 and 1430 are understood to be delimited by 

appropriate semaphore control when modifying the confidence floor value since other 

threads can access the floor value. 

10 The confidence floor value is the minimum acceptable confidence value of any field 

11 00d (for example as checked by block 276). No WDR with a field 11 00d less than the 

confidence floor value should be used to describe MS whereabouts. In an alternative 

embodiment, the confidence floor value is enforced as the same value across an LN

expanse with no user control to modify it. One embodiment of Fig. 14 does not permit user 

15 control over a minimum acceptable confidence floor value. Various embodiments will 

default the floor value. Block 1812 enforces an appropriate value in accordance with the 

confidence value range implemented (e.g. value from 1 to 100). Since the confidence of 

whereabouts is likely dependent on applications in use at the MS, the preferred 

embodiment is to permit user configuration of the acceptable whereabouts confidence for 

20 the MS. A new confidence floor value can be put to use at next thread(s) startup, or can 

be used instantly with the modification made, depending on the embodiment. The 

confidence floor value can be used to filter out WDRs prior to inserting to queue 22, filter 

out WDRs when retrieving from queue 22, filter out WDR information when listening on 

channel(s) prior to inserting to queue 26, and/or used in accessing queue 22 for any 

25 reason (depending on embodiments). While confidence is validated on both inserts and 

queries (retrievals/peeks), one or the other validation is fine (preferably on inserts). It is 

preferred that executable code incorporate checks where applicable since the confidence 

floor value can be changed after queue 22 is in use. Also, various present disclosure 

embodiments may maintain all confidences to queue 22, or a particular set of acceptable 

30 confidences. 

If block 1426 determines the user did not select to configure the confidence floor 

value, then processing continues to block 1432. If block 1432 determines the user 
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selected to configure the Whereabouts Timeliness Variable (WTV), then block 1434 

prepares parameters for invoking the Configure Value procedure (parameters for 

reference (address) of value to configure; and validity criteria of value to configure), and 

the Configure Value procedure of Fig. 18 is invoked at block 1430 with the two (2) 

5 parameters. Thereafter, processing continues back to block 1406. Blocks 1434 and 1430 

are understood to be delimited by appropriate semaphore control when modifying the 

WTV since other threads can access the WTV. 

A critical configuration for MS whereabouts processing is whereabouts timeliness. 

Whereabouts timeliness is how often (how timely) an MS should have accurate 

10 whereabouts. Whereabouts timeliness is dependent on how often the MS is updated with 

whereabouts information, what technologies are available or are in the vicinity, how 

capable the MS is of maintaining whereabouts, processing speed(s), transmission 

speed(s), known MS or LN-expanse design constraints, and perhaps other factors. In 

some embodiments, whereabouts timeliness is as soon as possible. That is, MS 

15 whereabouts is updated whenever possible as often as possible. In fact, the present 

disclosure provides an excellent system and methodology to accomplish that by 

leveraging location technologies whenever and wherever possible. However, there should 

be balance when considering less capable processing of a MS to prevent hogging CPU 

cycles from other applications at the MS. In other embodiments, a hard-coded or 

20 preconfigured time interval is used for keeping an MS informed of its whereabouts in a 

timely manner. For example, the MS should know its own whereabouts at least every 

second, or at least every 5 seconds, or at least every minute, etc. Whereabouts timeliness 

is critical depending on the applications in use at the MS. For example, if MS whereabouts 

is updated once at the MS every 5 minutes during high speeds of travel when using 

25 navigation, the user has a high risk of missing a turn during travel in downtown cities 

where timely decisions for turns are required. On the other hand, if MS whereabouts is 

updated every 5 seconds, and an application only requires an update accuracy to once 

per minute, then the MS may be excessively processing. 

In some embodiments, there is a Whereabouts Timeliness Variable (WTV) 

30 configured at the MS (blocks 1432, 1434, 1430). Whether it is user configured, system 

configured, or preset in a system, the WTV is used to: 
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5 

• Define the maximum period of time for MS whereabouts to become stale at any 

particular time; 

• Cause the MS to seek its whereabouts if whereabouts information is not up to 

date in accordance with the WTV; and 

• Prevent keeping the MS too busy with keeping abreast of its own whereabouts. 

In another embodiment, the WTV is automatically adjusted based on successes or 

failures of automatically locating the MS. As the MS successfully maintains timely 

whereabouts, the WTV is maintained consistent with the user configured, system 

10 configured, or preset value, or in accordance with active applications in use at the time. 

However, as the MS fails in maintaining timely whereabouts, the WTV is automatically 

adjusted (e.g. to longer periods of time to prevent unnecessary wasting of power and/or 

CPU resources). Later, as whereabouts become readily available, the WTV can be 

automatically adjusted back to the optimal value. In an emergency situation, the user 

15 always has the ability to force the MS to determine its own whereabouts anyway. (Blocks 

856 and 862 through 878, in light of a WDR request and WDR response described for 

architecture 1900). In embodiments where the WTV is adjusted in accordance with 

applications in use at the time, the most demanding requirement of any application started 

is maintained to the WTV. Preferably, each application of the MS initializes to an API of 

20 the MS with a parameter of its WTV requirements. If the requirement is more timely than 

the current value, then the more timely value is used. The WTV can be put to use at next 

thread(s) startup, or can be used instantly with the modification made, depending on the 

embodiment. 

If block 1432 determines the user did not select to configure the WTV, then 

25 processing continues to block 1436. If block 1436 determines the user selected to 

configure the maximum number of threads in a 19xx process (see 19xx-Max variable in 

Fig. 19 discussions), then block 1438 interfaces with the user until a valid 19xx-max 

variable is selected, and processing continues to block 1440. If block 1440 determines the 

19xx process is already running (i.e. 19xx-PID > 0 implies it is enabled), then an error is 

30 provided to the user at block 1442, and processing continues back to block 1406. 

Preferably, block 1442 does not continue back to block 1406 until the user acknowledges 

the error (e.g. with a user action). If block 1440 determines the user selected 19xx process 
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(process 1902, process 1912, process 1922, process 1932, process 1942, or process 

1952) is not already running (i.e. 19xx-PID = 0 implies it is disabled), then block 1444 

prepares parameters for invoking the Configure Value procedure (parameters for 

reference (address) of 19xx-Max value to configure; and validity criteria of value to 

5 configure), and the Configure Value procedure of Fig. 18 is invoked at block 1430 with the 

two (2) parameters. Thereafter, processing continues back to block 1406. Blocks 1438, 

1440, 1444 and 1430 are understood to be delimited by appropriate semaphore control 

when modifying the 19xx-Max value since other threads can access it. The 19xx-Max 

value should not be modified while the 19xx process is running because the number of 

10 threads to terminate may be changed prior to terminating. An alternate embodiment of 

modifying a process number of threads will dynamically modify the number of threads in 

anticipation of required processing. 

If block 1436 determines the user did not select to configure a process thread 

maximum (19xx-Max), then block 1446 checks to see if the user selected to (toggle) 

15 disable or enable a particular process (i.e. a 19xx process of Fig. 19). If block 1446 

determines the user did select to toggle enabling/disabling a particular Fig. 19 process, 

then block 1448 interfaces with the user until a valid 19xx process name is selected, and 

processing continues to block 1450. If block 1450 determines the 19xx process is already 

running (i.e. 19xx-PID > 0 implies it is enabled), then block 1454 prepares parameters 

20 Uust as does block 2812). Thereafter, block 1456 invokes Fig. 29B processing Uust as 

does block 2814). Processing then continues back to block 1406. If block 1450 

determines the 19xx process is not running (i.e. 19xx-PID = 0 implies it is disabled), then 

block 1452 invokes Fig. 29A processing Uust as does block 1232). Processing then 

continues back to block 1406. Block 1456 does not continue back to block 1406 until the 

25 process is completely terminated. Blocks 1448, 1450, 1452, 1454 and 1456 are 

understood to be delimited by appropriate semaphore control. 

Preferred embodiments of blocks 1446 and 1448 use convenient names of 

processes being started or terminated, rather than convenient brief process names such 

as 1902, 1912, 1922, 1932, 1942, or 1952 used in flowcharts. In some embodiments, the 

30 long readable name is used, such as whereabouts broadcast process (1902), 

whereabouts collection process (1912), whereabouts supervisor process (1922), timing 

determination process (1932), WDR request process (1942), and whereabouts 
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determination process (1952). For example, the user may know that the whereabouts 

supervisor process enabled/disabled indicates whether or not to have whereabouts 

timeliness monitored in real time. Enabling the whereabouts supervisor process enables 

monitoring for the WTV in real time, and disabling the whereabouts supervisor process 

5 disables monitoring the WTV in real time. 

In another embodiment of blocks 1446 and 1448, a completely new name or 

description may be provided to any of the processes to facilitate user interface usability. 

For example, a new name Peer Location Source Variable (PLSV) can be associated to 

the whereabouts broadcast process 1902 and/or 1942. PLSV may be easier to remember. 

10 If the PLSV was toggled to disabled, the whereabouts broadcast process 1902 and/or 

1942 terminates. If the PLSV was toggled to enabled, the whereabouts broadcast process 

1902 and/or 1942 is started. It may be easier to remember that the PLSV 

enables/disables whether or not to allow this MS to be a location source for other MSs in 

an LN-expanse. 

15 In other embodiments, a useful name (e.g. PLSV) represents starting and 

terminating any subset of 19xx processes (a plurality (e.g. 1902 and 1942)) for simplicity. 

In yet other embodiments, Fig. 14A/14B can be used to start or terminate worker thread(s) 

in any process, for example to throttle up more worker threads in a process, or to throttle 

down for less worker threads in a process, perhaps modifying thread instances to 

20 accommodate the number of channels for communications, or for the desired 

performance. There are many embodiments for fine tuning the architecture 1900 for 

optimal peer to peer interaction. In yet other embodiments, toggling may not be used. 

There may be individual options available at block 1408 for setting any data of this 

disclosure. Similarly, the 19xx-Max variables may be modified via individual user friendly 

25 names and/or as a group of 19xx-Max variables. 

Referring back to block 1446, if it is determined the user did not select to toggle for 

enabling/disabling process(es), then processing continues to block 1458. If block 1458 

determines the user selected to exit Fig. 14A/14B configuration processing, then block 

1460 terminates the user interface appropriately and processing terminates at block 1462. 

30 If block 1458 determines the user did not select to exit the user interface, then processing 

continues to block 1466 of Fig. 14B by way of off page connector 1464. 

WJJ0701B 119 



Exhibit 1002 
IPR2022-00426 

Page 125 of 755

With reference now to Fig. 14B, depicted is a continued portion flowchart of Fig. 

14A for describing a preferred embodiment of MS LBX configuration processing. If block 

1466 determines the user selected to configure the Source Periodicity Time Period 

(SPTP) value, then block 1468 prepares parameters for invoking the Configure Value 

5 procedure (parameters for reference (address) of value to configure; and validity criteria of 

value to configure), and the Configure Value procedure of Fig. 18 is invoked at block 14 70 

with the two (2) parameters. Thereafter, processing continues back to block 1406 by way 

of off page connector 1498. Blocks 1468 and 1470 are understood to be delimited by 

appropriate semaphore control when modifying the SPTP value since other threads can 

10 access it. The SPTP configures the time period between broadcasts by thread(s) 1902, for 

example 5 seconds. Some embodiments do not permit configuration of the SPTP. 

If block 1466 determines the user did not select to configure the SPTP value, then 

processing continues to block 1472. If block 1472 determines the user selected to 

configure service propagation, then the user configures service propagation at block 14 7 4 

15 and processing continues back to block 1406 by way of off page connector 1498. If block 

1472 determines the user did not select to configure service propagation, then processing 

continues to block 1476. 

If block 1476 determines the user selected to configure permissions 10, then the 

user configures permissions at block 14 78 and processing continues back to block 1406 

20 by way of off page connector 1498. If block 1476 determines the user did not select to 

configure permissions 10, then processing continues to block 1480. If block 1480 

determines the user selected to configure charters 12, then the user configures charters 

12 at block 1482 and processing continues back to block 1406 by way of off page 

connector 1498. If block 1480 determines the user did not select to configure charters 12, 

25 then processing continues to block 1484. If block 1484 determines the user selected to 

configure statistics 14, then the user configures statistics 14 at block 1486 and processing 

continues back to block 1406 by way of off page connector 1498. If block 1484 determines 

the user did not select to configure statistics 14, then processing continues to block 1488. 

If block 1488 determines the user selected to configure service informant code 28, then 

30 the user configures code 28 at block 1490 and processing continues back to block 1406 

by way of off page connector 1498. If block 1488 determines the user did not select to 

configure code 28, then processing continues to block 1492. If block 1492 determines the 
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user selected to maintain LBX history 30, then the user maintains LBX history at block 

1494 and processing continues back to block 1406 by way of off page connector 1498. If 

block 1492 determines the user did not select to maintain LBX history 30, then processing 

continues to block 1496. 

5 Block 1496 handles other user interface actions leaving block 1408, and processing 

continues back to block 1406 by way of off page connector 1498. 

Details of blocks 1474, 1478, 1482, 1486, 1490, 1494, and perhaps more detail to 

block 1496, are described with other flowcharts. Appropriate semaphores are requested at 

the beginning of block processing, and released at the end of block processing, for thread 

10 safe access to applicable data at risk of being accessed by another thread of processing 

at the same time of configuration. In some embodiments, a user/administrator with secure 

privileges to the MS has ability to perform any subset of configurations of Figs. 14A and 

14B processing, while a general user may not. Any subset of Fig. 14 configuration may 

appear in alternative embodiments, with or without authenticated administrator access to 

15 perform configuration. 

Fig. 15A depicts a flowchart for describing a preferred embodiment of OLM role 

configuration processing of block 1412. Processing begins at block 1502 and continues to 

block 1504 which accesses current DLMV settings before continuing to block 1506. If 

20 there were no DLMV entries (list empty) as determined by block 1506, then block 1508 

provides an error to the user and processing terminates at block 1518. The DLMV may be 

empty when the MS has no local OLM capability and there hasn't yet been any detected 

OLM capability, for example as evidenced by WDRs inserted to queue 22. Preferably, the 

error presented at block 1508 requires the user to acknowledge the error (e.g. with a user 

25 action) before block 1508 continues to block 1518. If block 1506 determines at least one 

entry (role) is present in the DLMV, then the current DLMV setting(s) are saved at block 

1510, the manage list processing procedure of Fig. 15C is invoked at block 1512 with the 

DLMV as a reference (address) parameter, and processing continues to block 1514. 

Block 1514 determines if there were any changes to the DLMV from Fig. 15C 

30 processing by comparing the DLMV after block 1512 with the DLMV saved at block 1510. 

If there were changes via Fig. 15C processing, such as a role which was enabled prior to 

block 1512 which is now disabled, or such as a role which was disabled prior to block 
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1512 which is now enabled, then block 1514 continues to block 1516 which handles the 

DLMV changes appropriately. Block 1516 continues to block 1518 which terminates Fig. 

15A processing. If block 1514 determines there were no changes via block 1512, then 

processing terminates at block 1518. 

5 Block 1516 enables newly enabled role(s) as does block 1238 described for Fig. 

12. Block 1516 disables newly disabled role(s) as does block 2804 described for Fig. 28. 

Fig. 15B depicts a flowchart for describing a preferred embodiment of ILM role 

configuration processing of block 1416. Processing begins at block 1522 and continues to 

10 block 1524 which accesses current ILMV settings before continuing to block 1526. If there 

were no ILMV entries (list empty) as determined by block 1526, then block 1528 provides 

an error to the user and processing terminates at block 1538. The ILMV may be empty 

when the MS is not meant to have ILM capability. Preferably, the error presented at block 

1528 requires the user to acknowledge the error before block 1528 continues to block 

15 1538. If block 1526 determines at least one entry (role) is present in the ILMV, then the 

current ILMV setting(s) are saved at block 1530, the manage list processing procedure of 

Fig. 15C is invoked with a reference (address) parameter of the ILMV at block 1532, and 

processing continues to block 1534. 

Block 1534 determines if there were any changes to the ILMV from Fig. 15C 

20 processing by comparing the ILMV after block 1532 with the ILMV saved at block 1530. If 

there were changes via Fig. 15C processing, such as a role which was enabled prior to 

block 1532 which is now disabled, or such as a role which was disabled prior to block 

1532 which is now enabled, then block 1534 continues to block 1536 which handles the 

ILMV changes appropriately. Block 1536 continues to block 1538 which terminates Fig. 

25 15B processing. If block 1534 determines there were no changes via block 1532, then 

processing terminates at block 1538. 

30 

Block 1536 enables newly enabled role(s) as does blocks 1224 through 1234 

described for Fig. 12. Block 1536 disables newly disabled role(s) as does blocks 2806 

through 2816 described for Fig. 28. 

Fig. 15C depicts a flowchart for describing a preferred embodiment of a procedure 

for Manage List processing. Processing starts at block 1552 and continues to block 1554. 
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Block 1554 presents the list (OLM capability if arrived to by way of Fig. 15A; ILM capability 

if arrived to by way of Fig. 15B) to the user, as passed to Fig. 15C processing with the 

reference parameter by the invoker, with which list items are marked (enabled) and which 

are unmarked (disabled) along with options, before continuing to block 1556 for awaiting 

5 user action. Block 1554 highlights currently enabled roles, and ensures disabled roles are 

not highlighted in the presented list. When a user action is detected at block 1556, 

thereafter, block 1558 checks if a list entry was enabled (marked) by the user, in which 

case block 1560 marks the list item as enabled, saves it to the list (e.g. OLMV or ILMV), 

and processing continues back to block 1554 to refresh the list interface. If block 1558 

10 determines the user did not respond with an enable action, then block 1562 checks for a 

disable action. If block 1562 determines the user wanted to disable a list entry, then block 

1564 marks (actually unmarks it) the list item as disabled, saves it to the list (e.g. OLMV or 

ILMV), and processing continues back to block 1554. If block 1562 determines the user 

did not want to disable a list item, then block 1566 checks if the user wanted to exit Fig. 

15 15C processing. If block 1566 determines the user did not select to exit list processing, 

then processing continues to block 1568 where other user interface actions are 

appropriately handled and then processing continues back to block 1554. If block 1566 

determines the user did select to exit manage list processing, then Fig. 15C processing 

appropriately returns to the caller at block 1570. 

20 Fig. 15C interfaces with the user for desired OLMV (via Fig. 15A) or ILMV (via Fig. 

25 

15B) configurations. In some embodiments, it makes sense to have user control over 

enabling or disabling OLM and/or ILM capability (roles) to the MS, for example for software 

or hardware testing. 

Fig. 16 depicts a flowchart for describing a preferred embodiment of NTP use 

configuration processing of block 1420. Processing starts at block 1602 and continues to 

block 1604 where the current NTP use setting is accessed. Thereafter, block 1606 

presents the current NTP use setting to its value of enabled or disabled along with 

options, before continuing to block 1608 for awaiting user action. When a user action is 

30 detected at block 1608, block 1610 checks if the NTP use setting was disabled at block 

1608, in which case block 1612 terminates NTP use appropriately, block 1614 sets (and 
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saves) the NTP use setting to disabled, and processing continues back to block 1606 to 

refresh the interface. Block 1612 disables NTP as does block 2828. 

If block 1610 determines the user did not respond for disabling NTP, then block 

1616 checks for a toggle to being enabled. If block 1616 determines the user wanted to 

5 enable NTP use, then block 1618 accesses known NTP server address(es) (e.g. ip 

addresses preconfigured to the MS, or set with another user interface at the MS), and 

pings each one, if necessary, at block 1620 with a timeout. As soon as one NTP server is 

determined to be reachable, block 1620 continues to block 1622. If no NTP server was 

reachable, then the timeout will have expired for each one tried at block 1620 for 

10 continuing to block 1622. Block 1622 determines if at least one NTP server was reachable 

at block 1620. If block 1622 determines no NTP server was reachable, then an error is 

presented to the user at block 1624 and processing continues back to block 1606. 

Preferably, the error presented at block 1624 requires the user to acknowledge the error 

before block 1624 continues to block 1606. If block 1622 determines that at least one NTP 

15 server was reachable, then block 1626 initializes NTP use appropriately, block 1628 sets 

the NTP use setting to enabled (and saves), and processing continues back to block 

1606. Block 1626 enables NTP as does block 1210. 

Referring back to block 1616, if it is determined the user did not want to enable 

NTP use, then processing continues to block 1630 where it is checked if the user wanted 

20 to exit Fig. 16 processing. If block 1630 determines the user did not select to exit Fig. 16 

processing, then processing continues to block 1632 where other user interface actions 

leaving block 1608 are appropriately handled, and then processing continues back to 

block 1606. If block 1630 determines the user did select to exit processing, then Fig. 16 

processing terminates at block 1634. 

25 

Fig. 17 depicts a flowchart for describing a preferred embodiment of WDR 

maintenance processing of block 1424. Processing starts at block 1702 and continues to 

block 1704 where it is determined if there are any WDRs of queue 22. If block 1704 

determines there are no WDRs for processing, then block 1706 presents an error to the 

30 user and processing continues to block 1732 where Fig. 17 processing terminates. 

Preferably, the error presented at block 1706 requires the user to acknowledge the error 

before block 1706 continues to block 1732. If block 1704 determines there is at least one 
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WDR, then processing continues to block 1708 where the current contents of WDR queue 

22 is appropriately presented to the user (in a scrollable list if necessary). Thereafter, 

block 1710 awaits user action. When a user action is detected at block 1710, block 1712 

checks if the user selected to delete a WDR from queue 22, in which case block 1714 

5 discards the selected WDR, and processing continues back to block 1708 for a refreshed 

presentation of queue 22. If block 1712 determines the user did not select to delete a 

WDR, then block 1716 checks if the user selected to modify a WDR. If block 1716 

determines the user wanted to modify a WDR of queue 22, then block 1718 interfaces 

with the user for validated WDR changes before continuing back to block 1708. If block 

10 1716 determines the user did not select to modify a WDR, then block 1720 checks if the 

user selected to add a WDR to queue 22. If block 1720 determines the user selected to 

add a WDR (for example, to manually configure MS whereabouts), then block 1722 

interfaces with the user for a validated WDR to add to queue 22 before continuing back to 

block 1708. If block 1720 determines the user did not select to add a WDR, then block 

15 1724 checks if the user selected to view detailed contents of a WDR, perhaps because 

WDRs are presented in an abbreviated form at block 1708. If it is determined at block 

1724 the user did select to view details of a WDR, then block 1726 formats the WDR in 

detail form, presents it to the user, and waits for the user to exit the view of the WDR 

before continuing back to block 1708. If block 1724 determines the user did not select to 

20 view a WDR in detail, then block 1728 checks if the user wanted to exit Fig. 17 

processing. If block 1728 determines the user did not select to exit Fig. 17 processing, 

then processing continues to block 1730 where other user interface actions leaving block 

1710 are appropriately handled, and then processing continues back to block 1708. If 

block 1728 determines the user did select to exit processing, then Fig. 17 processing 

25 terminates at block 1732. 

There are many embodiments for maintaining WDRs of queue 22. In some 

embodiments, Fig. 17 (i.e. block 1424) processing is only provided for debug of an MS. In 

a single instance WDR embodiment, block 1708 presents the one and only WDR which is 

used to keep current MS whereabouts whenever possible. Other embodiments 

30 incorporate any subset of Fig. 17 processing. 
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Fig. 18 depicts a flowchart for describing a preferred embodiment of a procedure 

for variable configuration processing, namely the Configure Value procedure, for example 

for processing of block 1430. Processing starts at block 1802 and continues to block 1804 

where parameters passed by the invoker of Fig. 18 are determined, namely the reference 

5 (address) of the value for configuration to be modified, and the validity criteria for what 

makes the value valid. Passing the value by reference simply means that Fig. 18 has the 

ability to directly change the value, regardless of where it is located. In some 

embodiments, the parameter is an address to a memory location for the value. In another 

embodiment, the value is maintained in a database or some persistent storage, and Fig. 

10 18 is passed enough information to know how to permanently affect/change the value. 

Block 1804 continues to block 1806 where the current value passed is presented to 

the user (e.g. confidence floor value), and then to block 1808 for awaiting user action. 

When a user action is detected at block 1808, block 1810 checks if the user selected to 

modify the value, in which case block 1812 interfaces with the user for a validated value 

15 using the validity criteria parameter before continuing back to block 1806. Validity criteria 

may take the form of a value range, value type, set of allowable values, or any other 

criteria for what makes the value a valid one. 

If block 1810 determines the user did not select to modify the value, then block 

1814 checks if the user wanted to exit Fig. 18 processing. If block 1814 determines the 

20 user did not select to exit Fig. 18 processing, then processing continues to block 1816 

where other user interface actions leaving block 1808 are appropriately handled, and then 

processing continues back to block 1806. If block 1814 determines the user did select to 

exit processing, then Fig. 18 processing appropriately returns to the caller at block 1818. 

25 LBX: LN-EXPANSE Interoperability 

Fig. 19 depicts an illustration for describing a preferred embodiment multithreaded 

architecture of peer interaction processing of a MS in accordance with the present 

disclosure. MS architecture 1900 preferably includes a set of Operating System (O/S) 

processes (i.e. O/S terminology "process" with O/S terminology "thread" or "threads (i.e. 

30 thread(s))), including a whereabouts broadcast process 1902, a whereabouts collection 

process 1912, a whereabouts supervisor process 1922, a timing determination process 

1932, a WDR request process 1942, and a whereabouts determination process 1952. 
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Further included are queues for interaction of processing, and process associated 

variables to facilitate processing. All of the Fig. 19 processes are of PIP code 6. There is 

preferably a plurality (pool) of worker threads within each of said 19xx processes (i.e. 

1902, 1912, 1922, 1932, 1942 and 1952) for high performance asynchronous processing. 

5 Each 19xx process (i.e. 1902, 1912, 1922, 1932, 1942 and 1952) preferably has at least 

two (2) threads: 

1) "parent thread"; and 

2) "worker thread". 

10 A parent thread (Fig. 29A) is the main process thread for: 

15 

• starting the particular process; 

• starting the correct number of worker thread(s) of that particular process; 

• staying alive while all worker threads are busy processing; and 

• properly terminating the process when worker threads are terminated. 

The parent thread is indeed the parent for governing behavior of threads at the process 

whole level. Every process has a name for convenient reference, such as the names 

1902, 1912, 1922, 1932, 1942 and 1952. Of course, these names may take on the 

associated human readable forms of whereabouts broadcast process, whereabouts 

20 collection process, whereabouts supervisor process, timing determination process, WDR 

request process, and whereabouts determination process, respectively. For brevity, the 

names used herein are by the process label of Fig. 19 in a form 19xx. There must be at 

least one worker thread in a process. Worker thread(s) are described with a flowchart as 

follows: 

25 • 1902 - Fig. 20; 

• 1912 - Fig. 21; 

• 1922 - Fig. 22; 

• 1932 - Fig. 23; 

• 1942 - Fig. 25; and 

30 • 1952 - Fig. 26A. 
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Threads of architecture MS are presented from a software perspective, but there are 

applicable hardware/firmware process thread embodiments accomplished for the same 

functionality. In fact, hardware/firmware embodiments are preferred when it is known that 

processing is mature (i.e. stable) to provide the fastest possible performance. Architecture 

5 1900 processing is best achieved at the highest possible performance speeds for optimal 

wireless communications processing. There are two (2) types of processes for describing 

the types of worker threads: 

1) "Slave to Queue"; and 

2) "Slave to Timer". 

10 

A 19xx process is a slave to queue process when its worker thread(s) are driven by 

feeding from a queue of architecture 1900. A slave to queue process stays "blocked" (O/S 

terminology "blocked" = preempted) on a queue entry retrieval interface until the sought 

queue item is inserted to the queue. The queue entry retrieval interface becomes "cleared" 

15 (O/S terminology "cleared" = clear to run) when the sought queue entry is retrieved from 

the queue by a thread. These terms (blocked and cleared) are analogous to a semaphore 

causing a thread to be blocked, and a thread to be cleared, as is well known in the art. 

Queues have semaphore control to ensure no more than one thread becomes clear at a 

time for a single queue entry retrieved (as done in an O/S). One thread sees a particular 

20 queue entry, but many threads can feed off the same queue to do the same work 

concurrently. Slave to queue type of processes are 1912, 1932, 1942 and 1952. A slave to 

queue process is properly terminated by inserting a special termination queue entry for 

each worker thread to terminate itself after queue entry retrieval. 

A 19xx process is a slave to timer process when its worker thread(s) are driven by a 

25 timer for peeking a queue of architecture 1900. A timer provides the period of time for a 

worker thread to sleep during a looped iteration of checking a queue for a sought entry 

(without removing the entry from the queue). Slave to timer threads periodically peek a 

queue, and based on what is found, will process appropriately. A queue peek does not 

alter the peeked queue. The queue peek interface is semaphore protected for preventing 

30 peeking at an un-opportune time (e.g. while thread inserting or retrieving from queue). 

Queue interfaces ensure one thread is acting on a queue with a queue interface at any 

particular time. Slave to timer type of processes are 1902 and 1922. A slave to timer 
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process is properly terminated by inserting a special termination queue entry for each 

worker thread to terminate itself by queue entry peek. 

Block 2812 knows the type of 19xx process for preparing the process type 

parameter for invocation of Fig. 29B at block 2814. The type of process has slightly 

5 different termination requirements because of the worker thread(s) processing type. 

Alternate embodiments of slave to timer processes will make them slave to queue 

processes by simply feeding off Thread Request (TR) queue 1980 for driving a worker 

thread when to execute (and when to terminate). New timer(s) would insert timely queue 

entries to queue 1980, and processes 1902 and 1922 would retrieve from the queue (Fig. 

10 24A record 2400). The queue entries would become available to queue 1980 when it is 

time for a particular worker thread to execute. Worker threads of processes 1902 and 

1922 could retrieve, and stay blocked on, queue 1980 until an entry was inserted by a 

timer for enabling a worker thread (field 2400a set to 1902 or 1912). TR queue 1980 is 

useful for starting any threads of architecture 1900 in a slave to queue manner. This may 

15 be a cleaner architecture for all thread pools to operate the same way (slave to queue). 

20 

25 

Nevertheless, the two thread pool methods are implemented. 

Each 19xx process has at least four (4) variables for describing present disclosure 

processing: 

• 19xx-PIO = The 0/S terminology "Process Identifier (PIO)" for the 0/S PIO of 

the 19xx process. This variable is also used to determine if the process is 

enabled (PIO > 0), or is disabled (PIO = 0 (i.e. <= O)); 

• 19xx-Max = The configured number of worker thread(s) for the 19xx process; 

• 19xx-Sem = A process local semaphore for synchronizing 19xx worker 

threads, for example in properly starting up worker threads in process 19xx, 

and for properly terminating worker threads in process 19xx; and 

• 19xx-Ct = A process local count of the number of worker thread(s) currently 

running in the 19xx process. 

19xx-PIO and 19xx-Max are variables of PIP data 8. 19xx-Sem and 19xx-Ct are preferably 

30 process 19xx stack variables within the context of PIP code 6. 19xx-PIO is a semaphore 

protected global variable in architecture 1900 so that it can be used to determine whether 

or not a particular 19xx process is enabled (i.e. running) or disabled (not running). 19xx-
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Max is a semaphore protected global variable in architecture 1900 so that user 

configuration processing outside of architecture 1900 can be used to administrate a 

desired number of worker threads for a 19xx process. Alternate embodiments will not 

provide user configuration of 19xx-Max variables (e.g. hard coded maximum number of 

5 threads), in which case no 19xx-Max global variable is necessary. "Thread(s) 19xx" is a 

brief form of stating "worker thread(s) of the 19xx process". 

Receive (Rx) queue 26 is for receiving CK 1304 or CK 1314 data (e.g. WDR or 

WDR requests), for example from wireless transmissions. Queue 26 will receive at least 

WDR information (destined for threads 1912) and WDR requests (Fig. 24C records 2490 

10 destined for threads 1942). At least one thread (not shown) is responsible for listening on 

appropriate channel(s) and immediately depositing appropriate records to queue 26 so 

that they can be processed by architecture 1900. Preferably, there is a plurality (pool) of 

threads for feeding queue 26 based on channel(s) being listened on, and data 1302 or 

1312 anticipated for being received. Alternative embodiments of thread(s) 1912 may 

15 themselves directly be listening on appropriate channels and immediately processing 

packets identified, in lieu of a queue 26. Alternative embodiments of thread(s) 1942 may 

themselves directly be listening on appropriate channels and immediately processing 

packets identified, in lieu of a queue 26. Queue 26 is preferred to isolate channel(s) (e.g. 

frequency(s)) and transmission reception processing in well known modular (e.g. Radio 

20 Frequency (RF)) componentry, while providing a high performance queue interface to 

other asynchronous threads of architecture 1900 (e.g. thread(s) of process 1912). Wave 

spectrums (via particular communications interface 70) are appropriately processed for 

feeding queue 26. As soon as a record is received by an MS, it is assumed ready for 

processing at queue 26. All queue 26 accesses are assumed to have appropriate 

25 semaphore control to ensure synchronous access by any thread at any particular time to 

prevent data corruption and misuse. Queue entries inserted to queue 26 may have arrived 

on different channel(s), and in such embodiments a channel qualifier may further direct 

queue entries from queue 26 to a particular thread 1912 or 1942 (e.g. thread(s) dedicated 

to channel(s)). In other embodiments, receive processing feeds queue 26 independent of 

30 any particular channel(s) monitored, or received on (the preferred embodiment described). 

Regardless of how data is received and then immediately placed on queue 26, a received 

date/time stamp (e.g. fields 1100p or 2490c) is added to the applicable record for 
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communicating the received date/time stamp to a thread (e.g. thread(s) 1912 or 1942) of 

when the data was received. Therefore, the queue 26 insert interface tells the waiting 

thread(s) when the data was actually received. This ensures a most accurate received 

date/time stamp as close to receive processing as possible (e.g. enabling most accurate 

5 TDOA measurements). An alternate embodiment could determine applicable received 

date/time stamps in thread(s) 1912 or thread(s) 1942. Other data placed into received 

WDRs are: wave spectrum and/or particular communications interface 70 of the channel 

received on, and heading/yaw/pitch/roll (or accelerometer readings) with AOA 

measurements, signal strength, and other field 11 00f eligible data of the receiving MS. 

10 Depending on alternative embodiments, queue 26 may be viewed metaphorically for 

providing convenient grounds of explanation. 

Send (Tx) queue 24 is for sending/communicating CK 1304 data, for example for 

wireless transmissions. At least one thread (not shown) is responsible for immediately 

transmitting (e.g. wirelessly) anything deposited to queue 24. Preferably, there is a 

15 plurality (pool) of threads for feeding off of queue 24 based on channel(s) being 

transmitted on, and data 1302 anticipated for being sent. Alternative embodiments of 

thread(s) of processes 1902, 1922, 1932 and 1942 may themselves directly transmit 

(send/broadcast) on appropriate channels anything deposited to queue 24, in lieu of a 

queue 24. Queue 24 is preferred to isolate channel(s) (e.g. frequency(s)) and transmission 

20 processing in well known modular (e.g. RF) componentry, while providing a high 

performance queue interface to other asynchronous threads of architecture 1900 (e.g. 

thread(s) 1942). Wave spectrums and/or particular communications interface 70 are 

appropriately processed for sending from queue 24. All queue 24 accesses are assumed 

to have appropriate semaphore control to ensure synchronous access by any thread at 

25 any particular time to prevent data corruption and misuse. As soon as a record is inserted 

to queue 24, it is assumed sent immediately. Preferably, fields sent depend on fields set. 

Queue entries inserted to queue 24 may contain specification for which channel(s) to send 

on in some embodiments. In other embodiments, send processing feeding from queue 24 

has intelligence for which channel(s) to send on (the preferred embodiment described). 

30 Depending on alternative embodiments, queue 24 may be viewed metaphorically for 

providing convenient grounds of explanation. 
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5 

When interfacing to queue 24, the term "broadcast" refers to sending outgoing data 

in a manner for reaching as many MSs as possible (e.g. use all participating 

communications interfaces 70), whereas the term "send" refers to targeting a particular 

MS or group of MSs. 

WDR queue 22 preferably contains at least one WDR 1100 at any point in time, for 

at least describing whereabouts of the MS of architecture 1900. Queue 22 accesses are 

assumed to have appropriate semaphore control to ensure synchronous access by any 

thread at any particular time to prevent data corruption and misuse. A single instance of 

data embodiment of queue 22 may require an explicit semaphore control for access. In a 

10 WDR plurality maintained to queue 22, appropriate queue interfaces are again provided to 

ensure synchronous thread access (e.g. implicit semaphore control). Regardless, there is 

still a need for a queue 22 to maintain a plurality of WDRs from remote MSs. The 

preferred embodiment of all queue interfaces uses queue interface maintained 

semaphore(s) invisible to code making use of queue (e.g. API) interfaces. Depending on 

15 alternative embodiments, queue 22 may be viewed metaphorically for providing 

convenient grounds of explanation. 

Thread Request (TR) queue 1980 is for requesting processing by either a timing 

determination (worker) thread of process 1932 (i.e. thread 1932) or whereabouts 

determination (worker) thread of process 1952 (i.e. thread 1952). When requesting 

20 processing by a thread 1932, TR queue 1980 has requests (retrieved via processing 1934 

after insertion processing 1918) from a thread 1912 to initiate TDOA measurement. When 

requesting processing by a thread 1952, TR queue 1980 has requests (retrieved via 

processing 1958 after insertion processing 1918 or 1930) from a thread 1912 or 1922 so 

that thread 1952 performs whereabouts determination of the MS of architecture 1900. 

25 Requests of queue 1980 comprise records 2400. Preferably, there is a plurality (pool) of 

threads 1912 for feeding queue 1980 (i.e. feeding from queue 26), and for feeding a 

plurality each of threads 1932 and 1952 from queue 1980. All queue 1980 accesses are 

assumed to have appropriate semaphore control to ensure synchronous access by any 

thread at any particular time to prevent data corruption and misuse. Depending on 

30 alternative embodiments, queue 1980 may be viewed metaphorically for providing 

convenient grounds of explanation. 
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With reference now to Fig. 24A, depicted is an illustration for describing a preferred 

embodiment of a thread request queue record, as maintained to Thread Request (TR) 

queue 1980. TR queue 1980 is not required when a LN-expanse globally uses NTP, as 

found in thread 19xx processing described for architecture 1900, however it may be 

5 required at a MS which does not have NTP, or a MS which interacts with another data 

processing system (e.g. MS) that does not have NTP. Therefore, TR queue record 2400 

(i.e. queue entry 2400) may, or may not, be required. This is the reason Fig. 1A does not 

depict queue 1980. When NTP is in use globally (in LN-expanse ), TDOA measurements 

can be made using a single unidirectional data (1302 or 1312) packet containing a sent 

10 date/time stamp (of when the data was sent). Upon receipt, that sent date/time stamp 

received is compared with the date/time of receipt to determine the difference. The 

difference is a TDOA measurement. Knowing transmission speeds with a TDOA 

measurement allows calculating a distance. In this NTP scenario, no thread(s) 1932 are 

required. 

15 Threads 1912 and/or OLM processing may always insert the MS whereabouts 

without requirement for thread(s) 1952 by incorporating thread 1952 logic into thread 

1912, or by directly starting (without queue 1980) a thread 1952 from a thread 1912. 

Therefore, threads 1952 may not be required. If threads 1952 are not required, queue 

1980 may not be required by incorporating thread 1932 logic into thread 1912, or by 

20 directly starting (without queue 1980) a thread 1932 from a thread 1912. Therefore, queue 

1980 may not be required, and threads 1932 may not be required. 

Records 2400 (i.e. queue entries 2400) contain a request type field 2400a and data 

field 2400b. Request type field 2400a simply routes the queue entry to destined thread(s) 

(e.g. thread(s) 1932 or thread(s) 1952). A thread 1932 remains blocked on queue 1980 

25 until a record 2400 is inserted which has a field 2400a containing the value 1932. A thread 

1952 remains blocked on queue 1980 until a record 2400 is inserted which has a field 

2400a containing the value 1952. Data field 2400b is set to zero (0) when type field 2400a 

contains 1952 (i.e. not relevant). Data field 2400b contains an MS ID (field 11 00a) value, 

and possibly a targeted communications interface 70 (or wave spectrum if one to one), 

30 when type field contains 1932. Field 2400b will contain information for appropriately 

targeting the MS ID with data (e.g. communications interface to use if MS has multiple of 
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them). An MS with only one communications interface can store only a MS ID in field 

2400b. 

Records 2400 are used to cause appropriate processing by 19xx threads (e.g. 1932 

or 1952) as invoked when needed (e.g. by thread(s) 1912). Process 1932 is a slave to 

5 queue type of process, and there are no queue 1980 entries 2400 which will not get timely 

processed by a thread 1932. No interim pruning is necessary to queue 1980. 

With reference now back to Fig. 19, Correlation Response (CR) queue 1990 is for 

receiving correlation data for correlating requests transmitted in data 1302 with responses 

10 received in data 1302 or 1312. Records 2450 are inserted to queue 1990 (via processing 

1928) from thread(s) 1922 so that thread(s) 1912 (after processing 1920) correlate data 

1302 or 1312 with requests sent by thread(s) 1922 (e.g. over interface 1926), for the 

purpose of calculating a TDOA measurement. Additionally, records 2450 are inserted to 

queue 1990 (via processing 1936) from thread(s) 1932 so that thread(s) 1912 (after 

15 processing 1920) correlate data 1302 or 1312 with requests sent by thread(s) 1932 (e.g. 

over interface 1938), for the purpose of calculating a TDOA measurement. Preferably, 

there is a plurality (pool) of threads for feeding queue 1990 and for feeding from queue 

1990 (feeding from queue 1990 with thread(s) 1912). All queue 1990 accesses are 

assumed to have appropriate semaphore control to ensure synchronous access by any 

20 thread at any particular time to prevent data corruption and misuse. Depending on 

alternative embodiments, queue 1990 may be viewed metaphorically for providing 

convenient grounds of explanation. 

With reference now to Fig. 24B, depicted is an illustration for describing a preferred 

25 embodiment of a correlation response queue record, as maintained to Correlation 

Response (CR) queue 1990. CR queue 1990 is not required when a LN-expanse globally 

uses NTP, as found in thread 19xx processing described for architecture 1900, however it 

may be required at a MS which does not have NTP, or a MS which interacts with another 

data processing system (e.g. MS) that does not have NTP. Therefore, CR record 2450 

30 (i.e. queue entry 2450) may, or may not, be required. This is the reason Fig. 1A does not 

depict queue 1990. The purpose of CR queue 1990 is to enable calculation of TDOA 

measurements using correlation data to match a request with a response. When NTP is 
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5 

used globally in the LN-expanse, no such correlations between a request and response is 

required, as described above. In the NTP scenario, thread(s) 1912 can deduce TDOA 

measurements directly from responses (see Fig. 21 ), and there is no requirement for 

threads 1932. 

TDOA measurements are best taken using date/time stamps as close to the 

processing points of sending and receiving as possible, otherwise critical regions of code 

may be required for enabling process time adjustments to the measurements when 

processing is "further out" from said points. This is the reason MS receive processing 

provides received date/time stamps with data inserted to queue 26 (field 11 00p or 2490c). 

10 In a preferred embodiment, send queue 24 processing inserts to queue 1990 so the 

date/time stamp field 2450a for when sent is as close to just prior to having been sent as 

possible. However, there is still the requirement for processing time spent inserting to 

queue 1990 prior to sending anyway. Anticipated processing speeds of architecture 1900 

allow reasonably moving sent date/time stamp setting just a little "further out" from actually 

15 sending to keep modular send processing isolated. A preferred embodiment (as 

presented) assumes the send queue 24 interface minimizes processing instructions from 

when data is placed onto queue 24 and when it is actually sent, so that the sending 

thread(s) 19xx (1902, 1922, 1932 and 1942) insert to queue 1990 with a reasonably 

accurate sent/date stamp field 2450a. This ensures a most accurate sent date/time stamp 

20 (e.g. enabling most accurate TDOA measurements). An alternate embodiment makes 

appropriate adjustments for more accurate time to consider processing instructions up to 

the point of sending after queue 1990 insertion. 

Records 2450 (i.e. queue entries 2450) contain a date/time stamp field 2450a and 

a correlation data field 2450b. Date/time stamp field 2450a contains a date/time stamp of 

25 when a request (data 1302) was sent as set by the thread inserting the queue entry 2450. 

Correlation data field 2450b contains unique correlation data (e.g. MS id with suffix of 

unique number) used to provide correlation for matching sent requests (data 1302) with 

received responses (data 1302 or 1312), regardless of the particular communications 

interface(s) used (e.g. different wave spectrums supported by MS). Upon a correlation 

30 match, a TDOA measurement is calculated using the time difference between field 2450a 

and a date/time stamp of when the response was received (e.g. field 1100p). A thread 

1912 accesses queue 1990 for a record 2450 using correlation field 2450b to match, 
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when data 1302 or 1312 contains correlation data for matching. A thread 1912 then uses 

the field 2450a to calculate a TOOA measurement. Process 1912 is not a slave to queue 

1990 (but is to queue 26). A thread 1912 peeks queue 1990 for a matching entry when 

appropriate. Queue 1990 may contain obsolete queue entries 2450 until pruning is 

5 performed. Some WOR requests may be broadcasts, therefore records 2450 may be used 

for correlating a plurality of responses. In another record 2450 embodiment, an additional 

field 2450c is provided for specification of which communication interface(s) and/or 

channel(s) to listen on for a response. 

10 With reference now back to Fig. 19, any reasonable subset of architecture 1900 

processing may be incorporated in a MS. For example in one minimal subset 

embodiment, a OLM which has excellent direct locating means only needs a single 

instance WOR (queue 22) and a single thread 1902 for broadcasting whereabouts data to 

facilitate whereabouts determination by other MSs. In a near superset embodiment, 

15 process 1942 processing may be incorporated completely into process 1912, thereby 

eliminating processing 1942 by having threads 1912 feed from queue 26 for WOR 

requests as well as WOR information. In another subset embodiment, process 1922 may 

only send requests to queue 24 for responses, or may only start a thread 1952 for 

determining whereabouts of the MS. There are many viable subset embodiments 

20 depending on the MS being a OLM or ILM, capabilities of the MS, LN-expanse 

deployment design choices, etc. A reference to Fig. 19 accompanies thread 19xx 

flowcharts (Figs. 20, 21, 22, 23, 25 and 26A). The user, preferably an administrator type 

(e.g. for lbxPhone ™ debug) selectively configures whether or not to start or terminate a 

process (thread pool), and perhaps the number of threads to start in the pool (see Fig. 

25 14A). Starting a process (and threads) and terminating processes (and threads) is shown 

in flowcharts 29A and 29B. There are other embodiments for properly starting and 

terminating threads without departing from the spirit and scope of this disclosure. 

Fig. 20 depicts a flowchart for describing a preferred embodiment of MS 

30 whereabouts broadcast processing, for example to facilitate other MSs in locating 

themselves in an LN-expanse. Fig. 20 processing describes a process 1902 worker 

thread, and is of PIP code 6. Thread(s) 1902 purpose is for the MS of Fig. 20 processing 
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(e.g. a first, or sending, MS) to periodically transmit whereabouts information to other MSs 

(e.g. at least a second, or receiving, MS) to use in locating themselves. It is recommended 

that validity criteria set at block 1444 for 1902-Max be fixed at one (1) in the preferred 

embodiment. Multiple channels for broadcast at block 2016 should be isolated to modular 

5 send processing (feeding from a queue 24 ). 

In an alternative embodiment having multiple transmission channels visible to 

process 1902, there can be a worker thread 1902 per channel to handle broadcasting on 

multiple channels. If thread(s) 1902 (block 2016) do not transmit directly over the channel 

themselves, this embodiment would provide means for communicating the channel for 

10 broadcast to send processing when interfacing to queue 24 (e.g. incorporate a channel 

qualifier field with WDR inserted to queue 24 ). This embodiment could allow specification 

of at least one (1) worker thread per channel, however multiple worker threads 

configurable for process 1902 as appropriated for the number of channels configurable for 

broadcast. 

15 Processing begins at block 2002, continues to block 2004 where the process 

worker thread count 1902-Ct is accessed and incremented by 1 (using appropriate 

semaphore access (e.g. 1902-Sem)), and continues to block 2006 for peeking WDR 

queue 22 for a special termination request entry. Block 2004 may also check the 1902-Ct 

value, and signal the process 1902 parent thread that all worker threads are running when 

20 1902-Ct reaches 1902-Max. Thereafter, if block 2008 determines that a worker thread 

termination request was not found in queue 22, processing continues to block 2010. Block 

2010 peeks the WDR queue 22 (using interface 1904) for the most recent highest 

confidence entry for this MS whereabouts by searching queue 22 for: the MS ID field 

1100a matching the MS ID of Fig. 20 processing, and a confidence field 1100d greater 

25 than or equal to the confidence floor value, and a most recent NTP enabled date/time 

stamp field 1100b within a prescribed trailing period of time (e.g. preferably less than or 

equal to 2 seconds). For example, block 2010 peeks the queue (i.e. makes a copy for use 

if an entry found for subsequent processing, but does not remove the entry from queue) 

for a WDR of this MS (i.e. MS of Fig. 20 processing) which has the greatest confidence 

30 over 75 and has been most recently inserted to queue 22 with an NTP date/time stamp in 

the last 2 seconds. Date/time stamps for MS whereabouts which are not NTP derived 

have little use in the overall palette of process 19xx choices of architecture 1900 because 
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receiving data processing systems (e.g. MSs) will have no means of determining an 

accurate TDOA measurement in the unidirectional transmission from an NTP disabled 

MS. A receiving data processing system will still require a bidirectional correlated 

exchange with the MS of Fig. 20 processing to determine an accurate TDOA 

5 measurement in its own time scale (which is accomplished with thread(s) 1922 pulling 

WDR information anyway). An alternate embodiment to block 2010 will not use the NTP 

indicator as a search criteria so that receiving data processing systems can receive to a 

thread 1912, and then continue for appropriate correlation processing, or can at least 

maintain whereabouts to queue 22 to know who is nearby. 

10 Thread 1902 is of less value to the LN-expanse when it broadcasts outdated/invalid 

whereabouts of the MS to facilitate locating other MSs. In an alternate embodiment, a 

movement tolerance (e.g. user configured or system set (e.g. 3 meters)) is incorporated at 

the MS, or at service(s) used to locate the MS, for knowing when the MS has significantly 

moved (e.g. more than 3 meters) and how long it has been (e.g. 45 seconds) since last 

15 significantly moving. In this embodiment, the MS is aware of the period of time since last 

significantly moving and the search time criteria is set using the amount of time since the 

MS significantly moved (whichever is greater). This way a large number of (perhaps more 

confident candidates) WDRs are searched in the time period when the MS has not 

significantly moved. Optional blocks 278 through 284 may have been incorporated to Fig. 

20 2F for movement tolerance processing just described, in which case the LWT is compared 

to the current date/time of block 2010 processing to adjust block 2010 search time criteria 

for the correct trailing period. In any case, a WDR is sought at block 2010 which will help 

other MSs in the LN-expanse locate themselves, and to let other MSs know who is 

nearby. 

25 Thereafter, if block 2012 determines a useful WDR was found, then block 2014 

prepares the WDR for send processing, block 2016 broadcasts the WDR information 

(using send interface 1906) by inserting to queue 24 so that send processing broadcasts 

data 1302 (e.g. on all available communications interface(s) 70), for example as far as 

radius 1306, and processing continues to block 2018. The broadcast is for reception by 

30 data processing systems (e.g. MSs) in the vicinity. At least fields 1100b, 1100c, 1100d, 

and 11 00n are broadcast. See Fig 11 A descriptions. Fields are set to the following upon 

exit from block 2014: 
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MS ID field 11 00a is preferably set with: Field 11 00a from queue 22, or transformed (if not 

already) into a pseudo MS ID (possibly for future correlation) if desired. This field may also 

be set to null (not set) because it is not required when the NTP indicator of field 11 00b is 

5 enabled and the broadcast is sent with an NTP enabled field 11 00n. 

DATE/TIME STAMP field 1100b is preferably set with: Field 1100b from queue 22. 

LOCATION field 1100c is preferably set with: Field 1100c from queue 22. 

10 

CONFIDENCE field 1100d is preferably set with: Field 1100d from queue 22. 

LOCATION TECHNOLOGY field 1100e is preferably set with: Field 1100e from queue 22. 

15 LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set). Null 

indicates to send processing feeding from queue 24 to use all available comm. interfaces 

70 (i.e. Broadcast). Specifying a comm. interface targets the specified interface (i.e. send). 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: null (not set). 

20 If MS ID (or pseudo MS ID) is sent, this is all that is required to target this MS. 

25 

SPEED field 1100h is preferably set with: Field 1100h from queue 22. 

HEADING field 11 00i is preferably set with: Field 1100i from queue 22. 

ELEVATION field 1100j is preferably set with: Field 11 00j from queue 22. 

APPL/CATION FIELDS field 1100k is preferably set with: Field 11 00k from queue 22. An 

alternate embodiment will add, alter, or discard data (with or without date/time stamps) 

30 here at the time of block 2014 processing. 

CORRELATION FIELD 11 00m is preferably set with: null (not set). 
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SENT DA TE/TIME STAMP field 11 00n is preferably set with: Sent date/time stamp as 

close in processing the broadcast of block 2016 as possible. 

5 RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. N/A 

for sending). 

Block 2018 causes thread 1902 to sleep according to the SPTP setting (e.g. a few 

seconds). When the sleep time has elapsed, processing continues back to block 2006 for 

10 another loop iteration of blocks 2006 through 2016. Referring back to block 2012, if a 

useful WDR was not found (e.g. candidates too old), then processing continues to block 

2018. Referring back to block 2008, if a worker thread termination request entry was found 

at queue 22, then block 2020 decrements the worker thread count by 1 (using appropriate 

semaphore access (e.g. 1902-Sem)), and thread 1902 processing terminates at block 

15 2022. Block 2020 may also check the 1902-Ct value, and signal the process 1902 parent 

thread that all worker threads are terminated when 1902-Ct equals zero (0). 

Block 2016 causes broadcasting data 1302 containing CK 1304 wherein CK 1304 

contains WDR information prepared as described above for block 2014. Alternative 

embodiments of block 2010 may not search a specified confidence value, and broadcast 

20 the best entry available anyway so that listeners in the vicinity will decide what to do with 

it. A semaphore protected data access (instead of a queue peek) may be used in 

embodiments where there is always one WDR current entry maintained for the MS. 

In the embodiment wherein usual MS communications data 1302 of the MS is 

altered to contain CK 1304 for listening MSs in the vicinity, send processing feeding from 

25 queue 24, caused by block 2016 processing, will place WDR information as CK 1304 

embedded in usual data 1302 at the next opportune time of sending usual data 1302. If an 

opportune time is not timely, send processing should discard the send request of block 

2016 to avoid broadcasting outdated whereabouts information (unless using a movement 

tolerance and time since last significant movement). As the MS conducts its normal 

30 communications, transmitted data 1302 contains new data CK 1304 to be ignored by 

receiving MS other character 32 processing, but to be found by listening MSs within the 

vicinity which anticipate presence of CK 1304. Otherwise, when LN-Expanse deployments 
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have not introduced CK 1304 to usual data 1302 communicated on a receivable signal by 

MSs in the vicinity, Fig. 20 sends repeated timely pulsed broadcasts of new data 1302 

(per SPTP) for MSs in the vicinity of the first MS to receive. In any case, appropriate 

implementation should ensure field 11 00n is as accurate as possible for when data 1302 

5 is actually sent. 

An alternate embodiment to architecture 1900 for elimination of process 1902 

incorporates a trigger implementation for broadcasting MS whereabouts at the best 

possible time - i.e. when the MS whereabouts is inserted to queue 22. As soon as a new 

(preferably NTP enabled) WDR candidate becomes available, it can be broadcast at a 

10 new block 279 of Fig. 2F. (e.g. new block 279 continued to from block 278 and then 

continuing to block 280). Fields are set as described above for Fig. 20. Preferably, the 

new block 279 starts an asynchronous thread consisting of blocks 2014 and 2016 so that 

Fig. 2F processing performance is not impacted. In a further embodiment, block 279 can 

be further enhanced using the SPTP value to make sure that too many broadcasts are not 

15 made. The SPTP (Source Periodicity Time Period) could be observed for getting as close 

as possible to broadcasting whereabouts in accordance with SPTP (e.g. worst case there 

are not enough broadcasts). 

Fig. 21 depicts a flowchart for describing a preferred embodiment of MS 

20 whereabouts collection processing. Fig. 21 processing describes a process 1912 worker 

thread, and is of PIP code 6. Thread(s) 1912 purpose is for the MS of Fig. 21 processing 

(e.g. a second, or receiving, MS) to collect potentially useful WDR information from other 

MSs (e.g. at least a first, or sending, MS) in the vicinity for determining whereabouts of the 

receiving (second) MS. It is recommended that validity criteria set at block 1444 for 1912-

25 Max be set as high as possible (e.g. 10) relative performance considerations of 

architecture 1900, with at least one thread per channel that WDR information may be 

received on by the receiving MS. Multiple channels for receiving data fed to queue 26 

should be isolated to modular receive processing (feeding a queue 26). 

In an alternative embodiment having multiple receiving transmission channels 

30 visible to process 1912 (e.g. thread(s) 1912 receiving directly), there can be a worker 

thread 1912 per channel to handle receiving on multiple channels simultaneously. If 

thread(s) 1912 do not receive directly from the channel, the preferred embodiment of Fig. 
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21 would not need to convey channel information to thread(s) 1912 waiting on queue 26 

anyway. Embodiments could allow specification/configuration of many thread(s) 1912 per 

channel. 

Processing begins at block 2102, continues to block 2104 where the process 

5 worker thread count 1912-Ct is accessed and incremented by 1 (using appropriate 

semaphore access (e.g. 1912-Sem)), and continues to block 2106 for interim 

housekeeping of pruning the WDR queue by invoking a Prune Queues procedure of Fig. 

27. Block 2104 may also check the 1912-Ct value, and signal the process 1912 parent 

thread that all worker threads are running when 1912-Ct reaches 1912-Max. Block 2106 

10 may not be required since block 2130 can cause queue 22 pruning (block 292). 

Thereafter, block 2108 retrieves from queue 26 a WDR (using interface 1914 ), 

perhaps a special termination request entry, or a WDR received in data 1302 (CK 1304) or 

data 1312 (CK 1314), and only continues to block 2110 when a WDR has been retrieved. 

Block 2108 stays blocked on retrieving from queue 26 until any WDR is retrieved. If block 

15 2110 determines that a special WDR indicating to terminate was not found in queue 26, 

processing continues to block 2112. Block 2112 adjusts date/time stamp field 11 00b if 

necessary depending on NTP use in the LN-expanse and adjusts the confidence field 

1100d accordingly. In a preferred embodiment, fields 1100b and 1100d for the WDR in 

process is set as follows for certain conditions: 

20 • Fields 1100b, 11 00n and 1100p all NTP indicated: keep fields 1100b and 

25 

30 

WJJ0701B 

1100d as is; or 

• Fields 1100b and 11 00n are NTP indicated, 1100p is not: Is correlation (field 

11 00m) present?: No, then set confidence (field 11 00d) to 0 (for filtering out 

at block 2114) / Yes, then set field 11 00b to 11 00p (in time terms of this MS) 

and adjust confidence lower based on differences between fields 11 00b, 

11 00n and 11 00p; or 

• Fields 1100b and 1100p are NTP indicated, 11 00n is not: Is correlation 

present?: No, then set confidence to 0 (for filtering out at block 2114) / Yes, 

then set field 11 00b to 11 00p (in time terms of this MS) and adjust 

confidence lower based on differences between fields 11 00b, 11 00n and 

1100p; or 
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5 

10 

15 

20 

• Fields 1100b NTP indicated, 11 00n and 1100p not: Is correlation present?: 

No, then set confidence to 0 (for filtering out at block 2114) / Yes, then set 

field 11 00b to 11 00p (in time terms of this MS) and adjust confidence lower 

based on differences between fields 1100b, 11 00n and 1100p; or 

• Field 1100b not NTP indicated, 11 00n and 1100p are: Is correlation 

present?: No, then set confidence to 0 (for filtering out at block 2114) / Yes, 

then set field 11 00b to 11 00p (in time terms of this MS) and adjust 

confidence lower based on differences between fields 11 00b, 11 00n and 

1100p; or 

• Fields 1100b and 1100p are not NTP indicated, 11 00n is: Is correlation 

present?: No, then set confidence to 0 (for filtering out at block 2114) / Yes, 

then set field 11 00b to 11 00p (in time terms of this MS) and adjust 

confidence lower based on differences between fields 11 00b, 11 00n and 

1100p; or 

• Fields 1100b and 11 00n are not NTP indicated, 1100p is: Is correlation 

present?: No, then set confidence to 0 (for filtering out at block 2114) / Yes, 

then set field 11 00b to 11 00p (in time terms of this MS) and adjust 

confidence lower based on differences between fields 11 00b, 11 00n and 

1100p; or 

• Fields 1100b, 11 00n and 1100p not NTP indicated: Is correlation present?: 

No, then set confidence to 0 (for filtering out at block 2114) / Yes, then set 

field 11 00b to 11 00p (in time terms of this MS) and adjust confidence lower 

based on differences between fields 1100b, 11 00n and 1100p. 

25 NTP ensures maintaining a high confidence in the LN-expanse, but absence of NTP is still 

useful. Confidence values should be adjusted with the knowledge of the trailing time 

periods used for searches when sharing whereabouts (e.g. thread(s) 1942 searches). 

Block 2112 continues to block 2114. 

If at block 2114, the WDR confidence field 11 00d is not greater than the confidence 

30 floor value, then processing continues back to block 2106. If block 2114 determines that 

the WDR field 11 00d is satisfactory, then block 2116 initializes a TDOA_FINAL variable to 
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False, and block 2118 checks if the WDR from block 2108 contains correlation (field 

11 00m). 

If block 2118 determines the WDR does not contain correlation, then block 2120 

accesses the ILMV, block 2122 determines the source (ILM or OLM) of the WDR using 

5 the originator indicator of field 11 00e, and block 2124 checks suitability for collection of 

the WDR. While processes 19xx running are generally reflective of the ILMV roles 

configured, it is possible that the more descriptive nature of ILMV role(s) not be one to one 

in relationship to 19xx processes, in particular depending on the subset of architecture 

1900 in use. Block 2124 is redundant anyway because of block 274. If block 2124 

10 determines the ILMV role is disabled for collecting this WDR, then processing continues 

back to block 2106. If block 2124 determines the ILMV role is enabled for collecting this 

WDR, then processing continues to block 2126. 

If block 2126 determines both the first (sending) and second (receiving) MS are 

NTP enabled (i.e. Fields 1100b, 11 00n and 1100p are NTP indicated) OR if TDOA_FINAL 

15 is set to True (as arrived to via block 2150), then block 2128 completes the WDR for 

queue 22 insertion, block 2130 prepares parameters for Fig. 2F processing and block 

2132 invokes Fig. 2F processing (interface 1916). Parameters set at block 2130 are: 

WDRREF = a reference or pointer to the WDR completed at block 2128; DELETEQ = Fig. 

21 location queue discard processing; and SUPER = Fig. 21 supervisory notification 

20 processing. Block 2128 calculates a TDOA measurement whenever possible and inserts 

to field 11 00f. See Fig 11 A descriptions. Fields are set to the following upon exit from 

block 2128: 

25 

30 

MS ID field 11 00a is preferably set with: Field 1100a from queue 26. 

DATE/TIME STAMP field 1100b is preferably set with: Preferred embodiment discussed 

for block 2112. 

LOCATION field 1100c is preferably set with: Field 1100c from queue 26. 

CONFIDENCE field 11 00d is preferably set with: Confidence at equal to or less than field 

11 00d received from queue 26 (see preferred embodiment for block 2112). 
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LOCATION TECHNOLOGY field 1100e is preferably set with: Field 1100e from queue 26. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: All available 

5 measurements from receive processing (e.g. AOA, heading, yaw, pitch, roll, signal 

strength, wave spectrum, particular communications interface 70, etc), and TDOA 

measurement(s) as determined in Fig. 21 (blocks 2128 and 2148). 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: Field 11 00g 

10 from queue 26. 

15 

SPEED field 1100h is preferably set with: Field 1100h from queue 26. 

HEADING field 11 00i is preferably set with: Field 1100i from queue 26. 

ELEVATION field 1100j is preferably set with: Field 11 00j from queue 26. 

APPL/CATION FIELDS field 1100k is preferably set with: Field 11 00k from queue 26. An 

alternate embodiment will add, alter, or discard data (with or without date/time stamps) 

20 here at the time of block 2128 processing. 

CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

queue 22). Was used by Fig. 21 processing. 

25 SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). Was used by Fig. 21 processing. 

30 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). Was used by Fig. 21 processing. 

Block 2132 continues to block 2134 where a record 2400 is built (i.e. field 2400a = 

1952 and field 2400b is set to null (e.g. -1 )) and then block 2136 inserts the record 2400 to 
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TR queue 1980 (using interface 1918) so that a thread 1952 will perform processing. 

Blocks 2134 and 2136 may be replaced with an alternative embodiment for starting a 

thread 1952. Block 2136 continues back to block 2106. 

Referring now back to block 2126, if it is determined that a TDOA measurement 

5 cannot be made (i.e. (field 11 00n or 11 00p not NTP indicated) OR if TDOA_FINAL is set 

to False), then block 2138 checks if the WDR contains a MS ID (or pseudo MS ID). If 

block 2138 determines there is none, then processing continues back to block 2106 

because there is no way to distinguish one MS from another with respect to the WDR 

retrieved at block 2108 for directing bidirectional correlation. An alternate embodiment will 

10 use a provided correlation field 11 00m received at block 2108, instead of a field 11 00a, for 

knowing how to target the originating MS for TDOA measurement processing initiated by a 

thread 1932. If block 2138 determines there is a usable MS ID (or correlation field), then 

block 2140 builds a record 2400 (field 2400a = 1932, field 2400b = the MS ID (or pseudo 

MS ID, or correlation) and particular communications interface from field 11 00f (if 

15 available) of the WDR of block 2108, and block 2142 inserts the record 2400 to queue 

1980 (interface 1918) for starting a thread 1932. Block 2142 continues back to block 2106. 

An alternate embodiment causes block 2126 to continue directly to block 2140 (no block 

2138) for a No condition from block 2126. Regardless of whether the originating MS ID 

can be targeted, a correlation (in lieu of an MS ID) may be used when the MS responds 

20 with a broadcast. The WDR request made by thread 1932 can be a broadcast rather than 

a targeted request. Thread(s) 1932 can handle sending targeted WDR requests (to a 

known MS ID) and broadcast WDR requests. 

Referring back to block 2118, if it is determined the WDR does contain correlation 

(field 1100m), block 2144 peeks the CR queue 1990 (using interface 1920) for a record 

25 2450 containing a match (i.e. field 1100m matched to field 2450b). Thereafter, if block 

2146 determines no correlation was found on queue 1990 (e.g. response took too long 

and entry was pruned), then processing continues to block 2120 already described. If 

block 2146 determines the correlation entry was found (i.e. thread 1912 received a 

response from an earlier request (e.g. from a thread 1922 or 1932), then block 2148 uses 

30 date/time stamp field 2450a (from block 2144) with field 1100p (e.g. from block 2108) to 

calculate a TDOA measurement in time scale of the MS of Fig. 21 processing, and sets 

field 11 00f appropriately in the WDR. Note that correlation field 2450b is valid across all 
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available MS communications interfaces (e.g. all supported active wave spectrums). The 

TDOA measurement considers duration of time between the earlier sent date/time of 

record 2450 and the later time of received date/time field 11 00p. The TDOA measurement 

may further be altered at block 2148 processing time to a distance knowing the velocity of 

5 the wave spectrum used as received to queue 26. Block 2148 continues to block 2150 

where the TDOA_FINAL variable is set to True, then to block 2120 for processing already 

described. 

Referring back to block 2110, if a WDR for a worker thread termination request was 

found at queue 26, then block 2152 decrements the worker thread count by 1 (using 

10 appropriate semaphore access (e.g. 1912-Sem)), and thread 1912 processing terminates 

at block 2154. Block 2152 may also check the 1912-Ct value, and signal the process 1912 

parent thread that all worker threads are terminated when 1912-Ct equals zero (0). 

In the embodiment wherein usual MS communications data 1302 of the MS is 

altered to contain CK 1304 or 1314 for listening MSs in the vicinity, receive processing 

15 feeding queue 26 will place WDR information to queue 26 as CK 1304 or 1314 is detected 

for being present in usual communication data 1302 or 1304. As normal communications 

are conducted, transmitted data 1302 or 1312 contains new data CK 1304 or 1314 to be 

ignored by receiving MS other character 32 processing, but to be found by listening MSs 

within the vicinity which anticipate presence of CK 1304 or 1314. Otherwise, when LN-

20 Expanse deployments have not introduced CK 1304 (or 1314) to usual data 1302 (or 

1312) communicated on a receivable signal by MSs in the vicinity, Fig. 21 receives new 

data 1302 (or 1312) sent. In any case, field 11 00p should be as accurate as possible for 

when data 1302 (or 1312) was actually received. Critical regions of code and/or 

anticipated execution timing may be used to affect a best setting of field 11 00p. 

25 So, Fig. 21 is responsible for maintaining whereabouts of others to queue 22 with 

data useful for triangulating itself. 

Fig. 22 depicts a flowchart for describing a preferred embodiment of MS 

whereabouts supervisor processing, for example to ensure the MS of Fig. 22 processing 

30 (e.g. first MS) is maintaining timely whereabouts information for itself. Fig. 22 processing 

describes a process 1922 worker thread, and is of PIP code 6. Thread(s) 1922 purpose is 

for the MS of Fig. 22 processing (e.g. a first, or sending, MS), after determining its 
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whereabouts are stale, to periodically transmit requests for whereabouts information from 

MSs in the vicinity (e.g. from at least a second, or receiving, MS), and/or to start a thread 

1952 for immediately determining whereabouts. Alternative embodiments to Fig. 22 will 

implement processing of blocks 2218 through 2224, or processing of blocks 2226 through 

5 2228, or both as depicted in Fig. 22. It is recommended that validity criteria set at block 

1444 for 1922-Max be fixed at one (1) in the preferred embodiment. Multiple channels for 

broadcast at block 2224 should be isolated to modular send processing feeding from a 

queue 24. 

In an alternative embodiment having multiple transmission channels visible to 

10 process 1922, there can be a worker thread 1922 per channel to handle broadcasting on 

multiple channels. If thread(s) 1922 (block 2224) do not transmit directly over the channel, 

this embodiment would provide means for communicating the channel for broadcast to 

send processing when interfacing to queue 24 (e.g. incorporate a channel qualifier field 

with WDR request inserted to queue 24 ). This embodiment could allow specification of 

15 one (1) thread per channel, however multiple worker threads configurable for process 

1922 as determined by the number of channels configurable for broadcast. 

Processing begins at block 2202, continues to block 2204 where the process 

worker thread count 1922-Ct is accessed and incremented by 1 (using appropriate 

semaphore access (e.g. 1922-Sem)), and continues to block 2206 for interim 

20 housekeeping of pruning the CR queue by invoking a Prune Queues procedure of Fig. 27. 

Block 2204 may also check the 1922-Ct value, and signal the process 1922 parent thread 

that all worker threads are running when 1922-Ct reaches 1922-Max. Block 2206 

continues to block 2208 for peeking WDR queue 22 (using interface 1924) for a special 

termination request entry. Thereafter, if block 2210 determines that a worker thread 

25 termination request was not found in queue 22, processing continues to block 2212. Block 

2212 peeks the WDR queue 22 (using interface 1924) for the most recent highest 

confidence entry for this MS whereabouts by searching queue 22 for: the MS ID field 

1100a matching the MS ID of Fig. 22 processing, and a confidence field 1100d greater 

than or equal to the confidence floor value, and a most recent date/time stamp field 11 00b 

30 within a prescribed trailing period of time of block 2212 search processing using a function 

of the WTV (i.e. f(WTV) = short-hand for "function of WTV") for the period. For example, 

block 2212 peeks the queue (i.e. makes a copy for use if an entry found for subsequent 
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processing, but does not remove the entry from queue) for a WDR of the first MS which 

has the greatest confidence over 75 and has been most recently inserted to queue 22 in 

the last 3 seconds. Since the MS whereabouts accuracy may be dependent on timeliness 

of the WTV, it is recommended that the f(WTV) be some value less than or equal to WTV, 

5 but preferably not greater than the WTV. Thread 1922 is of less value to the MS when not 

making sure in a timely manner the MS is maintaining timely whereabouts for itself. In an 

alternate embodiment, a movement tolerance (e.g. user configured or system set (e.g. 3 

meters)) is incorporated at the MS, or at service(s) used to locate the MS, for knowing 

when the MS has significantly moved (e.g. more than 3 meters) and how long it has been 

10 (e.g. 45 seconds) since last significantly moving. In this embodiment, the MS is aware of 

the period of time since last significantly moving and the f(WTV) is set using the amount of 

time since the MS significantly moved (i.e. f(WTV) = as described above, or the amount of 

time since significantly moving, whichever is greater). This way a large number of 

(perhaps more confident candidates) WDRs are searched in the time period when the MS 

15 has not significantly moved. Optional blocks 278 through 284 may have been incorporated 

to Fig. 2F for movement tolerance processing just described, in which case the LWT is 

compared to the current date/time to adjust the WTV for the correct trailing period. In any 

case, a WDR is sought at block 2212 which will verify whether or not MS whereabouts are 

current. 

20 Thereafter, if block 2214 determines a satisfactory WDR was found, then 

processing continues to block 2216. Block 2216 causes thread 1922 to sleep according to 

a f(WTV) (preferably a value less than or equal to the WTV (e.g. 95% of WTV)). When the 

sleep time has elapsed, processing continues back to block 2206 for another loop iteration 

of blocks 2206 through 2214. 

25 If block 2214 determines a current WDR was not found, then block 2218 builds a 

WDR request (e.g. containing record 2490 with field 2490a for the MS of Fig. 22 

processing (MS ID or pseudo MS ID) so receiving MSs in the LN-expanse know who to 

respond to, and field 2490b with appropriate correlation for response), block 2220 builds a 

record 2450 (using correlation generated for the request at block 2218), block 2222 inserts 

30 the record 2450 to queue 1990 (using interface 1928), and block 2224 broadcasts the 

WDR request (record 2490) for responses. Absence of field 2490d indicates to send 

processing feeding from queue 24 to broadcast on all available comm. interfaces 70. 
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With reference now to Fig. 24C, depicted is an illustration for describing a preferred 

embodiment of a WDR request record, as communicated to queue 24 or 26. When a LN

expanse globally uses NTP, as found in thread 19xx processing described for architecture 

5 1900, a WDR request record 2490 may, or may not, be required. TDOA calculations can 

be made using a single unidirectional data (1302 or 1312) packet containing a sent 

date/time stamp (of when the data was sent) as described above. 

Records 2490 contain a MS ID field 2490a and correlation field 2490b. MS ID field 

2490a contains an MS ID (e.g. a value of field 1100a). An alternate embodiment will 

10 contain a pseudo MS ID (for correlation), perhaps made by a derivative of the MS ID with 

a unique (suffix) portion, so that receiving MSs can directly address the MS sending the 

request without actually knowing the MS ID (i.e. they know the pseudo MS ID which 

enables the MS to recognize originated transmissions). Correlation data field 2490b 

contains unique correlation data (e.g. MS id with suffix of unique number) used to provide 

15 correlation for matching sent requests (data 1302) with received WDR responses (data 

1302 or 1312). Upon a correlation match, a TDOA measurement is calculated using the 

time difference between field 2450a and a date/time stamp of when the response was 

received (e.g. field 1100p). Received date/time stamp field 2490c is added by receive 

processing feeding queue 26 when an MS received the request from another MS. Comm 

20 interface field 2490d is added by receive processing inserting to queue 26 for how to 

respond and target the originator. Many MSs do not have choices of communications 

interfaces, so field 2490d may not be required. If available it is used, otherwise a response 

can be a broadcast. Field 2490d may contain a wave spectrum identifier for uniquely 

identifying how to respond (e.g. one to one with communications interface), or any other 

25 value for indicating how to send given how the request was received. 

With reference back to Fig. 22, block 2218 builds a request that receiving MSs will 

know is for soliciting a response with WDR information. Block 2218 generates correlation 

for field 2450b to be returned in responses to the WDR request broadcast at block 2224. 

30 Block 2220 also sets field 2450a to when the request was sent. Preferably, field 2450a is 

set as close to the broadcast as possible. In an alternative embodiment, broadcast 

processing feeding from queue 24 makes the record 2450 and inserts it to queue 1990 
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with a most accurate time of when the request was actually sent. Fields 2450a are to be 

as accurate as possible. Block 2224 broadcasts the WDR request data 1302 (using send 

interface 1926) by inserting to queue 24 so that send processing broadcasts data 1302, 

for example as far as radius 1306. Broadcasting preferably uses all available 

5 communications interface(s) 70 (e.g. all available wave spectrums). Therefore, the comm 

interface field 2490d is not set (which implies to send processing to do a broadcast). 

Block 2224 continues to block 2226 where a record 2400 is built (i.e. field 2400a = 

1952 and field 2400b is set to null (e.g. -1 )) and then block 2228 inserts the record 2400 to 

TR queue 1980 (using interface 1930) so that a thread 1952 will perform processing. 

10 Blocks 2226 and 2228 may be replaced with an alternative embodiment for starting a 

thread 1952. Block 2228 continues back to block 2216. 

Referring back to block 2210, if a worker thread termination request entry was 

found at queue 22, then block 2230 decrements the worker thread count by 1 (using 

appropriate semaphore access (e.g. 1922-Sem)), and thread 1922 processing terminates 

15 at block 2232. Block 2230 may also check the 1922-Ct value, and signal the process 1922 

parent thread that all worker threads are terminated when 1922-Ct equals zero (0). 

In the embodiment wherein usual MS communications data 1302 of the MS is 

altered to contain CK 1304 for listening MSs in the vicinity, send processing feeding from 

queue 24, caused by block 2224 processing, will place the request as CK 1304 embedded 

20 in usual data 1302 at the next opportune time of sending usual data 1302. This may 

require the alternative embodiment of adding the entry to queue 1990 being part of send 

processing. As the MS conducts its normal communications, transmitted data 1302 

contains new data CK 1304 to be ignored by receiving MS other character 32 processing, 

but to be found by listening MSs within the vicinity which anticipate presence of CK 1304. 

25 Otherwise, when LN-Expanse deployments have not introduced CK 1304 to usual data 

1302 communicated on a receivable signal by MSs in the vicinity, Fig. 22 sends new WDR 

request data 1302. 

Fig. 23 depicts a flowchart for describing a preferred embodiment of MS timing 

30 determination processing. Fig. 23 processing describes a process 1932 worker thread, 

and is of PIP code 6. Thread(s) 1932 purpose is for the MS of Fig. 23 processing to 

determine TDOA measurements when needed for WDR information received. It is 
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recommended that validity criteria set at block 1444 for 1932-Max be set as high as 

possible (e.g. 12) relative performance considerations of architecture 1900, to service 

multiple threads 1912. 

Processing begins at block 2302, continues to block 2304 where the process 

5 worker thread count 1932-Ct is accessed and incremented by 1 (using appropriate 

semaphore access (e.g. 1932-Sem)), and continues to block 2306 for interim 

housekeeping of pruning the CR queue by invoking a Prune Queues procedure of Fig. 27. 

Block 2304 may also check the 1932-Ct value, and signal the process 1932 parent thread 

that all worker threads are running when 1932-Ct reaches 1932-Max. 

10 Thereafter, block 2308 retrieves from queue 1980 a record 2400 (using interface 

1934 ), perhaps a special termination request entry, or a record 2400 received from 

thread(s) 1912, and only continues to block 2310 when a record 2400 containing field 

2400a set to 1932 has been retrieved. Block 2308 stays blocked on retrieving from queue 

1980 until a record 2400 with field 2400a = 1932 is retrieved. If block 2310 determines a 

15 special entry indicating to terminate was not found in queue 1980, processing continues to 

block 2312. 

If at block 2312, the record 2400 does not contain a MS ID (or pseudo MS ID) in 

field 2400b, processing continues to block 2314 for building a WDR request (record 2490) 

to be broadcast, and then to block 2318. Broadcasting preferably uses all available 

20 communications interface(s) 70 (e.g. all available wave spectrums). If block 2312 

determines the field 2400b is a valid MS ID (not null), block 2316 builds a WDR request 

targeted for the MS ID, and processing continues to block 2318. A targeted request is built 

for targeting the MS ID (and communications interface, if available) from field 2400b. Send 

processing is told which communications interface to use, if available (e.g. MS has 

25 multiple), otherwise send processing will target each available interface. In the unlikely 

case a MS ID is present in field 2400b without the communications interface applicable, 

then all communications interfaces 70 are used with the targeted MS ID. In MS 

embodiments with multiple communications interfaces 70, then 2400b is to contain the 

applicable communication interface for sending. Block 2318 generates appropriate 

30 correlation for a field 2450b (e.g. to be compared with a response WDR at block 2144), 

block 2320 sets field 2450a to the current MS date/time stamp, block 2322 inserts the 

record 2450 to queue 1990 (using interface 1936), and block 2324 sends/broadcasts 
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(using interface 1938) a WDR request (record 2490). Thereafter, processing continues 

back to block 2306 for another loop iteration. An alternative embodiment will only target a 

WDR request to a known MS ID. For example, block 2312 would continue back to block 

2306 if no MS ID is found (= null), otherwise it will continue to block 2316 (i.e. no use for 

5 block 2314 ). 

Block 2318 sets field 2450b to correlation to be returned in responses to the WDR 

request sent/broadcast at block 2324. Block 2320 sets field 2450a to when the request is 

sent. Preferably, field 2450a is set as close as possible to when a send occurred. In an 

alternative embodiment, send processing feeding from queue 24 makes the record 2450 

10 and inserts it to queue 1990 with a most accurate time of when the request was actually 

sent. Fields 2450a are to be as accurate as possible. Block 2324 sends/broadcasts the 

WDR request data 1302 (using send interface 1938) by inserting to queue 24 a record 

2490 (2490a = the targeted MS ID (or pseudo MS ID) OR null if arrived to from block 

2314, field 2490b = correlation generated at block 2318) so that send processing sends 

15 data 1302, for example as far as radius 1306. A null MS ID may be responded to by all 

MSs in the vicinity. A non-null MS ID is to be responded to by a particular MS. Presence of 

field 2490d indicates to send processing feeding from queue 24 to target the MS ID over 

the specified comm. interface (e.g. when MS has a plurality of comm. interfaces 70 (e.g. 

cellular, Wifi, Bluetooth, etc; i.e. MS supports multiple classes of wave spectrum)). 

20 Referring back to block 2310, if a worker thread termination request was found at 

25 

queue 1980, then block 2326 decrements the worker thread count by 1 (using appropriate 

semaphore access (e.g. 1932-Sem)), and thread 1932 processing terminates at block 

2328. Block 2326 may also check the 1932-Ct value, and signal the process 1932 parent 

thread that all worker threads are terminated when 1932-Ct equals zero (0). 

In the embodiment wherein usual MS communications data 1302 of the MS is 

altered to contain CK 1304 for listening MSs in the vicinity, send processing feeding from 

queue 24, caused by block 2324 processing, will place the WDR request as CK 1304 

embedded in usual data 1302 at the next opportune time of sending usual data 1302. As 

the MS conducts its normal communications, transmitted data 1302 contains new data CK 

30 1304 to be ignored by receiving MS other character 32 processing, but to be found by 

listening MSs within the vicinity which anticipate presence of CK 1304. This may require 

the alternative embodiment of adding the entry to queue 1990 being part of send 
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processing. Otherwise, when LN-Expanse deployments have not introduced CK 1304 to 

usual data 1302 communicated on a receivable signal by MSs in the vicinity, Fig. 22 

sends/broadcasts new WDR request data 1302. 

An alternate embodiment to block 2324 can wait for a response with a reasonable 

5 timeout, thereby eliminating the need for blocks 2318 through 2322 which is used to 

correlate the subsequent response (to thread 1912) with the request sent at block 2324. 

However, this will cause a potentially unpredictable number of simultaneously executing 

thread(s) 1932 when many MSs are in the vicinity. 

Thread(s) 1932 are useful when one or both parties to WDR transmission (sending 

10 and receiving MS) do not have NTP enabled. TDOA measurements are taken to 

triangulate the MS relative other MSs in real time. 

Fig. 25 depicts a flowchart for describing a preferred embodiment of MS WDR 

request processing, for example when a remote MS requests (e.g. from Figs. 22 or 23) a 

15 WDR. Receive processing identifies targeted requests destined (e.g. Fig. 23) for the MS of 

Fig. 25 processing, and identifies general broadcasts (e.g. Fig. 22) for processing as well. 

Fig. 25 processing describes a process 1942 worker thread, and is of PIP code 6. 

Thread(s) 1942 purpose is for the MS of Fig. 25 processing to respond to incoming WDR 

requests. It is recommended that validity criteria set at block 1444 for 1942-Max be set as 

20 high as possible (e.g. 10) relative performance considerations of architecture 1900, to 

service multiple WDR requests simultaneously. Multiple channels for receiving data fed to 

queue 26 should be isolated to modular receive processing. 

In an alternative embodiment having multiple receiving transmission channels 

visible to process 1942, there can be a worker thread 1942 per channel to handle 

25 receiving on multiple channels simultaneously. If thread(s) 1942 do not receive directly 

from the channel, the preferred embodiment of Fig. 25 would not need to convey channel 

information to thread(s) 1942 waiting on queue 24 anyway. Embodiments could allow 

specification/configuration of many thread(s) 1942 per channel. 

Processing begins at block 2502, continues to block 2504 where the process 

30 worker thread count 1942-Ct is accessed and incremented by 1 (using appropriate 

semaphore access (e.g. 1942-Sem)), and continues to block 2506 for retrieving from 

queue 26 a record 2490 (using interface 1948), perhaps a special termination request 
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entry, and only continues to block 2508 when a record 2490 is retrieved. Block 2506 stays 

blocked on retrieving from queue 26 until any record 2490 is retrieved. If block 2508 

determines a special entry indicating to terminate was not found in queue 26, processing 

continues to block 2510. There are various embodiments for thread(s) 1912 and thread(s) 

5 1942 to feed off a queue 26 for different record types, for example, separate queues 26A 

and 26B, or a thread target field with either record found at queue 26 (e.g. like field 

2400a). In another embodiment, thread(s) 1912 are modified with logic of thread(s) 1942 

to handle all records described for a queue 26, since thread(s) 1912 are listening for 

queue 26 data anyway. 

10 Block 2510 peeks the WDR queue 22 (using interface 1944) for the most recent 

highest confidence entry for this MS whereabouts by searching queue 22 for: the MS ID 

field 1100a matching the MS ID of Fig. 25 processing, and a confidence field 1100d 

greater than or equal to the confidence floor value, and a most recent date/time stamp 

field 11 00b within a prescribed trailing period of time of block 2510 search processing (e.g. 

15 2 seconds). For example, block 2510 peeks the queue (i.e. makes a copy for use if an 

entry found for subsequent processing, but does not remove the entry from queue) for a 

WDR of the MS (of Fig. 25 processing) which has the greatest confidence over 75 and 

has been most recently inserted to queue 22 in the last 2 seconds. It is recommended that 

the trailing period of time used by block 2510 be never greater than a few seconds. 

20 Thread 1942 is of less value to the LN-expanse when it responds with outdated/invalid 

whereabouts of the MS to facilitate locating other MSs. In an alternate embodiment, a 

movement tolerance (e.g. user configured or system set (e.g. 3 meters)) is incorporated at 

the MS, or at service(s) used to locate the MS, for knowing when the MS has significantly 

moved (e.g. more than 3 meters) and how long it has been (e.g. 45 seconds) since last 

25 significantly moving. In this embodiment, the MS is aware of the period of time since last 

significantly moving and the trailing period of time used by block 2510 is set using the 

amount of time since the MS significantly moved, or the amount of time since significantly 

moving, whichever is greater. This way a large number of (perhaps more confident 

candidate) WDRs are searched in the time period when the MS has not significantly 

30 moved. Optional blocks 278 through 284 may have been incorporated to Fig. 2F for 

movement tolerance processing just described, in which case the LWT is compared to the 

current date/time to adjust the trailing period of time used by block 2510 for the correct 
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trailing period. In any case, a WDR is sought at block 2510 to satisfy a request helping 

another MS in the LN-expanse locate itself. 

Thereafter, if block 2512 determines a useful WDR was not found, then processing 

continues back to block 2506 for another loop iteration of processing an inbound WDR 

5 request. If block 2512 determines a useful WDR was found, then block 2514 prepares the 

WDR for send processing with correlation field 11 00m set from correlation field 2490b 

retrieved at block 2506, and block 2516 sends/broadcasts (per field 2490a) the WDR 

information (using send interface 1946) by inserting to queue 24 so that send processing 

transmits data 1302, for example as far as radius 1306, and processing continues back to 

10 block 2506. At least fields 1100b, 1100c, 1100d, 1100m and 11 00n are sent/broadcast. 

See Fig 11A descriptions. Fields are set to the following upon exit from block 2514: 

MS ID field 1100a is preferably set with: Field 2490a from queue 26. 

15 DATE/TIME STAMP field 1100b is preferably set with: Field 1100b from queue 22. 

20 

25 

LOCATION field 1100c is preferably set with: Field 1100c from queue 22. 

CONFIDENCE field 1100d is preferably set with: Field 1100d from queue 22. 

LOCATION TECHNOLOGY field 1100e is preferably set with: Field 1100e from queue 22. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set) for 

Broadcast by send processing, otherwise set to field 2490d for Send by send processing. 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: null (not set). 

SPEED field 1100h is preferably set with: Field 1100h from queue 22. 

30 HEADING field 11 00i is preferably set with: Field 1100i from queue 22. 

ELEVATION field 1100j is preferably set with: Field 11 00j from queue 22. 
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5 

10 

APPL/CATION FIELDS field 1100k is preferably set with: Field 11 00k from queue 22. An 

alternate embodiment will add, alter, or discard data (with or without date/time stamps) 

here at the time of block 2514 processing. 

CORRELATION FIELD 1100m is preferably set with: Field 2490b from queue 26. 

SENT DA TE/TIME STAMP field 11 OOn is preferably set with: Sent date/time stamp as 

close in processing the send/broadcast of block 2516 as possible. 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. N/A 

for sending). 

Embodiments may rely completely on the correlation field 2490b with no need for 

15 field 2490a. Referring back to block 2508, if a worker thread termination request was 

found at queue 26, then block 2518 decrements the worker thread count by 1 (using 

appropriate semaphore access (e.g. 1942-Sem)), and thread 1942 processing terminates 

at block 2520. Block 2518 may also check the 1942-Ct value, and signal the process 1942 

parent thread that all worker threads are terminated when 1942-Ct equals zero (0). 

20 Block 2516 causes sending/broadcasting data 1302 containing CK 1304, 

depending on the type of MS, wherein CK 1304 contains WDR information prepared as 

described above for block 2514. Alternative embodiments of block 2510 may not search a 

specified confidence value, and broadcast the best entry available anyway so that 

listeners in the vicinity will decide what to do with it. A semaphore protected data access 

25 (instead of a queue peek) may be used in embodiments where there is always one WDR 

current entry maintained for the MS. 

In the embodiment wherein usual MS communications data 1302 of the MS is 

altered to contain CK 1304 for listening MSs in the vicinity, send processing feeding from 

queue 24, caused by block 2516 processing, will place WDR information as CK 1304 

30 embedded in usual data 1302 at the next opportune time of sending usual data 1302. If an 

opportune time is not timely, send processing should discard the send request of block 

2516 to avoid broadcasting outdated whereabouts information (unless using a movement 
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tolerance and time since last significant movement). As the MS conducts its normal 

communications, transmitted data 1302 contains new data CK 1304 to be ignored by 

receiving MS other character 32 processing, but to be found by listening MSs within the 

vicinity which anticipate presence of CK 1304. Otherwise, when LN-Expanse deployments 

5 have not introduced CK 1304 to usual data 1302 communicated on a receivable signal by 

MSs in the vicinity, Fig. 25 sends/broadcasts new WDR response data 1302. In any case, 

field 11 00n should be as accurate as possible for when data 1302 is actually sent. Critical 

regions of code (i.e. prevent thread preemption) and/or anticipated execution timing may 

be used to affect a best setting of field 11 00n. 

10 

15 

In an alternate embodiment, records 2490 contain a sent date/time stamp field 

2490e of when the request was sent by a remote MS, and the received date/time stamp 

field 2490c is processed at the MS in Fig. 25 processing. This would enable block 2514 to 

calculate a TDOA measurement for returning in field 11 00f of the WDR sent/broadcast at 

block 2516. 

Fig. 26A depicts a flowchart for describing a preferred embodiment of MS 

whereabouts determination processing. Fig. 26A processing describes a process 1952 

worker thread, and is of PIP code 6. Thread(s) 1952 purpose is for the MS of Fig. 26A 

processing to determine its own whereabouts with useful WDRs from other MSs. It is 

20 recommended that validity criteria set at block 1444 for 1952-Max be set as high as 

possible (e.g. 10) relative performance considerations of architecture 1900, to service 

multiple threads 1912. 1952-Max may also be set depending on what OLM capability 

exists for the MS of Fig. 26A processing. In an alternate embodiment, thread(s) 19xx are 

automatically throttled up or down (e.g. 1952-Max) per unique requirements of the MS as 

25 it travels. 

Processing begins at block 2602, continues to block 2604 where the process 

worker thread count 1952-Ct is accessed and incremented by 1 (using appropriate 

semaphore access (e.g. 1952-Sem)), and continues to block 2606 for interim 

housekeeping of pruning the WDR queue by invoking a Prune Queues procedure of Fig. 

30 27. Block 2604 may also check the 1952-Ct value, and signal the process 1952 parent 

thread that all worker threads are running when 1952-Ct reaches 1952-Max. Block 2606 
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may not be necessary since pruning may be accomplished at block 2620 when invoking 

Fig. 2F (block 292). 

Thereafter, block 2608 retrieves from queue 1980 a record 2400 (using interface 

1958), perhaps a special termination request entry, or a record 2400 received from 

5 thread(s) 1912, and only continues to block 2610 when a record 2400 containing field 

2400a set to 1952 has been retrieved. Block 2608 stays blocked on retrieving from queue 

1980 until a record 2400 with field 2400a = 1952 is retrieved. If block 2610 determines a 

special entry indicating to terminate was not found in queue 1980, processing continues to 

block 2612. 

10 Block 2612 peeks the WDR queue 22 (using interface 1954) for the most recent 

highest confidence entry for this MS whereabouts by searching queue 22 for: the MS ID 

field 1100a matching the MS ID of Fig. 26A processing, and a confidence field 1100d 

greater than or equal to the confidence floor value, and a most recent date/time stamp 

field 1100b within a prescribed trailing period of time of block 2612 search processing 

15 using a f(WTV) for the period. For example, block 2612 peeks the queue (i.e. makes a 

copy for use if an entry found for subsequent processing, but does not remove the entry 

from queue) for a WDR of the MS (of Fig. 26A processing) which has the greatest 

confidence over 75 and has been most recently inserted to queue 22 in the last 2 

seconds. Since MS whereabouts accuracy may be dependent on timeliness of the WTV, it 

20 is recommended that the f(WTV) be some value less than or equal to WTV. In an 

alternate embodiment, a movement tolerance (e.g. user configured or system set (e.g. 3 

meters)) is incorporated at the MS, or at service(s) used to locate the MS, for knowing 

when the MS has significantly moved (e.g. more than 3 meters) and how long it has been 

(e.g. 45 seconds) since last significantly moving. In this embodiment, the MS is aware of 

25 the period of time since last significantly moving and the f(WTV) is set using the amount of 

time since the MS significantly moved (i.e. f(WTV) = as described above, or the amount of 

time since significantly moving, whichever is greater). This way a large number of 

(perhaps more confident candidate) WDRs are searched in the time period when the MS 

has not significantly moved. Optional blocks 278 through 284 may have been incorporated 

30 to Fig. 2F for movement tolerance processing just described, in which case the LWT is 

compared to the current date/time to adjust the WTV for the correct trailing period. 
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Thereafter, if block 2614 determines a timely whereabouts for this MS already 

exists to queue 22 (current WOR found), then processing continues back to block 2606 for 

another loop iteration of processing. If 2614 determines a satisfactory WOR does not 

already exist in queue 22, then block 2600 determines a new highest confidence WOR for 

5 this MS (Fig. 26B processing) using queue 22. 

Thereafter, if block 2616 determines a WOR was not created (BESTWOR variable 

= null) for the MS of Fig. 26A processing (by block 2600), then processing continues back 

to block 2606. If block 2616 determines a WOR was created (BESTWOR = WOR created 

by Fig. 26B) for the MS of Fig. 26A processing by block 2600, then processing continues 

10 to block 2618 for preparing Fig. 2F parameters and Fig. 2F processing is invoked with the 

new WOR at block 2620 (for interface 1956) before continuing back to block 2606. 

Parameters set at block 2618 are: WORREF = a reference or pointer to the WOR 

completed at block 2600; OELETEQ = Fig. 26A location queue discard processing; and 

SUPER= Fig. 26A supervisory notification processing. 

15 Referring back to block 2610, if a worker thread termination request was found at 

queue 1980, then block 2622 decrements the worker thread count by 1 (using appropriate 

semaphore access (e.g. 1952-Sem)), and thread 1952 processing terminates at block 

2624. Block 2622 may also check the 1952-Ct value, and signal the process 1952 parent 

thread that all worker threads are terminated when 1952-Ct equals zero (0). 

20 Alternate embodiments to Fig. 26A will have a pool of thread(s) 1952 per location 

technology (WOR field 1100e) for specific WOR field(s) selective processing. Fig. 26A 

processing is shown to be generic with handling all WORs at block 2600. 

Fig. 26B depicts a flowchart for describing a preferred embodiment of processing 

25 for determining a highest possible confidence whereabouts, for example in ILM 

processing, such as processing of Fig. 26A block 2600. Processing starts at block 2630, 

and continues to block 2632 where variables are initialized (BESTWOR = null, THIS_MS = 

null, REMOTE_MS = null). BESTWOR will reference the highest confidence WOR for 

whereabouts of the MS of Fig. 26B processing (i.e. this MS) upon return to Fig. 26A when 

30 whereabouts determination is successful, otherwise BESTWOR is set to null (none found). 

THIS_MS points to an appropriately sorted list of WORs which were originated by this MS 

and are OLM originated (i.e. inserted by the OLM of Fig. 26B processing). REMOTE_MS 
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points to an appropriately sorted list of WDRs which were originated by other MSs (i.e. 

from DLMs and/or ILMs and collected by the ILM of Fig. 26B processing). 

Thereafter, block 2634 peeks the WDR queue 22 (using interface 1954) for most 

recent WDRs by searching queue 22 for: confidence field 11 00d greater than or equal to 

5 the confidence floor value, and a most recent date/time stamp field 11 00b within a 

prescribed trailing period of time of block 2634 search processing using a f(WTV) for the 

period. For example, block 2634 peeks the queue (i.e. makes a copy of all WDRs to a 

result list for use if any found for subsequent processing, but does not remove the entry(s) 

from queue) for all WDRs which have confidence over 75 and has been most recently 

10 inserted to queue 22 in the last 2 seconds. It is recommended that the f(WTV) used here 

be some value less than or equal to the WTV (want to be ahead of curve, so may use a 

percentage (e.g. 90%)), but preferably not greater than a couple/few seconds (depends on 

MS, MS applications, MS environment, whereabouts determination related variables, etc). 

In an alternative embodiment, thread(s) 1952 coordinate with each other to know 

15 successes, failures or progress of their sister threads for automatically adjusting the 

trailing f(WTV) period of time appropriately. See "Alternative IPC Embodiments" below. 

Thread 1952 is of less value to the MS when whereabouts are calculated using 

stale WDRs, or when not enough useful WDRs are considered. In an alternate 

embodiment, a movement tolerance (e.g. user configured or system set (e.g. 3 meters)) is 

20 incorporated at the MS, or at service(s) used to locate the MS, for knowing when the MS 

has significantly moved (e.g. more than 3 meters) and how long it has been (e.g. 45 

seconds) since last significantly moving. In this embodiment, the MS is aware of the 

period of time since last significantly moving and the f(WTV) is set using the amount of 

time since the MS significantly moved (i.e. f(WTV) = as described above, or the amount of 

25 time since significantly moving, whichever is greater). This way a large number of 

(perhaps more confident candidates) WDRs are searched in the time period when the MS 

has not significantly moved. Optional blocks 278 through 284 may have been incorporated 

to Fig. 2F for movement tolerance processing just described, in which case the LWT is 

compared to the current date/time to adjust the WTV for the correct trailing period. In any 

30 case, all useful WDRs are sought at block 2634 and placed into a list upon exit from block 

2634. 
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Thereafter, block 2636 sets THIS_MS list and REMOTE_MS list sort keys to be 

used at blocks 2644 and 2654. Blocks 2638 through 2654 will prioritize WDRs found at 

block 2634 depending on the sort keys made at block 2636. A number of variables may 

be used to determine the best sort keys, such as the time period used to peek at block 

5 2634 and/or the number of entries in the WDR list returned by block 2634, and/or other 

variables. When the time period of search is small (e.g. less than a couple seconds), lists 

(THIS_MS and REMOTE_MS) should be prioritized primarily by confidence (fields 11 00d) 

since any WDRs are valuable for determining whereabouts. This is the preferred 

embodiment. 

10 When the time period is great, careful measure must be taken to ensure stale 

WDRs are not used (e.g. > few seconds, and not considering movement tolerance). 

Depending on decision embodiments, there will be preferred priority order sort keys 

created at exit from block 2636, for example "key1 /key2/key3" implies that "key1" is a 

primary key, "key2" is a second order key, and "key3" is a third order key. A key such as 

15 "field-11 00b/field-11 00d/field-11 00f:signal-strength" would sort WDRs first by using 

date/time stamp fields 11 00b, then by confidence value fields 11 00d (sorted within 

matching date/time stamp WDRs), then by signal-strength field 11 00f sub-field values 

(sorted within matching WDR confidences; no signal strength present = lowest priority). 

Another sort key may be "field-11 00d/field-11 00b" for sorting WDRs first by using 

20 confidence values, then by date/time stamps (sorted within matching WDR confidences). 

The same or different sort keys can be used for lists THIS_MS and REMOTE_MS. Any 

WDR data (fields or subfields) can be sorted with a key, and sort keys can be of N order 

dimension such that "key1/key2/ .. ./keyN". Whatever sort keys are used, block 2686 will 

have to consider confidence versus being stale, relative to the WTV. In the preferred 

25 embodiment, the REMOTE_MS and THIS_MS lists are set with the same sort keys of 

"field-1100d/field-1100b" (i.e. peek time period used at block 2634 is less than 2 seconds) 

so that confidence is primary. 

Thereafter, block 2638 gets the first (if any) WDR in the list returned at block 2634 

(also processes next WDR in list when encountered again in loop of blocks 2638 through 

30 2654), and block 2640 checks to see if all WDRs have already been processed. If block 

2640 finds that all WDRs have not been processed, then block 2642 checks the WDR 

origination. If block 2642 determines the WDR is one that originated from a remote MS 
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(i.e. MS ID does not match the MS of Fig. 26B processing), then block 2644 inserts the 

WDR into the REMOTE_MS list using the desired sort key (confidence primary, time 

secondary) from block 2636, and processing continues to block 2638 for another loop 

iteration. If block 2642 determines the WDR is one that originated from this MS (MS ID 

5 field 11 00a matches the MS of Fig. 26B processing (e.g. this MS being a OLM at the time 

of WDR creation (this MS ID = field 11 00a) or this MS being an ILM at the time of WDR 

creation (previous processing of Fig. 26A)), then processing continues to block 2646 to 

determine how to process the WDR which was inserted by "this MS" for its own 

whereabouts. 

10 Block 2646 accesses field 11 00f for data found there (e.g. Figs. 2D and 2E may 

have inserted useful TDOA measurements, even though OLM processing occurred; or 

Fig. 3C may have inserted useful TDOA and/or AOA measurements with reference 

station(s) whereabouts; or receive processing may have inserted AOA and related 

measurements). Thereafter, if block 2648 determines presence of TDOA and/or AOA 

15 data, block 2650 checks if reference whereabouts (e.g. Fig. 3C selected stationary 

reference location(s)) is also stored in field 11 00f. If block 2650 determines whereabouts 

information is also stored to field 11 00f, then block 2652 makes new WDR(s) from the 

whereabouts information containing at least the WDR Core and field 11 00f containing the 

AOA and/or TDOA information as though it were from a remote OLM or ILM. Block 2652 

20 also performs the expected result of inserting the WDR of loop processing into the 

THIS_MS list using the desired sort key from block 2636. Processing then continues to 

block 2644 where the newly made WDR(s) is inserted into the REMOTE_MS list using the 

desired sort key (confidence primary, time secondary) from block 2636. Block 2644 

continues back to block 2638. 

25 Referring back to block 2650, if it is determined that whereabouts information was 

not present with the AOA and/or TDOA information of field 11 00f, then processing 

continues to block 2644 for inserting into the REMOTE_MS list (appropriately with sort key 

from block 2636) the currently looped WDR from block 2634. In-range location technology 

associates the MS with the antenna (or cell tower) location, so that field 11 00c already 

30 contains the antenna (or cell tower) whereabouts, and the TDOA information was stored 

to determine how close the MS was to the antenna (or cell tower) at the time. The WDR 

will be more useful in the REMOTE_MS list, then if added to the THIS_MS list (see loop of 
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5 

blocks 2660 through 2680). Referring back to block 2648, if it is determined that no AOA 

and/or TDOA information was in field 11 00f, then processing continues to block 2654 for 

inserting the WDR into the THIS_MS list (appropriately with sort key (confidence primary, 

time secondary) from block 2636). 

Block 2654 handles WDRs that originated from the MS of Fig. 26B (this MS), such 

as described in Figs. 2A through 9B, or results from previous Fig. 26A processing. Block 

2644 maintains remote DLMs and/or ILMs (their whereabouts) to the REMOTE_MS list in 

hope WDRs contain useful field 11 00f information for determining the whereabouts of the 

MS of Fig. 26B processing. Block 2652 handles WDRs that originated from the MS of Fig. 

10 26B processing (this MS), but also processes fields from stationary references used (e.g. 

Fig. 3C) by this MS which can be helpful as though the WDR was originated by a remote 

ILM or OLM. Thus, block 2652 causes inserting to both lists (THIS_MS and 

REMOTE_MS) when the WDR contains useful information for both. Blocks 2652, 2654 

and 2644 cause the iterative loop of blocks 2660 through 2680 to perform AOL T using 

15 DLMs and/or ILMs. Alternate embodiments of blocks 2638 through 2654 may use peek 

methodologies to sort from queue 22 for the REMOTE_MS and THIS_MS lists. 

Referring back to block 2640, if it is determined that all WDRs in the list from block 

2634 have been processed, then block 2656 initializes a DISTANCE list and ANGLE list 

each to null, block 2658 sets a loop iteration pointer to the first entry of the prioritized 

20 REMOTE_MS list (e.g. first entry higher priority than last entry in accordance with sort key 

used), and block 2660 starts the loop for working with ordered WDRs of the REMOTE_MS 

list. Exit from block 2640 to block 2656 occurs when the REMOTE MS and THIS MS lists - -

are in the desired priority order for subsequent processing. Block 2660 gets the next (or 

first) REMOTE_MS list entry for processing before continuing to block 2662. If block 2662 

25 determines all WDRs have not yet been processed from the REMOTE MS list, then 

processing continues to block 2664. 

Blocks 2664 and 2670 direct collection of all useful ILM triangulation measurements 

for TDOA, AOA, and/or MPT triangulation of this MS relative known whereabouts (e.g. 

other MSs). It is interesting to note that TDOA and AOA measurements (field 11 00f) may 

30 have been made from different communications interfaces 70 (e.g. different wave 

spectrums), depending on interfaces the MS has available (i.e. all can participate). For 

example, a MS with blue-tooth, WiFi and cellular phone connectivity (different class wave 
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spectrums supported) can be triangulated using the best available information (i.e. 

heterogeneous location technique). Examination of fields 1100f in Fig. 17 can show wave 

spectrums (and/or particular communications interfaces 70) inserted by receive 

processing for what the MS supports. If block 2664 determines an AOA measurement is 

5 present (field 11 00f sub-field), then block 2666 appends the WDR to the ANGLE list, and 

processing continues to block 2668. If block 2664 determines an AOA measurement is not 

present, then processing continues to block 2670. If block 2670 determines a TDOA 

measurement is present (field 11 00f sub-field), then block 2672 appends the WDR to the 

DISTANCE list, and processing continues to block 2674. Block 2674 uses WDRs for 

10 providing at least an in-range whereabouts of this MS by inserting to the THIS_MS list in 

sorted confidence priority order (e.g. highest confidence first in list, lowest confidence at 

end of list). Block 2674 continues to block 2668. Block 2674 may cause duplicate WDR(s) 

inserted to the THIS_MS list, but this will have no negative effect on selected outcome. 

Block 2668 compares the ANGLE and DISTANCE lists constructed thus far from 

15 loop processing (blocks 2660 through 2682) with minimum triangulation requirements (e.g. 

see "Missing Part Triangulation (MPT)" above). Three (3) sides, three (3) angles and a 

side, and other known triangular solution guides will also be compared. Thereafter, if block 

2676 determines there is still not enough data to triangulate whereabouts of this MS, then 

processing continues back to block 2660 for the next REMOTE_MS list entry, otherwise 

20 block 2678 maximizes diversity of WDRs to use for triangulating. Thereafter, block 2680 

uses the diversified DISTANCE and ANGLE lists to perform triangulation of this MS, block 

2682 inserts the newly determined WDR into the THIS_MS list in sort key order, and 

continues back to block 2660. Block 2680 will use heterogeneous (MPT), TDOA and/or 

AOA triangulation on ANGLE and DISTANCE lists for determining whereabouts. 

25 Block 2682 preferably keeps track of (or checks THIS_MS for) what it has thus far 

determined whereabouts for in this Fig. 26B thread processing to prevent inserting the 

same WDR to THIS_MS using the same REMOTE_MS data. Repeated iterations of 

blocks 2676 through 2682 will see the same data from previous iterations and will use the 

best of breed data in conjunction with each other at each iteration (in current thread 

30 context). While inserting duplicates to THIS_MS at block 2682 does not cause failure, it 

may be avoided for performance reasons. Duplicate insertions are preferably avoided at 

block 2674 for performance reasons as well, but they are again not harmful. Block 2678 
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preferably keeps track of previous diversity order in this Fig. 26B thread processing to 

promote using new ANGLE and DISTANCE data in whereabouts determination at block 

2680 (since each iteration is a superset of a previous iteration (in current thread context)). 

Block 2678 promotes using WDRs from different MSs (different MS IDs), and from MSs 

5 located at significantly different whereabouts (e.g. to maximize surrounded-ness), 

preferably around the MS of Fig. 26B processing. Block 2678 preferably uses sorted 

diversity pointer lists so as to not affect actual ANGLE and DISTANCE list order. The 

sorted pointer lists provide pointers to entries in the ANGLE and DISTANCE lists for a 

unique sorted order governing optimal processing at block 2680 to maximize unique MSs 

10 and surrounded-ness, without affecting the lists themselves (like a SQL database index). 

Different embodiments of blocks 2678 through 2682 should minimize inserting duplicate 

WDRs (for performance reasons) to THIS_MS which were determined using identical 

REMOTE_MS list data. Block 2682 causes using AOL T at blocks 2684 through 2688 

which uses the best of breed whereabouts, either as originated by this MS maintained in 

15 THIS_MS list up to the thread processing point of block 2686, or as originated by remote 

MSs (DLMs and/or ILMs) processed by blocks 2656 through the start of block 2684. 

Referring back to block 2662, if it is determined that all WDRs in the REMOTE_MS 

list have been processed, then block 2684 sets the BESTWDR reference to the head of 

THIS_MS (i.e. BESTWDR references first WDR in THIS_MS list which is so far the best 

20 candidate WDR (highest confidence) for this MS whereabouts, or null if the list is empty). 

It is possible that there are other WDRs with matching confidence adjacent to the highest 

confidence entry in the THIS_MS list. Block 2684 continues to block 2686 for comparing 

matching confidence WDRs, and if there are matches, then breaking a tie between WDRs 

with matching confidence by consulting any other WDR field(s) (e.g. field 11 00f signal 

25 strength, or location technology field 11 00e, etc). If there is still a tie between a plurality of 

WDRs, then block 2686 may average whereabouts to the BESTWDR WDR using the 

matching WDRs. Thereafter processing continues to block 2688 where the BESTWDR is 

completed, and processing terminates at block 2690. Block 2688 also frees resources (if 

any) allocated by Fig. 26B processing (e.g. lists). Blocks 2686 through 2688 result in 

30 setting BESTWDR to the highest priority WDR (i.e. the best possible whereabouts 

determined). It is possible that Fig. 26B processing causes a duplicate WDR inserted to 

queue 22 (at block 2620) for this MS whereabouts determination, but that is no issue 
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except for impacting performance to queue 22. An alternate embodiment to queue 22 may 

define a unique index for erring out when inserting a duplicate to prevent frivolous 

duplicate entries, or block 2688 will incorporate processing to eliminate the chance of 

inserting a WDR of less use than what is already contained at queue 22. Therefore, block 

5 2688 may include processing for ensuring a duplicate will not be inserted (e.g. null the 

BESTWDR reference) prior to returning to Fig. 26A at block 2690. 

Averaging whereabouts at block 2686 occurs only when there are WDRs at the 

head of the list with a matching highest confidence value and still tie in other WDR fields 

consulted, yet whereabouts information is different. In this case, all matching highest 

10 confidence whereabouts are averaged to the BESTWDR to come up with whereabouts in 

light of all matching WDRs. Block 2686 performs AOL T when finalizing a single 

whereabouts (WDR) using any of the whereabouts found in THIS_MS (which may contain 

at this point OLM whereabouts originated by this MS and/or whereabouts originated by 

remote DLMs and/or ILMs). Block 2686 must be cognizant of sort keys used at blocks 

15 2652 and 2654 in case confidence is not the primary key (time may be primary). 

If no WDRs were found at block 2634, or no THIS_MS list WDRs were found at 

blocks 2652 and 2654, and no REMOTE_MS list entries were found at block 2644; or no 

THIS_MS list WDRs were found at blocks 2652 and 2654, and no REMOTE_MS list 

entries were found useful at blocks 2664 and/or 2670; then block 2684 may be setting 

20 BESTWDR to a null reference (i.e. none in list) in which case block 2686 does nothing. 

25 

30 

Hopefully, at least one good WDR is determined for MS whereabouts and a new WDR is 

inserted for this MS to queue 22, otherwise a null BESTWDR reference will be returned 

(checked at block 2616). See Fig 11A descriptions. If BESTWDR is not null, then fields 

are set to the following upon exit from block 2688: 

MS ID field 1100a is preferably set with: MS ID of MS of Fig. 26B processing. 

DA TE/TIME STAMP field 11 00b is preferably set with: Date/time stamp of block 2688 

processing. 

LOCATION field 11 00c is preferably set with: Resulting whereabouts after block 2688 

completion. 
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CONFIDENCE field 1100d is preferably set with: WDR Confidence at THIS_MS list head. 

LOCATION TECHNOLOGY field 1100e is preferably set with: "ILM TDOA Triangulation", 

5 "ILM AOA Triangulation", "ILM MPT Triangulation" or "ILM in-range", as determined by the 

WDRs inserted to MS_LIST at blocks 2674 and 2682. The originator indicator is set to 

ILM. 

LOCATION REFERENCE INFO field 11 00f is preferably set with: null (not set), but may 

10 be set with contributing data for analysis of queue 22 provided it is marked for being 

overlooked by future processing of blocks 2646 and 2648 (e.g. for debug purpose). 

COMMUN/CATIONS REFERENCE INFO field 11 00g is preferably set with: null (not set). 

15 SPEED field 11 00h is preferably set with: Block 2688 may compare prioritized entries and 

their order of time (field 11 00b) in TH IS_ MS I ist for properly setting th is field, if possible. 

HEADING field 11 00i is preferably set with: null (not set). Block 2688 may compare 

prioritized entries and their order of time (field 11 00b) in TH IS_ MS I ist for properly setting 

20 this field, if possible. 

ELEVATION field 1100j is preferably set with: Field 1100j of BESTWDR (may be 

averaged if WDR tie(s)), if available. 

25 APPL/CATION FIELDS field 1100k is preferably set with: Field(s) 1100k from BESTWDR 

or tie(s) thereof from THIS_MS. An alternate embodiment will add, alter, or discard data 

(with or without date/time stamps) here at the time of block 2688 processing. 

CORRELATION FIELD 1100m is preferably set with: Not Applicable (i.e. not maintained to 

30 queue 22). 
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SENT DATE/TIME STAMP field 1100n is preferably set with: Not Applicable (i.e. not 

maintained to queue 22). 

RECEIVED DATE/TIME STAMP field 1100p is preferably set with: Not Applicable (i.e. not 

5 maintained to queue 22). 

Block 2680 determines whereabouts using preferred guidelines, such as 

whereabouts determined never results in a confidence value exceeding any confidence 

value used to determine whereabouts. Some embodiments will use the mean (average) of 

10 confidence values used, some will use the highest, and some the lowest of the WDRs 

used. Preferred embodiments tend to properly skew confidence values to lower values as 

the LN-Expanse grows away from region 1022. Blocks 2668 through 2680 may consult 

any of the WDR fields (e.g. field 11 00f sub-fields yaw, pitch, roll; speed, heading, etc) to 

deduce the most useful WDR inputs for determining an optimal WDR for this MS 

15 whereabouts. 

Alternative IPC embodiments 

Thread(s) 1952 are started for every WDR collected from remote MSs. Therefore, it 

is possible that identical new WDRs are inserted to queue 22 using the same WDR 

20 information at blocks 2634 of simultaneously executing threads 1952, but this will not 

cause a problem since at least one will be found when needed, and duplicates will be 

pruned together when appropriate. Alternative embodiments provide IPC (Interprocess 

Communications Processing) coordination between 1952 threads for higher performance 

processing, for example: 

25 • As mentioned above, thread(s) 1952 can coordinate with each other to know 

30 

WJJ0701B 

successes, failures or progress of their sister 1952 thread(s) for 

automatically adjusting the trailing f(WTV) period of time appropriately. The 

f(WTV) period of time used at block 2634 would be semaphore accessed 

and modified (e.g. increased) for another 1952 thread when a previous 1952 

thread was unsuccessful in determining whereabouts (via semaphore 

accessed thread outcome indicator). After a successful determination, the 

f(WTV) period of time could be reset back to the smaller window. One 
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5 

10 

15 

20 

embodiment of increasing may start with 10% of the WTV, then 20% at the 

next thread, 30% at the next thread, up to 90%, until a successful 

whereabouts is determined. After successful whereabouts determination, a 

reset to its original starting value is made. 

• A semaphore accessed thread 1952 busy flag is used for indicating a certain 

thread is busy to prevent another 1952 thread from doing the same or similar 

work. Furthermore, other semaphore protected data for what work is actually 

being performed by a thread can be informative to ensure that no thread 

1952 starts for doing duplicated effort. 

• Useful data of statistics 14 may be appropriately accessed by thread(s) 1952 

for dynamically controlling key variables of Fig. 26B processing, such as the 

search f(WTV) time period, sort keys used, when to quit loop processing 

(e.g. on first successful whereabouts determination at block 2680), 

surrounded-ness preferences, etc. This can dynamically change the Fig. 26B 

logic from one thread to another for desired results. 

Fig. 26B continues processing through every WDR retrieved at block 2634. An 

alternative embodiment will terminate processing after finding the first (which is highest 

priority data supported) successful triangulation at block 2682. 

Fig. 27 depicts a flowchart for describing a preferred embodiment of queue prune 

processing. Queue pruning is best done on an interim basis by threads which may insert 

to the queue being pruned. In an alternate embodiment, a background asynchronous 

thread will invoke Fig. 27 for periodic queue pruning to ensure no queue which can grow 

25 becomes too large. The Prune Queues procedure starts at block 2702 and continues to 

block 2704 where parameters passed by a caller for which queue(s) (WDR and/or CR) to 

prune are determined. Thereafter, if block 2706 determines that the caller wanted to prune 

the WDR queue 22, block 2708 appropriately prunes the queue, for example discarding 

old entries using field 11 00b, and processing continues to block 2710. If block 2706 

30 determines that the caller did not want to prune the WDR queue 22, then processing 

continues to block 2710. If block 2710 determines that the caller wanted to prune the CR 

queue 1990, block 2712 appropriately prunes the queue, for example discarding old 
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entries using field 2450a, and processing continues to block 2714. If block 2710 

determines that the caller did not want to prune the CR queue 1990, then processing 

continues to block 2714. Block 2714 appropriately returns to the caller. 

The current design for queue 1980 does not require Fig. 27 to prune it. Alternative 

5 embodiments may add additional queues for similar processing. Alternate embodiments 

may use Fig. 27 like processing to prune queues 24, 26, or any other queue under certain 

system circumstances. Parameters received at block 2704 may also include how to prune 

the queue, for example when using different constraints for what indicates entry(s) for 

discard. 

10 

Fig. 28 depicts a flowchart for describing a preferred embodiment of MS termination 

processing. Depending on the MS, there are many embodiments of processing when the 

MS is powered off, restarted, rebooted, reactivated, disabled, or the like. Fig. 28 describes 

the blocks of processing relevant to the present disclosure as part of that termination 

15 processing. Termination processing starts at block 2802 and continues to block 2804 for 

checking any OLM roles enabled and appropriately terminating if any are found (for 

example as determined from persistent storage variable DLMV). Block 2804 may cause 

the termination of thread(s) associated with enabled OLM role(s) for OLM processing 

above (e.g. Figs. 2A through 9B). Block 2804 may invoke APl(s), disable flag(s), or 

20 terminate as is appropriate for OLM processing described above. Such terminations are 

well known in the art of prior art OLM capabilities described above. Block 2804 continues 

to block 2806. 

Blocks 2806 through 2816 handle termination of all processes/threads associated 

with the ILMV roles so there is no explicit ILMV check required. Block 2806 initializes an 

25 enumerated process name array for convenient processing reference of associated 

process specific variables described in Fig. 19, and continues to block 2808 where the first 

member of the set is accessed for subsequent processing. The enumerated set of 

process names has a prescribed termination order for MS architecture 1900. Thereafter, if 

block 2810 determines the process identifier (i.e. 19xx-PID such that 19xx is 1902, 1912, 

30 1922, 1932, 1942, 1952 in a loop iteration of blocks 2808 through 2816) is greater than 0 

(e.g. this first iteration of 1912-PID > 0 implies it is to be terminated here; also implies 

process 1912 is enabled as used in Figs. 14A, 28, 29A and 29B), then block 2812 
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prepares parameters for Fig. 29B invocation, and block 2814 invokes (calls) the procedure 

of Fig. 29B to terminate the process (of this current loop iteration (19xx)). Block 2812 

prepares the second parameter in accordance with the type of 19xx process. If the 

process (19xx) is one that is slave to a queue for dictating its processing (i.e. blocked on 

5 queue until queue entry present), then the second parameter (process type) is set to 0 

(directing Fig. 29A processing to insert a special termination queue entry to be seen by 

worker thread(s) for terminating). If the process (19xx) is one that is slave to a timer for 

dictating its processing (i.e. sleeps until it is time to process), then the second parameter 

(process type) is set to the associated 19xx-PID value (directing Fig. 29B to use in 

10 killing/terminating the PIO in case the worker thread(s) are currently sleeping). Block 2814 

passes the process name and process type as parameters to Fig. 29B processing. Upon 

return from Fig. 29B, block 2814 continues to block 2816. If block 2810 determines that 

the 19xx process is not enabled, then processing continues to block 2816. Upon return 

from Fig. 29B processing, the process is terminated and the associated 19xx-PID variable 

15 is already set to O (see blocks 2966, 2970, 2976 and 2922). 

Block 2816 checks to see if all process names of the enumerated set (19xx) have 

been processed (iterated) by blocks 2808 through 2816. If block 2816 determines that not 

all process names in the set have been processed (iterated), then processing continues 

back to block 2808 for handling the next process name in the set. If block 2816 

20 determines that all process names of the enumerated set were processed, then block 

2816 continues to block 2818. 

Block 2818 destroys semaphore(s) created at block 1220. Thereafter, block 2820 

destroys queue(s) created at block 1218 (may have to remove all entries first in some 

embodiments), block 2822 saves persistent variables to persistent storage (for example to 

25 persistent storage 60), block 2824 destroys shared memory created at block 1212, and 

block 2826 checks the NTP use variable (saved prior to destroying shared memory at 

block 2824 ). 

If block 2826 determines NTP is enabled, then block 2828 terminates NTP 

appropriately (also see block 1612) and processing continues to block 2830. If block 2826 

30 determines NTP was not enabled, then processing continues to block 2830. Block 2828 

embodiments are well known in the art of NTP implementations. Block 2828 may cause 

terminating of thread(s) associated with NTP use. 
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Block 2830 completes LBX character termination, then block 2832 completes other 

character 32 termination processing, and Fig. 28 processing terminates thereafter at block 

2834. Depending on what threads were started at block 1240, block 2830 may terminate 

the listen/receive threads for feeding queue 26 and the send threads for sending data 

5 inserted to queue 24. Depending on what threads were started at block 1206, block 2832 

may terminate the listen/receive threads for feeding queue 26 and the send threads for 

sending data inserted to queue 24 (i.e. other character 32 threads altered to cause 

embedded CK processing). Upon encounter of block 2834, the MS is appropriately 

terminated for reasons at set forth above for invoking Fig. 28. 

10 

With reference now to Fig. 29B, depicted is a flowchart for describing a preferred 

embodiment of a procedure for terminating a process started by Fig. 29A. When invoked 

by a caller, the procedure starts at block 2952 and continues to block 2954 where 

parameters passed are determined. There are two parameters: the process name to 

15 terminate, and the type of process to terminate. The type of process is set to O for a 

process which has worker threads which are a slave to a queue. The type of process is 

set to a valid O/S PIO when the process worker threads are slave to a timer. 

Thereafter, if block 2956 determines the process type is 0, then block 2958 

initializes a loop variable J to 0, and block 2960 inserts a special termination request 

20 queue entry to the appropriate queue for the process worker thread to terminate. See Fig. 

19 discussions for the queue inserted for which 19xx process name. 

Thereafter, block 2962 increments the loop variable by 1 and block 2964 checks if 

all process prescribed worker threads have been terminated. Block 2964 accesses the 

19xx-Max (e.g. 1952-Max) variable from shared memory using a semaphore for 

25 determining the maximum number of threads to terminate in the process worker thread 

pool. If block 2964 determines all worker threads have been terminated, processing 

continues to block 2966 for waiting until the 19xx-PID variable is set to disabled (e.g. set to 

0 by block 2922), and then to block 2978 which causes return to the caller. Block 2966 

uses a preferred choice of waiting described for blocks 2918 and 2920. The 19xx process 

30 (e.g. 1952) will have its 19xx-PID (e.g. 1952-PID) variable set at O (block 2922) when the 

process terminates. In some embodiments, the waiting methodology used at block 2966 
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may use the 19xx-PIO variable, or may be signaled by the last terminating worker thread, 

or by block 2922. 

If block 2964 determines that not all worker threads have been terminated yet, then 

processing continues back to block 2960 to insert another special termination request 

5 queue entry to the appropriate queue for the next process worker thread to terminate. 

Blocks 2960 through 2964 insert the proper number of termination queue entries to the 

same queue so that all of the 19xx process worker threads terminate. 

Referring back to block 2956, if it is determined the process type is not O (i.e. is a 

valid 0/S PIO), then block 2968 inserts a special WOR queue 22 entry enabling a queue 

10 peek for worker thread termination. The reader will notice that the process termination 

order of block 2806 ensures processes which were slaves to the WOR queue 22 have 

already been terminated. This allows processes which are slaves to a timer to see the 

special termination queue entry inserted at block 2968 since no threads (which are slaves 

to queue) will remove it from queue 22. Thereafter, block 2970 waits until the 19xx 

15 process name (parameter) worker threads have been terminated using a preferred choice 

of waiting described for blocks 2918 and 2920. The 19xx process (e.g. 1902) will have its 

19xx-PIO (e.g. 1902-PIO) variable set at O (block 2922) when the process terminates. In 

some embodiments, the waiting methodology used at block 2970 may use the 19xx-PIO 

variable, or may be signaled by the last terminating worker thread, or by block 2922. Block 

20 2970 also preferably waits for a reasonable timeout period in anticipation of known sleep 

time of the 19xx process being terminated, for cases where anticipated sleep times are 

excessive and the user should not have to wait for lengthy Fig. 28 termination processing. 

If the timeout occurs before the process is indicated to be terminated, then block 2970 will 

continue to block 2972. Block 2970 also continues to block 2972 when the process has 

25 successfully terminated. 

If block 2972 determines the 19xx process did terminate, the caller is returned to at 

block 2978 (i.e. 19xx-PIO already set to disabled (0)). If block 2972 determines the 19xx 

process termination timed out, then block 2974 forces an appropriate 0/S kill to the PIO 

thereby forcing process termination, and block 2976 sets the 19xx-PIO variable for 

30 disabled (i.e. process 19xx was terminated). Thereafter, block 2978 causes return to the 

caller. 
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There are many embodiments for setting certain queue entry field(s) identifying a 

special queue termination entry inserted at blocks 2960 and 2968. Some suggestions: In 

the case of terminating thread(s) 1912, queue 26 insertion of a WDR preferably sets the 

MS ID field with a value that will never appear in any other case except a termination 

5 request (e.g. -100). In the case of terminating thread(s) 1902, 1922 and 1952, queue 22 

insertion of a WDR preferably sets the MS ID field with a value that will never appear in 

any other case except a termination request (e.g. -100). In the case of terminating 

thread(s) 1942, queue 26 insertion of a WDR request preferably sets the MS ID field with 

a value that will never appear in any other case except a termination request (e.g. -100). 

10 In the case of terminating thread(s) 1932, queue 1980 insertion of a thread request queue 

record 2400 preferably sets field 2400a with a value that will never appear in any other 

case except a termination request (e.g. -100). Of course, any available field(s) can be 

used to indicate termination to particular thread(s)). 

15 Terminating threads of processing in Fig. 29B has been presented from a software 

perspective, but there are hardware/firmware thread embodiments which may be 

terminated appropriately to accomplish the same functionality. If the MS operating system 

does not have an interface for killing the PIO at block 2974, then blocks 2972 through 

2976 can be eliminated for relying on a Fig. 28 invocation timeout (incorporated for block 

20 2814) to appropriately rob power from remaining thread(s) of processing. 

25 

30 

An ILM has many methods and systems for knowing its own location. LBX depends 

on MSs maintaining their own whereabouts. No service is required to maintain the 

whereabouts of MSs in order to accomplish novel functionality. 

OTHER EMBODIMENTS 

As mentioned above, architecture 1900 provides a set of processes which can be 

started or terminated for desired functionality. Thus, architecture 1900 provides a palette 

from which to choose desired deployment methods for an LN expanse. 

In some embodiments, all whereabouts information can be pushed to expand the 

LN-expanse. In such embodiments, the palette of processes to choose from includes at 

least process 1902, process 1912 and process 1952. Additionally, process 1932 would be 

WJJ0701B 175 



Exhibit 1002 
IPR2022-00426 

Page 181 of 755

required in anticipation of LN-expanse participating data processing systems having NTP 

disabled or unavailable. Additionally, process 1922 could be used for ensuring 

whereabouts are timely (e.g. specifically using all blocks except 2218 through 2224 ). 

Depending on OLM capability of MSs in the LN-expanse, a further subset of processes 

5 1902, 1912, 1952 and 1932 may apply. Thread(s) 1902 beacon whereabouts information, 

regardless of the MS being an affirmifier or pacifier. 

In some embodiments, all whereabouts information can be pulled to expand the 

LN-expanse. In such embodiments, the palette of processes to choose from includes at 

least process 1922 (e.g. specifically using all blocks except 2226 and 2228), process 

10 1912, process 1952 and process 1942. Additionally, process 1932 would be required in 

anticipation of LN-expanse participating data processing systems having NTP disabled or 

unavailable. Depending on OLM capability of MSs in the LN-expanse, a further subset of 

processes 1922, 1912, 1952, 1942 and 1932 may apply. 

There are many embodiments derived from architecture 1900. Essential 

15 components are disclosed for deployment varieties. In communications protocols which 

acknowledge a transmission, processes 1932 may not be required even in absence of 

NTP use. A sending MS appends a sent date/time stamp (e.g. field 1100n) on its time 

scale to outbound data 1302 and an acknowledging MS (or service) responds with the 

sent date/time stamp so that when the sending MS receives it (receives data 1302 or 

20 1312), the sending MS (now a receiving MS) calculates a TDOA measurement by 

comparing when the acknowledgement was received and when it was originally sent. 

Appropriate correlation outside of process 1932 deployment enables the sending MS to 

know which response went with which data 1302 was originally sent. A MS can make use 

of 19xx processes as is appropriate for functionality desired. 

25 

In push embodiments disclosed above, useful summary observations are made. 

Service(s) associated with antennas periodically broadcast (beacon) their reference 

whereabouts (e.g. WDR information) for being received by MSs in the vicinity. When such 

services are NTP enabled, the broadcasts include a sent date/time stamp (e.g. field 

30 11 OOn). Upon receipt by a NTP enabled MS in the vicinity, the MS uses the date/time 

stamp of MS receipt (e.g. 1100p) with the date/time stamp of when sent (e.g. field 1100n) 

to calculate a TDOA measurement. Known wave spectrum velocity can translate to a 
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distance. Upon receipt of a plurality of these types of broadcasts from different reference 

antennas, the MS can triangulate itself for determining its whereabouts relative known 

whereabouts of the reference antennas. Similarly, reference antennas are replaced by 

other NTP enabled MSs which similarly broadcast their whereabouts. A MS can be 

5 triangulated relative a mixture of reference antennas and other NTP enabled MSs, or all 

NTP enabled MSs. Stationary antenna triangulation is accomplished the same way as 

triangulating from other MSs. NTP use allows determining MS whereabouts using 

triangulation achievable in a single unidirectional broadcast of data (1302 or 1312). 

Furthermore, reference antennas (service(s)) need not communicate new data 1312, and 

10 MSs need not communicate new data 1302. Usual communications data 1312 are altered 

with a CK 1314 as described above. Usual communications data 1302 are altered with a 

CK 1304 as described above. This enables a MS with not only knowing there are nearby 

hotspots, but also where all parties are located (including the MS). Beaconing hotspots, or 

other broadcasters, do not need to know who you are (the MS ID), and you do not need to 

15 know who they are in order to be located. Various bidirectional correlation embodiments 

can always be used for TDOA measurements. 

In pull embodiments disclosed above, data processing systems wanting to 

determine their own whereabouts (requestors) broadcast their requests (e.g. record 2490). 

Service(s) or MSs (responders) in the vicinity respond. When responders are NTP 

20 enabled, the responses include a sent date/time stamp (e.g. field 11 00n) that by itself can 

be used to calculate a TDOA measurement if the requestor is NTP enabled. Upon receipt 

by a requestor with no NTP, the requestor uses the date/time stamp of a correlated receipt 

(e.g. 1100p) with the date/time stamp of when sent (e.g. fields 1100n or 2450a) to 

calculate a time duration (TDOA) for whereabouts determination, as described above. 

25 New data or usual communications data applies as described above. 

If NTP is available to a data processing system, it should be used whenever 

communicating date/time information (e.g. NTP bit of field 1100b, 11 00n or 1100p) so that 

by chance a receiving data processing is also NTP enabled, a TDOA measurement can 

immediately be taken. In cases, where either the sending (first) data processing system or 

30 receiving (second) data processing system is not NTP enabled, then the calculating data 

processing system wanting a TDOA measurement will need to calculate a sent and 

received time in consistent time scale terms. This includes a correlated bidirectional 
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communications data flow to properly determine duration in time terms of the calculating 

data processing system. In a send initiated embodiment, a first (sending) data processing 

system incorporates a sent date/time stamp (e.g. fields 11 00n or 2450a) and determines 

when a correlated response is received to calculate the TDOA measurement (both times 

5 in terms of the first (sending) data processing system). In another embodiment, a second 

(receiving) data processing system receives a sent date/time stamp (e.g. field 11 00n) and 

then becomes a first (sending) data processing as described in the send initiated 

embodiment. Whatever embodiment is used, it is beneficial in the LN-expanse to minimize 

communications traffic. 

10 The NTP bit in date/time stamps enables optimal elegance in the LN-expanse for 

taking advantage of NTP when available, and using correlated transmissions when it is 

not. A NTP enabled MS is somewhat of a chameleon in using unidirectional data (1302 or 

1312 received) to determine whereabouts relative NTP enabled MS(s) and/or service(s), 

and then using bidirectional data (1302/1302 or 1302/1312) relative MS(s) and/or 

15 service(s) without NTP. A MS is also a chameleon when considering it may go in and out 

of a OLM or ILM identity/role, depending on what whereabouts technology is available at 

the time. 

The MS ID (or pseudo MS ID) in transmissions is useful for a receiving data 

processing system to target a response by addressing the response back to the MS ID. 

20 Targeted transmissions target a specific MS ID (or group of MS IDs), while broadcasting is 

suited for reaching as many MS IDs as possible. Alternatively, just a correlation is enough 

to target a data source. 

In some embodiments where a MS is located relative another MS, this is applicable 

25 to something as simple as locating one data processing system using the location of 

another data processing system. For example, the whereabouts of a cell phone (first data 

processing system) is used to locate an in-range automotive installed (second) data 

processing system for providing new locational applications to the second data processing 

system (or visa-versa). In fact, the second data processing may be designed for using the 

30 nearby first data processing system for determining its whereabouts. Thus, as an MS 

roams, in the know of its own whereabouts, the MS whereabouts is shared with nearby 

data processing systems for new functionality made available to those nearby data 
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5 

processing systems when they know their own whereabouts (by associating to the MS 

whereabouts). Data processing systems incapable of being located are now capable of 

being located, for example locating a data processing equipped shopping cart with the 

location of an MS, or plurality of MSs. 

Architecture 1900 presents a preferred embodiment for IPC (Interprocess 

Communications Processing), but there are other embodiments for starting/terminating 

threads, signaling between processes, semaphore controls, and carrying out present 

disclosure processing without departing from the spirit and scope of the disclosure. In 

10 some embodiments, threads are automatically throttled up or down (e.g. 1952-Max) per 

unique requirements of the MS as determined by how often threads loop back to find an 

entry already waiting in a queue. If thread(s) spend less time blocked on queue, they can 

be automatically throttled up. If thread(s) spend more time blocked on queue, they can be 

automatically throttled down. Timers can be associated with queue retrieval to keep track 

15 of time a thread is blocked. 

LBX history 30 preferably maintains history information of key points in processing 

where history information may prove useful at a future time. Some of the useful points of 

interest may include: 

20 • Interim snapshots of permissions 10 (for documenting who had what 

25 

30 

WJJ0701B 

permissions at what time) at block 1478; 

• Interim snapshots of charters 12 (for documenting charters in effect at what 

times) at block 1482; 

• Interim snapshots of statistics 14 (for documenting useful statistics worthy of 

later browse) at block 1486; 

• Interim snapshots of service propagation data of block 1474; 

• Interim snapshots of service informant settings of block 1490; 

• Interim snapshots of LBX history maintenance/configurations of block 1494; 

• Interim snapshots of a subset of WDR queue 22 using a configured search 

criteria; 
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10 

• Interim snapshots of a subset of Send queue 24 using a configured search 

criteria; 

• Interim snapshots of a subset of Receive queue 26 using a configured 

search criteria; 

• Interim snapshots of a subset of PIP data 8; 

• Interim snapshots of a subset of data 20; 

• Interim snapshots of a subset of data 36; 

• Interim snapshots of other resources 38; 

• Trace, debug, and/or dump of any execution path subset of processing 

flowcharts described; and/or 

• Copies of data at any block of processing in any flowchart heretofore 

described. 

Entries in LBX history 30 preferably have entry qualifying information including at least a 

15 date/time stamp of when added to history, and preferably an O/S PIO and O/S TIO 

(Thread Identifier) associated with the logged entry, and perhaps applicable applications 

involved (e.g. see fields 11 OOk). History 30 may also be captured in such a way there are 

conditions set up in advance (at block 1494 ), and when those conditions are met, 

applicable data is captured to history 30. Conditions can include terms that are MS system 

20 wide, and when the conditions are met, the data for capture is copied to history. In these 

cases, history 30 entries preferably include the conditions which were met to copy the 

entry to history. Depending on what is being kept to history 30, this can become a large 

amount of information. Therefore, Fig. 27 can include new blocks for pruning history 30 

appropriately. In another embodiment, a separate thread of processing has a sleeper loop 

25 which when awake will prune the history 30 appropriately, either in its own processing or 

by invoking new Fig. 27 blocks for history 30. A parameter passed to processing by block 

2704 may include how to prune the history, including what data to prune, how old of data 

to prune, and any other criteria appropriate for maintaining history 30. In fact, any pruning 

by Fig. 27 may include any reasonable parameters for how to prune particular data of the 

30 present disclosure. 
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Location applications can use the WOR queue for retrieving the most recent 

highest confidence entry, or can access the single instance WOR maintained (or most 

recent WOR of block 289 discussed above). Optimally, applications are provided with an 

API that hides what actually occurs in ongoing product builds, and for ensuring 

5 appropriate semaphore access to multi-threaded accessed data. 

Correlation processing does not have to cause a WOR returned. There are 

embodiments for minimal exchanges of correlated sent date/time stamps and/or received 

date/time stamps so that exchanges are very efficient using small data exchanges. 

10 Correlation of this disclosure was provided to show at least one solution, with keeping in 

mind that there are many embodiments to accomplish relating time scales between data 

processing systems. 

Architecture 1900 provides not only the foundation for keeping an MS abreast of its 

15 whereabouts, but also the foundation upon which to build LBX nearby functionality. 

Whereabouts of MSs in the vicinity are maintained to queue 22. Permissions 10 and 

charters 12 can be used for governing which MSs to maintain to queue 22, how to 

maintain them, and what processing should be performed. For example, MS user Joe 

wants to alert MS user Sandy when he is in her vicinity, or user Sandy wants to be alerted 

20 when Joe is in her vicinity. Joe configures permissions enabling Sandy to be alerted with 

him being nearby, or Sandy configured permissions for being alerted. Sandy accepts the 

configuration Joe made, or Joe accepts the configuration Sandy made. Sandy's queue 22 

processing will ensure Joe's WORs are processed uniquely for desired functionality. 

25 Fig. 8C was presented in the context of a OLM, however architecture 1900 should 

be applied for enabling a user to manually request to be located with ILM processing if 

necessary. Blocks 862 through 870 are easily modified to accomplish a WOR request (like 

blocks 2218 through 2224 ). In keeping with current block descriptions, block 872 would 

become a new series of blocks for handling the case when OLM functionality was 

30 unsuccessful. New block 872-A would broadcast a WOR request soliciting response (see 

blocks 2218 through 2224 ). Thereafter, a block 872-B would wait for a brief time, and 

subsequently a block 872-C would check to see if whereabouts have been determined 
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(e.g. check queue 22). Thereafter, if a block 872-D determines whereabouts were not 

determined, an error could be provided to the user, otherwise the MS whereabouts were 

successfully determined and processing continues to block 874. Applications that may 

need whereabouts can now be used. There are certainly emergency situations where a 

5 user may need to rely on other MSs in the vicinity for being located. 

To maintain modularity in interfaces to queues 24 and 26, parameters may be 

passed rather than having the modular send/receive processing access fields of 

application records. When WDRs are "sent", the WDR will be targeted (e.g. field 11 00a), 

10 perhaps also with field 11 00f indicating which communications interface to send on (e.g. 

MS has plurality of comm. interfaces 70). When WDRs are "broadcast" (e.g. null MS ID), 

the WDR is preferably outbound on all available comm. interfaces 70), unless field 11 00f 

indicates to target a comm. interface. Analogously, when WDR requests are "sent", the 

request will be targeted (e.g. field 2490a), perhaps also with field 2490d indicating which 

15 communications interface to send on (e.g. MS has plurality of comm. interfaces 70). When 

WDR requests are "broadcast" (e.g. null MS ID), the WDR is preferably outbound on all 

available comm. interfaces 70), unless field 11 00f indicates to target a comm. interface. 

Fields 11 00m, 11 00n, 11 00p, 2490b and 2490c are also of interest to the transport 

layer. Any subset, or all, of transport related fields may be passed as parameters to send 

20 processing, or received as parameters from receiving processing to ensure send and 

receive processing is adaptable using pluggable transmission/reception technologies. 

An alternate embodiment to the BESTWDR WDR returned by Fig. 26B processing 

may be set with useful data for reuse toward a future Fig. 26B processing thread 

25 whereabouts determination. Field 11 00f (see pg. 168) can be set with useful data for that 

WDR to be in turn used at a subsequent whereabouts determination of Fig. 26B. This is 

referred to as Recursive Whereabouts Determination (RWD) wherein ILMs determine 

WDRs for their whereabouts and use them again for calculating future whereabouts (by 

populating useful TDOA, AOA, MPT and/or whereabouts information to field 11 00f). 

30 

An alternate embodiment may store remote MS movement tolerances (if they use 

one) to WDR field 1100f so the receiving MS can determine how stale are other WDRs in 
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5 

queue 22 from the same MS, for example when gathering all useful WDRs to start with in 

determining whereabouts of Fig. 26B processing (e.g. block 2634). Having movement 

tolerances in effect may prove useful for maximizing useful WDRs used in determining a 

whereabouts (Fig. 26B processing). 

While various embodiments of the present disclosure have been described above, 

it should be understood that they have been presented by way of example only, and not 

limitation. Thus, the breadth and scope of the present disclosure should not be limited by 

any of the above-described exemplary embodiments, but should be defined only in 

10 accordance with the following claims and their equivalents. 
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5 

WHAT IS CLAIMED IS: 

1. A method by a sending data processing system, the method comprising: 

accessing, by the sending data processing system, identity information for 

describing an originator identity associated with the sending data processing system; 

accessing, by the sending data processing system, application information for an 

application in use at the sending data processing system; 

accessing, by the sending data processing system, location information associated 

with the sending data processing system; 

accessing, by the sending data processing system, reference information for further 

10 describing the location information associated with the sending data processing system; 

15 

20 

preparing, by the sending data processing system, a broadcast unidirectional 

wireless data record including: 

the identity information for describing the originator identity associated 

with the sending data processing system, 

the application information for the application in use at the sending 

data processing system, 

the location information associated with the sending data processing 

system, and 

the reference information for further describing the location 

information associated with the sending data processing system; 

maintaining, by the sending data processing system, a configuration for when to 

perform beaconing of the broadcast unidirectional wireless data record; and 

transmitting, by the sending data processing system, the broadcast unidirectional 

wireless data record for receipt by a plurality of receiving mobile data processing systems 

25 in a wireless vicinity of the sending data processing system wherein the broadcast 

30 

unidirectional wireless data record is beaconed by the sending data processing system in 

accordance with the configuration for when to perform beaconing, and wherein the 

broadcast unidirectional wireless data record includes at least: 

WJJ0701B 

the identity information for describing the originator identity associated 

with the sending data processing system wherein the identity information is 

for an alert determined by each receiving mobile data processing system of 
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10 

the plurality of receiving mobile data processing systems that the each 

receiving mobile data processing system is in the wireless vicinity of the 

sending data processing system, 

the application information for the application in use at the sending 

data processing system, 

the location information associated with the sending data processing 

system to be used by the each receiving mobile data processing system for 

determining their own location relative to the location information, and 

the reference information for further describing the location 

information associated with the sending data processing system for 

describing to the each receiving mobile data processing system useful 

information associated with the sending data processing system. 

2. The method of claim 1 wherein the broadcast unidirectional wireless data record 

15 includes web site information associated with the sending data processing system. 

20 

25 

3. The method of claim 1 wherein the broadcast unidirectional wireless data record 

includes environmental condition information associated with the sending data processing 

system. 

4. The method of claim 1 wherein the broadcast unidirectional wireless data record 

includes information for at least one service associated with the sending data processing 

system. 

5. The method of claim 1 wherein the broadcast unidirectional wireless data record 

includes information for at least one transaction associated with the sending data 

processing system. 

6. The method of claim 1 wherein the broadcast unidirectional wireless data record 

30 includes information for one or more data processing systems remote to the sending data 

processing system. 
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7. The method of claim 1 wherein the broadcast unidirectional wireless data record 

includes information for distinguishing an elevation or altitude. 

8. The method of claim 1 wherein the broadcast unidirectional wireless data record 

5 includes confidence information for describing a reliability of data in the broadcast 

unidirectional wireless data record. 

9. The method of claim 1 wherein the broadcast unidirectional wireless data record 

includes information that is presented to a user interface of the each receiving mobile data 

10 processing system. 

10. The method of claim 1 wherein the broadcast unidirectional wireless data record 

includes information that is processed by the each receiving mobile data processing 

system for determining by the each receiving mobile data processing system what to 

15 present to a user interface. 

11. The method of claim 1 wherein the broadcast unidirectional wireless data record 

includes at least one of: 

information for a location technology used to locate the sending data processing 

20 system, 

25 

information for a triangulation measurement associated with the sending data 

processing system, 

information for a time difference of arrival measurement associated with the 

sending data processing system, 

information for a time of arrival measurement associated with the sending data 

processing system, 

information for an angle of arrival measurement associated with the sending data 

processing system, 

information for a yaw measurement associated with the sending data processing 

30 system, 

information for a pitch measurement associated with the sending data processing 

system, 
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information for a roll measurement associated with the sending data processing 

system, 

information for an accelerometer measurement associated with the sending data 

processing system, 

5 information for a communications signal strength of a transmission associated with 

the sending data processing system, 

information for a communications wave spectrum characteristic of a transmission 

associated with the sending data processing system, 

information for a communications wave spectrum class of a transmission 

10 associated with the sending data processing system, 

information for a communications wave spectrum frequency of a transmission 

associated with the sending data processing system, 

information associated with a wireless data record received by the sending data 

processing system from a particular data processing system, 

15 information maintained by an application associated with the sending data 

processing system, 

information for an application in use at the sending data processing system, 

information for an application context of an application associated with the sending 

data processing system, 

20 information for a navigation Application Programming Interface associated with the 

25 

sending data processing system, 

information for a situational location associated with the sending data processing 

system, 

information for a speed associated with the sending data processing system, 

information for a heading associated with the sending data processing system, 

time information associated with the sending data processing system, 

information for a service condition associated with the sending data processing 

system, 

information for a physical address associated with the sending data processing 

30 system, 

information for a logical address associated with the sending data processing 

system, 
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information for a user configuration associated with the sending data processing 

system, 

information for monitoring movement of the sending data processing system, 

information for an identifier associated with the sending data processing system, or 

5 information in accordance with one or more permissions configured by a user 

associated with the sending data processing system. 

12. The method of claim 1 wherein the broadcast unidirectional wireless data record 

includes information that can be processed according to a user configured permission 

10 maintained at the each receiving mobile data processing system. 

15 

13. The method of claim 12 wherein the user configured permission is configured by a 

user of the sending data processing system for providing permission to an identity of at 

least one of the plurality of receiving mobile data processing systems. 

14. The method of claim 12 wherein the user configured permission is configured by a 

user of at least one of the plurality of receiving mobile data processing systems for 

providing permission to an identity associated with the sending data processing system. 

20 15. The method of claim 12 wherein the user configured permission enables providing 

an alert for who is nearby. 

16. The method of claim 1 wherein the identity information is a dependable and 

recognizable derivative of the originator identity associated with the sending data 

25 processing system. 

17. The method of claim 1 wherein the location information associated with the sending 

data processing system is determined by the sending data processing system with a direct 

location method, or an indirect location method, or with information communicated to the 

30 sending data processing system by a remote data processing system. 
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18. The method of claim 1 wherein the transmitting, by the sending data processing 

system, the broadcast unidirectional wireless data record for receipt by the plurality of 

receiving mobile data processing systems in the wireless vicinity of the sending data 

processing system includes transmitting the broadcast unidirectional wireless data record 

5 by a plurality of distinctly different radio communication interfaces of the sending data 

processing system. 

19. The method of claim 1 including: 

searching, by the sending data processing system, a plurality of data records in a 

10 historical collection; and 

retrieving, by the sending data processing system, one of the plurality of data 

records for the preparing, by the sending data processing system, the broadcast 

unidirectional wireless data record. 

15 20. The method of claim 1 including presenting information for the broadcast 

unidirectional wireless data record to a user interface for a user to manage the information 

for the broadcast unidirectional wireless data record by at least one of: view the 

information for the broadcast unidirectional wireless data record, delete the information for 

the broadcast unidirectional wireless data record, modify the information for the broadcast 

20 unidirectional wireless data record, or add to the information for the broadcast 

unidirectional wireless data record. 

21. A sending data processing system, comprising: 

one or more processors; and 

25 at least one memory coupled to the one or more processors, wherein the at least 

30 

one memory includes executable instructions, which when executed by the one or more 

processors, results in the system: 

accessing, by the sending data processing system, identity information for 

describing an originator identity associated with the sending data processing 

system; 

accessing, by the sending data processing system, application information 

for an application in use at the sending data processing system; 
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10 

15 

20 

25 

30 

accessing, by the sending data processing system, location information 

associated with the sending data processing system; 

accessing, by the sending data processing system, reference information for 

further describing the location information associated with the sending data 

processing system; 

preparing, by the sending data processing system, a broadcast unidirectional 

wireless data record including: 

the identity information for describing the originator identity 

associated with the sending data processing system, 

the application information for the application in use at the 

sending data processing system, 

the location information associated with the sending data 

processing system, and 

the reference information for further describing the location 

information associated with the sending data processing system; 

maintaining, by the sending data processing system, a configuration for 

when to perform beaconing of the broadcast unidirectional wireless data record; 

and 

transmitting, by the sending data processing system, the broadcast 

unidirectional wireless data record for receipt by a plurality of receiving mobile data 

processing systems in a wireless vicinity of the sending data processing system 

wherein the broadcast unidirectional wireless data record is beaconed by the 

sending data processing system in accordance with the configuration for when to 

perform beaconing, and wherein the broadcast unidirectional wireless data record 

includes at least: 

WJJ0701B 

the identity information for describing the originator identity 

associated with the sending data processing system wherein the 

identity information is for an alert determined by each receiving mobile 

data processing system of the plurality of receiving mobile data 

processing systems that the each receiving mobile data processing 

system is in the wireless vicinity of the sending data processing 

system, 
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the application information for the application in use at the 

sending data processing system, 

the location information associated with the sending data 

processing system to be used by the each receiving mobile data 

processing system for determining their own location relative to the 

location information, and 

the reference information for further describing the location 

information associated with the sending data processing system for 

describing to the each receiving mobile data processing system useful 

information associated with the sending data processing system. 
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depending on the environment and capabilities available at a particular time. Reference 
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carry out automatic location techniques ensuring mobile data processing systems are kept 
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technologies that may or may not be available when needed. A confidence is associated 

to whereabouts data shared for facilitating selection of the best candidate data used in 

determining new whereabouts information. 

WJJ0701B 192 



Exhibit 1002 
IPR2022-00426 

Page 198 of 755

William Jo Johnson 12/077t041 WJJ0701 

1/70 

2 MS 

4 LBX Character 

6 
Peer Interaction Processing Code 

Peer Interaction Processing Data 

10 
8 I 12 

Permissions Charters .. 

.M 
Statistics 

i.e. 

16 
Service Directory 

Self Management Processing Code 

20 
Self Management Processing Data 

22 ~ 22. 2a ~ 
WDR Tx Rx Service LBX 

Queue Queue Queue Informant History 
Code 

32 Other Character 

34 
Other Processing Code 

~ 
Other Processing Data 

38 
Other Resources 

Fig. 1A 

I 
I 
I 



Exhibit 1002 
IPR2022-00426 

Page 199 of 755

William J. Johnson 12/077,041 WJJ0701 

2/70 

f1tHJidr
2 

··--· -. -~ 42 

,--40 

~:7~4!: ---,r--r-- J!r .. ;.· ·. ·.• .. , ·_r ·_:_:·:•_:~ .. ·._!!:.;:r.-'11 ·2 

!■t- , 

~! -2 

irJJI 

Fig. 1B 



Exhibit 1002 
IPR2022-00426 

Page 200 of 755

WiUiam J. Johnson 12/077,041 WJJ0701 

3no 

,---44 

Service(s) 

MS 1 MS2 • • • MSN 

Fig. 1C 



Exhibit 1002 
IPR2022-00426 

Page 201 of 755

Wimam J. Johnson 12/077,041 WJJ0701 

4/70 
r54 

~ 50 

-- Processor(s) 
52 

-- I 

- Main Memory 
--5$ 

- - I 

coo r-58 

I 
z 

I Persistent Storage 

-. -
Removable Storage - - Removable 

Device - - Storage Unit 
_,,-

67' 

Bus 

-70 
. Other Data Ir 

Communications -- .. Processing - - Interface - -

System 

72 

64 
Display Device 

~ 

-- tntertace 

66 
Input Peripheral -- -

lnterface(s) 

r-68 
Output Peripheral . 

~ 

Interface( s) 

Fig. 1D 



Exhibit 1002 
IPR2022-00426 

Page 202 of 755

WUliam J. Johnson 12/077,041 WJJ0701 

sno 

L.r108a ( 

(108c 

t,108b l l( 106
) 

108d5 108e.J 

,-126 g.1 

t_r108f t 
I 108g~ 

,-170 r~,,,/ 
ll r128 I 
, I 13 

I 

142 

1481• ~r--
r132 ---

~8 
120 

Fig. 1E 

..-156 _,...__.......,._ _ __,,__ 

168 

152--. 

I 
r158 _..,...._...,.._......,_ .. , 

~g 
a 

118 

■ 

I 



Exhibit 1002 
IPR2022-00426 

Page 203 of 755

William J. Johnson 12/077,041 WJJ0701 

6/70 

\ 
\ 

i..-108b 

Fig~ 2A 

' ' ' ' ' ' 
101~200 



Exhibit 1002 
IPR2022-00426 

Page 204 of 755

William J. Johnson 12/077,041 WJJ0701 

7/70 

Fig. 2B 



Exhibit 1002 
IPR2022-00426 

Page 205 of 755

WiUiam J. Johnson 12/077,041 WJJ0701 

ano 

' 

Fig. 2C 

' ' ' ' 

lBGr2°
0 



Exhibit 1002 
IPR2022-00426 

Page 206 of 755

William J. Johnson 12/077 i041 WJJ0701 

9/70 

230 

START - Thread for 
Antenna locate MS when 

detected in range 

232 

Authenticated MS 
signal detected 

234 

Respond back asap to 
MS with current 

antenna whereabouts 
info 

236 

MS completes a 
whereabouts data 

record 

238 

Prepare parameters 

Insertion 

242 

STOP 

Fig. 2D 



Exhibit 1002 
IPR2022-00426 

Page 207 of 755

WiHiam J. Johnson 12/077,041 WJJ0701 

10/70 
250 

START - MS thread locates 
itself relative antenna 

252 

Authenticated antenna 
signal detected 

254 

Send request and wait 
for response 

MS completes a 
whereabouts data 

record 

260 

Prepare parameters 

262 

tnvoke 
Whereabouts Data 

Insertion 

264 

STOP 

Fig. 2E 



Exhibit 1002 
IPR2022-00426 

Page 208 of 755

WiHiam Jx Johnson 12/077,041 WJJ0701 

data insertion 

11/70 
270 

272 

Determine params 4 
WDR, obsolete Q 
entries, & supervis 

update 

Peek queue for most 
recent highest 

confidence WDR for 
this MS whereabouts 

288 

Update DLMV if new ...., __ 
role to be added 

290 
MS thread inserts 
whereabouts data 
record to queue 

292 

MS thread discards 
obsolete location 
queue record(s) 

Update supervisory 
system(s) 

appropriately 

298 

RETURN 

286 

Set LWT to WDR field 
::::.,-----1....i 11 0Ob for insertion ..-..._,...i 

Fig. 2F 



Exhibit 1002 
IPR2022-00426 

Page 209 of 755

WiUiam J. Johnson 12/077,041 WJJ0701 

/ 

-z_ ~:{ 

12170 

/ 

/ 
/ 

/ 

108f 

Fig. 3A 

/ 

j 

I 
I 

I 

/ 
I 

/ 
I 

I 
I 

I 

'-10Bd 



Exhibit 1002 
IPR2022-00426 

Page 210 of 755

William J,. Johnson 121077,041 WJJ0701 

324 

Appropriately prune 
location history data 

for MS 

326 

Detem1ine heading 
based on current 
versus previous 

location(s) 

328 

Complete service· side 
WDR 

location history data; 
Notify supervisory svc 

if a · able 

332 

Communicate WDR 
info to MS 

334 

MS completes its 
WDR 

336 

Prepare parameters 

338 

MS invokes 
Wherabouts Data 

Insertion 

13170 

Fig. 3B 

310 

START- Service 
locating MS 

312 
Nearest base stations 

continue pulse 
reporting signal 

strength w/ AOA or 
TOOAor 

heterogenously with 
both AOA and TDOA 

to main controller 

Controller( s) 
determines strongest 
signal base stations 

for MS 

318 
ion 

information accessed 
for strongest base 

stations 

320 
TDOA or AOA or 

heterogenous!y both 
AOA and TDOA of 

strongest signal base 
stations used to 

calculate location of 
MS 

322 

Access location 
history data of 

previous tocation(s} 



Exhibit 1002 
IPR2022-00426 

Page 211 of 755

William Jx Johnson 12/077,041 WJJ0701 

r364 
Determine direction 

based on current 
versus previous 

iocation(s) 

r366 

Complete WDR 

Prepare parameters 

1• r370 

Invoke 
Whereabouts Data 

Insertion 

14/70 

-

Fig. 3C 

r35o 

ST ART - MS locating) 

r3s2 
Device continues 
receiving pulse 

reporting signals from 
nearest stations for 
AOA or TDOA or 

heterogeneously AOA 
and TDOA 

r354 

MS determines 
strongest signals 

r356 
MS parses station 

location information 
from pulse message 

parameters 

AOA or TDOA or 
heterogeneously both 

TDOA and AOA of 
strongest signals used 
to calculate location of 

MS 

Access location 
history data of 

previous location 

+ r362 

Appropriately prune 
location history data 

for MS 



Exhibit 1002 
IPR2022-00426 

Page 212 of 755

William J. Johnson 12/077,041 WJJ0701 

·, 
" ,,_ 

\ 

" \ 
' ' \ '· '· '· ' 

/ 
I 

/ 

15/70 

' ·, 
' ·, ·, 

' 

JLs<Jk200 
,/ 

Fig. 4A 



Exhibit 1002 
IPR2022-00426 

Page 213 of 755

William J. Johnson 121077,041 WJJ0701 

16/70 
410 

system 

412 

Initialize to GPS 
interface 

414 

New location 
coordinates 

determined upon 
strongest s-atemte 

signals with params 
received 

416 

Calculate location 
information 

418 

Complete WDR 

420 

Prepare parameters 

422 

Invoke 
Whereabouts Data 

Insertion 

424 

STOP 

Fig. 4B 



Exhibit 1002 
IPR2022-00426 

Page 214 of 755

William J~ Johnson 12/077,041 WJJ0701 

r504a 
G--

0 

0 

0 

17/70 

r504b 
e-

Fig. 5A 

r502 



Exhibit 1002 
IPR2022-00426 

Page 215 of 755

William Jg Johnson 12/0771041 WJJ0701 

18/70 
r 

r524 
START - Determine) 

MS location 
-+ 

Calculate location 
information 

510 

r512 
Cell controller emits i r526 

signal 
Access MS location 

- I history of prev 
♦ rs14 locations; 

ReceMng system Appropriately prune 
phase modulates history data; 
unique MS id onto Determine heading 

return signal based on previous 
locations 

1 516 t r528 
Cell controller 

determines antennas Complete service side 
in closest range of WOR 

returned signal 

r518 ♦ r53a 

Cell controller extracts 
Append entry to 

the MS id from return 
location history data; 

signal Notify supervisory 
service if applicable 

[520 
! r532 

'' Communicate WDR to 
CeU controller MS 

determines distances, 
+ AOA, or r534 

heterogenously both MS completes its I distances AND AOA of WDR 
unique id from closest t r536 X antennas . 

t r522 Prepare parameters 

Cell controller locates - i r538 MS by registration grid 
MS invokes 

Whereabouts data 
insertion 

Fig. 5B 



Exhibit 1002 
IPR2022-00426 

Page 216 of 755

Wmiam J. Johnson 12/077,041 WJJ0701 

616 
Communicate WDR to 

MS 

618 
MS completes its 

WDR 

620 

Prepare parameters 

622 

MS invokes 
Whereabouts Data 

Insertion 

624 

STOP 

19/70 
602 

ST ART - Physically or 
logically connected 
locating by service 

MS is physically 
plugged into network 
or !ogica!!y connected 

606 

MS accesses service 

608 

Service accesses 
location history data 

which contains 
network address for 

!oc/dir info 

610 

Appropriately prune 
location history data; 
Determine heading/ 
travel to previous 

locations 

612 

Complete service side 
WDR 

614 

Append entry to 
location history data; 

Notify supervisory 
service if applicable 

Fig. 6A 



Exhibit 1002 
IPR2022-00426 

Page 217 of 755

William J. Johnson 12/077,041 WJJ0701 

20/70 
840 

START - Physlcalty or 
logically connected 

locating by MS 

642 

MS is physically 
plugged into network 
or logically connected 

644 

MS accesses service; 
MS receives ack for 

being connected 

646 

MS requests 
whereabouts info via 
service and waits for 

WDRdata 

Prepare parameters 

652 

MS invokes 
Whereabouts Data 

Insertion 

654 

STOP 

Fig. 6B 



Exhibit 1002 
IPR2022-00426 

Page 218 of 755

William J. Johnson 12/077,041 WJJ0701 

21/70 

700 

Locating 
Service 

Fig. 7A 

701 



Exhibit 1002 
IPR2022-00426 

Page 219 of 755

William J. Johnson 12/077,041 WJJ0701 

I 
I 
I 
I 
I 

22no 

700 

Locating 
Service 

I -
L-------------------~----------

1 
I 
I • 

1718 
7108 

Fig. 7B 

~712 

• • 

~710b 

714 



Exhibit 1002 
IPR2022-00426 

Page 220 of 755

WUliam Jx Johnson 12/077,041 WJJ0701 

I 
I 
I 
I 
I 
I 

23/70 

700 
Locating 
Service 

/--~704 
,,,.·· 

L-----------------/ ____ r' __ ✓-

1 
I 
I 

Fig. 7C 

701 

L714 



Exhibit 1002 
IPR2022-00426 

Page 221 of 755

William J. Johnson 12/077,041 WJJ0701 

744 

Notify supervisory svc 
lt----i~ 

if appHcable 

752 

Prepare parameters M---1 

24/70 
732 

START - Graphical 
thread locating 

734 
Initialize pattern/ 

symbol(s)/ object(s) 
locatn recognitn sys 

736 

Get next snapshot; 
wait if necessary 

738 

Detect pattern/ 
symbol(s)/ object{s) 
within field of view 

742 

Calcutate WDR 
information for 

object{s) 

746 

Communicate WDR 
information to MS(s) 

750 

MS completes its 
WDR 

754 

MS invokes 
Whereabouts Data 

insertion 

Fig. 7D 



Exhibit 1002 
IPR2022-00426 

Page 222 of 755

William Jx Johnson 12/077,041 WJJ0701 

~02 
' ' ' ·, 

\ 
'\ 

'· ' ' "\ 
' ' \ 

' ' \ 
\ 

' \ ·, 
\ 

' ' \ 

25170 

\ 
"\ 

' "\ 

~tdk;~---- ~04 
/ 

/ 
/ ... 

Fig. BA 



Exhibit 1002 
IPR2022-00426 

Page 223 of 755

William J. Johnson 12/077,041 WJJ0701 

822 

~termine WOR 
information 

824 

Update supervisory 
sefVice if appUcable 

826 
Communicate WOR 

information to MS 

828 
MS completes its 

WDR 

830 

Prepare parameters 

832 

Invoke 
Whereabouts Data 

Insertion 

26/70 
810 ---------TART- Thread for 

locating by physically 
contacted/sensed/ 

touched 

812 

Initialize 

814 

Sample set as input 
for recognition 

816 

Database is accessed 
for match 

Save data for 
unrecognized entity 

834 

STOP 

Fig. BB 



Exhibit 1002 
IPR2022-00426 

Page 224 of 755

William J~ Johnson 12/077,041 WJJ0701 

850 

TART - User specifies 
whereabouts info 

User continues 
interfacing to MS until 
action that is handled 

below 

Handle user interface 
action appropnateiy 

27/70 

MS locates itself 

866 
MS emits where am i 
broadcast soliciting 

response (may 
timeout 

Receive WDR 
information 

Provide 
timeout 

error to user 

Fig. BC 

860 

User interfaces for 
specifying his WDR 

information 

874 
MS completes its 
WDR information 

Prepare parameters 

878 

MS invokes 
Whereabouts Data 

insertion 

880 

Terminate interface 

STOP 



Exhibit 1002 
IPR2022-00426 

Page 225 of 755

Wmiam J. Johnson 12/077,041 WJJ0701 

28/70 

---r 

GP$ t·~·i···· 
······························----------.. 

... MS. (id OA12:4lEF:9858:012F) 

A-.GPS l~C.._..,_.f·_···________ -----···························································--------------< 

0-GPS J. i j ... _.::::~::::················ ························:: ............... . 
··--·······•··· ···············,·c·,···· ..................................... ·········-······-··········------·----
Grapntc~Pattemts) hr1··· ... _________ ···········································----- ······················-··· 

. Graphic-Distances t·i·!···· ······································································· ································································· ·····•········· .. ·····------
Graphio-Triangulate: i: · ·············· ·························· ·························· ···•········· .......... ----------1 
- ------- ArtffleiaJ . C ; ___ .................... ---------.. ------------------------------- ______ ------------················-·-·----- -

--------~~~~i@t'lOO ·s·1·· -- _______________________________ ..... ._ . ._ ......................... n.~~------------------ ............. .. 

Cell Range ·~+····························----- x ........................... . 
·············•·••······--·······c·,············· .. ························································· 

CeUAOA S ······· ··························································· ---····························· 
: C: --------------.-... -.. -... -... · .. ·· .. ·· .. ··.· ............. .. 

: $: ----································· ························--'Xc:c.... _____________ _ 
CeUTOOA 

CeH MPT LC l ------------ ----- ---------···················------------

·········--············ ····l~T········ ··········································· X ············································ 

Antemia Range :-·if 1 ________ ........................ x ····-··-··· ........ _____ --i 

~~~~~.~~A : ~ :.... ................................... . ............................ x .................................................. :::::::::············· ................... . 

Antenna TOOA l·! ···························---- ---- -------·-··························· 
-0-.........~----------------------------------- ---------------------------···-·····?-·······-········-------- ····--·--·----·--·---~----·--------------

C \ 
Antet1na MPi ·!fl ···················································· .................... '~··························-----···_···:·:::·:::::: ................ -~ 
L!OAR/optlcs • C j ············································ .......................... ------------

----~: S_, ...................................... ······························· ··················································· 
Manu-3:l t.9-.1 ········-·--------------------=----·--------~-~~ ·············--··· 

c- lii•····················•·•··••••••··•••··••·••••••·•••••••••·••····· ················~······ · ........ ·········· 
MPT ----·················· ·······-···•··-

C!l~iit logfoal [~ ; -------~-------~ x ___ --------·-······ 

:~;:'.f~L ····== -~ ~~ : ·;=:~.. ==~ 
. Senter Phy~! i C 1 ........ -------------~ --------······························· 

Connect i S , --=======---====.-- ········-·•-.. -· ...... ___ .... _ .............. . "::=~ ··[ti······················· ·························· .:. . =.·.·.········ ··············~· . ~ :::= 

T·~m= : .. ·: =~·.. ~ --· 
Fig. 9A 



Exhibit 1002 
IPR2022-00426 

Page 226 of 755

William J. Johnson 12/077,041 WJJ0701 

29/70 
950 

ST ART - Heterogeneous 
locating 

952 

Process a plurality of 
params using different 

location methods 

954 

Heterogeneously 
locate the MS using 

different location 
params in conjunction 

with each other 

956 

Communicate WDR 
information to MS 

958 

MS completes its 
WOR 

960 

Prepare parameters 

962 

MS invokes 
Whereabouts Data 

Insertion 

964 

STOP 

Fig. 9B 



Exhibit 1002 
IPR2022-00426 

Page 227 of 755

William Jw Johnson 12/077,041 WJJ0701 

_./ 
j 

~ ... -~-~--------...... ....,,____"'-;. 

-11~1v 2ooa 

tu ~---1 OOOd 
t:~~0~::j 

30/70 

'-

117_,r1000e 

Fig. 10A 



Exhibit 1002 
IPR2022-00426 

Page 228 of 755

William J. Johnson 12/077,041 WJJ0701 

31170 

1000a 

[JY1000e / 

[t1000g 

1000d 

,..._ 
..... ....,. .... _____ ·--·----'"✓·-

Fig. 10B 



Exhibit 1002 
IPR2022-00426 

Page 229 of 755

Wiffiam J. Johnson 12/077,041 WJJ0701 

32/70 

\ 

'· 
\ 

\ 

\\ IT J:1 
\lLL2\_ 

'., 200a 
"· ·-..., 

/ 

1000c 

~1000e 

!ill.I( OOOf) 
! 

(/ 

~1000g 

_,./ 

ITTJ(OOOd 

Fig. 10C 



Exhibit 1002 
IPR2022-00426 

Page 230 of 755

IT=:~~]lr 200d 
:.: .. · ·, l 

c~~~ 

/ 

/ 

William J,, Johnson 12/077,041 WJJ0701 

33/70 

[[]!:If 1 OOOf) 
i 

j 

, ICY1000d lCT1
000h 

\ 

"·· 

Fig. 10D 



Exhibit 1002 
IPR2022-00426 

Page 231 of 755

' ' ' 

William J. Johnson 12/077,041 WJJ0701 

34/70 

:··,.-··· ,,.------------,, . .,___ __ ~ 

/// l[]f 200a 11J0(;c/ ______ ,_"· 
lU1V200b 1' "-v_/' 1002"'-,,,\ 

l~F7tr1oooa \ 
' l()v200d 

?_-_:----~-tJ ITTmY1 OOOf l 
i 
l t:·:-:-"":'":-~ 

\\, '> • • L • .. • 

\,t!41l 
''-. 200e 

'· ." 
/ 

/ 
/ 

-........ ............... ....... 

1000h 

·"-. 

,' 
,----....... ~✓ 

"- i ·., 
'- ........... _.,. _____ ..,,'\ 

'· 
" ·-, 

,·.·.·-·.·•--:·::,( 1000j/ 

f 11?rv 1000
k 1E:1r / 

/ \ i:-\->:":·V! .. · 
/,. \\, !~:...:.._....____. I,. ... , ...... ____ ___.,. • .,,..·· 

\,. ./ .... 
·,. . .. -·· ••,,, _/.,,/ 

..................... _____ _,;,,-✓ 

Fig. 10E 

·"'· ' \ 
\ 
\ 
\ 



Exhibit 1002 
IPR2022-00426 

Page 232 of 755

William J. Johnson 12/077J041 WJJ0701 

35170 

[PTIIV 200d [ly1000b 

11rnv1
000c 

IIJV1
000e 

'., ttfiltY 1 
OOOd 

'· 

Fig. 10F 

ii i'(OOOg 
' ' 



Exhibit 1002 
IPR2022-00426 

Page 233 of 755

·'.. 

\ 

William J~ Johnson 12/077,041 

" ' ·, \ 
.".\ 

" \ 

36/70 

(-----,, _____ 

""' \ 1002"-, 

\ 
\",1 

\ 

Fig. 10G 

WJJ0701 

1028 



Exhibit 1002 
IPR2022-00426 

Page 234 of 755

-....._......_ __________ \ ... 

"· ·,. 

William J. Johnson 12/077,041 WJJ0701 

37/70 

!iilV1000b 
1000e 

DY1000c 
~1000g 

·""· 
)\ r_,:_J±v-1000k 
/ \ l~ 

------~--·/' \ 

"· 
""· ""·, '-........ .......... ___ ~------------.... 

Fig. 10H 

/ 



Exhibit 1002 
IPR2022-00426 

Page 235 of 755

u------··:v- 200<1 
n~~;1u 

William J~ Johnson 12/077,041 WJJ0701 

38/70 

rwt1000e 
lUJY1000g 

Fig. 10/ 



Exhibit 1002 
IPR2022-00426 

Page 236 of 755

William J. Johnson 12/077j041 WJJ0701 

39170 

,- 1100 

MS ID 

DATE/TIME STAMP 

LOCATION 

CONFIDENCE 

LOCATION TECHNOLOGY 

LOCATION REFERENCE INFO 

COMMUNICATIONS REFERENCE INFO 

SPEED 

HEADING 

ELEVATION 

APPLICATION FIELDS 

CORRELATION 

Transport SENT DATE/TIME STAMP 

RECEIVED DATEfflME STAMP 

Fig. 11A 

r . 

r 

r 
" 

r -
r 

r . 

I.,,.. 

- J.r-

'1100a 

1100b 

HDOc 

1100d 

1100e 

1100f 

1100g 

1100h 

.r 1100i 

1100} 

1100k 

/'' -
(' .. 

r--1 . 

. .r1 

,r1 
-

100m 

100n 

100p 



Exhibit 1002 
IPR2022-00426 

Page 237 of 755

William J. Johnson 12/077f041 WJJ0701 

40170 

!f:~:;-~1! 
l:l/4J~1oooe 

Fig~ 11B 



Exhibit 1002 
IPR2022-00426 

Page 238 of 755

Wiffiam J. Johnson 12/077,041 WJJ0701 

41/70 

1106 
.......,.._,___ 

1114 

Fig. 11C 



Exhibit 1002 
IPR2022-00426 

Page 239 of 755

William J. Johnson 12/077,041 WJJ0701 

42/70 

Fig. 11D 



Exhibit 1002 
IPR2022-00426 

Page 240 of 755

William J. Johnson 12/077,041 WJJ0701 

43/70 

AOA GPS 

HETERO 
TDOA 

Fig. 11E 



Exhibit 1002 
IPR2022-00426 

Page 241 of 755

William J. Johnson 12/017 t041 WJJ0701 

1220 

Create semaphore(s) 

Enable appropriate 
ro!e(s) thread(s} 

1226 

Spawn 
save Pin 

Pl 

Initialize enumerated 
process set [ 1952, 
1932. 1912, 1942, 

1922, 1902 

1228 
Get next { or first} 
enumerated set 

element P 

1238 

44/70 1202 

START -- MS 

lnrualize BIOS 

1206 

Complete other 
character initialization 

Initialize NTP 
appropriately 

1210 

1212._ __ ..., ___ _ 

Create shared 
memory 

1214 

Initialize persistent 
data 

Initialize non
persistent data 

1216 

1218 

Create queue(s) 

1242 

Complete LBX 
character initialization 

Initialize enabled 
role( s} appropriately 

Fig. 12 



Exhibit 1002 
IPR2022-00426 

Page 242 of 755

William J. Johnson 12/077,041 

45/70 

/ 
/ 

tJIIII[;;Jr 200a 
~ 

1308 \..,,., 

Fig. 13A 

WJJ0701 

Data 

'--1302 

1304 

: "'--1311 

, '\._1310 .: 



Exhibit 1002 
IPR2022-00426 

Page 243 of 755

WiHiam J. Johnson 12/077,041 WJJ0701 

46/70 

,.. A .... - ....... 

/ 
/ 

l@'(OOOk 

1308 '"\ / ..... 

Fig. 13B 

Data 

1302 • 

1304 

-~1311 



Exhibit 1002 
IPR2022-00426 

Page 244 of 755

William J. Johnson 12/077,041 WJJ0701 

47/70 

Data 

CK 1312 • 

"' ......... - -

'1314 

/ 
/ { ... I ___ s_e_rv_ic_e_(_s)_. ___ I) 

Fig. 13C 

/'--1322 

, . "-1320 ,: 



Exhibit 1002 
IPR2022-00426 

Page 245 of 755

William Jx Johnson 12/077 J041 WJJ0701 

lniti 
appHca 

Presen 
setting 

Wait for user action 

48/70 

interface 
which 

error to user 

Fig. 14A 

1448 
Interface with user for 
which 19:xx process 

Spawn process and 
save PIO 

Prepare parameters 

1456 
Invoke process 

terminator (19xx, 
0/PlD 

STOP 



Exhibit 1002 
IPR2022-00426 

Page 246 of 755

William J. Johnson 12/077 ,041 WJJ0701 

1468 

Prepare parameters 

1470 

Invoke Configure 
Value 

49/70 

Handle other action 
appropriately 

Fig. 14B 

1474 
Configure service 

propagation 

1478 

Configure permissions 

Configure charters 

Configure statistics 

1490 
Configure service 

informant 

1494 

Maintain LBX history 



Exhibit 1002 
IPR2022-00426 

Page 247 of 755

William J. Johnson 12/077,041 WJJ0701 

50170 

1502 

ST ART - Configure 
OLM role(s) 

1504 
Access marked list of 

possible MS DLM 
roie(s) 

error to 
user 

Save current DLMV 

Manage List 
(DLMV) 

1512 

,-- 1412 

1516 

Handle role changes 
.A""---11~ appropriately 

1518 

STOP 

Fig. 15A 



Exhibit 1002 
IPR2022-00426 

Page 248 of 755

Wimam J. Johnson 12/077,041 WJJ0701 

51/70 

1522 

START - Configure 
ILM roie(s) 

1524 
Access marked list of 

possible MS ILM 
role(s) 

Save current !LMV 

Manage List 
OLMV} 

STOP 

1532 

1538 

Fig. 15B 

~ 1416 



Exhibit 1002 
IPR2022-00426 

Page 249 of 755

William J. Johnson 12/077,041 WJJ0701 

52170 

1552 

1554 

Present {scrollable if 
necessary) Hst of 

marked entries with 
appropriate highlight 

(enabled {Le. marked) 
= highlighted, disabled 

= not highlighted) 

1556 

Wait for user action 

1560 

Mark list entry (save) 
as enabled (will be 

highlighted) 

1564 

Mark list entry (save) 
~----a-tas disabled (wm not be 

Handle other user 
action appropriately 

Fig. 15C 

highlghted) 

1570 

RETURN 



Exhibit 1002 
IPR2022-00426 

Page 250 of 755

William J. Johnson 121077 ,041 WJJ0701 

1602 

START - NTP use 
configuration 

1606 

Present NTP setting 
(enabled or disabled) 

with options 

1608 

Wait for user action 

Handle user action 
appropriately 

53/70 

Terminate NTP 
appropriately 

1612 

1618 

Access known NTP 
server(s) addresses 

Provide 
error to 

user 

STOP 

Fig. 16 

1634 

,- 1420 

1614 
Set NTP use to 

disabled 

1620 

Ping each server with 
timeout 

Initialize NTP 
appropriately 

Set NTP use to 
enabled 

1626 

1628 



Exhibit 1002 
IPR2022-00426 

Page 251 of 755

William J. Johnson 12/077,041 WJJ0701 

START - Maintain 
WDRs 

1424~ 

54/70 

Present (scrollable if 

Provide 
error to 

user 

necessary) list of 1714 
WDRs of queue 22 Discard selected WDR 

1710 

Wait for user action 

Handle other user 
action appropriately 

Fig. 17 

r---fll"'I from queue 22 lt---111'-1 

1718 
Interface with user to 

modify a validated 
WDR 

1722 
Interface with user to 

addtoQ 22 a 
validated WDR 

1726 
Nicely format WDR for 
easy reading; Wait for 

exit user action 

STOP 



Exhibit 1002 
IPR2022-00426 

Page 252 of 755

William J. Johnson 121077,041 WJJ0701 

55/70 

1802 

START- Configure 
Value 

1804 

Determine params for 
current value {passed 

by reference) and 
validity criteria 

1806 

Present setting to user 

1808 

Wait for user action 

1812 

Interface with user for 
validated value using 

::::ar----_..., validity criteria; Save 

1816 

Handle other user 
action appropriately 

Fig. 18 

validated value to 
reference 

1818 

RETURN 



Exhibit 1002 
IPR2022-00426 

Page 253 of 755

William J. Johnson 12/077,041 WJJ0701 

56/70 

1900~ ,,,----~26 

///~914( 

/ 

1952 

Whereabouts 
Determination 

Thread(s) 
I 

I 

/ 
/ Whereabouts 

/ Collection 
I 1912-.\.. Thread(s) 

I r 
\ 

1948 ""\ / ) 
7 1956 

1916i 

Whereabouts 
Broadcast 
Thread(s) 

1904 -

I 
I 1 ~ ,,,,,,--2:930 ✓\._·1924 

6 

'y 

Whereabouts r 1922 .,,,,,, ,.,,,, -,,,,.,. Supervisor -

1958 

1920 

1980~ 

/ 
/ 

./ 

1932 , 

f 1934 

WDR 
Request 

Thread(s} 

Thread(s) ~ rC 
192a •◄-r-

Timing 
Determination 

Thread(s) 
192e ) 

1990 1936 
--1942 

1938 

_______ ..,,,,, "V-24 

Fig. 19 



Exhibit 1002 
IPR2022-00426 

Page 254 of 755

S!eep SPTP 

William J. Johnson 121077,041 WJJ0701 

2018 

57/70 
2002 

START- MS whereabouts 
broadcast (1902) thread 

2004 

increment 1902-Ct 

2006 
Peek WDR queue for 

termination entry 

Peek WDR queue for 
greatest confidence 

and most recent WDR 
with MS ID = this MS, 

confidence >= 
confidence floor, NTP 

enabled date/time 
stamp within timely 

time period 

Prepare WDR for 
transmission 

2016 

Broadcast WDR 

Fig. 20 

2020 

Decrement 1902-Ct 

2022 

STOP 



Exhibit 1002 
IPR2022-00426 

Page 255 of 755

William Jx Johnson 12/077,041 WJJ0701 

2102 

START ~ MS whereabouts 
collection (1912) thread 

2106 
Invoke Prune 

Queues {WDR) 

2108 
Retrieve next WDR 

info record 

Set Field 11 00b 
appropriately; Adjust 

confidence 
accordingly 

Set TDOA_F!NAL= 
FALSE 

58/70 

STOP 

2144 
Peek CR queue 

record for matching 
correlation 

Set TDOA info in 
location reference field 

appropriately 

Set TDOA_FINAL = 
TRUE 

2120 

Access ILMV 

2134 

Build TR queue entry .....,~ 
for thread 1952 start 

Fig. 21 

Build TR queue entry 
fur thread 1932 start 

Prepare parameters 

2132 
nvo e 

Whereabouts Data 
Insertion 



Exhibit 1002 
IPR2022-00426 

Page 256 of 755

William J. Johnson 12/077 ,041 WJJ0701 

22-16 

Sleep f(WTV) 

59/70 
2202 

START - MS whereabouts 
supervisor(1922)thread 

2204 

Increment 1922-Ct 

Invoke Prune 
Queues {CR) 

2206 

2208 

Peek W0R queue for 
termination entry 

Peek WDR queue for 
greatest confidence 
WOR with MS ID = 
this MS, confidence 
>= confidence floor, 

date/time stamp within 
f(WTV) time period 

2228 

Insert to TR queue 

Fig. 22 

2230 

Decrement 1922-Ct 

2232 

STOP 

2218 

Build WDR request 

Insert to CR queue 

Broadcast request 

2226 
Build TR queue entry 
for thread 1952 start 



Exhibit 1002 
IPR2022-00426 

Page 257 of 755

William J. Johnson 12/077,041 WJJ0701 

60/70 
2302 

START - MS Urning 
determination ( 1932} thread 

2304 

Increment 1932-Ct 

Invoke Prune 
Queues (CR) 

2306 

2308 

Retrieve next 1932 TR 
record 

Fig. 23 

2326 

Decrement i 932-Ct 

2328 

STOP 

2316 

Build \NOR request for 
targeted MS ID 

Generate correlation 
for CR queue entry 

2320 
Set stake date/time in 

CR queue entry 

Send/broadcast WDR 
request 



Exhibit 1002 
IPR2022-00426 

Page 258 of 755

Wimam J. Johnson 12/077,041 WJJ0701 

61/70 

,- 2400 

I REQUEST TYPE rZ400a 

A-- _ - - - _ _:>A~ ___ - __ f-24DOb 

Fig. 24A 



Exhibit 1002 
IPR2022-00426 

Page 259 of 755

William J. Johnson 12/077,041 WJJ0701 

62170 

,,--2450 

I i
r-2450a 

DATE/TIME STAMP _ '----------------------1.,....~50b CORRELATION '---------------------

Fig. 24B 



Exhibit 1002 
IPR2022-00426 

Page 260 of 755

William J. Johnson 12/077l!041 WJJ0701 

63170 

~ 2490 

Fig. 24C 



Exhibit 1002 
IPR2022-00426 

Page 261 of 755

William J. Johnson 121077,041 WJJ0701 

64/70 
2502 

TART-WDR request (1942. 
thread 

2504 

Increment 1942-Ct 

2506 

Retrieve next WDR 
request 

Peek WDR queue for 
WDR with this MS JD, 

confidence > 
confidence floor, most 
recent date/time within 

timely time period 

Complete WDR for 
response 

2516 
Send/Broadcast 

Response 

Fig. 25 

2518 

Decrement 1942-Ct 

2520 

STOP 



Exhibit 1002 
IPR2022-00426 

Page 262 of 755

William J. Johnson 12/077,041 WJJ0701 

65170 
2602 

START - MS Whereabouts 
determination (1952} thread 

2606 

Invoke Prune 
Queues (WDR) 

Peek WDR queue for 
this MS with highest 

confidence > floor and 
most recent dateltime 

in last f{WTV) time 
period 

Determine new 
highest confidence 
WDR for this MS 

Fig. 26A 

2622 

Decrement 1952-Ct 

2624 

STOP 

Prepare parameters 

2620 
Invoke 

Whereabouts Data 
insertion 



Exhibit 1002 
IPR2022-00426 

Page 263 of 755

William J. Johnson 12/077,041 WJJ0701 

2600~ 
2646 

Access field 11 0Of 

Make new WOR(s}; 
Insert loop WDR to 
sorted TH!S_MS list 

2656 
Initialize DISTANCE 
list; Initialize ANGLE 

list 

Set poin er o 
REMOTE_M 

lnsertWDR 
'-"'"''Nlo,.I appropriately to sorted 

THIS_MS list 

ssno 2630 
START- Determine 
best whereabouts 

2632 

BESTWDR = null; 
THIS_MS list= null; 
REMOTE_MS list = 

null 

Peek all WDRs from 
queue 22 for 
confidence> 

confidence floor and 
most recent in trailing 
f(\NTV) period of time 

Appen 

Insert appropriate 
WDR to THIS_MS list 

in sorted order 

______ .....__~26~3;....6,......--:~--.....,,,,..._..,....,...,........,...;;,..;.;..,;;;...;.:..._ 

Set sort keys based and AOA list with triangulate 
on f(WTV) in use measure red 

2638 
Get next ( or first} 

WDR 

Maximize reference 
diversity 

2680 
Use WDR whereabouts 

and triangulation 
measurements 
a ro riatef 

2682 

Insert WDR{s) 
"----'T'------___;L-------i appropriately to sorted 

insert appropriate 
WDR to THIS_MS list 

in sorted order 

et next ( 
REMOTE_MS list 

2684 
BESTWDR = Head of 
THIS_MS list (nun or 

first entry) 

Fig. 26B 
Handle 

average if necessa 



Exhibit 1002 
IPR2022-00426 

Page 264 of 755

William J. Johnson 12/077,041 WJJ0701 

67/70 

2702 

START - Prune 
Queues 

2704 

Access parameter(s) 

RETURN 

Fig. 27 

2708 

Prune queue 22 

2712 

Prune queue 1990 



Exhibit 1002 
IPR2022-00426 

Page 265 of 755

William J. Johnson 12/077,041 WJJ0701 

2802 

START-MS 
termination 

2804 
Terminate enabled 

OLM role(s) 
appropriately 

2806 
Initialize enumerated 

process set [1912, 
1952, 1932, 1942, 

1922, 1902] 

2808 

Get next (or first) set 
element P 

Prepare parameters 

Invoke process 
terminator {P, 

0/PiD) 

2814 

68/70 

2818 

Destroy semaphores 

2820 

Destroy queues 

2822 

Save persistent data 
appropriately 

2824 

Destroy shared 
memory 

Complete lBX 
character termination 

2832 

Complete other 
character termination 

processing 

2834 

STOP 

Fig. 28 

2828 

Terminate NTP 
appropriately 



Exhibit 1002 
IPR2022-00426 

Page 266 of 755

William J. Johnson 12/077,041 WJJ0701 

69/70 
2902 

START - Process 
starter 

2904 
Access parameter for 
which process (e.g. 

19:xx) started 

Create RAM 
semaphore 

2906 

2908 

Initialize thread count 
to O (e,g, 19xx~Ct) 

2910 

Set J:;:;; 0 

2912 
Start worker thread in 

this process 

2914 

J ;; J + 1 

2918 

Wait until thread count 
>= max threads (e.g. 

19xx-max) 

2920 

Wait until thread count 
<=O 

2922 

Set process to 
Disabled (e.g. 19xx

PiD;:;; 0) 

2924 

Fig. 29A 



Exhibit 1002 
IPR2022-00426 

Page 267 of 755

William J. Johnson 12/077,041 WJJ0701 

70/70 
2952 

ST ART - Process 
terminator 

2954 

Access parameters for 
which process to 

terminate (e.g. 19xx) 
and thread(s) type {O 
=> blocked on Q; >O 
=> valid PIO for timer 

thread(s)) 

Set J = 0 

2960 
Insert thread terminate 

entry to applicable 

J=J+1 

Wait until thread(s} 
terminated (e.g. 19xx

PtD = 0) 

2968 

Insert WDR queue 
entry enabling peek 

for termination 

2970 

Wait until thread(s) 
terminated (e,g, 19:xx

PID = 0) or timeout 

KHIP!D 

2976 

Set process to 
Disabled {e.g. 19xx

PID = 0) 

2978 

RETURN 

Fig. 29B 



Exhibit 1002 
IPR2022-00426 

Page 268 of 755

--

PTO!SB./01A (O:,s."!2) 
.Appn.wooforusetl'!rough Ml31i2n1.<!. 0MB 0051.-0cia2 

U.S. f'a,<m! ano rraoemaf!< Offit..'&; U.S. DEP.t,fn'MENT Of COMMERCE 
Unrt.-x :t,e Pa:;ier.>x.i:rk Rect,.><;tion Act of i 995. no paisons ,;.re re.:n.:!1'lc!d ;o resoond tc, a col!eciloo of lnirnma-ti0!1 urilesi; it d!SO!alra a v;alld 0MB wnt"<}l llU'"OO!' ... 

DECLARATION (37 CFR 1.63} FOR UTILITY OR DESIGN APPLICATION USING AN 
APPLICATION DATA SHEET {37 CFR 1.76) 

Title of System and Method for Location Based Exchanges of Data Facilitating Distributed 
mventlon locational Applications 

As tha below named lnventor{s), !!we declare that: 

This dedaratkm • The attached applk.:t3fion, or 
is dl~">Cted to: 

□ Unlted States application or PCT !nteniailonai application number 

filed on 

□ As amended on (if app!icab!e ); 

!lwe believe that liwe amiare the ongioai and first inventor{s} of tMs subject matter which ls claimed and for wh,ch a patent ls 
sought; 

liwe have reviewed and urn:ierstand too contents of the above--lder.-tlfied application, lncluding the claims, as amended by any 
amer.dm~mt specifically referred to above; 

U~ acknowledge the duty to disch<;e to the United States Patent and Trademark: Office aH infonnatlon kr.own to me/us to be 
material to patentabmty as defined in 37 CFR 1,56, including for conf.lnuat!on--i:'l-part appilcations, material ,nformat.ion wtiich 
became available between the filing date of the prlor application and the national or PCT International filing date of the 
continuation-in-part appUcation. Toe above-identlf.:e<l application was rr,ade or authoriz$d to be made by melus, 

WARNING: 
PeiWoner/appiicant ;$ caulkmed to avold std::irnitt/ng personai information ln documents filed in a patent application that may 
contribuie to identity theft Persona! information such as social security numbers, bank account n-1mbers, or credit card 
numbers {other than a check or credit card a-uthortz::atlon form PT0-2038 sul:}rr.-itted for payment purposes} i's never required by 
the USPTO to suppori a petin<m or an application, lf this type of personal information is included ln documents submitted to the 
USPTO" petitioners/applicants should consider redacting such persona! information from the documents before submitting them 
ta the USPTO. Petitioner!appik:ant is advised that t'1a record of a patent application is available to the public after publication 
ofthe-app!ication {unless a non-publical:lan request in compliance with 37 CFR 1.213{a) !s made in the applica!:lon} er 1Ssuam:e 
of a patent Fmtherrnore, the ree<:ird from an abandoned application may also oo available to tha public ihhe applk·.ation is 
referenced in a published application or an is.sued patent {sea 37 CFR 1. 14). Checks. and credit card author.zaifon forms 
PTO-.2038 submitted for payment purposes are not retained in the application file and therefuro are not publlciy available. 

All statements mads herein of my/our own knowledge are true, all s!aterr.ents made herein on information and he!ief are 
be!lHved to be true, and further that these statements were made with the knowledge that wil!fu! fa!Se statements and the like 
are pun!shable by fine or imprisonment, or both, under 18 U.S.C. W01, and may ,ioopardfze the validity ol'the appl!c:atiM or any 
patent issuing tneroon. thereby acknowledge that any willful false staie.rn1.:H'li made in this declaration ls punishable under 18 
!l"' ~. 1"'"'• h-..., n~~ "" ·. n-f ""'-• rn,-,""' tho.-. fhu:• t.O:, {).f h.-.th 

FULL NAfv1E OF iNVENTOR(S} 

Inventor one: William J, Jbhnson Date: '\ / .... f' /.L3 (.Af ~ I ~'\ __ ,,.---··'1.,,,-::·:~~--\, -------------------------, _____ " _____ , __________________________ 
... 

Signature: Citizen of: us 
l 

irnt~mtor M•o: i Date: 

Signature: Cruzen of: 

[J I ;,\dditionai irrve11tors or a l~gal ra~-resentat!YE ara t~.ing name.i on a&!lt!onal f<:lffi'l{s} att::.u:·.r.ed hereto. 

This. co~ectk,n of information l$ r«qWlred by SS \J.$.C. 115 and 37 Cffi i.63. Tna infmmatkm is raqi;i;;,a tu <.WWin orre!a~ a !>enefiloby fue public which is to t'i!e {a.-w 
ny me USPTO !c, ;:,ucass) an application, Conftder,tlail!y is g<~ver:w<l ~sy 35 U.S.G. 122 and 37 C!'R, 11 snd 1.14. This ;.,oi~ikm ii. e..«ttmated to tak" 1 m;riu!" to 
compl»!;;. incl,ming gat!-i»rln;,. ;:,;&paring, and s,;bmitting !tie COOlfJ~i l!PP§OO:S0.'1 form (Q lhs USPTO. Time will vw-; depend!ngc :Jpon the. in(!jv,dual ~se. Any 
cz1nw1snis on the amount ot tima )IOlJ ~ulrn ta <X)!J,plete ihill fmm ;srni,'m SlJllilelstior:s f;_,r room::i~ lhis 01.m:l~, shOiJ!d be se,;t to the Chief lmommior: ()fflcer, U.S. 
P-atem amJ Tmoomer;.. 0-"llee, U.S, Oepan~m.cl Ccmmen~. P .0. Box i45Cl, Ala:.aildna, VA 22~'i3-145l). DO NOT $!:;!\II) fEE:S. OR COMPi.ETED fl .. >RMS TO 
THlS ADDRESS, $ENO TO: C(nmms&toner for Patents, P,O. Box 1450, Alexandria, VA 22313-1450. 

ff ycJU n.~ as..~ist.&CR~- ir! GtlJJ?p/eting fJJf3 tann. f:81! 1 ~OO,..VT0-,9t99 ;;mi ~t]~ <,-;Na:-; 2. 



Exhibit 1002 
IPR2022-00426 

Page 269 of 755

Electronic Patent Application Fee Transmittal 

Application Number: 

Filing Date: 

Title of Invention: 
System and Method for Location Based Exchanges of Data Facilitating 
Distributed Locational Applications 

First Named Inventor/Applicant Name: William J. Johnson 

Filer: Craig Jeffrey Yudell/Shenise Ramdeen 

Attorney Docket Number: JOHNS-001 US3 

Filed as Small Entity 

Utility under 35 USC 111 (a) Filing Fees 

Description Fee Code Quantity Amount 
Sub-Total in 

USO($) 

Basic Filing: 

Pages: 

Claims: 

Claims in excess of 20 2202 1 40 40 

Miscellaneous-Filing: 

Petition: 

Patent-Appeals-and-Interference: 

Post-Allowance-and-Post-Issuance: 

Extension-of-Time: 



Exhibit 1002 
IPR2022-00426 

Page 270 of 755

Description Fee Code Quantity Amount 
Sub-Total in 

USO($) 

Miscellaneous: 

Total in USD ($) 40 



Exhibit 1002 
IPR2022-00426 

Page 271 of 755

Electronic Acknowledgement Receipt 

EFSID: 16921846 

Application Number: 14033540 

International Application Number: 

Confirmation Number: 1470 

Title of Invention: 
System and Method for Location Based Exchanges of Data Facilitating 
Distributed Locational Applications 

First Named Inventor/Applicant Name: William J. Johnson 

Customer Number: 42640 

Filer: Craig Jeffrey Yudell/Shenise Ramdeen 

Filer Authorized By: Craig Jeffrey Yudell 

Attorney Docket Number: JOHNS-001 US3 

Receipt Date: 23-SEP-2013 

Filing Date: 

Time Stamp: 09:11:19 

Application Type: Utility under 35 USC 111 (a) 

Payment information: 

Submitted with Payment yes 

Payment Type Deposit Account 

Payment was successfully received in RAM $40 

RAM confirmation Number 11479 

Deposit Account 503083 

Authorized User 

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows: 

Charge any Additional Fees required under 37 C.F.R. Section 1.16 (National application filing, search, and examination fees) 

Charge any Additional Fees required under 37 C.F.R. Section 1.17 (Patent application and reexamination processing fees) 



Exhibit 1002 
IPR2022-00426 

Page 272 of 755

Charge any Additional Fees required under 37 C.F.R. Section 1.19 (Document supply fees) 

Charge any Additional Fees required under 37 C.F.R. Section 1.20 (Post Issuance fees) 

Charge any Additional Fees required under 37 C.F.R. Section 1.21 (Miscellaneous fees and charges) 

File Listing: 

Document 
Document Description File Name 

File Size(Bytes)/ Multi Pages 
Number Message Digest Part /.zip (if appl.) 

1396268 

1 Application Data Sheet 
JOH NS-001 US3_ADS09-23-13. 

pdf 
no 5 

408f9d4 7 da 6fa9b6afdeb06d4 763 95 fe 7890 
6431 

Warnings: 

Information: 

990814 

2 
JOHNS-001 US3_Applicationasfi 

yes 192 
ledpkg09-23-13.pdf 

bb3 d9ab869c1 f9b2ccf0a0092a662 c8d 26d 
dd4d2 

Multipart Description/PDF files in .zip description 

Document Description Start End 

Specification 1 183 

Claims 184 191 

Abstract 192 192 

Warnings: 

Information: 

14798355 

3 
Drawings-only black and white line JOHNS-001 US3_FiledDrawings 

no 70 
drawings 09-23-13.pdf 

a097687982911104a154e44fd9d2f0e4585 
5d148 

Warnings: 

Information: 

4 Oath or Declaration filed 
JOH NS-001 US3_Declaration09-

23-13.pdf 

430132 

no 1 
d7a943fa43969816cd4cf7 eb87f71 ccf3c27d 

lae 

Warnings: 

Information: 

29830 

5 Fee Worksheet (SB06) fee-info.pdf no 2 
1 ae694 5 5e8d e 596e3 9 3f3f0 70e89ffb3 5 f85 E 

521 

Warnings: 

Information: 

Total Files Size (in bytes) 17645399 
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This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents, 
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a 
Post Card, as described in MPEP 503. 

New Applications Under 35 U.S.C. 111 
If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR 
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this 
Acknowledgement Receipt will establish the filing date of the application. 

National Stage of an International Application under 35 U.S.C. 371 
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35 
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a 
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course. 

New International Application Filed with the USPTO as a Receiving Office 
If a new international application is being filed and the international application includes the necessary components for 
an international filing date (see PCT Article 11 and MPEP 181 O), a Notification of the International Application Number 
and of the International Filing Date (Form PCT/RO/1 OS) will be issued in due course, subject to prescriptions concerning 
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of 
the application. 
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Electronic Patent Application Fee Transmittal 

Application Number: 14033540 

Filing Date: 

Title of Invention: 
System and Method for Location Based Exchanges of Data Facilitating 
Distributed Locational Applications 

First Named Inventor/Applicant Name: William J. Johnson 

Filer: Craig Jeffrey Yudell/Shenise Ramdeen 

Attorney Docket Number: JOHNS-001 US3 

Filed as Small Entity 

Utility under 35 USC 111 (a) Filing Fees 

Description Fee Code Quantity Amount 
Sub-Total in 

USO($) 

Basic Filing: 

Utility filing Fee (Electronic filing) 4011 1 70 70 

Utility Search Fee 2111 1 300 300 

Utility Examination Fee 2311 1 360 360 

Pages: 

Claims: 

Miscellaneous-Filing: 

Petition: 

Patent-Appeals-and-Interference: 
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Description Fee Code Quantity Amount 
Sub-Total in 

USO($) 

Post-Allowance-and-Post-Issuance: 

Extension-of-Time: 

Miscellaneous: 

Total in USD ($) 730 
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Electronic Acknowledgement Receipt 

EFSID: 16926380 

Application Number: 14033540 

International Application Number: 

Confirmation Number: 1470 

Title of Invention: 
System and Method for Location Based Exchanges of Data Facilitating 
Distributed Locational Applications 

First Named Inventor/Applicant Name: William J. Johnson 

Customer Number: 42640 

Filer: Craig Jeffrey Yudell/Shenise Ramdeen 

Filer Authorized By: Craig Jeffrey Yudell 

Attorney Docket Number: JOHNS-001 US3 

Receipt Date: 23-SEP-2013 

Filing Date: 

Time Stamp: 14:46:58 

Application Type: Utility under 35 USC 111 (a) 

Payment information: 

Submitted with Payment yes 

Payment Type Deposit Account 

Payment was successfully received in RAM $730 

RAM confirmation Number 1302 

Deposit Account 503083 

Authorized User 

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows: 

Charge any Additional Fees required under 37 C.F.R. Section 1.16 (National application filing, search, and examination fees) 

Charge any Additional Fees required under 37 C.F.R. Section 1.17 (Patent application and reexamination processing fees) 
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Charge any Additional Fees required under 37 C.F.R. Section 1.19 (Document supply fees) 

Charge any Additional Fees required under 37 C.F.R. Section 1.20 (Post Issuance fees) 

Charge any Additional Fees required under 37 C.F.R. Section 1.21 (Miscellaneous fees and charges) 

File Listing: 

Document 
Document Description File Name 

File Size(Bytes)/ Multi Pages 
Number Message Digest Part /.zip (if appl.) 

35050 

1 Fee Worksheet (SB06) fee-info.pdf no 2 
b3a4e0f174041 e41 fl c6c741 f9ff9fd366bbb 

915 

Warnings: 

Information: 

Total Files Size (in bytes) 35050 

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents, 
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a 
Post Card, as described in MPEP 503. 

New A~~lications Under 35 U.S.C. 111 
If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR 
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this 
Acknowledgement Receipt will establish the filing date of the application. 

National Stage of an International A~~lication under 35 U.S.C. 371 
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35 
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a 
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course. 

New International A~~lication Filed with the USPTO as a Receiving Office 
If a new international application is being filed and the international application includes the necessary components for 
an international filing date (see PCT Article 11 and MPEP 181 O), a Notification of the International Application Number 
and of the International Filing Date (Form PCT/RO/1 OS) will be issued in due course, subject to prescriptions concerning 
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of 
the application. 
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Document code: WFEE 

CCETIN 

United States Patent and Trademark Office 
Sales Receipt for Accounting Date: 10/08/2013 

SALE #00000002 Mailroom Dt: 09/23/2013 503083 14033540 
01 FC : 2081 400.00 DA 
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PATENT APPLICATION FEE DETERMINATION RECORD Application or Docket Number 

Substitute for Form PTO-875 14/033,540 

APPLICATION AS FILED - PART I OTHER THAN 

(Column 1) (Column 2) SMALL ENTITY OR SMALL ENTITY 

FOR NUMBER FILED NUMBER EXTRA RATE($) FEE($) RATE($) FEE($) 

BASIC FEE N/A N/A N/A 70 N/A (37 CFR 1.16(a), (b), or (c)) 

SEARCH FEE N/A N/A N/A 300 N/A (37 CFR 1.16(k), (i), or (m)) 

EXAMINATION FEE N/A N/A N/A 360 N/A (37 CFR 1.16(0), (p), or (q)) 

TOTAL CLAIMS 21 minus 20= 1 (37 CFR 1.16(i)) 
X 40 = 40 OR 

INDEPENDENT CLAIMS 2 minus 3 = X 210 = 0.00 (37 CFR 1.16(h)) 

If the specification and drawings exceed 100 
APPLICATION SIZE sheets of paper, the application size fee due is 
FEE $31 0 ($155 for small entity) for each additional 400 
(37 CFR 1.16(s)) 50 sheets or fraction thereof. See 35 U.S.C. 

41 (a)(1 )(G) and 37 CFR 1.16(s). 

MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR 1.16(j)) 0.00 

* If the difference in column 1 is less than zero, enter "0" in column 2. TOTAL 1170 TOTAL 

APPLICATION AS AMENDED - PART II 

OTHER THAN 
(Column 1) (Column 2) (Column 3) SMALL ENTITY OR SMALL ENTITY 

CLAIMS HIGHEST 
REMAINING NUMBER PRESENT 

RATE($) 
ADDITIONAL 

RATE($) 
ADDITIONAL 

<( AFTER PREVIOUSLY EXTRA FEE($) FEE($) 
I- AMENDMENT PAID FOR z 
w Total Minus 

.. = OR 
~ (37 CFR 1.16(i)) X = X = 

0 
Independent Minus 

... = z X = OR X = w (37CFR 1.16(h)) 

~ Application Size Fee (37 CFR 1.16(s)) <( 

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR 1.16(j)) OR 

TOTAL OR TOTAL 
ADD'L FEE ADD'L FEE 

(Column 1) (Column 2) (Column 3) 

CLAIMS HIGHEST 
REMAINING NUMBER PRESENT 

RATE($) 
ADDITIONAL 

RATE($) 
ADDITIONAL 

Ill AFTER PREVIOUSLY EXTRA FEE($) FEE($) 
I- AMENDMENT PAID FOR z 
w Total Minus .. = X = OR 
~ (37 CFR 1.16(i)) 

X = 

0 Independent Minus ... = z X = OR X = w (37CFR 1.16(h)) 

~ Application Size Fee (37 CFR 1.16(s)) <( 

OR 
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR 1.16(j)) 

TOTAL OR TOTAL 
ADD'L FEE ADD'L FEE 

* If the entry in column 1 is less than the entry in column 2, write "0" in column 3. 
** If the "Highest Number Previously Paid For" IN THIS SPACE is less than 20, enter "20". 

*** If the "Highest Number Previously Paid For" IN THIS SPACE is less than 3, enter "3". 
The "Highest Number Previously Paid For" (Total or Independent) is the highest found in the appropriate box in column 1 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

APPLICATION 
NUMBER 

14/033,540 

42640 

FILING or 
37l(c)DATE 

09/23/2013 

Yudell Isidore Ng Russell PLLC 
8911 N. Capital of Texas Hwy., 
Suite 2110 
Austin, TX 78759 

GRPART 
UNIT 

2668 
FIL FEE REC'D 

1170 

Ul\TfED STATES DEPA RTME'IT OF COMMERCE 
United States Patent and Trademark Office 
Adiliess. ~Sl1:fM[;3.~~Cl'JER FOR PATENTS 

ATTY.DOCKET.NO TOT CLAIMS IND CLAIMS 

JOHNS-001US3 21 2 
CONFIRMATION NO.1470 

FILING RECEIPT 

11111111111111111 lllll ll]~!l]!~l!~l!~H!~H!lill lllll 111111111111111111 

Date Mailed: 10/16/2013 

Receipt is acknowledged of this non-provisional patent application. The application will be taken up for examination 
in due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the 
application must include the following identification information: the U.S. APPLICATION NUMBER, FILING DATE, 
NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection. 
Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please 
submit a written request for a Filing Receipt Correction. Please provide a copy of this Filing Receipt with the 
changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit 
any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processes the reply 
to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections 

lnventor(s) 
William J. Johnson, Flower Mound, TX; 

Applicant( s) 
William J. Johnson, Flower Mound, TX; 

Power of Attorney: None 

Domestic Priority data as claimed by applicant 
This application is a CON of 12/077,041 03/14/2008 

Foreign Applications for which priority is claimed (You may be eligible to benefit from the Patent Prosecution 
Highway program at the USPTO. Please see http://www.uspto.gov for more information.) - None. 
Foreign application information must be provided in an Application Data Sheet in order to constitute a claim to 
foreign priority. See 37 CFR 1.55 and 1.76. 

Permission to Access - A proper Authorization to Permit Access to Application by Participating Offices 
(PTO/SB/39 or its equivalent) has been received by the USPTO. 

If Required, Foreign Filing License Granted: 10/08/2013 

The country code and number of your priority application, to be used for filing abroad under the Paris Convention, 
is US 14/033,540 
Projected Publication Date: 01/23/2014 

Non-Publication Request: No 

Early Publication Request: No 
** SMALL ENTITY ** 

page 1 of 3 
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Title 

System and Method for Location Based Exchanges of Data Facilitating Distributed Locational 
Applications 

Preliminary Class 

382 

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition Applications: No 

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES 

Since the rights granted by a U.S. patent extend only throughout the territory of the United States and have no 
effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent 
in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international 
application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same 
effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing 
of patent applications on the same invention in member countries, but does not result in a grant of "an international 
patent" and does not eliminate the need of applicants to file additional documents and fees in countries where patent 
protection is desired. 

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an 
application for patent in that country in accordance with its particular laws. Since the laws of many countries differ 
in various respects from the patent law of the United States, applicants are advised to seek guidance from specific 
foreign countries to ensure that patent rights are not lost prematurely. 

Applicants also are advised that in the case of inventions made in the United States, the Director of the US PTO must 
issue a license before applicants can apply for a patent in a foreign country. The filing of a U.S. patent application 
serves as a request for a foreign filing license. The application's filing receipt contains further information and 
guidance as to the status of applicant's license for foreign filing. 

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents" (specifically, the 
section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign 
patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it 
can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html. 

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish 
to consult the U.S. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative, 
this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific 
countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may 
call the U.S. Government hotline at 1-866-999-HAL T (1-866-999-4258). 

page 2 of 3 
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GRANTED 

LICENSE FOR FOREIGN FILING UNDER 

Title 35, United States Code, Section 184 

Title 37, Code of Federal Regulations, 5.11 & 5.15 

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING 
LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where 
the conditions for issuance of a license have been met, regardless of whether or not a license may be required as 
set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier 
license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The 
date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under 
37 CFR 5.13 or 5.14. 

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless 
it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This 
license is not retroactive. 

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter 
as imposed by any Government contract or the provisions of existing laws relating to espionage and the national 
security or the export of technical data. Licensees should apprise themselves of current regulations especially with 
respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of 
State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and 
Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of 
Treasury (31 CFR Parts 500+) and the Department of Energy. 

NOT GRANTED 

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING 
LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12, 
if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed 
from the filing date of this application and the licensee has not received any indication of a secrecy order under 35 
U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b). 

Select USA 

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for 
business investment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources 
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to 
promote and facilitate business investment. SelectUSA provides information assistance to the international investor 
community; serves as an ombudsman for existing and potential investors; advocates on behalf of U.S. cities, states, 
and regions competing for global investment; and counsels U.S. economic development organizations on investment 
attraction best practices. To learn more about why the United States is the best country in the world to develop 
technology, manufacture products, deliver services, and grow your business, visit http://www.SelectUSA.gov or call 
+ 1-202-482-6800. 
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Substitute for form 1449/PTO 
Complete if Known 

Application Number 14/033,540 

INFORMATION DISCLOSURE STATEMENT BY Filing Date 2013-09-23 

First Named Inventor William J. Johnson 
APPLICANT Examiner Name Not yet assigned 

Art Unit 2668 

Docket No. JOHNS-001US3 

Examiner Cite Issue Date Name of Patentee or Pages, Columns, Lines, 

Initials No. Patent Number Kind Code YYYY-MM-DD Applicant of Cited Document Where Relevant Passages or 
Relevant Figures Appear 

1 3636421 1972-03-26 Barker et al. 

2 4021780 1977-05-01 Narey et al. 

3 4445118 1984-04-01 Taylor et al. 

4 4757267 1988-07-01 Riskin 

5 4841560 1989-06-01 Chan et al. 

6 4922516 1990-05-01 Butler et al. 

7 4977399 1990-12-01 Price et al. 

8 5095532 1992-03-10 Mardus 

9 5122795 1992-06-01 Cubley et al. 

10 5185857 1993-02-09 Rozmanith et al 

11 5223844 1993-06-29 Mansell et al. 

12 5243652 1993-09-07 Teare et al. 

13 5303393 1994-04-12 Noreen et al. 

14 5321242 1994-06-14 Heath, Jr. 

15 5365516 1994-11-15 Jandrell 

16 5371794 1994-12-06 Diffie et al. 

17 5390237 1995-02-12 Hoffman et al. 

18 5404505 1995-04-04 Levinson 

19 5432841 1995-07-11 Rimer 

20 5444444 1995-08-22 Ross 

21 5451757 1995-09-19 Heath, Jr. 

22 5461627 1995-10-24 Rypinski 

23 5264822 1993-11-23 Vogelman et al. 

24 5475735 1995-12-10 Williams et al. 

25 5485163 1996-01-16 Singer et al. 

26 5487103 1996-01-23 Richardson 

27 5493309 1996-02-20 Bjornholt et al. 

28 5497414 1996-03-01 Bartholomew 

29 5504482 1996-04-02 Schreder 

30 5511111 1996-04-01 Serbetcioglu et al. 

31 5511233 1996-04-23 Otten 

32 5512908 1996-04-01 Herrick 

33 5513263 1996-04-30 White et al. 

34 5528248 1996-06-18 Steiner et al. 

35 5544354 1996-08-06 May et al. 

36 5559520 1996-09-24 Barzegar et al. 

37 5566235 1996-10-15 Hetz 

38 5870555 1999-02-09 Pruett et al. 
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Substitute for form 1449/PTO 
Complete if Known 

Application Number 14/033,540 

INFORMATION DISCLOSURE STATEMENT BY Filing Date 2013-09-23 

First Named Inventor William J. Johnson 
APPLICANT Examiner Name Not yet assigned 

Art Unit 2668 

Docket No. JOHNS-001US3 

Examiner Cite Issue Date Name of Patentee or Pages, Columns, Lines, 

Initials No. Patent Number Kind Code YYYY-MM-DD Applicant of Cited Document Where Relevant Passages or 
Relevant Figures Appear 

39 5581479 1996-12-03 McLaughlin 

40 5588042 1996-12-24 Comer 

41 5590398 1996-12-31 Matthews 

42 5596625 1997-01-21 LeBlanc 

43 5602843 1997-02-11 Gray 

44 5610973 1997-03-11 Comer 

45 5625364 1997-04-29 Herrick et al. 

46 5627549 1997-05-06 Park 

47 5636245 1997-06-03 Ernst et al. 

48 5646632 1997-07-08 Khan et al. 

49 5654959 1997-08-05 Baker et al. 

50 5657375 1997-08-22 Connolly et al. 

51 5661492 1997-08-26 Shoap et al. 

52 5663734 1997-09-02 Krasner 

53 5664948 1997-09-09 Dimitriadis et al. 

54 5666481 1997-09-09 Lewis 

55 5687212 1997-11-11 Kinser, Jr. et al 

56 5689431 1997-11-18 Rudow et al. 

57 5694453 1997-12-02 Fuller et al. 

58 5701301 1997-12-23 Weisser, Jr. 

59 5712899 1998-01-27 Pace, II, Harold 

60 5713075 1998-01-27 Threadgill et al. 

61 5714948 1998-02-03 Farmakis et al. 

62 5717688 1998-02-10 Belanger et al. 

63 5720033 1998-02-17 Deo 

64 5724521 1998-03-03 Dedrick 

65 5727057 1998-03-10 Emery et al. 

66 5729680 1998-03-17 Belanger et al. 

67 5771283 1998-06-23 Chang et al. 

68 5774534 1998-06-30 Mayer 

69 5778304 1998-07-07 Grube et al. 

70 5790974 1998-08-04 Tognazzini, Bruce 

71 5794210 1998-08-11 Goldhaber et al. 

72 5796727 1998-08-18 Harrison et al. 

73 5798733 1998-08-25 Ethridge 

74 5806018 1998-09-08 Smith et al. 

75 5812763 1998-09-22 Teng 

76 5819155 1998-10-06 Worthey et al. 
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Substitute for form 1449/PTO 
Complete if Known 

Application Number 14/033,540 

INFORMATION DISCLOSURE STATEMENT BY Filing Date 2013-09-23 

First Named Inventor William J. Johnson 
APPLICANT Examiner Name Not yet assigned 

Art Unit 2668 

Docket No. JOHNS-001US3 

Examiner Cite Issue Date Name of Patentee or Pages, Columns, Lines, 

Initials No. Patent Number Kind Code YYYY-MM-DD Applicant of Cited Document Where Relevant Passages or 
Relevant Figures Appear 

77 5835061 1998-11-10 Stewart 

78 5838774 1998-11-17 Weisser, Jr. 

79 5842010 1998-11-24 Jain et al. 

80 5845211 1998-12-01 Roach 

81 5852775 1998-12-22 Hidary, Murray 

82 5855007 1998-12-29 Jovicic et al. 

83 5870724 1999-02-09 Lawlor et al. 

84 5875186 1999-02-23 Belanger et al. 

85 5875401 1999-02-23 Rochkind 

86 5878126 1999-03-02 Velamuri et al. 

87 5880958 1999-03-09 Helms et al. 

88 5881131 1999-03-09 Farris et al. 

89 5884284 1999-03-16 Peters et al. 

90 5889953 1999-03-30 Thebaut et al. 

91 5896440 1999-04-20 Reed et al. 

92 5897640 1999-04-27 Veghte et al. 

93 5903636 1999-05-11 Malik 

94 5907544 1999-05-25 Rypinski 

95 5920846 1999-07-06 Storch et al. 

96 5922040 1999-07-13 Prabhakaran 

97 5923702 1999-07-13 Brenner et al. 

98 5933420 1999-08-03 Jaszewski et al. 

99 5938721 1999-08-17 Dussell et al. 

100 5949867 1999-09-07 Sonnenberg 

101 5950130 1999-09-07 Coursey 

102 5961593 1999-10-05 Gabber et al. 

103 5963866 1999-10-05 Palamara et al. 

104 5963913 1999-10-05 Henneuse et al. 

105 5968176 1999-10-19 Nesset! et al. 

106 5969678 1999-10-19 Stewart 

107 5982867 1999-11-09 Urban et al. 

108 5983091 1999-11-09 Rodriguez 

109 5987381 1999-11-16 Oshizawa 

110 5991287 1999-11-23 Diepstraten et al. 

111 5995015 1999-11-30 De Temple et al. 

112 6006090 1999-12-21 Coleman et al. 

113 6009398 1999-12-28 Mueller et al. 

114 6011975 2000-01-04 Emery et al. 
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Substitute for form 1449/PTO 
Complete if Known 

Application Number 14/033,540 

INFORMATION DISCLOSURE STATEMENT BY Filing Date 2013-09-23 

First Named Inventor William J. Johnson 
APPLICANT Examiner Name Not yet assigned 

Art Unit 2668 

Docket No. JOHNS-001US3 

Examiner Cite Issue Date Name of Patentee or Pages, Columns, Lines, 

Initials No. Patent Number Kind Code YYYY-MM-DD Applicant of Cited Document Where Relevant Passages or 
Relevant Figures Appear 

115 6026151 2000-02-15 Bauer et al. 

116 6028921 2000-02-22 Malik et al. 

117 6047327 2000-04-04 Tso et al. 

118 6055637 2000-04-25 Hudson et al. 

119 6058106 2000-05-02 Cudak et al. 

120 6067297 2000-05-23 Beach 

121 6076080 2000-06-13 Morscheck et al. 

122 6085086 2000-07-04 La Porta et al. 

123 6091956 2000-07-18 Hollenberg 

124 6101381 2000-08-08 Tajima et al. 

125 6101443 2000-08-08 Kato et al. 

126 6112186 2000-08-29 Bergh et al. 

127 6115669 2000-09-05 Watanabe et al. 

128 6122520 2000-09-19 Want et al. 

129 6133853 2000-10-17 Obradovich et al. 

130 6138003 2000-10-24 Kingdon et al. 

131 6138119 2000-10-24 Hall et al. 

132 6141609 2000-10-31 Herdeg et al. 

133 6144645 2000-11-07 Struhsaker et al. 

134 6154152 2000-11-28 Ito 

135 6154637 2000-11-28 Wright et al. 

136 6157829 2000-12-05 Grube et al. 

137 6163274 2000-12-19 Lindgren, Gary L. 
138 6167255 2000-12-26 Kennedy, Ill et al. 

139 6182226 2001-01-30 Reid et al. 

140 6184829 2001-02-06 Stilp 

141 6185426 2001-02-06 Alperovich et al. 

142 6185484 2001-02-06 Rhinehart 

143 6192314 2001-02-20 Khavakh et al. 

144 6202054 2001-03-13 Lawlor et al. 

145 6205478 2001-03-20 Sugano et al. 

146 6208854 2001-03-27 Roberts et al. 

147 6208866 2001-03-27 Rouhollahzadeh et al. 

148 6226277 2001-05-01 Chuah 

149 6229477 2001-05-08 Chang et al. 

150 6229810 2001-05-08 Gerszberg et al. 

151 6233329 2001-05-15 Urban et al. 

152 6233452 2001-05-15 Nishina 
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153 6236360 2001-05-22 Rudow et al. 

154 6236940 2001-05-22 Rudow et al. 

155 6246361 2001-06-12 Weill etal. 

156 6259405 2001-07-10 Stewart et al. 

157 6263209 2001-07-17 Reed et al. 

158 6278938 2001-08-21 Alumbaugh 

159 6285665 2001-09-04 Chuah et al. 

180 6285931 2001-09-04 Hattori et al. 

181 6298234 2001-10-02 Brunner 

182 6308273 2001-10-23 Goertzel et al. 

183 6311069 2001-10-30 Havinis et al. 

184 6317718 2001-11-13 Fano 

185 6321092 2001-11-20 Fitch et al. 

186 6324396 2001-11-27 Vasa et al. 

187 6326918 2001-12-04 Stewart 

188 6327254 2001-12-04 Chuah 

189 6327357 2001-12-04 Meek et al. 

190 6332127 2001-12-18 Bandera et al. 

191 6332163 2001-12-21 Bowman-Amuah 

192 6343290 2002-01-29 Cossins et al. 

193 6353664 2002-03-05 Cannon et al. 

194 6359880 2002-03-19 Curry et al. 

195 6360101 2002-03-19 Irvin 

196 6366561 2002-04-02 Bender 

197 6377548 2002-04-23 Chuah et al. 

198 6377810 2002-04-23 Geiger et al. 

199 6377982 2002-04-23 Rai etal. 

200 6385531 2002-05-07 Bates et al. 

201 6385591 2002-05-07 Mankoff 

202 6389426 2002-05-14 Turnbull et al. 

203 6393482 2002-05-21 Rai etal. 

204 6400722 2002-06-04 Chuah et al. 

205 6414950 2002-07-02 Rai etal. 

206 6415019 2002-07-02 Savaglio et al. 

207 6418308 2002-07-09 Heinonen et al. 

208 6421441 2002-07-16 Dzuban 

209 6421714 2002-07-16 Rai etal. 

210 6427073 2002-07-30 Kortelsalmi et al. 
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211 6427119 2002-07-30 Stefan et al. 

212 6430276 2002-08-06 Bouvier et al. 

213 6430562 2002-08-06 Kardos et al. 

214 6442391 2002-08-27 Johansson et al. 

215 6442687 2002-08-27 Savage, Colin 

216 6449272 2002-09-10 Chuah et al. 

217 6449497 2002-09-10 Kirbas et al. 

218 6463533 2002-10-08 Calamera et al. 

219 6470378 2002-10-22 Tracton et al. 

220 6470447 2002-10-22 Lambert et al. 

221 6473626 2002-10-29 Nevoux et al. 

222 6477382 2002-11-05 Mansfield et al. 

223 6477526 2002-11-05 Hayashi et al. 

224 6484029 2002-11-19 Hughes et al. 

225 6484092 2002-11-19 Seibel 

226 6484148 2002-11-19 Boyd 

227 6490291 2002-12-03 Lee et al. 

228 6496491 2002-12-17 Chuah et al. 

229 6496931 2002-12-17 Rajchel et al. 

230 6505046 2003-01-07 Baker 

231 6505048 2003-01-07 Moles et al. 

232 6505049 2003-01-07 Dorenbosch 

233 6505120 2003-01-07 Yamashita et al. 

234 6505163 2003-01-07 Zhang et al. 

235 6512754 2003-01-28 Feder et al. 

236 6516055 2003-02-04 Bedeski et al. 

237 6516416 2003-02-04 Gregg et al. 

238 6519252 2003-02-11 Sallberg 

239 6519458 2003-02-11 Oh etal. 

240 6522876 2003-02-18 Weiland et al. 

241 6526275 2003-02-25 Calvert 

242 6526349 2003-02-25 Bullock et al. 

243 6532418 2003-03-11 Chun et al. 

244 6545596 2003-04-08 Moon 

245 6546257 2003-04-08 Stewart 

246 6560442 2003-05-06 Yost et al. 

247 6560461 2003-05-06 Fomukong et al. 

248 6577643 2003-06-10 Rai etal. 
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249 6577644 2003-06-10 Chuah et al. 

250 6594482 2003-07-15 Findikli et al. 

251 6618474 2003-09-09 Reese, Morris 

252 6618593 2003-09-09 Drutman et al. 

253 6622016 2003-09-16 Sladek et al. 

254 6628627 2003-09-30 Zendle et al. 

255 6628928 2003-09-30 Crosby et al. 

256 6628938 2003-09-30 Rachabathuni et al. 

257 6633633 2003-10-14 Bedingfield 

258 6640184 2003-10-28 Rabe, Duane Carl 

259 6647257 2003-11-11 Owensby, Craig A. 

260 6647269 2003-11-11 Hendrey et al. 

261 6650901 2003-11-18 Schuster et al. 

262 6654610 2003-11-25 Chen et al. 

263 6662014 2003-12-09 Walsh 

264 6665536 2003-12-16 Mahany 

265 6665718 2003-12-16 Chuah et al. 

266 6671272 2003-12-30 Vaziri et al. 

267 6675017 2004-01-06 Zellner et al. 

268 6675208 2004-01-06 Rai etal. 

269 6677894 2004-01-13 Sheynblat et al. 

270 6697783 2004-02-24 Brinkman et al. 

271 6701160 2004-03-02 Pinder et al. 

272 6701251 2004-03-02 Stefan et al. 

273 6704311 2004-03-09 Chuah et al. 

274 6716101 2004-04-06 Meadows et al. 

275 6721406 2004-04-13 Contractor 

276 6725048 2004-04-20 Mao et al. 

277 6732080 2004-05-04 Slants 

278 6732101 2004-05-04 Cook 

279 6732176 2004-05-04 Stewart et al. 

280 6738808 2004-05-18 Zellner et al. 

281 6754504 2004-06-22 Reed 

282 6754582 2004-06-22 Smith et al. 

283 6772064 2004-08-03 Smith et al. 

284 6799049 2004-09-28 Zellner et al. 

285 6801509 2004-10-05 Chuah et al. 

286 6816720 2004-11-09 Hussain et al. 
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287 6819929 2004-11-16 Antonucci et al. 

288 6829475 2004-12-07 Lee et al. 

289 6850758 2005-02-01 Paul et al. 

290 6867733 2005-03-15 Sandhu et al. 

291 6868074 2005-03-15 Hanson, Joel 

292 6874011 2005-03-29 Spielman 

293 6876858 2005-04-15 Duvall et al. 

294 6898569 2005-05-24 Bansal et al. 

295 6937869 2005-08-30 Rayburn 

296 6954147 2005-10-11 Cromer et al. 

297 6985747 2006-01-10 Chithambaram 

298 6999572 2006-02-04 Shaffer et al. 

299 7005985 2006-02-28 Steeves 

300 7023995 2006-04-04 Olsson 

301 7043231 2006-05-09 Bhatia et al. 

302 7069319 2006-06-27 Zellner et al. 

303 7085555 2006-08-01 Zellner et al. 

304 7103368 2006-09-05 Teshima 

305 7103476 2006-09-05 Smith et al. 

306 7106843 2006-09-12 Gainsboro et al. 

307 7110749 2006-09-19 Zellner et al. 

308 7116977 2006-10-03 Moton et al. 

309 7124101 2006-10-17 Mikurak 

310 7130631 2006-10-31 Enzmann et al. 

311 7139722 2006-11-21 Perrella et al. 

312 7181225 2007-02-20 Moton et al. 

313 7181529 2007-02-20 Bhatia et al. 

314 7188027 2007-03-06 Smith et al. 

315 7190960 2007-03-13 Wilson et al. 

316 7203502 2007-04-10 Wilson et al. 

317 7212829 2007-05-01 Lau et al. 

318 7224978 2007-05-29 Zellner et al. 

319 7236799 2007-06-26 Wilson et al. 

320 7245925 2007-07-17 Zellner 

321 7260378 2007-08-21 Holland et al. 

322 7272493 2007-09-18 Hamrick et al. 

323 7292939 2007-11-06 Smith et al. 

324 7295924 2007-11-13 Smith et al. 
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325 7362851 2008-04-22 Contractor 

326 7383052 2008-06-03 Moton et al. 

327 RE39717 2007-07-03 Yates et al. 

328 5363377 1994-11-08 Sharpe 

329 5625668 1997-04-29 Loomis 

330 5455807 1995-10-03 Nepple 

331 5586254 1996-12-07 Kondo et al. 

332 5089814 1992-02-18 Deluca et al. 

333 5265070 1993-11-23 Minowa 

334 5131020 1992-07-14 Liebesny et al. 

335 5245608 1993-09-14 Deaton et al. 

336 5583864 1996-12-10 Lightfoot et al. 

337 5590196 1996-12-13 Moreau 

338 5594779 1997-01-14 Goodman 

339 5592470 1997-01-07 Rudrapatna et al. 

340 5664948 1997-09-09 Dimitriadis et al. 

341 5677905 1997-10-14 Bigham 

342 5704049 1997-12-30 Briechle 

342 5887259 1999-03-23 Zicker et al. 

343 6067082 2000-05-23 Enmei 

344 6157946 2000-12-05 ltakura et al. 

345 7155199 2006-12-26 Zalewski et al. 

346 5121126 1992-06-09 Clagett 

347 5608854 1997-03-04 Labedz et al. 

348 5561704 1996-10-01 Samilando 

349 5892454 1999-04-06 Schipper et al. 

350 6340958 2002-01-22 Cantu et al. 

351 5347632 1994-09-13 Filepp et al. 

352 6018293 2000-01-25 Smith et al. 

353 5539395 1996-07-23 Buss et al. 

354 5214793 1993-05-25 Conway et al. 

355 5826195 1998-10-20 Westerlage et al. 

356 6820062 2004-11-05 Gupta et al. 

357 6937998 2005-08-30 Swartz et al. 

358 6759960 2004-07-06 Stewart et al. 

359 6697018 2004-02-24 Stewart et al. 

360 7058594 2006-06-06 Stewart et al. 

361 7009556 2006-03-07 Stewart et al. 
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362 4255619 1981-03-10 Saito 

363 4536647 1985-08-20 Atalla et al. 

364 4845504 1989-07-04 Roberts, et al. 

365 4973952 1990-11-27 Malec et al. 

366 4974170 1990-11-27 Bouve et al. 

367 5363245 1997-06-03 Ernst et al. 

368 5870724 1999-02-09 Lawlor et al. 

369 6407673 2002-06-18 Lane 

370 6408307 2002-06-18 Semple et al. 

371 6414635 2002-07-02 Stewart et al. 

372 6442479 2002-08-27 Barton 

373 6452498 2002-09-17 Stewart 

374 6615131 2003-09-02 Rennard et al. 

375 6405123 2002-06-11 Rennard et al. 

376 626615 2001-07-24 Jin 

377 4644351 1987-02-17 Zabarsky et al. 

378 5337044 1944-08-09 Folger et al. 

379 5469362 1995-11-23 Hunt et al. 

380 5758049 1998-11-10 Johnson et al. 

381 5835061 1998-11-10 Stewart 

382 5969678 1998-10-19 Stewart 

383 6073062 2000-06-06 Hoshino et al. 

384 6236362 2001-05-22 Leblanc et al. 

385 6326918 2001-12-04 Stewart 

386 6259405 2001-07-10 Stewart et al. 

387 6252544 2001-06-26 Hoffberg 

388 6414635 2002-07-02 Stewart et al. 

389 6452498 2002-09-17 Stewart 

390 6697018 2004-02-24 Stewart 

391 6731238 2004-05-04 Johnson 

392 6759960 2004-07-06 Stewart 

393 7009556 2006-03-07 Stewart 

394 5196031 1993-03-16 Ordish 

395 6345288 2002-02-05 Reed et al. 

396 6571279 2003-05-27 Herz et al. 

397 6456234 2002-09-24 Johnson 

398 6246948 2001-06-12 Thakker 

399 7386396 2008-06-10 Johnson 
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400 7177651 2007-02-13 

401 7787887 2010-08-31 

402 6427115 2002-07-30 

403 6370389 2002-04-09 

404 6381311 2002-04-30 

405 6389055 2002-05-14 
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1 2001 /0021646 2001-09-13 Antonucci et al. 

2 2001/0034709 2001-10-25 Stoifo et al. 

3 2001/0049275 2001-12-06 Pierry et al. 

4 2001/0051911 2001-12-13 Marks et al. 

5 2002/0037709 2002-03-28 Bhatia et al. 

6 2002/0037722 2002-03-28 Hussain et al. 

7 2002/0037731 2002-03-28 Mao et al. 

8 2002/00377 44 2002-03-28 Bhatia et al. 
9 2002/0037750 2002-03-28 Hussain et al. 
10 2002/0038362 2002-03-28 Bhatia et al. 
11 2002/0038384 2002-03-28 Khan et al. 
12 2002/0038386 2002-03-28 Bhatia et al. 
13 2002/0052781 2002-05-02 Aufricht et al. 
14 2002/0077083 2002-06-20 Zellner et al. 
15 2002/0077084 2002-06-20 Zellner et al. 
16 2002/0077118 2002-06-20 Zellner et al. 
17 2002/0077130 2002-06-20 Owensby 
18 2002/0077897 2002-06-20 Zellner et al. 
19 2002/0087335 2002-07-01 Meyers et al. 
20 2002/0090932 2002-07-04 Bhatia et al. 
21 2002/0095312 2002-07-18 Wheat 
22 2002/0102993 2002-08-01 Hendrey et al. 
23 2002/0107027 2002-08-08 O'Neil 
24 2002/0120713 2002-08-29 Gupta et al. 
25 2002/0161637 2002-10-31 Sugaya 
26 2002/0174147 2002-11-21 Wang et al. 
27 2003/0016233 2003-01-23 Charpentier 
28 2003/0140088 2003-07-24 Robinson et al. 
29 2003/0169151 2003-09-11 Eblinq et al. 
30 2004/0002329 2004-01-01 Bhatia et al. 
31 2004/0097243 2004-05-20 Zellner et al. 
32 2004/0111269 2004-06-10 Koch 
33 2004/0164898 2004-08-26 Stewart 
34 2004/0203903 2004-10-14 Wilson et al. 
35 2004/0205198 2004-10-14 Zellner et al. 
36 2004/0266453 2004-12-30 Maanoja et al. 
37 2005/0043036 2005-02-24 loppe et al. 
38 2005/0060365 2005-03-17 Robinson et al. 
39 2005/0096067 2005-05-05 Martin, Dannie E. 
40 2005/0114777 2005-05-26 Szeto 
41 2005/0151655 2005-07-14 Hamrick et al. 
42 2005/0246097 2005-11-03 Hamrick et al. 
43 2005/0272445 2005-12-08 Zellner, Samuel 
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44 2006/0030335 2006-02-09 Zellner et al. 
45 2006/0030339 2006-02-09 Zhovnirovsky et al. 
46 2006/0059043 2006-03-16 Chan et al. 
47 2006/0089134 2006-04-27 Moton et al. 
48 2006/009444 7 2006-05-04 Zellner, Samuel 
49 2006/0099966 2006-05-11 Moton et al. 
50 2006/0105784 2006-05-18 Zellner et al. 
51 2006/010653 7 2006-05-18 Hamrick et al. 
52 2006/0167986 2006-07-27 Trzyna et al. 
53 2006/0189327 2006-08-24 Zellner et al. 
54 2006/0189332 2006-08-24 Benco et al. 
55 2006/0195570 2006-08-31 Zellner et al. 
56 2006/0253252 2006-11-09 Hamrick et al. 
57 2007/0010260 2007-01-11 Zellner et al. 
58 2007 /0042789 2007-02-22 Moton et al. 
59 2007/0105565 2007-05-10 Enzmann et al. 
60 2007/0124721 2007-05-31 Cowing et al. 
61 2007/0136603 2007-06-14 Kuecuekyan 
62 2007 /0250920 2007-10-25 Lindsay 
63 2008/0096529 2008-04-24 Zellner 
64 2005/0017068 2005-01-27 Zalewski et al. 
65 2001/0028301 2001-10-11 Geiqer et al. 
66 2001/0007 450 2001-07-12 Bequm 
67 2004/0186902 2004-09-23 Stewart et al. 
68 2006/0164302 2006-07-27 Stewart et al. 
69 2006/0183467 2006-08-17 Stewart et al. 
70 2006/0059043 2006-03-16 Stewart et al. 
71 2002/00354 7 4 2002-03-31 Alpdemir 
72 2001/0001239 2001-05-17 Stewart 
73 2002/0046090 2002-04-18 Stewart 
74 2003/0003990 2003-01-02 Von Kohorn 
75 2003/0018527 2003-01-23 Filepp et al. 
76 2002/0035493 2002-03-21 Mozayeny et al. 
77 2002/0046069 2002-04-18 Mozayeny et al. 
78 2002/0046077 2002-04-18 Mozayeny et al. 
79 2002/0091991 2002-07-11 Castro 
80 2005/0004838 2005-01-06 Perkowski et al. 
81 2005/0002419 2005-01-06 Doviak et al. 
82 2004/0264442 2004-12-30 Kubler et al. 
83 2004/0246940 2004-12-09 Kubler et al. 
84 2004/0228330 2004-11-18 Kubler et al. 
85 2004/0151151 2004-08-05 Kubler et al. 
86 2004/0252051 2004-12-16 Johnson 
87 200 7 /0005188 2007-01-04 Johnson 
88 2007 /0233387 2007-10-04 Johnson 
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89 2007 /0276587 2007-11-29 Johnson 
90 2007 /0232326 2007-10-04 Johnson 
91 2008/0030308 2008-02-07 Johnson 
92 2006/0022048 2006-02-02 Johnson 
93 2009/0233622 2009-09-17 Johnson 
94 2009/0233633 2009-09-17 Johnson 
95 2010/0069035 2010-03-18 Johnson 
96 2010/0227595 2010-09-09 Johnson 
97 2006/0010202 2006-01-12 Blackstock et al. 
98 2004/0201459 2004-10-14 Rich et al. 
99 2006/0136544 2006-06-22 Atsmon et al. 
100 2007/0281716 2007-12-06 Altman et al. 
101 2006/0240828 2006-10-26 Jain et al. 
102 2007 /0275730 2007-11-29 Bienas et al. 
103 2006/0194589 2006-08-31 Sankisa 
104 2007/0287473 2007-12-13 Dupray 
105 2008/0071761 2008-03-20 Singh et al. 
106 2004/0116131 2004-06-17 Hochrainer et al. 
107 2007 /0275730 2007-11-29 Bienas et al. 
108 2007 /0244633 2007-10-18 Phillips et al. 
109 2008/0170679 2008-07-17 Sheha et al. 
110 2005/0050227 2005-03-03 Michelman 
111 2003/0030731 2003-02-13 Colby 
112 2006/0009190 2006-01-12 Laliberte 
113 2006/0198359 2006-09-07 Fok et al. 
114 2001 /0005864 2001-06-28 Mousseau et al. 
115 2010/0146160 2010-06-10 Piekarski 
116 2005/0283833 2005-12-22 Lalonde et al. 
117 2010/0159946 2010-06-24 Cheung et al. 
118 2002/0095454 2002-07-18 Reed et al. 
119 2006/0252465 2006-11-09 Karstens et al. 
120 2008/0301561 2008-12-04 Bain 
121 2009/0067593 2009-03-12 Ahlin 
122 2009/0167524 2009-07-02 Chesnutt et al. 
123 2009/0190734 2009-07-16 White et al. 
124 2009/0054077 2009-02-26 Gauthier et al. 
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MOBILE INTERNET ACCESS 

Field of the Invention 

The present invention relates to mobile Internet access and in particular, though not 

necessarily, to mobile Internet access with a mobile wireless host. 

Background to the Invention 

With the increasing use of the Internet, interest has grown in the possibility of accessing 

the Internet using mobile hosts which are able to roam between access networks. These 

access networks may be networks to which the mobile hosts are connected via fixed 

lines or may be wireless networks to which the mobile hosts are connected using a radio 

interface. Examples of fixed line networks are Ethernet networks whilst examples of 

wireless networks are mobile telephone networks as well as wireless Local Area 

Networks (LANs). 

A difficulty which must be overcome in order to fully implement mobile Internet access 

with roaming, is the need to authenticate and/or authorise a roaming host ( or rather the 

subscriber using the mobile host) which uses a foreign network as its access network. It 

is generally envisaged that such a roaming host should belong to a subscriber of some 

other network, i.e. the subscriber's 'home' network, and that the foreign access network 

must contact this home network in order to authorise the roaming host. 

One disadvantage of this proposal is that it does not enable a mobile host to access the 

Internet anonymously. That is to say that in order to access the Internet a roaming host 

must disclose its identity either to the access network or to some other home network. 

Another disadvantage is that a trust relationship must exist between the home network 

and the access network in order that the networks can confidently exchange billing 

information. Whilst it may be straightforward to establish a ~t relationship between 

two telecoms operators for example, it may be more difficult where the access network 

is a wireless Local Area Network operated, for example, in an Internet cafe. 
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Summary of the Invention 

According to a first aspect of the invention there is provided a method of mithorising an 

Internet Protocol (IP) enabled mobile host to access the Internet via an access network, 

the method comprising: 

negotiating an IP address between the mobile host and the access network and/or 

other hosts attached to the access network; 

sending electronic cash or other authentication message from the mobile host to 

a control point within the access network; and 

confirming at the control point the authenticity of said electronic cash or 

authentication message an~ providing that confirmation is made, sending an 

authorisation message from the control point to an IP node, 

wherein the IP node blocks the transmission of IP packets between the mobile 

host and the Internet prior to receipt of said authorisation message and permits the 

passage of IP packets only after an authorisation message has been received. 

Anonymous access is possible where a mobile host has access to electronic cash which 

can be transferred from the mobile host to the access network. Providing that sufficient 

electronic cash is transferred to the access network, the access network may authorise 

the mobile host to access the Internet without the need to refer to some other home 

network of the mobile host. 

It will be appreciated that the present invention is applicable in particular to IPv6. 

Preferably, upon receipt of the electronic cash at the control point, the control point 

contacts a bank, or other electronic cash provider or node of the access network, in 

order to authenticate and ensure the sufficiency of the received electronic cash. 

Providing that the bank ( or cash provider or other node) returns a confirmation or 

authentication message to the control point, the control point is able to send the 

authorisation message to the IP node in order to allow the passage of IP data packets 

between the mobile host and the Internet. 
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Preferably, electronic cash payments are incorporated into IP packets sent from the 

mobile host to the control point. More preferably, the payments are incorporated into 

the option field of IP packets. Other payment related messages may also be 

incorporated into IP packets. These include; a price enquiry message sent from the 

mobile host to the control point, a price list message sent from the control point to the 

mobile host, and a request for further payment also sent from the control point to the 

mobile host. 

As an alternative to the use of electronic cash, the mobile host may transmit a password 

or certificate to the control point. The authenticity of the password or certificate may 

then be checked with a foreign network operator or the like. 

Preferably, said IP node provides routing functionality for IP data packets. This node 

may also provide for protocol conversion between the carrier protocol used by the 

access network, and that used by the Internet. However, where the carrier protocol of 

the access network is compatible with that of the Internet, no such conversion may be 

required. The control point and the IP node may be co-located. Electronic cash or said 

other authentication message may be sent to the control point via the router. The 

payments may be piggybacked onto IP datagrams. Payments or authorisation messages 

may be extracted by the router and foiwarded to the control point. 

Preferably, said step of negotiating an IP address is carried out in response to the 

sending of an IP access request from the mobile host to said IP node within the access 

network. Alternatively,. the negotiation may be initiated by receipt of a network 

advertisement message broadcast by the access network. 

The step of negotiating an IP address between the mobile host and the access network 

may comprise sending an IP address or part thereof from the IP node, or another 

network node, to the mobile host. In certain embodiments of the present invention, 

subsequent to receipt of the access request at the IP node, the IP node or other network 

node returns to the mobile host an IP address prefix. The remainder of the IP address 

may be provided or generated by the mobile host itself. This remaining part of the IP 

address may be an International Mobile Subscriber Identity (IMSI) code in the case 
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where the access network is a mobile telephone network and the mobile host is a mobile 

telephone host or the like. Where the access network is a fixed line access network, the 

remaining part of the IP address may be the address of the mobile host within that 

network, e.g. an Ethernet address in the case of an Ethernet network. 

Said other network node may be a DHCP server. The control point may be 

incorporated into the DHCP server, so that the e-cash payments are received by the 

DHCP server. The DHCP server sends open and close messages to said IP node to 

unblock or block the flow of IP packets to and from said IP node. 

The term "negotiating" used above encompasses a step of sending a Neighbour 

Solicitation message from the mobile host to other hosts connected to the network. In 

the event that there is an IP address collision, a host may respond by sending a 

Neighbour Advertisement message to the mobile host. 

The access network may be a wireless Local Area Network (LAN) or Wide Area 

Network (WAN). In this case, where the IP node returns a part of an IP address, the 

remainder of the address may correspond to the address of the host in th~ access 

network, e.g. an Ethernet address. Alternatively, the access network may be a mobile 

telecommunications network such as a GSM network or a UMTS network. 

Preferably, the method of the present invention comprises temporarily allocating to the 

mobile host a home agent located in the access network. More preferably, this 

allocation exists for the duration of the Internet connection. The home agent is 

responsible for routing datagrams to the mobile host in the event that the mobile host 

roams within the access network and may also remain responsible when the mobile host 

roams out of the access network into a new access network. 

Preferably, the method comprises informing an Internet server of the IP address 

allocated to the mobile host, or of an IP address of an allocated home agent. The server 

maintains a mapping between mobile host identities and temporary IP addresses/home 

agent addresses for subscribing mobile hosts. A correspondent host wishing to 

communicate with the mobile host sends a mobile host identifier to the server. The 
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server may either forward the message to the mobile host or may return the temporary 

address to the correspondent host. In the former case, the Internet server may be a Call 

Control server (using the Session Initiation Protocol (SIP)), whilst in the latter case the 

Internet server may be a Domain Name System (DNS) server. 

According to a second aspect of the present invention there is provided apparatus for 

use in enabling an Internet Protocol (IP) enabled mobile host to access the Internet, the 

apparatus comprising: 

means for conducting a negotiation between the mobile host and the access 

network and/or other hosts attached to the access network to allocate a mobile address 

to the mobile host; and 

a control point within the access network for receiving electronic cash or other 

authentication message sent from the mobile host and for confirming the authenticity of 

the sent electronic cash or authentication message and, providing that confirmation is 

made, for sending an authorisation message to an IP node, 

the IP node being arranged in use to block the transfer of messages between the 

mobile host and the Internet prior to receipt of an authorisation message from the 

control point and being arranged to allow the transfer upon receipt of the authorisation 

message. 

Brief Description of the Drawings 

Figure I illustrates schematically a communication system for enabling a mobile IP host 

to access the Internet; 

Figure 2 is a flow diagram illustrating an access method used in the system of Figure 1. 

Figure 3a illustrates signalling between a mobile host and an Internet access network 

according to a first embodiment of the present invention; 

Figure 3b illustrates further signalling in the embodiment of Figure 3a; 

Figure 4 illustrates signalling between a mobile host and an Internet access network 

according to a second embodiment of the present invention; 

Figure 5 illustrates signalling between a mobile host and an Internet access network 

according to a third embodiment of the present invention; 
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Figure 6 illustrates signalling between a mobile host, an access network, and the 

Internet, where the mobile host is temporarily attached to the access network; 

Figure 7 illustrates signalling where the mobile host of Figure 6 roams within the access 

network; and 

Figure 8 illustrates signalling where the mobile host of Figure 6 roams into a new access 

network. 

Detailed Description of Certain Embodiments 

There is illustrated in Figure 1 a telecommunications system in which a mobile host 1 is 

able to communicate with the Internet 2 by making use of an access network 3. In the 

example to be described here, the access network 3 is a wireless Local Area Network 

(LAN) whilst the mobile host 1 is a mobile wireless host. More particularly, the 

wireless LAN 3 is an Ethernet network, with the mobile host 1 comprising an Ethernet 

"card" which is programmed with an Ethernet address. Typically this address is 

worldwide unique and is allocated by the card manufacturer. In the example given here, 

the LAN 3 uses the TCP/IP protocol over the Ethernet connection. As an alternative to 

wireless LAN, it will be appreciated that other forms of access networks may be used 

including Wide Area Netw,orks and mobile telecommunications networks ( e.g. UMTS 

and GSM networks). 

The wireless LAN 3 is coupled to the Internet 2 via an IP gateway node 4. This 

gateway node 4 is in turn connected to a number of "primary" IP routers 5 ( only one of 

which is shown in the Figure) within the wireless LAN 3. Each of the primary IP 

routers 5 provides a gateway between the Ethernet LAN and the IP "world". This 

function involves protocol conversions if necessary. In addition, the primary routers 5 

are involved in the allocation of IP addresses to the mobile hosts, which addresses are 

world-wide unique. 

For the purpose of this example, it is assumed that the mobile host 1 does not have a 

subscription with the operator of the wireless LAN 3 or with any other network ( e.g. 

LAN, WAN, telephone network etc) with which the wireless LAN 3 has a billing 

relationship. That is to say that the mobile host 3 does not have a "home" network. 
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When the mobile host 1 is within the radio coverage area of the wireless LAN 3 and is 

switched on, the mobile host 1 attempts to""inake a normal attachment to the wireless 

LAN 3. It does this via radio transceiver stations which are not illustrated.in Figure 1. 

The mobile host 1 initiates a negotiation with one of the primary routers 5 (typically the 

router which is physically closest to the radio transceiver station which handles the 

host's access), requesting in message Ml an IP address routing prefix from the router. 

In the case of Internet Protocol version 6 (IPv6), this prefix contains 64 bits and is 

returned by the router 5 as message M2 to the mobile host 1 over the radio interface. In 

order to generate a complete IPv6 address, the mobile host 1 adds to the routing prefix 

an address part which is unique to the mobile host 1. This part may be generated, for 

example, using the Ethernet card address of the mobile host 1. 

Following the return of the IPv6 address prefix from the router 5, and the formulation of 

the complete IP address, the router 5 does not immediately start coupling IP data 

packets between the mobile host 1 and the Internet 2. Rather, the router 5 awaits 

authorisation of the access request from a control point 6 to which the router 5 is 

connected. 

The authorisation process at the control point 6 is conducted as follows. Firstly, upon 

receipt of the IP routing prefix from the router 5, the mobile host 1 transmits an amount 

of electronic cash ( e-cash) M3 to the control point 6 via the radio transceiver station 

(and possibly via the router 5). Thee-cash is accompanied by the IP address now 

allocated to the mobile host 1. In order to verify the amount and authenticity of the e

cash, the control point 6 contacts a bank or other e-cash provider 7 which is responsible 

for the transmitted e-cash. This may involve sending a certificate M4, which 

accompanies the e-cash, to the bank or e-cash provider 7. In the event that the amount 

of e-cash is insufficient, or the bank or e-cash provider 7 returns a message MS 

indicating that the e-cash is not authentic, the control point 6 will return a fail message 

M6 to the mobile host 1 (possibly via the router 5) indicating that the access request is 

denied. The control point 6 will then notify the responsible router 5 of this situation. 

Assuming on the other hand that the amount of e-cash sent to the control point 6 is 

sufficient, and that the bank or e-cash provider 7 returns in message MS confirmation 
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that the e-cash is authentic, the control point 6 will transmit an authorisation message in 

message M6 to the responsible router 5. Upon receipt of the authorisation message, the 

router will start to relay IP packets between the mobile host 1 and the Internet 2. The 

mobile host 1 is then able to exchange IP data packets with a correspondent host 8, via 

the Internet. 

Figure 2 is a flow diagram illustrating further the authorisation process described above. 

The process described above, where an IP address is generated by the mobile host 1 

itself, is referred to as "stateless address allocation". Figure 3a illustrates the signalling 

involved in this scenario where it is assumed that the control point 6 is integrated into 

the router 5 (i.e. in the following discussion it is assumed that communications 

regarding e-cash may be exchanged between the router 5 and the control point 6). The 

mobile host 1 first sends a Router Solicitation message to the router 5 of the access 

network 3. An e-cash enquiry message is "piggybacked" onto the Router Solicitation 

message. The router 5 responds with a Router Advertisement message telling the 

mobile host 1 how it must obtain an IP address. In addition, e-cash pricing information 

is placed in an option field of the Router Advertisement message. The mobile host 1 

learns from this message whether the charging is time-based or volume-based, the exact 

pricing for IP address leasing (e.g. per minute or per kilobyte), and which types of e

cash payment the access network 3 will accept. 

The mobile host 1 is able to accept or reject the terms proposed by the network 3. If the 

terms are accepted, the received information is used to set the e-cash "module" in the 

mobile host l so that the host 1 pays the correct amount of e-cash. The mobile host 1 

generates an IP address and validates the address by broadcasting a Neighbour 

Solicitation message. All of the other hosts connected to the access network 3 listen to 

this message and will issue a Neighbour Advertisement message if the generated IP 

address corresponds to an already allocated address (alternatively the Neighbour 

Advertisement message may be sent to a server in the access network which records 

currently allocated IP addresses). In the event that there is no reply to the Neighbour 

Solicitation message, the mobile host 1 starts to send data through the router 5. E-cash 

is paid to the network 3 by piggybacking e-cash payments onto datagrams sent through 
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the router 5. Typically, e-cash payments are sent at intervals, as requested by the router 

5 in the Router Advertisement message. 

The router 5 extracts the e-cash payment from received datagrams and checks the 

validity of the payment as described above (using the services of the control point 6). 
-

Assuming that the access is authorised on the basis of the received payment, the basic 

datagram is then forwarded to the intended correspondent host 8 over the Internet 2. It 

is possible that an e-cash payment may run out if the mobile host 1 has not strictly 

obeyed the terms provided by the router 5. In this case, the router 5 may send a notify 

message to the mobile host 1 just prior to the payment running out, reminding the 

mobile host 1 to make a further payment. The mobile host 1 should respond with a 

further payment. A Request for Immediate Payment message may be sent to the mobile 

host 1 by the router 5 in the event that a payment has already run out, notifying the 

mobile host 1 of this fact and that the router 5 has started to discard received datagrams 

sent from ( or to) the mobile host 1. This scenario is illustrated in Figure 3b. 

It is noted that piggybacked payment related messages, such as a price enquiry or an e

cash payments, may be included into the IPv6 extension header (e.g. the "Hop-by-Hop" 

option field) of an IP datagram. 

Figure 4a illustrates an alternative scenario to the stateless address allocation scenario 

described above. This is referred to as "stateful address allocation" and uses a server 

(not shown in Figure 1) in the access network 3 which maintains a list of all of the IP 

addresses allocated by the network 3. A protocol known as Dynamic Host 

Configuration Protocol (DHCP) has been specified by the Internet Engineering Task 

Force (IETF) for negotiating stateful address allocation between the server (DHCP 

server) and the mobile host 1. As with the stateless address allocation scenario, the 

process commences with the sending of a Router Solicitation message, containing a 

piggybacked price enquiry, from the mobile host 1 to the Router 5. The Router 5 again 

replies with a Router Advertisement message, containing a piggybacked price list. The 

mobile host I learns from the Router Advertisement message that it must obtain an IP 

address from the DHCP server. It does this using the DHCP protocol, and thereafter e

cash payments are piggybacked on IP datagrams sent to the router 5 (from where they 
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are sent to the control point). Reminder and Request for Immediate Payment messages 

can be sent from the router 5 to the mobile host 1. 

It will be appreciated that in the scenario described above, the DHCP server does not 

require any modification to implement the invention. However, in order to facilitate 

time-based charging, a modification may be required to the DHCP server. This talces 

advantage of the fact that IP addresses allocation by the DHCP server normally have a 

limited lifetime. After a lifetime has expired, the mobile host must renew the IP address 

allocation. E-cash payments in respect of IP address renewals may be piggybacked on 

DHCP address renewal messages. 

Two new control messages are required; an Open Route message and a Close Route 

message. These messages are sent from the DHCP server ( acting as control point for 

the IP router) to the router to tell the router either to accept or discard datagrams 

received from ( or sent to) the mobile host. This scenario requires that e-cash 

functionality be incorporated into the DHCP server, with "opening" and "closing" route 

functionality ,being incorporated into the router. Figure 5 illustrates the modified 

scenario. 

The system described above works satisfactorily whilst a mobile host remains within 

one homogeneous network. However, it does not by itself provide for ''roaming" 

between different types of access networks or between networks operated by different 

operators. When a mobile host .. de-registers" with one network and registers with a 

new network, there is no mechanism for forwarding Internet datagrams, addressed to the 

old network, to the new network as the communication channel between the mobile host 

and the old network no longer exists. It is therefore necessary to open a new 

communication channel between the mobile host and the new network. All datagrams 

addressed to the old network and not yet received by the mobile host are lost as a result 

of this channel change. This is obviously not feasible for applications such as voice 

over IP or video telephony, and may also cause real problems for other applications 

such as www browsers and file transfers. 
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A mobile Internet access protocol (IPv6) which provides for roaming is currently being 

standardised by the Internet Engineering Task Force (IETF). This protocol makes use 

of a "home agent'', located in a mobile host's home network (i.e. the network to which 

the mobile host subscribes), to keep track of the host when it leaves the home network. 

A mobile host is fixedly allocated an Internet address ( or name) corresponding to the 
-

home network. 

When a mobile host is registered with its home network, the functionality of the 

network's home agent is off for that host (i.e. the host is "deregistered" with the home 

agent) so that the home agentdoes not alter the flow of datagrams from the Internet to 

the network's router and the mobile host. When the mobile host leaves its home 

network and contacts a foreign network (FN), the host is allocated a temporary IP 

address by the foreign network. The mobile host then transmits the received Internet 

address to the home network's home agent, together with a registration instruction. The 

home agent registers the new status of the mobile host and records the newly allocated 

Internet address as a "care-of-addressn for the host. Whenever the mobile host registers 

with a new foreign network, a new care-of-address is sent to the home network's home 

ag~t to replace the previously registered care-of-address. 

It will be appreciated that, as a mobile host has a fixed Internet address allocated to it, 

datagrams destined for the host will at least in the first instance be sent to the home 

network (the mobile host may subsequently issue a Binding Update notification to the 

Correspondent host allowing direct communication between the two hosts). If a mobile 

host has an active Internet connection when it passes from its home network to a foreign 

network, and a datagram destined for the host subsequently arrives at the home network, 

the home agent determines that the mobile host is registered with a foreign network and 

forwards the datagrams to the registered care-of-address. Similarly, if a mobile host 

initiates a new Internet access when registered with a foreign network, the host 

continues to use its allocated Internet address. The home agent has already received the 

care-of-address and can again forward datagrams destined for the mobile host to the 

foreign network for transfer to the host. 
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The functionality described above may be implemented in embodiments of the present 

invention by temporarily allocating a home agent in an access network to a mobile host, 

where that host has been authorised to use the access network by the payment of e-cash 

or the like. The allocated home agent acts like a normal home agent for the host, except 

that when the connection is terminated, e.g. because a payment runs out, the mobile host 

is deleted from the set of mobile hosts serviced by the home agent. In order to enable 

correspondent hosts to be able to communicate with a mobile host making use of a 

dynamically allocated home agent, use is made of a Domain Name System (DNS) 

server in the Internet which provides a "real" home for the mobile host. The DNS 

server is notified of the temporary addresses of mobile hosts (which subscribe to the 

service offered by the DNS server) and maps these to respective permanent IP names of 

the mobile hosts ( e.g. mymobile.dnsserver.com). 

With reference to Figure 6, the following four steps can be identified in establishing a 

connection between a mobile host (MH) and a correspondent host (CH). The mobile 

host attaches (step 1) to the access network via an access point (AP1) as described above 

with reference to Figures 1 to 5 (where the access point is a router). The mobile host is 

allocated a home agent (HA) which is notified of the IP address temporarily allocated to 

the mobile host. The mobile host notifies (step 2) the DNS (to which it subscribes) of 

the temporary address which it has been allocated. The DNS maps this address to a 

permanent IP name of the mobile host. 

A correspondent host sends (step 3) an IP address discovery message to the DNS server, 

the message including the mobile host's IP name ( e.g. mymobile.dnsserver.com). The 

DNS server identifies the current temporary address of the mobile host. The DNS 

server then returns a message to the correspondent host advising it of the temporary IP 

address of the mobile host. Once the correspondent host is aware of the temporary 

address of the mobile host, communication (step 4) can begin between the mobile host 

and the correspondent host. 

Two roaming scenarios which make use of the hoiµe agent are illustrated in Figures 7 

and 8. In Figure 7, a mobile host moves (step 1) within the same access network. As a 

result of this move, the host connects (step 2) to a new access point (AP2) and receives a 
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new temporary IP address. The mobile host notifies (step 3) the home agent of its new 

temporary address. When a correspondent host sends an IP address discovery message 

to the DNS server, as the DNS server has not been updated with the new temporary IP 

address of the mobile host, but rather still retains the original temporary IP address 

(allocated by AP1), the correspondent host is notified of the old temporary IP address 

and thereafter communicates (step 5) directly with the home agent. The home agent 

handles the routing of received packets to the mobile host by mapping the old 

temporary address to the new temporary address. The mobile host may subsequently 

communicate directly (step 6) with the correspondent host in the event that the former 

send a Binding Update message to the latter. When a mobile host is allocated a new 

temporary address during an ongoing IP communication, a Binding Update message 

may be used to inform the correspondent host of the new address. 

In the scenario of Figure 8, the mobile host roams ( step 1) from a first to a second 

access network. Assuming that the mobile host has been authorised for such roaming 

by the first access network, the home agent allocated to the mobile host in the first 

network remains responsible for the host even after it has entered the second network. 

Thereafter, steps 2 to 6 for the scenario of Figure 8 are substantially the same as for the 

scenario of Figure 7, with datagrams from the correspondent host being routed through 

the home agent of the first network in the first instance. In this scenario, the mobile 

host may be required to make an additional payment to the new access network in order 

to enable it to make use of the available IP services. 

It will be appreciated by the person of skill in the art that various modifications may be 

made to the above described embodiments without departing from the scope of the 

present invention. For example, whilst the above description assumes that the IP 

address allocation procedure is initiated by the sending of a Router Solicitation message 

from the mobile host to an IP router, it is possible that the process may be initiated by 

receipt at the mobile host of a broadcast Router Advertisement message. Rather than 

send a Router Solicitation message, the mobile host merely listens for Router 

Advertisement messages which are broadcast periodically be the access network. 
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Claims 

1. A method of authorising an Internet Protocol (IP) enabled mobile host to access 

the Internet via an access network, the method comprising: 

negotiating an IP address between the mobile host and the access network and/or 

other hosts attached to the access network; 

sending electronic cash or other authentication message from the mobile host to 

a control point within the access network; and 

confirming at the control point the authenticity of said electronic cash or 

authentication message and, providing that confirmation is made, sending an 

authorisation message from the control point to an IP node, 

wherein the IP node blocks the transmission of IP packets between the mobile 

host and the Internet prior to receipt of said authorisation message and permits the 

passage of IP packets only after an authorisation message has been received. 

2. A method according to claim 1, wherein said step of negotiating an IP address is 

carried out in response to the sending of an IP access request from the mobile host to 

said IP node within the access network. 

3. A method according to claim 1 or 2 and comprising routing IP data packets at 

said IP node. 

4. A method according to claim 3 and comprising carrying out a protocol 

conversion at the IP node between the carrier protocol used by the access network, and 

that used by the Internet. 

5. A method according to any one of the preceding claims and comprising, upon 

receipt of the access request at the IP node, returning from the IP node to the mobile 

host an IP address prefix. 
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6. A method according to any one of claims 1 to 4, wherein said step of negotiating 

comprises carrying out a negotiation between the mobile host and a DHCP server of the 

access network. 

7. A method according to any one of the preceding claims, wherein the access 

network is a wireless Local Area Network (LAN), Wide Area Network (WAN), UMTS 

network or GSM network. 

8. A method according to any one of the preceding claims, wherein, upon receipt 

of electronic cash at the control point, the control point contacts a bank, or other 

electronic cash provider, to authenticate and ensure the sufficiency of the received 

electronic cash and, providing that the bank or cash provider returns a confirmation or 

authentication message to the control point, the control point sends the authorisation 

message to the IP node in order to allow the passage of IP data packets between the 

mobile host and the Internet. 

9. A method according to any one of the preceding claims and comprising 

incorporating electronic cash payments into IP packets sent from the mobile host to the 

control point. 

I 0. A method according to any one of the preceding claims, wherein said IP node is 

an IP router. 

11. A method according to claim 9, wherein the IP router is co-located with the 

control point. 

12. A method according to claim 9, wherein said control point is co-located with a 

DHCP server, the DHCP server allocating an IP address to the mobile host during the IP 

address negotiation. 

13. A method according to any one of the preceding claims and comprising 

temporarily allocating to the mobile host a home agent located in the access network. 
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14. A method according to claim 13, wherein the allocation of the home agent exists 

for the duration of the Internet connection. 

15. A method according to any one of the preceding claims and comprising 

informing an Internet server of the IP address allocated to the mobile host, the server 

maintaining a mapping between mobile host identities and temporary IP addresses for 

subscribing mobile hosts. 

16. A method according to claim 15, wherein the Internet server is a Domain Name 

Server (DNS). 

17. A method according to any one of claims 1 to 14 and comprising informing an 

-. · Internet server of the location of the mobile host, the server maintaining a mapping 

between mobile host identities and locations for subscribing mobile hosts. 

18. According to a seco:id aspect of the present invention there is provided 

apparatus for use in enabling an Internet Protocol (IP) enabled mobile host to access the 

Internet, the apparatus comprising: 

means for conducting a negotiation between the mobile host and the access 

network and/or other hosts attached to the access network to allocate a mobile address 

to the mobile host; and 

a control point within the access network for receiving electronic cash or other 

authentication message sent from the mobile host and for confirming the authenticity of 

the sent electronic cash or authentication message and, providing that confirmation is 

made, for sending an authorisation message to an IP node, 

the IP node being arranged in use to block the transfer of messages between the 

mobile host and the Internet prior to receipt of an authorisation message from the 

control point and being arranged to allow the transfer upon receipt of the authorisation 

message. 
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Description uplink band 62 and downlink band 64. The E band 
includes uplink band 66 and downlink band 68. Like
wise, band F includes uplink band 70 and downlink 
band 72. The uplink and downlink bands of bands D, E 

Background of the Invention 

Field of the Invention 

The present invention relates to communications; 
more specifically, communications in a multi-service 
provider environment. 

5 and Fare approximately 10 MHz wide each. It should 
be noted that with the cellular and PCS frequency 
bands, it is possible to have as many as eight different 
wireless communication service providers in a particu
lar area. 

10 Each of the different cellular and PCS bands con-
Description of the Related Art sist of control channels and communication channels in 

both the uplink and downlink direction. In the case of 
analog cellular bands, there are 21 control channels for 
both the "a" and "b" bands. Each of the control channels 

FIG. 1 illustrates a portion of the radio frequency 
spectrum. Frequency range 10 centered around 800 
MHz has historically been known as the cellular fre
quency range and frequency range 12 centered about 
1900 MHz is a newer defined frequency range associ
ated with personal communication services (PCS). 
Each range of frequencies, i.e., the cellular and PCS, 

15 include an uplink and a downlink portion. The control 
channels transmit information such as an SOC (System 
Operator Code), an SID (System Identifier Code), pag
ing information call setup information and other over-

are broken into two portions. In cellular frequency range 20 

10, there is uplink portion 14 which is used for commu
nications from a mobile communication device to a base 
station such as a cellular base station. Portion 16 of cel
lular frequency range 1 0 is used for downlink communi
cations, that is, communications from a cellular base 25 

station to a mobile communication device. In a similar 
fashion, Portion 18 of PCS frequency range 12 is used 
for uplink communications, that is, communications 
from a mobile communication device to a base station. 
Portion 20 of PCS frequency range 12 is used for down- 30 

link communications. i.e .. communications from a base 
station to a mobile communication device. 

Each of the frequency ranges are broken into 
bands which are typically associated with different serv

head information such as information relating to 
registering with the mobile communication system. The 
portion of the cellular band's spectrum not occupied by 
the control channels is used for communication chan
nels. Communication channels carry voice or data com
munications, where each channel consists of an uplink 
and downlink communications link Presently there are 
several cellular communication standards. An analog 
standard known as EIA/TIA 553 was built upon the 
AMPS (Advanced Mobile Phone Service) standard. 
This standard supports 21 analog control channels 
(ACC) and several hundred analog voice or traffic chan
nels (AVG). A newer standard is the EIA/TIA IS54B 
standard which supports dual mode operation. Dual 
mode operation refers to having an analog control chan
nel, and either an analog voice/traffic channel or a dig-

35 ital traffic channel (DTC). The AVC or OTC are used for 
actual communications, and the ACC is used to transfer 

ice providers. In the case of cellular frequency range 10, 
frequency bands 30 and 32 are designated band "a" for 
uplink and downlink communications, respectively. In a 
particular geographic area, a cellular service provider is 
assigned frequency band "a" in order to carry out 
mobile communications. Likewise, in the same gee- 40 

graphic area another cellular service provider is 
assigned frequency bands 34 (uplink) and 36 (downlink) 
which are designated band "b". The frequency spec
trums assigned to the service providers are separated 
so as to not interfere with each other's communications 45 

and thereby enable two separate service providers to 
provide service in the same geographic area. Recently, 
the US Government auctioned the PCS frequency 
spectrum to service providers. As with the cellular fre
quency range, the PCS frequency range is broken into 50 

several bands where a different service provider may 
use a particular frequency band for which it is licensed 
within a particular geographical area. The PCS bands 
are referred to as A, B, C, D, E and F The A band 
includes uplink band 50 and downlink band 52. The B 55 

band includes uplink band 54 and downlink band 56. 
Band C includes uplink band 58 and downlink band 60. 
Each uplink and downlink band of the A, B and C bands 
are approximately 30 MHz wide. The D band includes 

2 

information relating to, for example, call set-ups, service 
provider identification, and the other overhead or sys
tem information. 

A newer standard, the E IA/TIA IS 136 standard sup
ports communications covered by both analog and dual 
mode cellular, and also includes a totally digital commu
nication scheme which was designed for the PCS fre
quency bands A-F and cellular frequency bands "a" and 
"b". This standard allows for a digital traffic channel 
(DTC) and a digital control channel (DCCH). In the case 
of the OTC, not only is the voice or data communicated, 
but in addition, a digital channel locator (DL) is transmit
ted in the OTC. The DL enables a mobile communica
tion device that locks onto the DTC to use the 
information in the DL to locate a DCCH for purposes of 
obtaining information such as the SOC, SID, paging 
information, and other system overhead information 
carried on the digital control channel. 

When a mobile communication device such as a 
mobile telephone attempts to register with the service 
provider, it locks onto a control channel and reads infor
mation such as the SOC and SID. If the SOC and/or SID 
correspond to a service provider with which the user 
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has a communication services agreement, the tele
phone may register with the service provider's mobile 
communication system via the up-link control channel. 

Summary of the Invention 

An embodiment of the present invention provides a 
method for locating a particular or desirable communi
cations service provider in an environment having a plu
rality of service providers. After power-up, a mobile 
communications device such as a cellular telephone, 
checks the most recently used control channel to deter
mine whether an optimal service provider is available on 

FIG. 2 illustrates a map of the United States illus
trating cities such as Seattle, Chicago and Washington, 5 

DC. For example, in Seattle frequency band A has been 
licensed to SOC (Service Operator Code) 001 with a 
SID of 43 and band C has been licensed to SOC 003 
with a SID of 37. In Chicago, suppose that frequency 
band C has been licensed to SOC 001 with a SID equal 10 that channel. If an optimal service provider is not availa

ble or if that channel is not available, the mobile commu
nication device performs a search through frequency 
spectrum in a pre-determined order until an optimal or 
acceptable service provider is located. 

to 57, and that band B has been licensed to SOC 003 
with a SID of 51. In Washington, DC suppose that fre
quency band "a" has been licensed to a SOC 001 with 
a SID of 21, and that band A has been licensed to SOC 
003 with a SID of 17. It should be noted that the same 
SOC may be found in several different locations 
although on different frequency bands. It should also be 
noted that the same SOC will be associated with differ-

15 

ent SIDs in each geographical area and that in the same 
geographic area different service providers have differ- 20 

ent SIDs. If a particular subscriber to a wireless tele
communication service has an agreement with a 
service provider having a SOC of 001, that subscriber 
would prefer to use systems with a SOC of 001 because 

In another embodiment of the invention, the fre
quency spectrum is searched in a predetermined order 
that changes based on information entered by a mobile 
communication device distributor or mobile communica-
tion device user. In yet another embodiment of the 
invention, the pre-determined order for searching the 
spectrum for service providers is updated by over the air 
programming. In still another embodiment of the 
present invention, the pre-determined order for search
ing is based on the mobile communication device's 

the subscriber is likely to receive a less expensive rate. 
When the subscriber is in Seattle he/she would prefer to 

25 operational history. 

be on band A, and if in Chicago on band C, and if in 
Washington, DC on band "a". The above described sit
uation presents a problem for a wireless communication 
service subscriber. As a subscriber moves from one 30 

area of the country to another, the telephone when 
turned on. searches for the "home" service provider, or 

In yet another embodiment of the present invention, 
the communication device tunes to a first frequency 
band and receives a geographic identifier from the serv
ice provider operating in the first frequency band. The 
received geographic identifier is compared to a listing of 
stored geographic identifiers in order to attempt to 
locate a matching stored geographic identifier. Each of 
the stored geographic identifiers are associated with a 
desirable frequency band having a desirable service 

the service provider with which the subscriber has a 
pre-arranged agreement. If for example, the subscriber 
travels from Seattle to Chicago, when turning the phone 
on in Chicago, the phone will search through the differ
ent bands of the spectrum to identify the service opera-
tor with the code 001 in order to find the desired service 
provider. 

35 provider. If comparing the received geographic identifier 
with the matching stored geographic identifiers does not 
produce a match, frequency bands are examined until a 
second frequency band having a desirable service pro
vider is located. The listing of stored geographic identifi-

In order to find a particular service provider, the 
phone may have to search through both the "a" and "b" 
cellular bands, and through the eight PCS bands. It 
should be recalled that there are up to 21 different ACCs 

40 ers is then updated so that the second frequency band 
is associated with the received geographic identifier. 

in each of the "a" and "b" cellular bands. It may be nec
essary to check 42 ACCS in order to find an ACC from 45 

which a SOC or SID may be obtained. Additionally, 
searching for a particular SOC or SID in PCS bands A 
through F is particularly time consuming. The digital 
control channels (DCCHs), which contain the SOC and 
SID, are not assigned to specific frequencies within a 50 

particular PCS band. As a result, the mobile communi
cation device may find it necessary to search through 
the spectrum of each PCS band looking for a DCCH, or 
an active OTC that has a digital channel locator (DL) 
which will direct the mobile communication device to the 55 

DCCH. As illustrated above, the process of searching 
for a particular service provider is laborious and may 
require a period of time on the order of several minutes. 

3 

Brief Description of the Drawings 

FIG. 1 illustrates the frequency spectrum used for 
wireless communications; 
FIG. 2 illustrates service areas within the United 
States; 
FIG. 3 is a block diagram of a mobile communica
tion device; 
FIG. 4 is a flow chart illustrating a spectrum search
ing routine; 
FIG. 5 is a flow chart illustrating the global spectrum 
search routine; 
FIG. 6 is a flow chart illustrating a periodic search 
routine; 
FIG. 7 is a flow chart illustrating a received signal 
strength search routine; 
FIG. 8 illustrates a search schedule; 
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FIG. 9 illustrates a prioritized list of service provid
ers; and 

FIG. 10 illustrates a list of geographic identifiers 
and prioritized desirable frequency bands. 

Detailed Description of the Invention 
5 

was optimal, step 34 is executed where system 14 
attempts to lock onto the control signal of the service 
provider. If the lock is unsuccessful, which may indicate 
that that control channel is no longer available or out of 
range, the global spectrum search is executed. If a lock 
is successful, step 36 is executed. In step 36, it is deter
mined whether the control channel contains the SOC or 
SID of an optimal service provider. Once again, this is 
determined by comparing the SOC or SID from the con-

FIG. 3 illustrates a block diagram of a mobile com
munication device such as a cellular telephone or per
sonal communication device. Mobile communication 
device 1 O includes transceiver 12 which sends and 
receives signals from antenna 14. Mobile communica-
tion device 10 is controlled by control system 14 which 
may include a microprocessor or a microcomputer. 
Control system 14 uses memory 16 for storing pro
grams that are executed and for storing information that 

10 trol signal with a list of optimal service provider SOCs or 
SIDs. If the SOC or SID does not belong to that of an 
optimal service provider, the global spectrum search 33 
is executed and the identity of the frequency band in 
which the non-optimal SOC or SID was located is 

is entered by the user, the distributor, the communica-

15 passed to global search routine 33 so as to avoid 
unnecessarily searching this portion of the spectrum 
again. If in step 36 it is determined that an optimal serv
ice provider has been located, step 38 registers com
munication device 1 O with the service provider. Step 40 

tion services provider or the manufacturer. Information 
such as user preferences, user telephone numbers, 
preferred service provider lists and frequency search 20 

schedules are stored in memory 16. Memory 16 may 
include storage devices such as random access mem-

is an idle state where control system 14 simply monitors 
the control channel of the service provider for communi
cation system overhead information and for paging 
information that may indicate a incoming communica
tion. While in idle state 40, a timer is activated which 

ory (RAM), read only memory (ROM) and/or program
mable read only memory (PROM). A user 
communicates with control system 14 via keypad 18. 
Control system 14 communicates information to the 
user via display 20. Display 20 may be used to display 
information such as status information and items such 
as telephone numbers entered via keypad 18. Sound 
information to be transmitted from the mobile communi
cation device 10 is received via microphone 22, and 
sound communications received by mobile communica-

25 permits a low-duty cycle search to be performed if the 
phone is presently registered in a non-optimal service 
provider system. This situation may arise if global spec
trum search 33 provides a preferred but not optimal 
service provider. Periodically, such as every 5 minutes, 

tion device 1 O are played to the user via speaker 24. 

30 step 42 is executed to determine whether the non-opti
mal flag has been set, if the non-optimal flag is not set, 
control system 14 returns to idle step 40. If the non-opti
mal has been set, step 42 leads to the execution of peri
odic search routine 44 where a search is conducted in After initially powering-up, a mobile communication 

device locates a service provider and registers with the 35 

service provider. Recalling FIG. 1, service providers are 
located at a plurality of frequency bands across the 
radio spectrum. In order to find a service provider, the 
communication device searches the spectrum to find 
service providers. The communications device exam- 40 

ines received service provider code e.g., SOCs (Service 
Operator Code) or SIDs (System Identification Code) to 
determine whether the service provider is an optimal, 
preferred or prohibited service provider. 

order to attempt to locate an optimal service provider. If 
periodic search routine 44 produces an optimal service 
provider, the non-optimal service provider flag is cleared 
and the mobile communication device registers with the 
optimal service providers while executing periodic 
search routine 44. The mobile communications device 
then enters a idle state by executing step 40. If an opti
mal service provider is not located in routine 44, control 
system 14 returns to an idle state by executing step 40. 

FIG. 5 illustrates a flowchart of global spectrum 
FIG. 4 illustrates a process or program that control 

system 14 executes in order to find a desirable service 
provider. After power-up, step 30 is executed to initialize 

45 search routine 33 which is executed by control system 
14. At step 60 it is determined whether the last control 
channel used by the mobile communication device was 
a personal communication services related control a non-optimal flag by clearing the flag. Step 32 deter

mines whether the last service provider, that is, the 
service provider used before powered down, was an 50 

optimal service provider. This is determined by checking 
the SOC or SID of the last service provider and deter
mining whether that service provider's SOC or SID cor
responds to the SOC or SID of an optimal service 
provider. The SOC or SID of the last service provider 55 

and a list of optimal and preferred service providers is 
stored in memory 16. If in step 32 it is determined that 
the prior service provider was not optimal, a global 
spectrum search is executed. If the last service provider 

4 

channel, that is, a control channel in the bands A 
through F. If the last control channel was not a PCS con
trol channel, step 62 is executed. In step 62 it is deter-
mined whether the mobile communication device can 
lock onto, or receive and decode the last ACC (Analog 
Control Channel) that was used. If the mobile communi
cation device can successfully lock onto the last ACC, 
step 64 is executed. If the communication device cannot 
lock onto the last ACC, step 66 is executed. In step 66, 
an RSS (Received Signal Strength Scan) is performed. 
This step involves the mobile communication device 
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tuning to each of the 21 ACCs associated with the cellu-
lar band of the last used ACC, and attempting to lock 
onto the strongest received signal. In step 68, it is deter
mined whether a lock has been achieved. In step 68 if a 
lock is not obtained, a predetermined search schedule 5 

is executed in order to find a service provider; if in step 
72 a lock is obtained, step 64 is executed where the 
SOC or SID obtained from the control channel is com
pared to a list of optimal SOCs or SIDs. In step 70 if the 
received SOC or SID is associated with an optimal serv- 10 

ice provider, step 72 is executed where the mobile com
munication device clears the non-optimal flags, 
registers with the communication service provider, and 
then enters an idle state by executing step 40 of FIG. 4. 
If, in step 70 it is determined that an optimal service pro- 15 

vider SOC or SID was not received, step 74 is executed 
where the identity of the frequency band just searched 
is stored in memory 16. Step 78 is executed after step 
74, after 68 if a lock is not obtained, or after step 60 if 
the last control signal was from a PCS frequency band. 20 

In step 78, a search schedule is downloaded using a 
master search schedule. When downloading the search 
schedule in step 80, frequency bands previously 
searched are removed from the downloaded schedule 

with an optimal service provider. If the SOC or SID is 
associated with an optimal service provider, step 92 
clears the non-optimal flag and step 96 registers the 
mobile communication device with the service provider. 
After step 96, the communication device enters the idle 
state in step 40 of FIG. 4. If in step 92 it is determined 
that the SOC or SID does not belong to that of an opti
mal service provider, step 94 is executed where the 
SOC or SID is stored in memory 16 indicating whether 
the SOC or SID was at least a preferred rather than a 
undesirable or prohibited service provider with the spec
tral location of the SOC's or SID's control channel. In 
step 96 the search pointer that identifies the band being 
searched is advanced to identify the next band in the 
schedule for searching. In step 98 it is determined 
whether the pointer has reached the end of the search 
schedule. If the end of the search schedule has not 
been reached, step 82 is executed to perform mother 
received signal strength search routine as discussed 
above, and if the last frequency band has been 
searched, step 100 is executed. In step 100 the mobile 
communication device registers with the best stored 
SOC or SID, that is, an SOC or SID that has at least 
been associated with a preferred service provider. The 

so as to avoid searching bands that have already been 
searched. For example, bands searched in the search 
routine discussed with regard to FIG. 4 and the cellular 
band search discussed with regard to step 74 are 
removed from the search schedule. After the modified 
search schedule has been loaded, a search pointer is 
initialized to point to the first band identified by the mod
ified search schedule. The first band identified on the 
modified schedule is searched with regard to received 
signal strength (RSS) in step 79's RSS routine. In the 
case of bands "a" and "b", the ACC with the strongest 
signal is selected. In the case of the PCS bands, that is 
the bands A through F, 2.5 MHz sections of each band 

25 best service provider can be identified by comparing the 
stored SOCs or SIDs with a list of preferred SOCs or 
SIDs. The list of preferred socs or SIDs can include the 
optimal SOC(s) or SID(s) and a prioritized list of pre
ferred SOCs or SIDs where the higher priority will get 

30 preference for registration. The listing also includes 
undesirable or prohibited SOC(s) or SID(s) that are 
used only in emergencies (e.g., 911 calls) or if the user 
enters an override command. After registering with the 
service provider in step 100, step 102 is executed to set 

35 the non-optimal flag, and then step 40 of FIG. 4 is exe
cuted where the mobile communication device enters 
the idle state. 

are searched in 30 kilohertz steps. The mobile commu
nication device tunes to the strongest signal that 
crosses a minimum threshold, e.g., -110dBm, within the 40 

2.5 MHz band being examined. In step 80 it is deter
mined whether the signal is valid, that is, conforms to 

It should be noted that the searching operation of 
FIGs. 4 and 5 may be carried out in a simplified manner. 
With regard to FIG. 4, control system 14 may execute 
step 33 after step 30 while always skipping steps 32, 34, 
36 and 38. With regard to FIG. 5, control system 14 may 
start the global spectrum search with step 78 while one of the above mentioned standards. If it is not valid, 

the search pointer is incremented in step 96, and if the 
signal is valid, step 82 is executed. In step 82 it is deter- 45 

mined whether the signal is a ACC. If the signal is an 
ACC, the SOC or SID is decoded in step 90. If the signal 

always skipping steps 60-74. 
FIG. 6 illustrates a flowchart for the periodic search 

routine executed by control system 14. In step 120 it is 
determined whether the periodic search flag has been 
set. If the periodic search flag has not been set, step 
122 is executed where periodic search flag is set and 

is not an ACC, step 84 determines whether the received 
signal is a digital traffic channel (OTC) or a digital con-
trol channel (DCCH). If the signal is a DCCH the SOC or 
SID is extracted in step 90. If it is determined that the 
received signal is a OTC, step 86 is executed where the 
DL (digital channel locator) is extracted to identify the 
location of the DCCHs associated with the OTC that has 
been received. In step 88, the mobile communication 
device tunes to the strongest DCCH of the digital control 
channels identified by the DL. In step 90, the SOC or 
SID of the received DCCH is extracted and in step 91, it 
is determined whether the SOC or SID is associated 

50 the search schedule is initialized by loading the master 
search schedule into the search schedule used by the 
periodic search routine; however, the frequency band 
currently being received is not included in the search 
schedule used for the periodic search routine. Step 122 

55 also sets a search pointer to the first band in the search 
schedule. In step 124 a received signal strength search 
(RSS) routine is conducted. As in step 79 of the global 
spectrum search routine of FIG. 5, step 124 is a RSS 
routine of any PCS and cellular bands that are in the 

5 
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search schedule. In the case of a cellular band search, 
the 21 ACCs are searched using a received signal 
strength search i.e., the transceiver tunes to the strong
est ACC. In the case of a PCS frequency band search, 
as discussed earlier, each band is broken into segments 5 

of approximately 2.5 MHz where a search of each seg
ment is conducted in 30 kilohertz steps. The strongest 
signal within the 2.5 MHz segment and above a mini
mum threshold, such as -110dBm, is selected. In step 
126 the selected signal is examined to determine if it is 10 

valid by conforming to one of the previously referenced 
standards. If the signal is invalid, step 144 is executed 
and if the signal is valid, step 129 is executed. Step 129 
determines whether the signal is an ACC. If the signal is 
a ACC. step 130 is executed when the SOC or SID is 15 

extracted and if the signal is not a ACC. step 132 is exe
cuted. Step 132 determines whether a OTC signal has 
been received. If the signal is not a OTC signal (there-
fore it is a DCCH signal), step 130 is executed to extract 
the SOC or SID from the DCCH signal. If in step 132 it 20 

is determined that a OTC has been received, step 134 
is executed to extract the DL to enable tuning to a 
DCCH. In step 136 a received signal strength search is 
conducted of the DCCHs where the strongest signal is 
selected, and then step 130 is executed to extract an 25 

SOC or SID from the signal. In step 138 it is determined 
whether the SOC or SID is a optimal SOC or SID. If the 
SOC or SID is optimal, step 140 clears the non-optimal 
flag and in step 142 the mobile communication device 
registers with the service provider associated with the 30 

optimal SOC or SID. Step 40 of FIG. 4 is then executed 
to enter the idle state. If in step 138 it is determined that 
the SOC or SID was not a optimal service provider, step 
144 is executed. In step 144 the search pointer is incre
mented to the next band to be searched. In step 146, it 35 

is determined whether the entire search schedule has 
been completed. If the schedule has not been com
pleted, step 40 is executed so that the mobile communi
cation device can be returned to the idle state. If in step 
146 it is determined that the search schedule has been 40 

completed, step 148 clears the periodic search flag and 
then step 40 is executed so that the mobile communica
tion device can enter the idle state. 

nal. In step 180 it is determined whether the signal 
being received is greater than a threshold. If the signal 
is greater than the threshold, step 182 is executed, if the 
signal is not greater than the threshold, step 184 is exe
cuted. In step 182 it determined whether the received 
signal strength is greater than the signal strength value 
stored in the search scratch pad. If the received signal 
is not greater, then step 184 is executed. If the received 
signal strength is greater, step 186 is executed and the 
present signal strength is recorded in the search scratch 
pad with the received signal's location in the spectrum. 
In step 184, transceiver 12 is tuned to a frequency 30 
kilohertz higher than the frequency at which it was 
tuned. Step 188 determines whether the new frequency 
extends beyond the 2.5 MHz band currently being 
searched. If the new frequency does not exceed the 2.5 
MHz band, step 180 is executed to once again examine 
received signal strength relative to the signal strength or 
amplitude value stored in the search scratch pad. If in 
step 188 it is determined that the 30 kilohertz increment 
extends beyond the 2.5 MHz band being examined, 
step 190 is executed. In step 190, the transceiver tunes 
to the signal location specified in the search scratch 
pad. If the signal is a valid signal and can be decoded, 
the RSS routine is exited. If the signal is not valid or can
not be decoded, (e.g., the signal does not conform to 
the above-referenced standards) step 192 is executed. 
In step 192, the transceiver is tuned to the beginning of 
the next 2.5 MHz band within the PCS band being 
searched. Step 194 determines whether the new 2.5 
MHz band extends beyond the PCS band currently 
being searched. If the new increment extends beyond 
the PCS band being searched, the periodic search rou
tine is exited. If the 2.5 MHz increase does not result in 
extending beyond the PCS band being searched, step 
196 is executed. In step 196, the search scratch pad 
containing signal strength measurements and signal 
location information is cleared to prepare for searching 
another band. After step 196, step 180 is executed as 
described above. 

FIG. 8 illustrates a master search schedule. The 
master schedule is used to initialize search schedules 
used in the above described search routines. The mas
ter search schedule is stored in a memory such as FIG. 7 illustrates a flow chart of the RSS routine or 

received signal strength search routine which is carried 
out, for example, in steps 79 of FIG. 5 and 124 of FIG. 
6. Step 170 determines whether the band being 
searched is one of the "a" or "b" cellular bands. If a eel-

45 memory 16. The master search schedule can be initially 
programmed by the mobile communication device's 
manufacturer, distributor or user. It should be noted that 
the first location in the search schedule is left unpro-

lular band is being searched, step 172 is executed 
where the 21 ACCs are searched to determine which is 50 

the strongest, the strongest ACC is tuned to by trans
ceiver 12 under the control of control system 14 and 
then the RSS routine is exited. If in step 170 it is deter
mined that a cellular band is not being searched, step 
178 tunes transceiver 12 to the beginning of the first 2.5 55 

MHz band in the PCS band being searched. Step 178 
also clears a search scratch pad memory location in 
memory 16. The search scratch pad is used to record 
the amplitude or strength and location of a received sig-

6 

grammed. If left blank, the blank is ignored when initial
izing the search schedules for the search routines. It is 
desirable for the first location to be programmed with the 
band in which the user's home service provider resides. 
For example, if the user has a service agreement with a 
service provider who is licensed to operate in PCS band 
B within the SID or geographical area in which the user 
most frequently is located, band Bis programmed into 
the first slot of the master search schedule. If, for exam
ple, band B is programmed in the first slot, the slot orig
inally containing band B is made blank. This avoids 
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searching the same band twice. It should also be noted 
that the user can vary the master search schedule 
through keypad 18. Additionally, the master search 
schedule may be reprogrammed using signals received 
over the wireless communication channel. For example, 5 

the mobile communication device may be restricted to 
accepting new programming for the master search 
schedule only from a service provider transmitting the 
home SID and an optimal SOC. It is also possible to 
accept over the air programming if the service provider 10 

sends a prearranged code. It is desirable to restrict the 
over the air programming through the use of codes, 
home SIDs and/or optimal SOCs to avoid unintentional 
or undesirable altering of the master search schedule. 
Over the air programming may be implemented using 15 

for example, logical sub-channels of a digital control 
channel. The logical sub-channels have the capability to 
transmit data addressed to a particular mobile commu
nication device and to receive data, such as confirma-

signal associated with the band to obtain a geographic 
identifier such as a SID. The communication device then 
accesses the table of FIG. 10 in order to determine 
which frequency band has a desirable service provider. 
For example, if the device received a geographic identi
fier such as 51, the table of FIG. 10 instructs the com-
munication device to tune to frequency band C for the 
most desirable service provider. The communication 
device then tunes to frequency band C and attempts to 
register with the service provider operating on fre
quency band C. If for some reason the device is unsuc-
cessful in registering with a service provider on 
frequency band C, the next highest priority frequency 
band may be used. In the case of SID 51, the next most 
desirable frequency band is cellular band 'b". Once 
again, the communication device will tune to the fre-
quency specified by the table and attempt to register 
with the service provider operating on that frequency 
band. The table of FIG. 1 O offers the frequency bands in 

tion data, from the mobile communications device. 

When the search schedules are initialized using the 
master search schedule, it is also possible to precede 
the first location in the master search schedule with 
other frequency bands based on, for example, the prior 
history of the mobile communication device's use. For 
example, the first location searched may be the location 
where the phone was last turned off (powered down) or 

20 a prioritized order. The frequency bands listed to the far 
left are the optimal or most desirable frequency bands, 
i.e., the frequency bands with the optimal or most desir
able service provider. Frequency bands listed further to 
the right decrease in desirability or priority until prohib-

the location where the phone was last turned on (pow
ered up). 

25 ited frequency bands are listed at the far right. Prohib
ited frequency bands may be used in emergency 
situations or when overridden by the operator of the 
communication device. 

FIG. 9 illustrates a table stored in memory 16 defin
ing the optimal service provider's SOC and SIDs, and 
preferred service provider's SOCs and SIDs. The SOC 
or SID with the lowest number has the highest priority 

30 

The table of FIG. 10 may be programmed into 
memory 16 of the communication device by the device 
manufacturer, by the distributor or by the user via the 
keypad. It is also possible to program the table of FIG. 
1 O using over the air programming in a manner similar 
to that which was used for programming the search and is preferred over service providers with higher num

bers and therefore a lower priority. For example, an 
SOC or SID with a priority level 2 would be preferred 
over an SOC or SID with a priority level of 5. The table 
may also include SOCs or SIDs that are undesirable or 
prohibited. In the case of SOCs or SIDs that are prohib-

35 schedule of FIG. 8 or the prioritized table of service pro
viders of FIG. 9. In some cases, there may not be a geo
graphic identifier or SID in the table of FIG. 10 for a 
identifier that is received from a control channel to which 
the communication device is tuned. In this case, the 

ited, it is desirable to permit connection to the prohibited 40 

SOCs or SIDs when an emergency call, such as a 911 
call, is attempted or when the user enters an override 
command. The table in FIG. 9 may be programmed by 
the manufacturer, by the distributor when the phone is 
purchased or by the user. It is also possible to program 45 

the table of FIG. 9 over the air using restrictions similar 
to those used when programming the master search 
schedule over the air. 

FIG. 10 illustrates a list of geographic identifiers 
with associated frequency bands that are prioritized 
based on the desirability of the service provider operat-
ing in the band. The listing of FIG. 10 is stored in mem-

50 

ory 16, and is used for the selection of a frequency band 
containing a desirable service provider. After initially 
powering up, communication device 1 O tunes to the first 55 

frequency band of the frequency search schedule, the 
last used frequency band, or the frequency band used 
when the device was last powered up. After tuning to the 
band, the communication device monitors the control 

7 

communications device executes the search algorithms 
discussed earlier in an effort to locate a desirable serv
ice provider. When a desirable service provider has 
been located, the table of FIG. 10 is updated to list the 
previously unlisted geographic identifier and the fre-
quency at which a desirable service provider is located. 

Claims 

1. A method by which a communication device locates 
a wireless service provider in a multi-service pro
vider environment, comprising the steps of: 

tuning to a first frequency band; 
receiving a received geographic identifier from 
a service provider in the first frequency band; 
comparing the received geographic identifier to 
a listing of stored geographic identifiers in order 
to locate a matching stored geographic identi
fier, each of the stored geographic identifiers 
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being associated with a desirable frequency 
band having a desirable service provider; and 

tuning to a first desirable frequency band, the 
first desirable frequency band being associated 
with the matching stored geographic identifier. 5 

2. The method of claim 1, further comprises the steps 
of unsuccessfully attempting to register with a first 
desirable service provider in the first desirable fre-
quency band; 10 

determining a second desirable frequency 
band associated with the matching stored geo
graphic identifier, the second desirable fre
quency band being less desirable than the first 15 

desirable frequency band; and 
tuning to the second desirable frequency band. 

3. A method by which a communication device locates 
a wireless service provider in a multi-service pro- 20 

vider environment, comprising the steps of: 

tuning to a first frequency band; 
receiving a received geographic identifier from 
a service provider in the first frequency band; 25 

comparing the received geographic identifier to 
a listing of stored geographic identifiers in order 
to attempt to locate a matching stored geo
graphic identifier, each of the stored geo
graphic identifiers being associated with a 30 

desirable frequency band having a desirable 
service provider; 
examining frequency bands until a second fre
quency band having the desirable service pro
vider is located, the examination being carried 35 

out if the step of comparing the received geo
graphic identifier does not produce the match-
ing stored geographic identifier; and 
updating the listing of stored geographic identi
fiers so that the second frequency band is 40 

associated with the received geographic identi-
fier. 

4. The method of claims 1 or 3 wherein the step of 
receiving the received geographic identifier com- 45 

prises receiving a system identifier code from a 
wireless service provider. 

5. The method of claims 1 or 3, further comprising the 
step of modifying the listing of stored geographic 50 

identifiers using information transmitted over a wire-
less interface. 

6. The method of claims 1 or 3, further comprising the 
step of modifying the listing of stored geographic 55 

identifiers using information from a keypad. 

7. The method of claim 3, wherein the step of examin
ing frequency bands comprises examining a plural-

8 

ity of frequency bands in an order specified by a 
frequency band search schedule. 

8. The method of claim 7, further comprising the step 
of modifying the frequency band search schedule 
using information transmitted over a wireless inter
face. 

9. The method of claim 7, further comprising the step 
of modifying the frequency band search schedule 
using information from a keypad. 
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Description 

Background 

Field of the Invention 

This invention relates to control of the level of ac
cess of multiple subscribers in a network, without de
pending on network topology for such control. The in
vention can be used in any of a variety of types of net
works; however, it is particularly suited for use in a met
ropolitan area network (MAN). In its preferred embodi
ment, the invention is used in a MAN which operates 
over a cable television system. 

Definition of the Problem 

With the growth of the Internet and personal com
puter communications in general, a technology for high 
speed delivery of data services to residences and small 
businesses is emerging. This technology is based on 
the hybrid fiber-coaxial (HFC) cable infrastructure used 
to deliver cable television services in metropolitan are
as. Such an infrastructure may serve geographic areas 
ranging from small towns to large metropolitan areas. 
Th is size falls between the size of a campus or local area 
network (LAN) and a public wide area network or (WAN). 
The term metropolitan area network or MAN has been 
used to describe networks of this size, regardless of the 
type of network topology used. 

One of the first services offered to subscribers on 
these MAN's will be IP network access. Subscribers will 
be able to attach their PC's or other user terminals con
figured with TCP/IP software to the network via the co
axial cable that feeds their home or business premises. 
A subscriber can then access any services offered 
through the system such as on-line services and the In
ternet. In this environment, the subscriber will need a 
device such as a cable modem or an adapter which can 
communicate with the HFC infrastructure. I call this de
vice a "subscriber device." The subscriber's personal 
computer or terminal will be called the "subscriber ter
minal.• Data will be received and transmitted over the 
HFC infrastructure to a distribution center, which I call 
the "head-end." The subscriber device will be connected 
to the subscriber's personal computer or terminal by a 
local communication interface. 

In an HFC environment, subscribers may be offered 
different levels of service or levels of access. For exam
ple, there may be a basic level that provides access to 
local content and e-mail, an enhanced level that addi
tionally provides full Internet access and a premium lev
el that provides access to on-line service providers. The 
network access providers need mechanisms by which 
they can allow or deny access to these services for in
dividual users as appropriate. It is obviously not possible 
in this environment to have the level of access depend 
on geography, since there is no way to predict how many 

and what different levels of access will be required in a 
given neighborhood. Ideally, the level of access should 
be tied to individual subscribers. with a default level of 
access for each subscriber device. 

s The current way to provide differing levels of access 
to different subscribers is the use of packet filtering on 
a per IP address basis. Since the subscriber network 
operating over the HFC infrastructure is an IP network, 
each subscriber terminal has an IP address. An IP ad-

10 dress contains two parts: a network or subnet portion, 
and a host ID. The network or subnet portion is some 
number of contiguous high-order bits from the address 
and the host ID is the remaining low order bits. The net
work or subnet portion determines how routing will occur 

15 through the IP network to reach a particular network 
segment and the host ID then determines the particular 
machine on that segment. In a current metropolitan area 
network, the subnet portion corresponds to the geo
graphical location of the user on the subnet. 

20 With IP packet filtering, all traffic to and from a given 
address is restricted until a subscriber is identified and 
associated with that IP address. Then IP packet filters 
can be added to the HFC infrastructure, usually to a local 
router, to provide access to certain resources and deny 

25 access to other resources. Figure 3 shows a diagram of 
a packet filter. 

The problem with the IP packet filtering solution is 
the large number of packet filters that would be required 
in the network. Each user may require several filters to 

so grant and deny access to the appropriate resources. As 
an example, consider a network that supplies the follow
ing six levels of service: basic service; Internet access; 
and four premium services. The premium services might 
be such things as commercial on-line services and cor-

35 porate work-at-home services. In this case, each user 
could require six filters to control the level of access to 
the network so that access to each service is either 
granted or denied. Since one filter for each service is 
used, the number per user multiplies as the network of-

40 fers more services. The filters would likely be installed 
at router ports. Assuming each router port served 
500-1000 users, 3000-6000 filters would be required per 
port. Since each router is likely to have several ports, 
the number of filters quickly grows so large that it ad-

45 versely impacts the performance of the router, and be
comes an administrative problem. What is needed is a 
way to provide a default level of access for each sub
scriber terminal in the network without using so many 
filters. The access level control method must also be in-

so dependent of geography, since users in the same area 
or even on the same street may require different levels 
of access. 

55 

2 

Summary 

The present invention solves the above identified 
problem by making use of a portion of the subscriber 
address in a new way. Typically, the subnet portion of 
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the address represents only the geographical location 
of the subscriber terminal. In my solution, an analogous 
portion of the address is used to specify a default level 
of access. I call this portion of the address the access 
level portion. 

In the same way that the subnet portion of an ad
dress is some number of contiguous, high-order bits, the 
access level portion is also some number of contiguous, 
high-order bits. The number of bits for the access level 
portion may be less than, equal to, or more than the 
number of bits used for the subnet, depending on net
work configuration and the number of access levels re

quired. Since the access level portion of the address de
termines the level of access for a subscriber, default fil
ters are put in place for the access levels, not for each 
subscriber. 

In a network employing the invention, each sub
scriber terminal has an address in which the access lev

el portion determines the default level of access for the 
terminal. The default filters in the network provide a de
fault level of access to each terminal based on the ac
cess level portion. Each subscriber terminal is connect
ed to the network by a subscriber device. At least one 
hybrid communications line is connected to the sub

scriber devices and a transport network connects the 
head-end to the hybrid communications lines. In the pre
ferred embodiment, the transport network and the hy
brid communications lines form an asynchronous trans
fer mode (ATM) network. In the preferred embodiment, 
the network head-end includes a network access man

ager, a dynamic host configuration protocol (DHCP) 
server and a service access gateway, which may all re
side in the same machine, or may be connected by an 
IP network. 

A subscriber terminal is assigned an address based 
on the media access control (MAC) address of the sub
scriber device. A subscriber terminal may have a per
manently assigned default address, but preferably the 
address is dynamically assigned when the subscriber 
device joins the network. An adapter or blade in the net
work sends invitation messages out to subscriber devic
es to allow them to join the network. When a subscriber 
device is activated, it searches for an invitation and re
sponds. The head-end will then authorize the device 
and allow it to join if appropriate. At this point the sub
scriber terminal requests an IP address if dynamic as
signment is being used. The head-end assigns an ad
dress with an access level portion which will specify the 

default level of access for the subscriber. In the case 
where the subscriber terminal has a permanently as
signed address, the access level portion of the perma
nent address specifies the default level of access. In any 
case, the subscriber identity is then determined based 
on subscriber-supplied information such as user ID and 
password, and exception filters are set up if needed. The 
network can be configured to automatically authorize all 
subscriber devices, or each subscriber device can be 
authorized or not based on the media access control 

(MAC) information for the subscriber device. 
In most cases, the steps outlined above are per

formed by one or more programmed computers or work 
stations. Instructions to direct the system to perform 

s these steps are contained in computer readable pro
gram code on a computer usable medium. The network 
access manager function and the DHCP server function 
are each performed by a workstation which has all the 
necessary data and programs stored in fixed media. The 

10 data includes the subscriber addresses, each with an 
access level portion. 

Brief Description of the Drawings 

15 FIG. 1 shows a metropolitan area network which us-
es the present invention. 

FIG. 2 shows graphical representations of a sub
scriber terminal address according to the present inven

tion. 
20 FIG. 3 shows a graphical representation of an ac-

cess control filter used with the present invention. 
FIG. 4 shows a workstation in which the invention 

can be implemented. 
FIG. 5 shows the method by which a network head-

25 end allows a subscriber device with a dynamically as
signed address to join the network according to the 
present invention. 

FIG. 6 shows a media on which the instructions that 
cause a computer to perform the methods of the present 

so invention are embodied. 

FIG. 7 shows a block diagram of a subscriber de
vice. 

FIG. B shows the detailed communication flow be
tween a subscriber and the head-end in a network em-

35 ploying the invention. Figure Bis divided into Figures BA 
and BB for convenience. 

Detailed Description of the Preferred Embodiments 

40 Figure t shows a metropolitan area network using 

the present invention. The network head end includes 
the dynamic host configuration protocol (DHCP) server 
105, service access gateway 1 04 and network access 
manager 107 Figure 1 shows these three functions in-

45 terconnected by an internet protocol (IP) network 106. 
Each of these functions is actually implemented by a 
computer readable program. These programs can re
side in different machines connected by a network as 

shown in Figure 1, or they can all reside in one machine. 
so Each subscriber uses a terminal, usually a personal 

computer, PC in Figure 1, although there are other types 
of terminals. Each PC is connected to a hybrid commu
nication line 102 via a subscriber device M. The hybrid 
communication lines are of the hybrid fiber-coax type 

55 and are commonly called HFC lines. The subscriber de
vice is commonly called a cable modem. Each subscrib
er device has a local communication interface which can 
either be directly connected to a PC or to a hub. Where 

3 
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the subscriber device is connected to a hub, multiple 
PC's can also be connected to the hub, so that multiple 
users can use the same subscriber device for network 
access. Each subscriber device also has a media ac
cess control (MAC) address. The MAC function allows 
multiple subscriber devices to access the HFC infra
structure in a fair and controlled manner. The MAC func
tion operates like a "traffic cop" and determines which 
subscriber device can transmit when in an attempt to 
avoid collisions and loss of data. 

A transport network 103 connects the HFC lines 
102 to the network head-end. In the preferred embodi

ment, the transport network and HFC lines form an 
asynchronous transfer mode (ATM) network and the da
ta is transported between the head-end edge of the 
transport network and the subscriber devices within 
ATM cells. In this case, each HFC line is connected to 
a hybrid fiber-coax (HFC) port on an HFC blade within 
a switch in the transport network. Any type of transport 
network structure can be used in a metropolitan area 
network employing the invention; therefore, the details 
of the transport network are not shown. In the preferred 
embodiment however, the data moving between the net
work head-end and the subscriber terminals is ex

changed in TCP/IP format. This data is in ATM cells only 
between the head-end edge of the transport network 
and the subscriber devices. Each subscriber terminal 
has a TCP/IP stack installed, and the address for each 
subscriber terminal is an IP address. Using TCP/IP al
lows the subscribers to take advantage of TCP/IP appli
cations which are readily available. The TCP/IP data is 
transported over ATM virtual circuits which are treated 
as point-to-point links between IP stations and routers. 

In the preferred embodiment, the network head-end 
components function as follows. The network access 
manager 107 of Figure 1 contains a database to identify 
valid subscriber devices based on their MAC addresses. 
This database can be used to authorize subscriber de
vices and terminals to join the network, or the network 
access manager can simply authorize any device to join 
with some minimum level of access. The network ac
cess manager also maintains other addresses that are 
associated with each subscriber device or its connected 
subscriber terminal such as an IP address and ATM ad
dress. All these parameters can change each time a us
er accesses the system, so the network access manag
er keeps track of which IP addresses have been asso
ciated with which subscriber device and which device 
each subscriber terminal has logged in from. 

The DHCP server 105 of Figure 1 will receive DHCP 
messages from the HFC blades acting as relay agents. 
The DHCP server will access the network access man
ager database to determine the default level of access 
that should be given to a device. The DHCP server will 
then assign an IP address having an access level por
tion specifying the default level of access for the sub
scriber terminal when it joins the network, unless an ad
dress has been previously, permanently assigned to the 

subscriber device. 
In any case, the address assigned to a subscriber 

terminal according to the invention is of the form shown 
in Figure 2, with an access level portion and a host ID. 

s The IP address will also have a subnet portion. In this 
case, the access level portion can use the same bits as 
the subnet portion as in 201, fewer bits than the subnet 
portion as in 200 or more bits than the subnet portion as 
in 202. In the simplest case, the access level portion is 

10 the same as the subnet portion and that portion of the 
address no longer determines the geographical location 
of subscribers, but only their default level of access. In 
this case, the DHCP server has a configuration file 
which defines certain subnets to have certain levels of 

15 access. 
The levels of access are physically controlled in the 

preferred embodiment by installing access control filters 
at routers in the transport network. An access control 
filter is shown in Figure 3. All IP packets that come from 

20 the subscriber terminal will flow through the router and 
as they do, they will be tested against the filter list in
stalled at the router. When the first match of a filter is 
found for a given IP packet, that filter determines wheth
er the packet is allowed to pass through and be forward-

25 ed on through the network or whether the packet is 
dropped at the router and denied further transport. 
These filters installed at the routers can use any of the 
information in the IP packet header to match IP packets, 
but in the preferred embodiment the source and desti-

so nation IP addresses are used. If the source address in 

an IP packet matches the access level portion of the fil
ter address, and the destination also matches that spec
ified in the filter, then the filter action, either permit or 
deny, is applied. In this way, one filter can be installed 

35 to permit or deny traffic to a given range of addresses 
for the group of subscribers whose access level portion 
of the source IP address are all the same. 

The service access gateway 104 of Figure 1 
prompts the user for information so that the specific user 

40 or human subscriber can be identified. This normally in
cludes a user ID and password. Once the user is iden
tified the service access gateway sends a message to 
the network access manager informing it of who the user 
is and what IP address they are using. If the default level 

45 of access is not correct for this user, an exception filter 
can be set up on the network to handle the level of ac
cess for this user in the same way as in the prior art. 

The various functional units in the head-end are im

plemented in software installed in a workstation. Figure 
so 4 shows such a workstation. The workstation includes 

a display device 401 and a system unit 402. The system 
unit houses the central processing unit or CPU. The 
workstation contains a removable media unit 403 and a 
fixed media unit 404. In one embodiment the removable 

55 media unit is a diskette drive or a CD-ROM drive and 
the fixed media unit is a fixed disk drive. In the case of 
the network access manager and the DHCP server, the 
workstation fixed media unit contains the data needed 

4 
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to perform the various functions required by the inven
tion, including IP addresses, each of which has an ac
cess level portion and a host ID according to the inven
tion. 

Figure 5 shows how a subscriber device joins the 
network when the address is dynamically assigned to 
the subscriber device. This process is managed by the 
network access manager. An HFC blade sends an invi
tation for subscriber devices to join the network. At 501 
an authorization request is received by the head-end in 
response to the invitation. The subscriber device is then 
authorized at 502. Depending on how the network is 
managed, th is may not be a true authorization but simply 
a transmission of required information if the network is 
allowing any device to join. If the network is restricted 
to only certain devices, this authorization will be made 
based on the MAC information for the subscriber device. 
An IP address is assigned to the subscriber terminal 
through the subscriber device at 503. The address in
cludes an access level portion which determines the de
fault level of access to the network. Subscriber identity 
is determined at 504 based on subscriber-supplied in
formation. A determination is made at 505 as to whether 
the default level of access is appropriate. If it is not, an 

exception filter is set up at 506. Otherwise the process 
is complete. 

In the case where the an address is permanently 
assigned, the subscriber device joins the network in re
sponse to an invitation, but no address is assigned by 
the network head-end. Instead, the access level portion 
of the already assigned address simply sets the default 
level of access for the user. Exception filters are put in 
place if necessary, once the specific user identity is de
termined. 

The steps of the invention are performed under the 
direction of a computer program product consisting of a 
computer usable medium with a computer program 
product embodied on the medium. The computer pro
gram can be installed on a workstation by inserting the 
medium in the removable media device of Figure 4. An 
example of such a medium is shown in FIG. 6. The me
dium of FIG. 6 consists of a protective jacket 601 which 
holds a magnetic disk 602. The computer program in
structions are recorded on the magnetic disk. This type 
of medium is commonly called a diskette. The computer 
program product can be on other types of media, such 
as tape, CD-ROM, or computer memory. The diskette 
is shown as an example. 

A network with a head-end operating as described 
above using the present invention greatly reduces the 
need for filters even though the head-end does not ini
tially know which human subscriber is accessing the 
network. The level of access should ultimately be tied 
to individual subscribers, not to subscriber devices. 
Thus exception filters are sometimes needed, but the 
need for filters is greatly reduced. For example, if two 
members of a household have accounts and one has 
an "A" level of access and the other has a "B" level of 

access, the default can be set to one or the other, and 
exception filters would only be needed fifty percent of 
the time. The number of exception filters can be reduced 
even further by making the initial guess of which access 

s level to assign more intelligent than just assuming a de
fault level of access. Subscriber usage characteristics 
can be used to control the assignment of access levels. 
For example, a history of user log-ins for each device 
can be maintained. Therefore, the network access man-

10 ager would know what level of access is used most of
ten. The usage could also be correlated to the time of 
day. For example, the network access manager may 
"know" that during the day a child account in a house
hold is most often used and during the evening a paren-

15 tal account is most often used. Overall, the total number 
of filters required in the network will always be signifi
cantly less than if they were installed on an address by 
address basis at all times. Additionally, the invention is 
transparent to subscriber devices and subscriber termi-

20 nals, allowing the same user-end hardware to be used 
with the invention as was used in a prior-art network. 

Having described a network head-end and infra
structure which uses subnets for access level control, I 
now describe the subscriber device which is used with 

25 such a network. The subscriber device is usually a mo
dem. If the network is operating over the cable TV sys
tem the device is called a cable modem. In the preferred 
embodiment, the modem is controlled by a microproc
essor under the control of a computer program. While 

30 the program can be embodied on any media, it is nor

mally embodied in a computer memory inside the mo
dem. 

FIG. 7 is a functional block diagram of the subscrib
er device. An internal bus 706 communicates messages 

35 and data between the various components of the sub
scriber device. Modules 703 are computer memory 
modules which contain, among other data, the computer 
readable program code to implement the operation of 
the modem. Modules 704 are specialized communica-

40 tion protocol circuits that provide functions such as me
dia access control (MAC) and ATM functions, if the net
work formed by the HFC lines and the transport network 
is an ATM network. A hybrid interface 705 contains a 
modulator and demodulator and directly interfaces with 

45 the network to exchange data over the network. A local 
communication interface 702 sends and receives infor
mation to the subscriber terminal or a hub if there are 
multiple user terminals. The information flow is control
led by a microprocessor or microcontroller 701. 

so The subscriber device can be a stand-alone unit, 
with its own cabinet and power supply. In this case the 
local communication interface 702 is preferably an 
Ethernet interface. The Ethernet interface can be simply 
connected to a subscriber terminal such as a personal 

55 computer, or if desired, can be connected to an Ethernet 
hub so that multiple terminals can be served by one sub
scriber device. Other types of serial or parallel interfaces 
can be used. It is also possible to build the subscriber 
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device on an adapter card in which case the local com
munication interface is a bus connector for a personal 
computer. In this case the modem would receive power 
through the bus connector and would not require power 
supply. 

Turning to FIG. 1 and FIG. 8, the network infrastruc
ture and the subscriber devices work together as fol
lows. Figure 1 has labels to show the status of the var
ious subscriber devices at a given point in time. A device 
marked NJ is not joined to the network. A device marked 
S 1 is on subnet 1, S2 is on subnet 2 and S3 is on subnet. 
The PC's are the subscriber terminals. Each PC has an 
Ethernet card installed through which the connection is 
made either to a hub or to the local communication in
terface of a modem. PC's connected to a hub represent 
subscriber locations with multiple PC's. For purposes of 
this embodiment, the access level portion of an address 
is the subnet portion. In this environment, these PC's 
may be on a separate logical subnet of their own repre
sented by SS1 (subscriber subnet 1), and SS2 (sub
scriber subnet 2). These separate subscriber subnets 
are then connected to the larger general subnets 
through the subscriber device, which acts as a simplified 
router, existing on both subnets. 

The subnet portion of the IP address determines 
routing through the network. When IP packets reach 
routers at the edge of the transport network, the routers 
make a decision on how to handle the packets based 
on the subnet portion of the destination address. If the 

in the DHCP messages may be replaced by the sub
scriber device so that the IP address will be assigned 
based on the MAC address of the subscriber device, not 
the MAC address of the Ethernet card in the subscriber 

s terminal. The responses will pass back in the opposite 
direction and the subscriber terminal will thus be config
ured with an IP address. Also note that if the MAC ad
dress was replaced by the subscriber device, the origi
nal address will be restored before the response is re-

10 turned to the subscriber terminal. The DHCP messages 
shown are defined by the DHCP protocol. 

After the subscriber device has been joined to the 
network and the IP address has been assigned, stati
cally or dynamically, the subscriber's IP traffic will be re-

15 stricted to the service access gateway (SAG). Users can 
then send a user name and password to the SAG to 
identify themselves. The SAG will validate a user and 
exception filters will be added to the routers if necessary. 
The SAG then sends a message down to the subscriber 

20 device, via the NAM, to lift the restriction of IP traffic to 
the SAG. At this point, the user traffic will only be re
stricted by the filters in the routers. When a user logs 
out, the SAG again sends a message down to the sub
scriber device, via the NAM, telling it to again restrict 

25 traffic to the SAG until the next user logs in, causing the 
process to be repeated. 

Claims 
router can communicate directly with the specified sub- 30 

net, it will send the packet directly to the subscriber ter- 1. A metropolitan area network comprising: 
minal. This would be the case for any of the subnets S1, 
S2 or S3. If however, the router is not directly on the 
specified subnet, as would be the case for the subscrib-
er subnets S81 and SS2, the router will have routing 35 

tables set up to tell it to forward the packet to the partic-

a plurality of subscriber terminals, each sub
scriber terminal having an address including an 
access level portion, where the access level 
portion determines a default level of access for 
the subscriber terminal; ular subscriber device/modem that is attached or is at 

least closer to the intended subnet. In our environment, 
this will be a modem that is attached to both an Sn sub-
net and the desired SSm subnet. 40 

a plurality of subscriber devices connected to 
the subscriber terminals; 

FIG. 8 shows the detailed flow of messages be
tween the subscriber terminal and the other compo
nents of the network during a network session. The HFC 
blades send out invitations to the subscriber devices on 
a regular basis and any subscriber device wishing to join 
the network will respond with an invitation response. 
The invitation response causes an authorization request 
to be sent to the network access manager (NAM). The 
NAM will respond with either permission granted or de
nied, and all startup parameters required if access is 
granted. If access is granted, the HFC blade then sends 
these startup parameters to the subscriber device in 
"assign params" and "assign IP params" messages and 
the device is then joined to the network. 

If the subscriber terminal is configured to receive IP 
address dynamically, it will then generate DHCP mes
sages which will flow through the HFC blade to the DH-
CP server in the head-end. Note that the MAC address 

at least one hybrid communications line con
nected to the plurality of subscriber devices; 

45 a head-end for communicating with the sub
scriberterminals and for providing a default lev
el of access to each subscriber terminal in ac-
cordance with the access level portion con
tained in the address for the subscriber termi-

so nal; and 

a transport network disposed between the hy
brid communications line and the head-end. 

55 2. The metropolitan area network of claim 1 wherein 
the head-end further comprises: 

a network access manager for identifying sub-
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scriber devices and granting network access to a computer system unit connected to the dis-
subscriber terminals based on media access play device wherein the computer system unit 
control information for the subscriber devices; includes a CPU, a removable media unit: and 

a fixed media unit, the fixed media unit having 
a dynamic host configuration protocol (DHCP) 5 addresses embodied thereon wherein each ad-
server for assigning addresses to subscriber dress comprises: 
terminals: and 

an access level portion, the access level portion 
a service access gateway for identifying sub- for determining a default level of access for the 
scribers using subscriber input. 10 subscriber terminal to which the address is as-

signed; and 
3. The metropolitan area network of claim 2 wherein 

the network access manager, the DHCP server, and a host identifier (host ID) for further specifying 
the service access gateway are connected by an the subscriber terminal. 
internet protocol network. 15 

9. The metropolitan area network according to any of 
4. The metropolitan area network according to any of claims 2 to 8 wherein the dynamic host configura-

claims 1 through 3 wherein the transport network tion protocol (DHCP) server comprises: 
and hybrid communications lines form an asynchro-
nous transfer mode (ATM) network. 20 a display device; 

5. The metropolitan area network according to any of a computer system unit connected to the dis-
claims 1 to 4 wherein the head-end is a network play device wherein the computer system unit 
head-end comprising: includes a CPU, a removable media unit: and 

25 a fixed media unit, the fixed media unit having 
a network access manager for identifying sub- addresses embodied thereon wherein each ad-
scriber devices and granting subscriber termi- dress comprises: 
nals network access; 

an access level portion, the access level portion 
a dynamic host configuration protocol (DHCP) 30 for determining a default level of access for the 
server for assigning addresses to subscriber subscriber terminal to which the address is as-
terminals, an address containing an access lev- signed; and 
el portion wherein the access level portion de-
termines a default level of access for a sub- a host identifier (host ID) for further specifying 
scriber, the DHCP server connected to the net- 35 the subscriber terminal. 
work access manager; and 

10. A method of joining a subscriber terminal to a net-
a service access gateway for identifying sub- work, the method comprising the steps of: 
scribers using subscriber input, the service ac-
cess gateway connected to the DHCP server 40 receiving an authorization request in response 
and the network access manager. to an invitation: 

6. The network head-end of claim 5 wherein the net- authorizing a subscriber terminal; 
work access manager, the DHCP server, and the 
service access gateway are all interconnected by 45 assigning an address to a subscriber, the ad-
an internet protocol network. dress including an access level portion, the ac-

cess level portion determining a default level of 
7. The network head-end according to claim 5 or claim access for subscribers using the subscriber de-

6 wherein access to the subscriber is granted or de- vice: 
nied based on the media access control (MAC) in- 50 

formation for the subscriber device. determining a subscriber identity based on sub-
scriber-supplied information: 

8. The metropolitan area network according to any of 
claims 2 to 7 wherein the network access manager determining, based on the subscriber identity, 
comprises: 55 if the default level of access is correct; and 

a display device; setting up an exception filter for the subscriber 
if the default level of access is not correct. 
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11. The method of claim 1 0 wherein the address is as-
signed to the subscriber based on subscriber usage 
characteristics. 

12. The method according to claim 10 or claim 11 5 

wherein the subscriber terminal is authorized based 
on media access control (MAC) information for the 
subscriber device. 

13. Apparatus for joining a subscriber terminal to a net- 10 

work, the apparatus comprising means for perform-
ing the steps according to any of claims 10 to 12. 

14. A computer program product comprising a compu-
ter usable medium having a computer readable pro- 15 

gram embodied therein for causing the joining of a 
subscriber terminal to a network, the computer 
readable program further comprising: 

computer readable program code for causing a 20 

computer to effect the receiving of an authori-
zation request; 

computer readable program code for causing a 
computer to effect the authorizing of a subscrib- 25 

er terminal connected to the subscriber device; 

computer readable program code for causing a 
computer to effect the assigning of an address 
to a subscriber, the address including an ac- 30 

cess level portion, the access level portion de-
termining a default level of access for subscrib-
ers using the subscriber device; 

computer readable program code for causing a 35 

computer to effect the determining of a sub-
scriber identity based on subscriber-supplied 
information; 

computer readable program code for causing a 40 

computer to effect the determining, based on 
the subscriber identity, if the default level of ac-
cess is correct; and 

computer readable program code for causing a 45 

computer to effect the setting up of an excep-
tion filter for the subscriber if the default level 
of access is not correct. 

15. The computer program product of claim 14 wherein 50 

the address is assigned to the subscriber based on 
subscriber usage characteristics. 

16. The computer program product according to claim 
14 or claim 15 wherein the subscriber terminal is 55 

authorized based on media access control (MAC) 
information for the subscriber device. 
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Description 

[0001] A portion of the disclosure of this patent document contains material that is subject to copyright protection. 
The copyright owner has no objection to the facsimile reproduction by anyone of the patent document or the patent 

5 disclosure, as it appears in the Patent and Trademark Office patent file or records, but otherwise reserves all copyrights 
whatsoever. 
[0002] The invention relates to wireless data communications, and more particularly relates to secure lightweight 
transactions between mobile devices and landline servers over wireless data networks; wherein the mobile devices 
have very limited computing power, memory and graphical display capability. 

10 [0003] A fast-growing trend on the Internet is electronic commerce. The electronic commerce is an integrative concept 
designed to draw together a wide range of business support services, trading support systems for commodities, prod
ucts, customized products and custom-built goods and services; ordering and logistic support systems; settlement 
support systems; and management information and statistical reporting systems, all via the Internet. It is well known, 
however, that the Internet is a wide open, public and international network of interconnected computers and electronic 

15 devices around the world. Anyone who has access to a computer in the network can intercept signals carrying propri
etary information traveling along the network. To transact business over the open network, companies or individuals 
must have an efficient, reliable and secured manner to conduct private communications therebetween. Security thus 
becomes a primary concern over the open Internet and there have been many efforts in progress aimed at protecting 
the proprietary information travelling in the Internet. One of the efforts is to use cryptographic techniques to secure a 

20 private communication between two parties. The cryptographic techniques provide a way to transmit information across 
untrusted communication channel without disclosing the contents of the information to anyone accessing the commu
nication channel. 
[0004] US Patent No. 5,671,279 to Taher Elgarnal discloses a courier electronic payment system for conducting the 
electronic commerce using a secure courier system. The system governs the relationship between a customer, mer-

25 chant, and acquirer gateway to perform credit card purchases over the open network by using a secure connection to 
simplify the problem of Internet-based financial transactions. Visa International Service Association, in collaboration 
with Microsoft Corporation, provides a secured transaction technology using digital signature to authenticate a credit 
card and merchant decal, referring to http://www.visa.com for detail. The technologies developed by RSA Data Security, 
Inc. are the global de facto standard for public key encryption and digital signature and may be part of existing and 

30 proposed standards for the Internet as well as business and financial networks around the world. More information 
about the Internet security can be found at http://www.rsa.com. 
[0005] The above and other ongoing efforts are all primarily targeted at the Internet that is a plurality of landline or 
wired networks. To use the Internet, one has to have a physical access to a computer wired into the network. To provide 
the mobility of the network, wireless data networks were introduced, as such the landline networks become an integral 

35 part of the wireless data networks. With the wireless data networks, people, as they travel or move about, are able to 
perform, through wireless computing devices or handheld communication devices, exactly the same tasks as they 
could do with computers in the landline networks. Similar to the Internet, however, the nature of the wireless commu
nications provides an opportunity for intrusion since the mobile data is sent through the air. Anyone who has an ap
propriate receiver with a designed antenna can intercept signals being communicated between a wireless computing 

40 device and a landline base-station or network. Privacy, authentication, authorization, and integrity are thus deemed 
the important elements in wireless data network. Therefore additional efforts have been started to ensure that the 
proprietary information is sent via wireless networks that must be restricted only to those with a need to know. 
[0006] Many networks employ encryption and other security measures to protect mobile data from access by unau
thorized third party. Certain technologies and access methods contribute to network security. Spread spectrum tech-

45 nology, for example, is inherently secure, but it only provides a link level security. There is no guarantee that a mobile 
device has a secure communication to a landline device through a complete wireless network that generally comprises 
an airnet, the Internet and a gateway therebetween. US Patent No. 5,604,806 to Hassan, et al, discloses an apparatus 
and method for secure radio communication by using key sequences derived from the short-term reciprocity and radio 
spatial decorrelation of phase of the radio channel. US Patent 5,371,794 to Whitfield, et al, shows another method and 

50 apparatus for providing a secure communication between a mobile wireless data processing device and a base data 
processing device. The mobile device sends the base device a digitally signed mutually trusted certificate according 
to a public encryption key and the base device sends a modified version to the mobile device upon successfully re
covering the certificate. If the mobile device recovers the modified version, both devices enter a secure data commu
nication. The disclosed system by Whitfield may work well with mobile devices that have competitive computing re-

55 sources to satisfy the public-key-based encryption speed. Nevertheless the connection time in an airnet is expensively 
measured and many mobile devices such as mobile phones have a small fraction of the computing resources provided 
in a typical desktop or portable computer. The computing power in a typical cellular phone is less than one percent of 
what is in a regular desktop computer, the memory capacity thereof is generally less than 250 kilobytes and the LCD 
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display is perhaps four lines high by twelve or twenty characters, the graphics capabilities thereof are very limited or 
nearly nonexistent. There has been thus a great need for a generic solution that provides a secure communication 
with competitive performance between mobile devices of limited computing resources and landline devices through 
an open network. 

5 [0007] Further many current networks operate based on Hypertext Transfer Protocol (HTTP) that is built on the 
Transmission Control Protocol/Internet Protocol (TCP/IP). But the TCP protocol requires considerable computing power 
and network bandwidth resources. A single connection, for example. may require an exchange of more than ten packets 
between a sender and a receiver in the Internet Therefore there has been further a need for a generic method and 
system that provide a secure communication between mobile devices and landline devices using fewer number of 

10 packets so as to increase transmission efficiency in mobile devices of limited computing resources. 
[0008] The present invention has been made in consideration of the above described problems. According to a 
preferred embodiment, the present invention is a method and system for establishing an authenticated and secure 
communication session for transactions between a server and a client in a wireless data network that generally com
prises an airnet, a landline network and a link server therebetween. The client is remotely located with respect to the 

15 server and communicates to the server through the wireless data network. The method comprises the steps of: 

(a) the client sending a session-request signal to the server for creating the session therebetween, the session
request signal comprising at least one client message encrypted according to a shared secret encrypt key; 
(b) the server conducting a first client authentication by decrypting the encrypted client message according to the 

20 shared secret encrypt key upon receiving the session-request signal; 
(c) the server generating a session key for the session in creation, a first derivative from the decrypted client 
message and generating a server message: 
(d) the server sending a session-reply signal comprising the session key, the first derivative and the server mes
sage; the session key, the first derivative and the server message being encrypted according to the shared secret 

25 encrypt key; 
(e) the client conducting a first server authentication by decrypting the first derivative and the server message 
being encrypted according to the shared secret encrypt key; 
(f) the client conducting a second server authentication by validating the first derivative with the client message; 
(g) the client generating a second derivative from the server message if the step (f) of the second server authen-

so tication succeeds; 

35 

(h) the server conducting a second client authentication by decrypting the second derivative and verifying the 
second derivative with the server message upon receiving; thereby the authenticated and secure communication 
session is established between the client and the server after the first and the second client authentication as well 
as the first and the second server authentication are all successful. 

[0009] Upon the establishment of the secure communication between the client and the server, either the client or 
the server may initiate a transaction therebetween. To ensure the transaction between a valid session, the transaction 
is encrypted by a mutually accepted cipher according to the session key and identified by a session ID embedded 
therein. The mutually accepted cipher is obtained by the server through a cipher negotiation with the client and the 

40 transaction ID in the transaction is always examined in the server before the server responds to the client with a service 
reply. Upon receiving the service reply from the server, the client can proceed the transaction with the server. 
[0010] The system for establishing an authenticated and secure communication: the system comprises: 

a landline network running on a first communication protocol that is usually HTTP; 
45 at least one server coupled into the landline network and communicating with the landline network; 

an airnet running on a second communication protocol that is usually HDTP; 
a client remotely located with respect to the server and communicating with the aimet by radio transmission means; 
a link server, coupling the airnet to the landline nerwork, for linking the first communication protocol to the second 
communication protocol, whereby the client can communicate with the server; 

50 means for generating a session-request signal comprising at least one first message encrypted according to a 
shared secret encrypt key; the first message usually being a first nonce represented by a first 2-byte numeral, the 
session-request signal being transmitted to the airnet; 
means for sending a session-reply signal comprising at lease one second message encrypted according to the 
shared secret encrypt key; the second message usually being a second nonce represented by a second 2-byte 

55 numeral, the session-reply signal sending means comprising: 

means for conducting a first client authentication when the session-request signal is received, the first client 
authentication comprising means for recovering the encrypted first message from the received session-request 
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signal; and 
means for generating a first derivative from the recovered first message; 

means for conducting server authentication upon receiving the session-reply signal, the conducting server authen-
5 tication means comprising: 

means for recovering the encrypted second message when the session-reply signal is received; and 
means for verifying the received first derivative with the first message; and 

10 means for generating a second derivative from the second message; 
means for generating a session-authentication-complete signal comprising the second derivative; 
means for conducting a second client authentication, the second client authentication means comprising means 
for verifying the received second derivative with the second message when the session-authentication-complete 
signal is received; and 

15 whereby the authenticated and secure communication between the client and the server is established when the 
first and second client authentication and the server authentication are complete. 

[0011] In a further aspect of the present invention there is provided a method for establishing an authenticated and 
secure communication session for transactions between a client and a server in a wireless data network, the client 

20 remotely located with respect to the server, the method comprising the steps of: (a) the client sending a session-request 
signal to the server for creating the session therebetween, the session-request signal comprising at least one client 
message encrypted according to a shared secret encrypt key; (b) the server conducting a first client authentication by 
decrypting the encrypted client message according to the shared secret encrypt key upon receiving the session-request 
signal; (c) the server generating a session key for the session in creation, a first derivative from the decrypted client 

25 message and generating a server message; (d) the server sending a session-reply signal comprising the session key, 
the first derivative and the server message; the session key, the first derivative and the server message being encrypted 
according to the shared secret encrypt key; ( e) the client conducting a first server authentication by decrypting the first 
derivative and the server message being encrypted according to the shared secret encrypt key; (f) the client conducting 
a second server authentication by validating the first derivative with the client message; and (g) the client generating 

30 a second derivative from the server message if the step (f) of the second server authentication succeeds. 
[0012] Preferably, the session-request signal further comprises a client cipher indicating what encryption the client 
currently uses. 
[0013] In preferred embodiments, the session-request signal further comprises a modified version of the client mes
sage, the modified version having a operational relationship with the client message and being encrypted according 

35 to the shared secret encrypt key. 
[0014] Conveniently, the method further comprises the step of the server negotiating a mutually accepted cipher with 
the client for the session in creation. 
[0015] Preferably, the step of the server negotiating the mutually accepted cipher with the client comprises the steps 
of examining the client cipher; looking up a server cipher and determining the mutually accepted cipher. 

40 [0016] In preferred embodiments, the method further comprises the steps of the client sending a session-complete 
signal comprising the second derivative; and the server conducting a second client authentication by validating the 
second derivative with the server message; and thereby the authenticated and secure communication session is es
tablished between the client and the server after the first and the second client authentication as well as the first and 
the second server authentication are all successful. 

45 [0017] Conveniently, the method further comprises the steps of: the client initiating a client transaction request and 
generating a transaction ID thereof, the client transaction request being encrypted according to the session key; the 
server examining the transaction ID to see if the transaction ID is in a trans-sequence upon receiving the client trans
action request after decrypting the client transaction request according to the session key; the server replying to the 
client with a reply signal if the step of the server examining the transaction ID is true; and the client sending an ac-

50 knowledge signal to commit a transaction specified in the client transaction signal. 
[0018] Preferably, the method further comprises the steps of the server initiating a server transaction signal com
prising at least one notification therein; the client replying to the server with a get-notify signal comprising a transaction 
ID to fetch the notification; the server examining the transaction ID to see if the transaction ID is in a trans- sequence; 
the server replying to the client with a reply signal if the step of the server examining the second transaction ID is 

55 successful; and the client sending an acknowledge signal to commit an transaction specified in the transaction signal 
initiated by the server 
[0019] In preferred embodiments, the method further comprises the steps of: the client initiating a transaction signal 
comprising a transaction ID to interact with the server; the client coupling the second derivative from the server message 
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with the transaction signal, thereby a combined signal is formed; the client sending the combined signal to the server; 
the server conducting a second client authentication by validating the second derivative with the server message upon 
receiving and decoupling the combined signal; and thereby the authenticated and secure communication session is 
established between the client and the server after the first and second client authentication as well as the first and 

5 the second server authentication are all successful; the server examining the transaction ID to see if the transaction 
ID is in a trans-sequence; the server replying to the client with a reply signal; and the client sending an acknowledge 
signal to commit an transaction specified in the transaction signal initiated by the client 
[0020] Conveniently, the transaction request is a service-request signal comprising a URL 
[0021] Preferably, the step of the server replying to the client with a reply signal comprises the steps of contacting 

10 a service identified by the URL and sending a result in form of digest from the step of contacting the service identified 
by the URL 
[0022] In preferred embodiments, the step of the server replying to the client with a reply signal comprises the steps 
of contacting a service identified by the URL and sending a result in form of digest from the step of contacting the 
service identified by the URL 

15 [0023] Conveniently, the transaction request is a post signal comprising a URL and editorial information. 
[0024] Preferably, the client message is a client nonce represented by a sequence of digits. 
[0025] In preferred embodiments, the client nonce is a non-repeatable two-byte numeral. 
[0026] Conveniently, the first derivative has a first relationship with the client nonce. 
[0027] Preferably, the session-reply signal further comprises a session ID of the session, the session key and the 

20 server cipher, all being encrypted according to the shared secret encrypt key. 
[0028] In preferred embodiments, the server message is a server nonce. 
[0029] Conveniently, the second nonce is a non-repeatable two-byte numeral. 
[0030] Preferably, the second derivative has a second relationship with the server nonce. 
[0031] According to a further aspect of the present invention, there is provided a system for establishing an authen-

25 ticated and secure communication session, the system comprising: a land line network running on a first communication 
protocol; at least one server coupled into the landline network and communicating with the landline network; an airnet 
running on a second communication protocol; a client remotely located with respect to the server and communicating 
with the airnet by radio transmission means; a link server, coupling the airnet to the landline network, for linking the 
first communication protocol to the second communication protocol, whereby the client can communicate with the 

30 server; means, in the client, for generating a session-request signal comprising at least one client message encrypted 
according to a shared secret encrypt key; the session-request signal being transmitted to the airnet; means, in the 
server, for sending a session-reply signal comprising at lease one server message encrypted according to the shared 
secret encrypt key: the session-reply signal sending means comprising: means for conducting a first client authenti
cation when the session-request signal is received, the first client authentication comprising means for decrypting the 

35 encrypted client message from the received session-request signal; and means for generating a first derivative from 
the client message; means for conducting server authentication upon receiving the session-reply signal, the conducting 
server authentication means comprising: means for recovering the encrypted server message when the session-reply 
signal is received; and means for verifying the received first derivative with the client message; and means for gener
ating a second derivative from the server message. 

40 [0032] Preferably. the system further comprises: means, in the client, for generating a session-complete signal com
prising the second derivative; means, in the server, for conducting a second client authentication, the second client 
authentication means comprising means for verifying the received second derivative with the server message when 
the session-complete signal is received; and whereby the authenticated and secure communication session between 
the client and the server is established when the first and second client authentication and the server authentication 

45 are complete. 
[0033] In preferred embodiments the system further comprises: means, in the client, for initiating a transaction request 
signal comprising a transaction ID; and means, in the server, for verifying the transaction ID after the transaction request 
signal is received. 
[0034] Conveniently, the system further comprises means, in the server, for sending a reply signal to the client and 

50 means, in the client, for acknowledging the reply signal to commit a transaction requested in the transaction request 
signal. 
[0035] According to a further aspect of the present invention there is provided, a method for establishing an authen
ticated and secure communication session for transactions between a client and a server in a wireless data network, 
the client remotely located with respect to the server, the method comprising the steps of: (a) the client sending a 

55 session-request signal to the server for creating the session therebetween, the session-request signal comprising a 
client session ID, a client cipher, a C-nonce and a C-nonceModified, at least the C-nonce and the C-nonceModified 
being encrypted by the client cipher according to a shared secret encrypt key with the server; (b) the server conducting 
a first client authentication by decrypting the encrypted C-nonce and C-nonceModified according to the shared secret 
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encrypt key upon receiving the session-request signal; (c) the server generating a server session ID and a session 
key for the session in creation, deriving a first derivative from the decrypted C-nonce and generating a S-nonce upon 
examining the client session ID; (d) the server negotiating a mutually accepted cipher with the client for the session in 
creation, the negotiating step comprising the steps of examining the client cipher, looking up a server cipher and de-

s termining the mutually accepted cipher therefor; (e) the server sending a session-reply signal comprising the session 
key, the first derivative and the S-nonce; the session key, the first derivative and the S-nonce being encrypted therein 
according to the shared secret encrypt key; (f) the client conducting a first server authentication by decrypting the 
session key, the first derivative and the S-nonce according to the shared secret encrypt key; (g) the client conducting 
a second server authentication by validating the first derivative with the C-nonce generated originally in the client; (h) 

10 the client generating a second derivative from the S-nonce if the step (g) of the step two server authentication succeeds; 
(i) the server decrypting the second derivative upon receiving the second derivative that is encrypted at the client 
according to the shared secret encrypt key; and (j) the server conducting a second client authentication by decrypting 
the second derivative and verifying the decrypted second derivative with the S-nonce upon receiving the second de
rivative from the client; thereby the authenticated and secure communication session for transactions between the 

1s client and the server is established. 
[0036] Preferably, the method further comprises the steps of: the client initiating a transaction request comprising a 
transaction identified by a transaction ID and encrypted by the mutually accepted cipher according to the session key; 
the transaction request comprising a URL identifying a service server in the wireless data network; the server verifying 
the transaction ID, performing a MAC verification and replying to the client with a service reply comprising a result of 

20 contacting the service server if the transaction ID is in trans-sequence; and the client committing to the transaction 
request by sending an acknowledge signal to the server, thereby the transaction is complete in the authenticated and 
secure communication session. 
[0037] In preferred embodiments, the method further comprises the steps of: the server initiating a notification request 
comprising at least one message notification; the notification request being encrypted by the mutually accepted cipher 

2s according to the session key; the client replying to the server with a get-notify signal comprising a transaction ID to 
fetch the notification: the server examining the transaction ID to see if the transaction ID is in a trans-sequence; the 
server replying to the client with a reply signal if the step of the server examining the transaction ID is successful; and 
the client sending an acknowledge signal to commit an transaction specified in the transaction signal initiated by the 
server. 

30 [0038] According to a further aspect of the present invention there is provided a system for establishing an authen
ticated and secure communication session, the system comprising: a land line network running on a first communication 
protocol; at least one server coupled into the landline network and communicating with the landline network; an airnet 
running on a second communication protocol; a client remotely located with respect to the server and communicating 
with the airnet by radio transmission means; a link server, coupling the airnet to the landline network, for linking the 

35 first communication protocol to the second communication protocol, whereby the client can communicate with the 
server; means, in the client, for generating a session-request signal comprising a client session ID, a client cipher, a 
C-nonce and a C-nonceModified, at least the C-nonce and the C-nonceModified being encrypted by the client cipher 
according to a shared secret encrypt key with the server; the session-request signal being transmitted to the airnet; 
means, in the server, for sending a session-reply signal to the landline network, the session-reply signal comprising a 

40 server session ID, a server cipher, a S-nonce and a first derivative; at least the server cipher, the S-nonce and the first 
derivation being encrypted by the server cipher according to the shared secret encrypt key; the session-reply signal 
sending means comprising: means for conducting a step one client authentication when the session-request signal is 
received, the first client authentication comprising means for decrypting the encrypted the C-nonce and the C-nonce
Modified from the received session-request signal; and means for generating the first derivative from the C-nonce; 

45 means, in the client, for conducting server authentication upon receiving the session-reply signal, the conducting server 
authentication means comprising: means for decrypting the encrypted server session ID, server cipher, S-nonce and 
first derivative when the session-reply signal is received: means for verifying the decrypted first derivative with the C
nonce therein; and means for generating a second derivative from the S-nonce: means, in the client, for generating a 
session-complete signal comprising the second derivative; means, in the server, for conducting a second client au-

so thentication, the second client authentication means comprising means for verifying the received second derivative 
with the S-nonce when the session-complete signal is received; and whereby the authenticated and secure commu
nication session between the client and the server is established when the first and second client authentication and 
the server authentication are complete. 
[0039] Preferably, the system further comprises: means, in the client, for initiating a transaction signal comprising a 

ss transaction identified by a transaction ID; and means, in the server, for verifying the transaction ID after the transaction 
signal is received. 
[0040] In preferred embodiments, the system as recited in claim 29, further comprises: means, in the server, for 
replying to the client with a reply signal if the step of the server examining the transaction ID is successful; and means, 
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in the client, for sending an acknowledge signal to commit the transaction specified in the transaction signal initiated 
by the server. 
[0041] Accordingly, an important object of the present invention is to provide a generic solution for secure lightweight 
transaction in wireless data networks. Other objects, together with the forgoing are attained in the exercise of the 

5 invention in the following description and resulting in the embodiment illustrated in the accompanying drawings. 
[0042] These and other features, aspects, and advantages of the present invention will become better understood 
with regard to the following description. appended claims, and accompanying drawings where: 

Figure 1 shows a schematic representation of a mobile data network in which the present invention may be prac-
10 ticed; 

Figure 2 depicts a block diagram of a typical GSM digital cellular phone used in the embodiment of the disclosed 
invention; 
Figure 3 illustrates the process of mutual authentication between a client and a sever; 
Figure 4.a and Figure 4.b depict a data flowchart representing the session creation process in the client and the 

15 server, respectively, of Figure 3 in one embodiment of the present invention; 
Figure 5 shows a schematic diagram of a service transaction; 
Figure 6 shows a schematic diagram of a notification transaction; and 
Figure 7 shows a schematic diagram of a post transaction. 

20 [0043] The detailed description of the present invention in the following are presented largely in data flowing repre
sentation that resemble the operations of data processing devices coupled to networks. These process descriptions 
and representations are the means used by those experienced or skilled in the art to most effectively convey the 
substance of their work to others skilled in the art. The present invention is a method and system for secure data 
communications. The method along with the system or architecture to be described in detail below is a self-consistent 

25 sequence of steps leading to a desired result These steps or processes are those requiring physical manipulations of 
physical quantities. Usually, though not necessarily, these quantities may take the form of electrical signals capable of 
being stored, transferred combined, compared, displayed and otherwise manipulated It proves convenient at times, 
principally for reasons of common usage. to refer to these signals as bits, values, elements, symbols, operations, 
messages, terms, numbers, or the like. It should be borne in mind that all of these similar terms are to be associated 

30 with the appropriate physical quantities and are merely convenient labels applied to these quantities. 
[0044] Referring now to the drawings. in which like numerals refer to like parts throughout the several views. Figure 
1 shows a schematic representation of a wireless data network 100 in which the present invention may be practiced. 
The data network 100 comprises an airnet 102 and the landline network 104. each acting as a communication medium 
for data transmission therethrough. The landline network 104 may be the Internet, the Intranet or other private networks. 

35 For simplicity, the landline network 104 will be herein simply referred to as the Internet, literally meaning either the 
Internet or the Intranet or other private network. Further the airnet 102, meaning unwired network in which data trans
mission is via the air, is sometimes referred to as a carrier network because each airnet is controlled and operated by 
a carrier, for example AT&T and GTE, each having its own communication scheme, such as CDPD, CDMA, GSM and 
TOMA Referenced by 106 is a mobile data device, but resembling a mobile phone, in communication with the airnet 

40 102 via an antenna 108. It is generally understood that the airnet 102 communicates simultaneously with a plurality of 
mobile computing devices of which a mobile phone 106 is shown in the figure. Similarly connected to the Internet 104 
are a plurality of desktop PCs 110 and a plurality of web servers 112, though only one representative respectively 
shown in the figure. The PC 110, as shown in the figure, may be a personal computer SPL 300 from NEC Technologies 
Inc. and runs a web browser via the Internet 104 to access information stored in the web server 112 that may be a 

45 workstation from SUN Microsystems Inc. It is understood to those skilled in the art that the PC 11 O can store accessible 
information so as to become a web server as well. Between the Internet 104 and the airnet 102 there is a link server 
114 performing data communication between the Internet 104 and the airnet 102. The link server 114, also referred to 
as link proxy or gateway, may be a workstation or a personal computer and performs a protocol mapping from one 

50 

55 

communication protocol to another, thereby a mobile device 106 can be in communication with any one of the web 
servers 112 or the PCs 110, respectively. 
[0045] The communication protocol in the Internet 104 is HTTP that runs on TCP and controls the connection of an 
HTML Web browser to a Web server and the exchange of information therebetween. An extended version thereof, 
called HTTPS, provides encrypted authentication and session transmission between a client and a server. The com-
munication protocol between the mobile device 106 and the link server 114 via the airnet 102 is Handheld Device 
Transport Protocol (HDTP). or Secure Uplink Gateway Protocol (SUGP), which preferably runs on User Datagram 
Protocol (UDP) and controls the connection of a HDML Web browser to a link server, where HDML stands for HandHeld 
Markup Language. The specification thereof and the HDTP specification are provided at http://www.w3.org or http:// 
www. uplanetcom that are incorporated herein by reference. Further a reference specification entitled "Magellan SUGP 
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Protocol" is incorporated herein by reference. The HDTP is a session-level protocol that resembles the HTTP but 
without incurring the overhead thereof and is highly optimized for use in mobile devices that have significantly less 
computing power and memory. Further it is understood to those skilled in the art that the UDP does not require a 
connection to be established between a client and a server before information can be exchanged, which eliminates 

5 the need of exchanging a large number of packets during a session creation. Exchanging a very small number of 
packets during a transaction is one of the desirous features for a mobile device with very limited computing power and 
memory to effectively interact with a landline device. 
[0046] According to one preferred embodiment, the present invention may be practiced with a cellular phone, a 
typical example of the mobile device 106, that has very limited computing power and memory. The cellular phone 106 

10 is used as a client in communication to a landline device that is often referred to as a server providing accessible 
information therein to other devices. Figure 2 shows a block diagram of a typical GSM digital cellular phone 120. Each 
of the hardware components in the cellular phone 120 is known to those skilled in the art and so the hardware com
ponents are not to be described in detail herein. Although the user interface of the phone 120 is not shown in the figure, 
the mobile device 118, resembling a cellular phone, in Figure 1 may be referenced thereto, in which referenced by 116 

15 is a LCD screen and 118 is a key button pad, respectively. Through the screen 116 and the keypad 118 controlled by 
a user of the phone, the phone can be interactively communicated with a server through the aimet, link server and the 
Internet. According to one embodiment of the present invention, complied and linked processes of the present invention 
are stored in ROM 122 as a client module 124 and support module 126. Upon activation of a predetermined key 
sequence utilizing the keypad 118, a physical layer processor or microcontroller 118, initiates a session communication 

20 to the server using the module 124 in the ROM 122. 
[0047] To establish a secured communication between a client and a server, an authentication process must be 
conducted first to ensure that only interested parties are actually in the communication therebetween. The process is 
complete through two rounds of independent authentication, one being the client authenticated by the server, referred 
to as client authentication, and the other being the server authenticated by the client. referred to as server authentica-

25 tion. Further each authentication is completed in two separate steps for high grade of security, which will be described 
in detail below. The success of the mutual authentication processes provision an evidence that the two communicating 
parties possesses a valid shared secret encrypt key through a mutual decryption and a challenge/response mechanism. 
The mutual decryption mechanism comprises the steps of mutually recovering encrypted messages from two involved 
communicating parties. The challenge/response mechanism, referred to as nonce verification, verifies a predetermined 

30 relationship between a sent nonce and a received derivative thereof. 
[0048] In one preferred embodiment of the present invention, the authentication process is conducted with three 
message exchanges; a Session Request (SR). a Session rePly (SP), and a Session Completion (SC). Figure 3 illus
trates a schematic representation of the authentication process. The client 140. representing a mobile device. to con
duct a transaction with the server 142. representing a landline server or PC, initiates a SR 144 to be sent to the server 

35 142 by first creating a client proto-session. A client proto-session is a session data structure that gets initialized when 
a session creation starts. The initialized SR 144 comprises the following information: 

40 

sessionlD - an identifier identifying all requests from the client to the server; In the case of requesting a session 
creation. sessionlD is always assigned to O; 

cipher - a two-byte number representing the choice of the encryption the client is currently using as there are a 
number of encryption schemes available in a communication protocol; 

version - a one byte number representing the HDTP protocol version in use, used to determine the underlying 
45 format of the communication protocol such as POU; 

50 

type - either a fixed five-byte number representing what device the client is. e.g. 2PCSI means the client is a PCSI 
phone version 2. 

devicelD - a variable up to 255-byte, representing the device identifier or the client identifier comprising, a phone 
number of the devcie or an IP address and a port number, e.g. 204,163,165, 132:01905; 

header - up to 32767 bytes, comprising token/value pairs that apply to an entire session and may be automatically 
applied to subsequent service requests or session specific parameters, therefor the header is generally cached 

55 in the server till the current session completes; and 

C-nonce -a client nonce represented with a non-repeatable number, usually 2 bytes, used for the client to conduct 
a following server authentication. 
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C-nonceModified - a modified version of the client nonce, used for the server to conduct a nonce verification in 
the following client authentication. 

[0049] Further the cipher in the SR 144 includes an identifier to an encryption algorithm and associated parameters 
5 thereof. To be more specific, the first byte in the cipher represents an identifier to a combination of the encryption 

algorithm, the key size (e.g. 128-bit for US or 40-bit for foreign countries) and content of a security attachment thereto 
and the second byte in the cipher indicates the additional parameters related to the first byte. For example, value I in 
the first byte indicates that the encryption algorithm is block cipher RCS. the key size thereof is 128 bit, a two byte 
check-sum therein is used as the MAC (Message Authentication Code). no IV (Initialization Vector for block ciphers) 

10 therefor is transmitted over the network. and padding bytes are added if necessary The block cipher algorithm RCS 
is part of the RSA's BSAFE product. It can be further appreciated that the identifier in the cipher may be assigned to 
a unique value to identify a non-secure session if so desired. The C-nonce is a non-repeatable number initially and 
randomly generated in the client and the modified version thereof, C-nonceModified, is generated from the C-nonce 
through a operational relationship; for example the Exclusive-OR relationship or expressed as follows: 

15 

C-nonceModified = 2-byte-number EB C-nonce. 

It can be appreciated by those who are skilled in the art that there are many ways to get the C-nonceModified from a 
20 C-nonce, the Exclusive-OR is one of the operational relationships used in one embodiment of the present invention. 

Both C-nonce and C-nonceModified are encrypted using the shared secret encrypt key between the client 140 and 
the server 142. The purpose of the C-nonceModified is to provide the server that receives the SR with means for 
ensuring that C-nonce is correctly decrypted and validated by examining the C-nonce and its relationship with the C
nonceModified. Both should not be altered after a successful decryption of the C-nonce and the C-nonceModified. In 

25 other words, a SR message or signal may be expressed as follows: 

SR= {session ID, cipher, version, type, device ID, header, Encry[nonce, nonceModified]}; 

30 where Encry[ ] means that the parameters or contents in the bracket are encrypted accordingly. When the SR is sent 
by the client to the server to request a session creation, both C-nonce, C-nonceModified are encrypted according to 
the cipher the client is using at the time the SR is sent out. 
[0050] Upon receiving the SR from the client 140, the server 142 creates a server proto session for the client 140 
with a session identifier, referred to as session ID, to identify the session context for the session just created in the 

35 server 142. A server proto-session is a session entry marked as a proto status in a session table, which indicates that 
the session is not authenticated and is not able to conduct any transactions with the client. It is understood to those 
skilled in the art that the proto-session can be kept in the RAM of the server. If a proto-session already exists for that 
client, it is re-used. The information in the received SR is saved in the server proto-session. If the server 142 is satisfied 
with the fact that the client is known, namely Encry[C-nonce, C-nonceModified] in the received SR are successfully 

40 decrypted with the shared secret encrypt key, the step one in the client authentication is successful and a corresponding 
session key is generated and stored with the server proto session entry. It may be noted herein that many encryption 
schemes used in this invention, such as RCS, have a procedure that adds and validates the Message Authentication 
Code such as the check-sum, to assure that the encrypted message is correctly decrypted, the procedure, every time 
the decryption takes place, is used herein to examine the transaction integrity, namely to assure the received messages 

45 or signals are unaltered in the cause of data transmission. If the step one client authentication is not successful, namely 
Encry[C-nonce, C-nonceModified] in the received SR are not fully decrypted or supported, the proto session is aborted 
and removed from the proto session table, resulting in a failed session creation. What the support means herein is the 
cipher proposed or used by the client is also used by the server, for example the client uses the RCS encryption to 
encrypt Encry[C-nonce, C-nonceModified], to decrypt Encry[C-nonce, C-nonceModified], the server must be equipped 

50 with the same RCS encryption capability therein. If Encry[C-nonce, C-nonceModified] can not be successfully decrypted 
due to other reasons such as transmission errors, the client must re initiate a new session request to the server in order 
to establish a secure communication with the server. To challenge a step two server authentication subsequently at 
the client side, a derivative of the client nonce or C-nonce, is generated therefor. In one embodiment of the present 
invention, the derivative is created by adding a constant to the client nonce, for example derivative= C-nonce + 1. The 

55 purpose of the derivative is to provide the client with means for reassuring that the C-nonce is correctly decrypted by 
the server and the server is the authenticated one in communication with. 
[0051] Right after the successful step one client authentication, the server 142 responds to the client with a Session 
rePly (SP) 146 to begin a second round authentication; server authentication. The SP 146 comprises the following 

9 



Exhibit 1002 
IPR2022-00426 

Page 367 of 755

EP O 915 590 A2 

information: C-SID - a one byte number indicates the session ID originally assigned in the client, to be more specific 
C-SID = 0 indicates a clear text client session, C-SID = 1 indicates a shared secret key encrypted session, and C-SID 
= 2 indicates a session key encrypted session. In the context of the current description, C-SID = 1. 

5 sessionlD - a four-byte number representing an identification and parameters, such as a session encrypt key, of 
the session created by the server for the client; 

10 

15 

20 

25 

key - a session key to be used with a mutually acceptable encryption, and to be used for encryption and decryption 
in all transactions in the session· 

derivative - a number derived from the C-nonce for the client to perform the subsequent server authentication; 

S-nonce - a non-repeatable number, used for the server to conduct a following step-two client authentication: it 
should be noted that S-nonce is generated by the server and generally different from the C-nonce by the client; and 

cipher - a two-byte number representing the choice of the encryption the server proposes after the client proposed 
cipher is received, it may or may not be the same as the one used in the client, to be more specific, the cipher is 
the same as the one proposed by the client when the server supports the client proposed cipher, otherwise the 
cipher is the one currently used in the server. 

[0052] In other words, the SP can be expressed as follows: 

SP= {C-SID, Encry[sessionlD, key, S-nonce, derivative, cipher]}: 

When the client 140 receives the SP 146 from the server 142, it performs the step one server authentication, which is 
considered successful if Encry[sessionlD, key, S-nonce, derivative, cipher] in the received SP 146 is decrypted suc
cessfully with the shared encrypt key. If the step one server authentication fails, the client 140 discards the SP 146 
and a new session creation may be started over again. Upon the success of the step one server authentication, the 

30 client 140 proceeds with the step two server authentication; namely the predetermined relationship between the C
nonce and the derivative thereof should be hold for a successful step-two server authentication: 

35 

C-nonce = derivative -1 

[0053] If the C-nonce derived from the SP 146 is the same as the C-nonce originally generated by the client, the 
step two server authentication is successful, hence the server 142 is considered authenticated, trusted from the view
point of the client, and the SP 146 is accepted as a valid message, which means that the client 140 then uses the 
session key and other information in the SP 146 for the session being created. Only with both successful steps of the 

40 server authentication, the client 140 marks the session as committed, which means that transactions can be conducted 
subsequently in the session, again only from the viewpoint of the client 140. If the predetermined relationship between 
the client nonce and the derivative thereof does not hold, the step two server authentication fails and the received SP 
146 is discarded. The client 140 may abort the session creation process if no further SP's are received and pass both 
steps of the server authentication during the time period allowed for a session creation. To provide the server with 

45 means for reassuring the client authentication by itself through the client, a derivative of the S-nonce, similar to the 
derivative of the C-nonce, is generated. 

50 

[0054] The client 140 then sends the server 142 a SC 148 to complete the session creation process. The SC 148 
comprises the following information-

SC={Encry[derivative]}; 

where the derivative is the client's response to the server nonce challenge, namely the result of the verification, the 
derivative is used by the server 142 for step two client authentication. Further it is noted that the SC 148 is an encrypted 

55 message, meaning that the client encrypts the information in the SC 148 according to either its own cipher or the server 
proposed cipher. Generally the client 140 encrypts the information in the SC 148 according to the server proposed 
cipher if it accepts the server proposed cipher, otherwise, it encrypts the SC according to its own cipher. 
[0055] It must be noted in one embodiment of the present invention that the SC unlike the SR 144 and SP 146, is 
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piggybacked by a following transaction request to increase data transmission efficient. The data piggybacking means 
that independent data units may be logically grouped together in one physical data unit to be transmitted to a receiver 
that recovers all the independent data units upon the receipt of the physical data unit as if all the independent data 
units were sent, independently and respectively, in separate physical data units. 

5 [0056] Upon receiving of Session Complete or SC 148, the server 142 tests if the client 140 uses its own proposed 
cipher or the server proposed cipher by decrypting the SC twice using the two ciphers if necessary. If the server 142 
decrypts the encrypted message in the SC 148 and verifies the relationship thereof with the S-nonce, the step two 
client authentication is succeeded. Subsequently the server 142 promotes the server proto session to the active session 
and the session creation process is completed; otherwise, the proto session is removed and the session creation is 

10 aborted. 
[0057] Referring now to Figure 4.a and Figure 4.b, there are shown two data flowcharts 180 and 181 representing 
a session creation process in the client and the server, respectively, in one embodiment of the present invention. There 
are generally three types of transactions that are conducted between a mobile device and a landline server; service 
transaction, notification transaction, and post transaction. Both service and post transactions are initiated by the mobile 

15 device that is considered as a client herein and the notification transaction is initiated by the landline server that is 
considered a server herein. All transactions must be conducted in the context of a valid and established session. If 
there is no session or valid session, a session must be created before any transaction can start. For the sake of 
simplicity, it is assumed that the transaction is initiated at the client side at 182. As described above, for a transaction 
to take place in a secure communication, a session between a client and a server must be established first. Therefore 

20 at 184, the existence of a valid session is examined. If a valid session is in place, the transaction can proceed at 186. 
If there is no established session, for example, a mobile device is just powered on for the first time or a previous session 
is beyond a time limit, for example 8 hours, a session request must be initiated and sent to the server at 188. The client 
is then in a mode of waiting for a reply from the server, constantly looking up for the reply at 190 and 192. If there is 
no reply from the server, the client may initiate another session request if a fixed time period lapses at 194 or errors 

25 occur to have to abort the initiated session request at 196 and 198. The errors occur when the client is out of a service 
area covered by an airnet that communicates with the server or simply either the client or the server malfunctions at 199. 
[0058] Meanwhile the session request is received by the server at 216. A proto session is created at 222 per the 
session request from the client if the session request is not a duplicated one. It is very common that a session request 
may be retransmitted or re-requested by the client due to some unexpected error conditions in the wireless data network 

30 so that duplicated requests may be received. The server, however, uses a tag, which is generated from the encrypted 
message in the session request first received and is unique for each session request from a particular client. to prevent 
creating multiple proto sessions from the duplicated session requests. Some of the information in the session request. 
such as protocol version and device ID are verified at 224. If the verified information is not supported, there might be 
device error at 226, which results in the removal of the proto session just created. If the verifying process at 224 

35 succeeds, the server proceeds a decryption process, according to a shared secret encrypt key as described above, 
to decrypt the C-nonce and C-nonceModified at 230. If the operational relationship between the C-nonce and C-non
ceModified holds at the server side, the step one client authentication completes. GIP at 203 in Figure 4.a and 234 
and 236 of figure 4.b stands for crypto ignition process which is a process to equip a client with a updated encrypt 
information. for example, to update the share secret key. As the GIP is an added process and not a key element in the 

40 present invention, and no detail description thereof is provided therefore. With the successful step one client authen
tication, the server at 238 sends a session reply to the client. 
[0059] When a server is reached and successfully processes the session request from the client, namely the step 
one client authentication as described above, a session reply is sent by the server to the client to start server authen
tication at the client side. Upon receiving the session reply from the server being connected. the client examines the 

45 reply signal at 200 and 201 and the session reply should be in a recognized format, such as uncorrupted essential 
information therein. If the received session reply is not recognized or supported, the client discards the received session 
reply at 202 and continues to wait for a valid session reply, otherwise problems with devices may be claimed in step 
199. Upon receiving the session reply from the server, the client proceeds two steps of the server authentication at 
204, which has been described above in detail. Logically the session is discarded at 202 if the server authentication 

50 fails, namely the client fails to decrypt and verify the encrypted S-nonce and to validate the derivative of the C-nonce 
generated by the server. When the server authentication passes, the client chooses either its own cipher or the server 
proposed cipher obtained from the session reply from the server at 208 and 210 and further the client retrieves the 
session key therefrom and sends a session complete signal to the server to complete the session creation at 212 and 
214. 

55 [0060] Meanwhile the server expects a session complete signal from the client it just sends the session reply to at 
238. For security purpose, the server drops the proto session at 242 if the time waiting for the session complete signal 
goes beyond a threshold 240. Upon receiving the session complete signal at 244, the server proceeds the step two 
client authentication at 246 and 248 by decrypting the encrypted derivative of the S-nonce and verifying the relationship 
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thereof with the original S-nonce. If the decryption of the derivation or the verification with the S-nonce fails, the session 
creation fails, hence the removal of the proto session. If the step two client authentication succeeds, that means the 
step one client authentication and the step one and two server authentication have all completed. the session is suc
cessfully created by promoting the proto session to the regular session at 250, thereby the transaction originally initiated 

5 by the client at 182 of Figure 4.a can proceed therefrom. 
[0061] To perform transactions in an authentic and secure session, each transaction must be assigned to a trans
action ID. In one embodiment of the invention, a new transaction must have a new transaction ID and has to be in a 
trans-sequence, namely the transaction ID must be greater than any other completed and pending transaction IDs and 
less than 255 at the time the new transaction is started in the session, for example, transaction ID= 12 for a current 

10 transaction, the next transaction ID from the client must be 13 or greater in order for the transaction to be accepted by 
the server. The constant 255 is the maximum number of transactions that can be performed in a valid session. If a 
transaction ID is smaller than what the session expects, the transaction is discarded without notice. If the transaction 
ID is greater than 255, a new session is automatically created to accommodate the corresponding transaction. All the 
data units related to transactions are encrypted with the session key created in the session creation process and the 

15 cipher used therein is either the client proposed cipher or the server proposed cipher. 
[0062] Referring to Figure 5, there is shown a schematic diagram of a service transaction. The mobile client 140 
initiates a Service Request (tSR) 152 to the server 142. A service transaction is typically involved in interaction with a 
service provider identified by a universal Resource Locator URL in a landline server, therefore the information in a tSR 
comprising URL and optional header that provides additional session information. Upon receiving the tSR 152, the 

20 server 142 processes the received tSR 152 to examine the session ID and transaction ID therein. If the transaction ID 
is less than what it expects, the tSR 152 is discarded. In addition, the tSR 152 is discarded if the transaction ID in the 
received tSR 152 is greater that 255. As described above, for security reason. a maximum of 256 transactions is 
allowed in a session. If more than the allowed number of transaction occurs in one established session, a new session 
will be automatically initiated with the transaction ID being started from 0. Upon the successful examination of the 

25 service request tSR 152, the server 142 responds with a Service Reply (tSP) 154 that comprises a result in the form 
of digest of the URL service request and an optional header. Upon receiving the tSP 154 from the server 142. the client 
140 sends the server 142 an acknowledge (ACK) 156 to commit the transaction if the result in the received tSP 154 
is positive. Alternatively, the hand-held client can send the server a Cancel to abort the transaction. A typical example 
is that the client 140 requests to access information stored and identified by the URL as www.abc.com supported at 

30 the server 142, however, the URL in the tSR 152 is entered as www.abcd.com, the result in the tSP 154 returns a error 
message indicating the desired URL could not be found, otherwise the result in the tSP 154 shows the desired URL 
has been found, now it is up to the user of the client to determine if the client shall proceed with the tSP 156 or cancel 
to abort the current transaction to try a new or different URL. 
[0063] Referring now to Figure 6. there is shown a schematic diagram of a notification transaction. A notification 

35 transaction can be initiated by either the client 140 or the server 142. In the case of server initiation, the server 142 
initiates the notification transaction by sending to the client 140 a signal data unit, or notification request (NR) 162, to 
inform the client 140 that there is a notification in pending in the server 142, such as an electronic mail, waiting for 
immediate attentions from the identified client. Upon receiving of the NS 162, the client 140 sends a Get-Notify (GN) 
164 to the server 142 and retrieves its notification contents such as alerts and emails. The server 142, as in the service 

40 transaction, replies with a tSR 146. The transaction is committed after an acknowledge signal (AS) 156 is sent to the 
server 142 and the server 142 receives it. In the case of the client notification, the client 140 initiates the notification 
transaction when it powers on or switches back to the data mode from voice mode by asking the server 142 if there is 
any notification in pending. If there is notification in pending, the client 140 handles the notification transaction as if a 
signal is received. The AS 156 may be piggybacked with a GN when multiple notification transactions are conducted 

45 sequentially. If there are multiple notifications are pending at the server 142, the optional header in the tSR 146 indicates 
that so that the client will automatically start another notification transaction. 
[0064] Referring now to Figure 7, there is shown the post transaction. Post transaction is initiated by the mobile client 
140. The post transaction is used for a mobile device to update information stored in a WWW service as specified in 
the URL. The client 140 sends a Post Request (PR) 172, which contains a URL, data for updating, and an optional 

50 header. The server 142 processes the PR 172 and responds to the client with a tSR 146. The result in the tSR 146 
comes from the WWW service and normally indicates if information update is done. Upon receiving of the tSR 146, 
the client 140 sends the server 142 an AS 156 to commit the transaction. Alternatively, the mobile client 140 can send 
the server 142 a Cancel to abort the transaction. 
[0065] The present invention has been described in sufficient detail with one exemplary embodiment. Alternative 

55 embodiments will become apparent to those skilled in the art to which the present invention pertains without departing 
from its spirit and scope. For example, wireless communications between a server and a personal digital assistant 
such as Palm Pilot from 3 Corn Corporation and also a portable computer that runs under a operating system, for 
example, Window CE from Microsoft Corporation. Accordingly, the scope of the present invention is defined by the 
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appended claims rather than the forgoing description of one embodiment. 

Claims 

1. A method for establishing an authenticated and secure communication session for transactions between a client 
and a server in a wireless data network. said client remotely located with respect to said server, said method 
comprising: 

sending a session-request signal from said client over said wireless data network to said server, said session
request signal comprising one client message encrypted according to a shared secret encrypt key; 
conducting a first server authentication by decrypting a server message sent from said server in response to 
said session-request signal; wherein said server message is generated by said server after said one client 
message is decrypted in said server according to said shared secret encrypt key and further said server mes
sage comprises a session key for said session and a first derivative from said decrypted client message; 
conducting a second server authentication by validating said first derivative with said client message; and 
generating a second derivative from said server message if said second server authentication succeeds; and 
sending to said server a session-complete signal comprising said second derivative, wherein said authenti
cated and secure communication session is established between said client and said server after a second 

20 client authentication in said server succeeds by validating said second derivative with said server message. 

2. A method as recited in claim 1, wherein said session-request signal further comprises a client cipher indicating 
what encryption said client currently uses and a modified version of said client message, said modified version 
having an operational relationship with said client message and being encrypted according to said shared secret 

25 encrypt key. 

3. A method as recited in claim 1 or 2, wherein said client message comprises a client nonce and a modified version 
thereof and wherein said first derivative has a first mathematical relationship with said client nonce. 

30 4. A method as recited in any one of claims 1 to 3, wherein said server message comprises said session key, a server 
nonce, and said first derivative and wherein said second derivative has a second mathematical relationship with 
said server nonce. 

5. A method as recited in any preceding claim, wherein said session-complete signal is piggybacked by a transaction 
35 request from said client, said transaction request comprising a URL identifying a service server coupled to said 

server. 

6. A method as recited in claim 5, wherein said transaction request is encrypted according to said session key 

40 7. An apparatus for establishing an authenticated and secure communication with a server over a wireless data 

45 

50 

55 

network, said server remotely located with respect to said apparatus, said apparatus comprising: 

a display screen; 
a memory for storing code for a client module; 
a processor coupled to said memory, said processor executing said code in said memory to cause said client 
module to: 
send a session-request signal over said wireless data network to said server, said session-request signal 
comprising one client message encrypted according to a shared secret encrypt key; 
conduct a first server authentication by decrypting a server message sent from said server in response to said 
session-request signal; wherein said server message is generated by said server after said one client message 
is decrypted in said server according to said shared secret encrypt key and further said server message com
prises a session key for said session and a first derivative from said decrypted client message; 
conduct a second server authentication by validating said first derivative with said client message; and gen
erating a second derivative from said server message if said second server authentication succeeds: and 
send to said server a session-complete signal comprising said second derivative, wherein said authenticated 
and secure communication session is established between said client and said server after a second client 
authentication in said server succeeds by validating said second derivative with said server message. 
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8. Apparatus as recited in claim 7, wherein said session-request signal further comprises a client cipher indicating 
what encryption said client currently uses and a modified version of said client message, said modified version 
having an operational relationship with said client message and being encrypted according to said shared secret 
encrypt key. 

9. Apparatus as recited in claim 7 or 8, wherein said client message comprises a client nonce and a modified version 
thereof and wherein said first derivative has a first mathematical relationship with said client nonce. 

10. Apparatus as recited in any one of claims 7, 8 or 9, wherein said server message comprises said session key, a 
10 server nonce, and said first derivative and wherein said second derivative has a second mathematical relationship 

with said server nonce. 

11. Apparatus as recited in any one of claims 7 to 10, wherein said session-complete signal is piggybacked by a 
transaction request from said client, said transaction request comprising a URL identifying a service server coupled 

15 to said server. 

20 
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(57) A wireless data network includes a wireless 
packet switched data network for end users that divides 
mobility management into local, micro, macro and glo
bal connection handover categories and minimizes 
handoff updates according to the handover category. 
The network integrates MAC handoff messages with 
network handoff messages. The network separately di
rects registration functions to a registration server and 
direct routing functions to inter-working function units. 
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The network provides an intermediate XTunnel channel 
between a wireless hub (also cal led access hub AH) and 
an inter-working function unit (IWF unit) in a foreign net
work, and it provides an IXTunnel channel between an 
inter-working function unit in a foreign network and an 
inter-working function unit in a home network. The net
work enhances the layer two tunneling protocol (L2TP) 
to support a mobile end system, and it performs network 
layer registration before the start of a PPP communica
tion session. 
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Description 

Background of the Invention 

Field of the Invention 

[0001] The present invention relates to the manage
ment of mobile end systems in a packet switched data 
network that provides computer users with remote ac
cess to the internet and to private intranets using virtual 
private network services over a high speed, packet 
switched, wireless data link. In particular, the invention 
relates the optimization of routing mobile end systems 
to desired communications servers. 

Description Of Related Art 

[0002] FIG. 1 depicts three business entities. whose 
equipment, working together typically provide remote in
ternet access to user computers 2 through user mo
dems 4. User computers 2 and modems 4 constitute end 
systems. 
[0003] The first business entity is the telephone com
pany (telco) that owns and operates the dial-up plain old 
telephone system (POTS) or integrated services data 
network (ISDN) network. The telco provides the media 
in the form of public switched telephone network (PSTN) 
6 over which bits (or packets) can flow between users 
and the other two business entities. 
[0004] The second business entity is the internet serv
ice provider (ISP). The ISP deploys and manages one 
or more points of presence (POPs) 8 in its service area 
to which end users correct for network service. An ISP 
typically establishes a POP in each major local calling 
area in which the ISP expects to subscribe customers. 
The POP converts message traffic from the PSTN run 
by the telco into a digital form to be carried over intranet 
backbone 10 owned by the ISP or leased from an in
tranet backbone provider like MCI, Inc. An ISP typically 
leases fractional or full Ti lines or fractional or full T3 
lines from the telco for connectivity to the PSTN. The 
POPs and the ISP's medium data center 14 are con
nected together over the intranet backbone through 
router 12A. The data center houses the ISP's web serv
ers, mail servers, accounting and registration servers, 
enabling the I SP to provide web content, e-mail and web 
hosting services to end users. Future value added serv
ices may be added by deploying additional types of serv
ers in the data center. The I SP also maintains router 12A 
to connect to public internet backbone 20. In the current 
model for remote access, end users have service rela
tionships with their telco and their ISP and usually get 
separate bills from both. End users access the ISP, and 
through the I SP, public internet 20, by dialing the nearest 
POP and running a communication protocol known as 
the Internet Engineering Task Force (IETF) point-to
point protocol (PPP). 
[0005] The third business entity is the private corpo-

ration which owns and operates its own private intranet 
18 through router 12B for business reasons. Corporate 
employees may access corporate network 18 (e.g., from 
home or while on the road) by making POTS/ISDN calls 

s to corporate remote access server 16 and running the 
IETF PPP protocol. For corporate access, end users on
ly pay for the cost of connecting to corporate remote ac
cess server 16. The ISP is not involved. The private cor
poration maintains router 12B to connect an end user to 

10 either corporate intranet 18 or public internet 20 or both. 
[0006] End users pay the telco for the cost of making 
phone calls and for the cost of a phone line into their 
home. End users also pay the ISP for accessing the 
ISP's network and services. The present invention will 

15 benefit wireless service providers like Sprint PCS, 
PrimeCo, etc. and benefit internet service providers like 
AOL, AT&T Worldnet, etc 
[0007] Today, internet service providers offer internet 
access services, web content services, e-mail services, 

20 content hosting services and roaming to end users. Be
cause of low margins and no scope of doing market seg
mentation based on features and price, ISPs are looking 
for value added services to improve margins. In the 
short term, equipment vendors will be able to offer so-

25 lutions to ISPs to enable them to offer faster access, vir
tual private networking (which is the ability to use public 
network securely as private networks and to connect to 
intranets), roaming consortiums, push technologies and 
quality of service. In the longer term, voice over internet 

30 and mobility will also be offered. ISPs will use these val
ue added services to escape from the low margin strait
jacket. Many of these value added services fall in the 
category of network services and can be offered only 
through the network infrastructure equipment. Others 

35 fall in the category of application services which require 
support from the network infrastructure, while others do 
not require any support from the network infrastructure. 
Services like faster access, virtual private networking, 
roaming, mobility, voice, quality of service, quality of 

40 service based accounting all need enhanced network 
infrastructure. The invention described here will be ei
ther directly provide these enhanced services or provide 
hooks so that these services can be added later as fu
ture enhancements. Wireless service providers will be 

45 able to capture a larger share of the revenue stream. 

50 

The ISP will be able to offer more services and with bet
ter market segmentation. 

SUMMARY OF THE INVENTION 

[0008] The present invention provide end users with 
remote wireless access to the public internet, private in
tranets and internet service providers. Wireless access 
is provided through base stations in a home network and 

55 base stations in foreign networks with interchange 
agreements. The optimum route between the serving in
ter-working function and the desired communication 
server is determined. 
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[0009] It is an object of the present invention to pro
vide a wireless packet switched data network for end 
users that divides mobility management into local, mi
cro, macro and global connection handover categories 
and minimizes handoff updates according to the hando- 5 

ver category. It is another object to integrate MAC hand-
off messages with network handoff messages. It is a fur-
ther object of the present invention to separately direct 
registration functions to a registration server and direct 
routing functions to inter-working function units. It is yet 10 

another object to provide an intermediate XTunnel chan-
nel between a wireless hub (also called access hub AH) 
and an inter-working function unit (IWF unit) in a foreign 
network. It is yet another object to provide an IXTunnel 
channel between an inter-working function unit in a for- 15 

eign network and an inter-working function unit in a 
home network. It is yet another object to enhance the 
layer two tunneling protocol (L2TP) to support a mobile 
end system. It is yet another object to perform network 
layer registration before the start of a PPP communica- 20 

tion session. 
[001 0] These and other objects are achieved in a net
work that includes a home network, a foreign network 
and an end station. The foreign network includes a base 
station and a foreign mobile switching center with a serv- 25 

ing registration server. The base station including an ac
cess hub with serving inter-working function. The home 
network includes a home mobile switching center with 
a home registration server and a home inter-working 
function. The end system subscribes to the home net- 30 

work and operates within the foreign network. The end 
system includes an end registration agent to form a reg
istration request. The registration request includes an 
indication of a desired communications network having 
a desired communications server. The end system 35 

sends the registration request to the serving registration 
server. The serving registration server includes a first 
module to process the registration request and to deter
mine an optimum route between the desired communi
cations server and one of the home inter-working func- 40 

tion and the serving inter-working function. The serving 
registration server further includes a second module to 
link the serving inter-working function to the desired 
communications server when the first module deter
mines that the optimum route is between the serving in- 45 

ter-working function and the desired communications 
server. 

BRIEF DESCRIPTION OF DRAWINGS 

[0011] The invention will be described in detail in the 
following description of preferred embodiments with ref
erence to the following figures wherein: 

50 

FIG. 1 is a configuration diagram of a known remote 55 

access architecture through a public switched tele
phone network; 
Fl G. 2 is a configuration diagram of a remote access 

3 

architecture through a wireless packet switched da
ta network according to the present invention; 
FIG. 3 illustrates an end system configuration ac
cording to one embodiment of the present inven
tion; 
FIG. 4 illustrates another end system configuration 
according to one embodiment of the present inven
tion; 
FIG. 5 illustrates another end system configuration 
according to one embodiment of the present inven
tion; 
FIG. 6 is a configuration diagram of selected parts 
of the architecture of the network of FIG. 2 showing 
a roaming scenario; 
FIG. 7 is a configuration diagram of a base station 
with local access points; 
FIG. 8 is a configuration diagram of a base station 
with remote access points; 
FIG. 9 is a configuration diagram of a base station 
with remote access points, some of which are con
nected using a wireless trunk connection; 
FIG. 10 is a diagram of a protocol stack for a local 
access point; 
FIG. 11 is a diagram of a protocol stack for a remote 

access point with a wireless trunk; 
FIG. 12 is a diagram of a protocol stack for a relay 
function in the base station for supporting remote 
access points with wireless trunks; 
FIG. 13 is a diagram of protocol stacks for imple
menting the relay function depicted in FIG. 12; 

FIG. 14 is a diagram of protocol stacks for a relay 
function in the base station for supporting local ac
cess points; 
FIG. 15 is a configuration diagram of selected parts 
of the architecture of the network of FIG. 2 showing 
a first end system registering in the home network 
from the home network and a second system reg
istering in the home network from a foreign network 
using a home inter-working function for an anchor; 
FIG. 16 is a configuration diagram of selected parts 
of the architecture of the network of FIG. 2 showing 
a first end system registering in the home network 
from the home network and a second system reg
istering in the home network from a foreign network 
using a serving inter-working function for an anchor; 
FIG. 17 is a ladder diagram of the request and re
sponse messages to register in a home network 
from a foreign network and to establish, authenti

cate and configure a data link; 
FIG. 18 is a configuration diagram of selected parts 
of the architecture of the network of FIG. 2 showing 
registration requests and responses for registering 
a mobile in a home network from the home network; 
FIG. 19 is a configuration diagram of selected parts 
of the architecture of the network of FIG. 2 showing 
registration requests and responses for registering 
a mobile in a home network from a foreign network; 
FIG. 20 is a configuration diagram of protocol stacks 



Exhibit 1002 
IPR2022-00426 

Page 383 of 755

5 EP O 917 320 A2 6 

showing communications between an end system 
in a home network and an inter-working function in 
the home network where the cell site has local ac
cess points; 
FIG. 21 is a configuration diagram of protocol stacks 
showing communications between an end system 
in a home network and an inter-working function in 
the home network where the cell site has remote 
access points coupled to a wireless hub through a 
wireless trunk; 
Fl G. 22 is a configuration diagram of protocol stacks 
showing communications between a base station 
coupled to a roaming end system and a home inter
working function; 
Fl G. 23 is a configuration diagram of protocol stacks 
showing communications between an end system 
in a home network through an inter-working function 
in the home network to an internet service provider; 
FIG.24 is a configuration diagram of protocol stacks 
showing communications between an end system 
in a foreign network and a home registration server 
in a home network during the registration phase; 
FIG. 25 is a processing flow diagram showing the 
processing of accounting data through to the cus

tomer billing system; 
FIGS. 26 and 27 are ladder diagrams depicting the 
registration process for an end system in a home 
network and in a foreign network, respectively; 
FIGS. 28 and 29 are protocol stack diagrams de
picting an end system connection in a home net
work where a PPP protocol terminates in an inter
working function of the home network and where 
the PPP protocol terminates in an ISP or intranet, 
respectively; 
FIGS. 30 and 31 are protocol stack diagrams de
picting an end system connection in a foreign net
work where a PPP protocol terminates in an inter
working function of the foreign network and where 
the PPP protocol terminates in an ISP or intranet, 
respectively; 
FIGS. 32, 33 and 34 are ladder diagrams depicting 
a local handoff scenario, a micro handoff scenario 
and a macro handoff scenario, respectively; 
FIG. 35 is a ladder diagram depicting a global hand
off scenario where the foreign registration server 
changes and where home inter-working function 
does not change; 
FIG. 36 is a ladder diagram depicting a global hand
off scenario where both the foreign registration 
server and the home inter-working function change; 
Fl GS. 37 and 38 are system configuration diagrams 
which illustrate possible connections; and 
FIGS. 39-42 illustrates various handoff scenarios. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

[0012] The present invention provides computer us-

ers with remote access to the internet and to private in
tranets using virtual private network services over a high 
speed, packet switched, wireless data link. These users 
are able to access the public internet, private intranets 

s and their internet service providers over a wireless link. 
The network supports roaming, that is, the ability to ac
cess the internet and private intranets using virtual pri
vate network services from anywhere that the services 
offered by the present invention are available, The net-

10 work also supports handoffs, that is, the ability to change 
the point of attachment of the user to the network without 
disturbing the PPP link between the PPP client and the 
PPP server. The network targets users running horizon
tal internet and intranet applications. These applications 

15 include electronic mail, file transfer, browser based 
WWW access and other business applications built 
around the internet. Because the network will be based 
on the I ETF standards, it is possible to run streaming 
media protocols like RTP and conferencing protocols 

20 like H.323 over it. 
[0013] Other internet remote access technologies 
that are already deployed or are in various stages of de
ployment include: wire line dial-up access based on 
POTS and ISDN, XDSL access, wireless circuit 

25 switched access based on GSM/CDMA/TDMA, wire
less packet switched access based on GSM/CDMA/TD
MA, cable modems; and satellite based systems. How
ever, the present invention offers a low cost of deploy
ment, ease of maintenance, a broad feature set, scale-

so ability, an ability to degrade gracefully under heavy load 
conditions and support for enhanced network services 
like virtual private networking, roaming, mobility and 
quality of service to the relative benefit of users and 
service providers. 

35 [0014] For wireless service providers who own per
sonal communications system (PCS) spectrum, the 
present invention will enable them to offer wireless 
packet switched data access services that can compete 
with services provided by the traditional wire line telcos 

40 who own and operate the PSTN. Wireless service pro
viders may also decide to become internet service pro
viders themselves, in which case, they will own and op
erate the whole network and provide end to end services 
to users. 

45 [0015] For internet service providers the present in
vention will allow them to by-pass the telcos (provided 
they purchase or lease the spectrum) and offer direct 
end to end services to users, perhaps saving access 
charges to the telcos, which may increase in the future 

so as the internet grows to become even bigger than it is 
now. 
[0016] The present invention is flexible so that it can 
benefit wireless service providers who are not internet 
service providers and who just provide ISP, internet or 

55 private intranet access to end users. The invention can 
also benefit service providers who provide wireless ac
cess and internet services to end users. The invention 
can also benefit service providers who provide wireless 

4 



Exhibit 1002 
IPR2022-00426 

Page 384 of 755

7 EP O 917 320 A2 8 

access and internet services but also allow the wireless 
portion of the network to be used for access to other 
ISPs or to private intranets. 
[0017] In FIG, 2, end systems 32 (e.g., based on, for 
example, Win 95 personal computer) connect to wire
less network 30 using external or internal modems. 
These modems allow end systems to send and receive 
medium access control (MAC) frames over air link 34. 
External modems attach to the PC via a wired or wire
less link. External modems are fixed, and, for example, 
co-located with roof top mounted directional antennae. 
External modems may be connected to the user's PC 
using any one of following means: 802.3, universal se
rial bus, parallel port, infra-red, or even an ISM radio 
link. Internal modems are preferably PCMCIA cards for 
laptops and are plugged into the laptop's backplane. Us
ing a small omni-directional antenna, they send and re
ceive MAC frames over the air link. 
[0018] The end system consists of the equipment that 
is located at the subscribers location. In the case of a 
fixed installation, the end system consists of a rooftop 
mounted antenna, radio components, digital compo
nents, and finally a desktop computer. It is presumed 
that a subscriber will already own the desktop computer, 

thus the wireless system must connect to the PC 
through standard interfaces. Figures 3-5 illustrate the 
different options for typical fixed installations of the wire
less system. Each of the choices outlined in these fig
ures have consequences associated with them, ranging 
from installation costs, equipment costs, practical instal
lation to environmental with the installation, which will 
be discussed below. 
[0019] The installation show in Figure 3 is presently 
the least expensive. In this configuration, only an anten
na 21 is located outdoors and an RF cable 22 is con
nected to the radio 23. The installer, either the paid pro
fessional or the subscriber, will only have to install the 
antenna 21 at the roof or on the side of the building, and 
drop an inexpensive external cable 22 alongside the 
building to an entry point, typically through a hole in the 
corner of a window frame or through a hole in the wall 
near an internal floor. The radio 23 is external to the 
desktop computer 24 with a PCMCIA interface to the PC 
24. Losses in long RF cable runs for users located at 
distant points from the access point can be compensat
ed for with in-line bi-directional RF amplifiers. Users 
close to an access point can tolerate the additional loss
es of long cable runs since their propagation losses will 
not be as large as users at the periphery of the cell. 
[0020] Another design illustrated in Figure 4 involves 
integrating the radio electronics and the antenna into a 
common device 25. The connection to the PC 24 would 
be through a proprietary interface and PCMCIA. Power 
would be supplied to the device from a wall tansformer 
27 via a multi twisted-paired cable 26 carrying both pow
er and digital data. The challenge of designing an inte
grated device includes weatherproofing, heating and 
cooling, and server temperature extremes. 

[0021] Another design which consists of an outdoor 
antenna and an attic mounted subscriber unit. This al
leviated some of the low temperature and weatherproof
ing requirements, however, cooling will need to be pro-

5 vided. The subscriber unit is then connected to the PC 
via a cable. 
[0022] The last and most expensive means by which 
to move the digital data from the radio to a computer, or 
multiple computers, is to use an ISM band LAN, such 

10 as WaveLAN as illustrated in Figure 5. The antenna 21 
will be located on the rooftop, as in the previous instal
lation. and the radio can be located at the antenna or 

elsewhere. An 802.3 connection will connect the radio 
to a wireless LAN access point. Each of the remote com-

15 puter devices within the house will now have access to 
the wireless LAN 28. Ideally, the wireless LAN access 
point antenna 29 should be a directional antenna locat
ed high in the building pointing downward to provide 
coverage in the house while minimizing RF leakage out-

20 side the house. Locating the antenna in the attic 
presents various problems from powering the device in 
the attic to cooling the LAN radios. Practically, it seems 
that a LAN antenna located anywhere in the house will 
be acceptable, as long as LAN access point antenna 

25 cable lengths are short. 
[0023] There may be a need to provide service to the 
roaming subscribers who choose to take their laptop 
computer away from their home service area to another 
service area. The laptop user will need to use a flat panel 

30 directional antenna which will be pointed toward the ac

cess points. The alignment of the access point will be 
critical to ensure service quality. As part of the laptop 
software, an alignment indicator will provide guidance 
in aligning the antenna. 

35 [0024] It is envisioned that the antenna will approxi
mately½ to¾ of an inch thick, with an aperture approx
imately the same size as the laptop (8½" x 11 "). Some 
means of temporarily attaching the antenna panel to the 
back of the laptop, such as hook and loop fasteners, is 

40 convenient for transporting the antenna. Once the lap
top user arrives at the location where access is desired, 
the antenna can either be removed from the back of the 
laptop and oriented for best performance, or left at
tached to the laptop in very strong signal areas. The lap-

45 top antenna may even be hinged to the laptop with a bi
axis alignment mechanism which changes the azimuth 
and elevation of the antenna. The antenna panels will 
support 45° dual slant polarization with conical beam 
shapes to eliminate any propagation effects which can 

50 affect signal quality. Furthermore, since the beam 
shapes are conical with dual polarization, standing the 
antenna on either side should not change signal quality. 
[0025] Wide-area wireless coverage is provided by 
base stations 36. The range of coverage provided by 

55 base stations 36 depends on factors like link budget, ca
pacity and coverage. Base stations are typically in
stalled in cell sites by PCS (personal communication 
services) wireless service providers. Base stations mul-

5 
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tiplex end system traffic from their coverage area to the 
system's mobile switching center (MSC) 40 over wire 
line or microwave backhaul network 38. 
[0026] A wireless communication system with multi
sector directional antenna arrangements entitled "Multi
Sector Cell Pattern For A Wireless Communication Sys
tem", filed on December 26, 1997, by Walter Hon
charenko, can be used to provide the wireless coverage 
and is incorporated herein by reference. 
[0027] The invention is independent of the MAC and 
PHY (physical) layer of the air link and the type of mo
dem. The architecture is also independent of the phys
ical layer and topology of backhaul network 38. The only 
requirements for the backhaul network are that it must 
be capable of routing internet protocol (IP) packets be
tween base stations and the MSC with adequate per
formance At Mobile Switching Center 40 (MSC 40), 
packet data inter-working function (IWF) 52 terminates 
the wireless protocols for this network. IP router 42 con
nects MSC 40 to public internet 44, private intranets 46 
or to internet service providers 46. Accounting and di
rectory servers 48 in MSC 40 store accounting data and 
directory information. Element management server 50 
manages the equipment which includes the base sta
tions, the IWFs and accounting/directory servers. 
[0028] The accounting server will collect accounting 
data on behalf of users and send the data to the service 
provider's billing system. The interface supported by the 
accounting server will send accounting information in 
American Management Association (AMA) billing 
record format or any other suitable billing format over a 
TCP/IP (transport control protocol/internet protocol) 
transport to the billing system (which is not shown in the 
figure). 
[0029] The network infrastructure provides PPP 
(point-to-point protocol) service to end systems. The 
network provides (1) fixed wireless access with roaming 
(log-in anywhere that the wireless coverage is available) 
to end systems and (2) low speed mobility and hand
offs. When an end system logs on to a network, in it may 
request either fixed service (i.e., stationary and not re
quiring handoff services) or mobile service (i.e., needing 
handoff services). An end system that does not specify 
fixed or mobile is regarded as specifying mobile service. 
The actual registration of the end system is the result of 
a negotiation with a home registration server based on 
requested level of service, the level of services sub
scribed to by the user of the end system and the facilities 
available in the network. 
[0030] If the end system negotiates a fixed service 
registration (i.e., not requiring handoff services) and the 
end system is located in the home network, an IWF (in
ter-working function) is implemented in the base station 
to relay traffic between the end user and a communica
tions server such as a PPP server (i.e., the point with 
which to be connected, for example, an ISP PPP server 
or a corporate intranet PPP server or a PPP server op
erated by the wireless service provider to provide cus-

tomers with direct access to the public internet). It is an
ticipated that perhaps 80% of the message traffic will be 
of this category, and thus, this architecture distributes 
IWF processing into the base stations and avoids mes-

5 sage traffic congestion in a central mobile switching 
center. 
[0031] If the end system requests mobile service 
(from a home network or a foreign network) or if the end 
system request roaming service (i.e., service from the 

10 home network through a foreign network), two IWFs are 
established: a sorting IWF typically established in the 
base station of the network to which the end system is 
attached (be it the home network or a foreign network) 
and a home IWF typically established in mobile switch-

15 ingcenterMSCof the home network. Since th is situation 
is anticipated to involve only about 20% of the message 
traffic, the message traffic congestion around the mobile 
switching center is minimized. The serving IWF and the 
wireless hub may be co-located in the same nest of com-

20 puters or may even be programmed in the same com
puter so that a tunnel using an XTunnel protocol need 
not be established between the wireless hub and the 
serving IWF. 
[0032] However, based on available facilities and the 

25 type and quality of service requested, a serving IWF in 
a foreign network may alternatively be chosen from fa
cilities in the foreign MSC. Generally, the home IWF be
comes an anchor point that is not changed during the 
communications session, while the serving IWF may 

so change if the end system moves sufficiently. 
[0033] The base station includes an access hub and 
at least one access point (be it remote or collocated with 
the access hub). Typically, the access hub serves mul
tiple access points. While the end system may be at-

35 tached to an access point by a wire or cable according 
to the teachings of this invention, in a preferred embod
iment the end system is attached to the access point by 
a wireless "air link ", in which case the access hub is 
conveniently referred to as a wireless hub. While the ac-

40 cess hub is referred to as a "wireless hub "throughout 
the description herein, it will be appreciated that an end 
system coupled through an access point to an access 
hub by wire or cable is an equivalent implementation 
and is contemplated by the term "access hub". 

45 [0034] In the invention, an end system includes an 
end user registration agent (e.g., software running on a 
computer of the end system, its modem or both) that 
communicates with an access point, and through the ac
cess point to a wireless hub. The wireless hub includes 

50 a proxy registration agent (e.g., software running on a 
processor in the wireless hub) acting as a proxy for the 
end user registration agent. Similar concepts used in, 
for example, the IETF proposed Mobile IP standard are 
commonly referred to as a foreign agent (FA). For this 

55 reason, the proxy registration agent of the present in
vention will be referred to as a foreign agent, and as
pects of the foreign agent of the present invention that 
differ from the foreign agent of Mobile IP are as de-

6 
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scribed throughout this description. 
[0035] Using the proxy registration agent (i.e., foreign 
agent FA) in a base station, the user registration agent 
of an end system is able to discover a point of attach
ment to the network and register with a registration serv
er in the MSC (mobile switching center) of the home net
work. The home registration server determines the 
availability of each of the plural inter-working function 
modules (IWFs) in the network (actually software mod
ules that run on processors in both the MSC and the 
wireless hubs) and assigns IWF(s) to the registered end 
system. For each registered end system, a tunnel (using 
the XTunnel protocol) is created between the wireless 
hub in the base station and an inter-working friction 
(IWF) in the mobile switching center (MSC), this tunnel 
transporting PPP frames between the end system and 
the IWF 
[0036] As used herein, the XTunnel protocol is a pro
tocol that provides in-sequence transport of PPP data 
frames with flow control. This protocol may run over 
standard IP networks or over point-to-point networks or 
over switched network like ATM data networks or frame 
relay data networks. Such networks may be based on 
T1 or T3 links or based on radio links, whether land 
based or space based. The XTunnel protocol may be 
built by adapting algorithms from L2TP (layer 2 tun
neling protocol). In networks based on links where lost 
data packets may be encountered, a re-transmission 
feature may be a desirable option. 
[0037] The end system's PPP peer (i.e., a communi
cations server) may reside in the IWF or in a corporate 
intranet or ISP's network. When the PPP peer resides 
in the IWF, an end system is provided with direct irternet 
access. When the PPP peer resides in an intranet or 
ISP, an end system is provided with intranet access or 
access to an ISP. In order to support intranet or ISP ac
cess, the IWF uses the layer two tunneling protocol 
(L2TP) to connect to the intranet or ISP's PPP server. 
From the point of view of the intranet or ISP's PPP serv
er, the IWF looks like a network access server (NAS). 
PPP traffic between the end system and the IWF is re
layed by the foreign agent in the base station. 
[0038] In the reverse (up link) direction, PPP frames 
traveling from the end system to the IWF are sent over 
the MAC and air link to the base station. The base sta
tion relays these frames to the IWF in the MSC using 
the XTunnelprotocol. The IWF delivers them to a PPP 
server for processing. For internet access, the PPP 
server may be in the same machine as the IWF For ISP 
or intranet access, the PPP server is in a private network 
and the IWF uses the layer two tunneling protocol 
(L2TP) to correct to it 
[0039] In the forward (down link) direction, PPP 
frames from the PPP server are relayed by the IWF to 
the base station using the XTunnef protocol. The base 
station de-tunnels down link frames and relays them 
over the air link to the end system, where they are proc
essed by the end system's PPP layer. 

[0040] To support mobility, support for hand-offs are 
included. The MAC layer assists the mobility manage
ment software in the base station and the end system 
to perform hind-offs efficiently. Hand-offs are handled 

s transparently from the peer PPP entities and the L2TP 
tunnel. If an end system moves from one base station 
to another, a new XTunnel is created between the new 
base station and the original IWF The old XTunneffrom 
the old base station will be deleted. PPP frames will 

10 transparently traverse the new path. 
[0041] The network supports roaming (i.e., when the 
end user connects to its home wireless service provider 
through a foreign wireless service provider). Using this 
feature, end systems are able to roam away from the 

15 home network to a foreign network and still get service, 
provided of course that the foreign wireless service pro
vider and the end system's home wireless service pro
vider have a service agreement. 
[0042] In FIG. 6, roaming end system 60 has traveled 

20 to a location at which foreign wireless service provider 
62 provides coverage. However, roaming end system 
60 has a subscriber relationship with home wireless 
service provider 70. In the present invention, home wire
less service provider 70 has a contractual relationship 

25 with foreign wireless service provider 62 to provide ac
cess services. Therefore, roaming end system 60 con
nects to base station 64 of foreign wireless service pro
vider 62 over the air link. Then, data is relayed from 
roaming end system 60 through base station 64, 

30 through serving IWF 66 of foreign wireless service pro
vider 62, to home IWF 72 of home wireless service pro
vider 70, or possibly through home IWF 72 of home wire
less service provider 70 to internet service provider 74. 
[0043] An inter-service provider interface, called the 

35 I-interface, is used for communications across wireless 
service provider (WSP) boundaries to support roaming. 
This interface is used for authenticating, registering and 
for transporting the end system's PPP frames between 
the foreign WSP and the home WSP. 

40 [0044] PPP frames in the up link and the down link 
directions travel trough the end system's home wireless 
service provider (WSP). Alternatively, PPP frames di
rectly transit from the foreign WS P to the des ti nation net -
work. The base station in the foreign WSP is the end 

45 system's point of attachment in the foreign network. This 
base station sends (and receives) PPP frames to (and 
from) a serving in the foreign WSP's mobile switching 
center. The serving IWF connects over the I-interface to 
the home IWF using a layer two tunnel to transport the 

so end system's PPP frames in both directions. The serving 
IWF in the foreign WSP collects accounting data for au
diting. The home IWF in the home WSP collects ac
counting data for billing. 
[0045] The serving IWF in the foreign WSP may be 

55 combined with the base station in the same system, thus 
eliminating the need for the X-Tunnel. 

7 

[0046] During the registration phase, a registration 
server in the foreign WSP determines the identity of the 
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roaming end system's home network. Using this infor
mation, the foreign registration server communicates 
with the home registration server to authenticate and 
register the end system. These registration messages 
flow over the I-interface. Once the end system has been 
authenticated and registered, a layer two tunnel is cre
ated between the base station and the serving IWF us
ing the XTUNNEL protocol and another layer two tunnel 
is created between the serving IWF and the home IWF 
over the 1-X Tunnel. The home IWF connects to the end 
system's PPP peer as before, using L2TP (layer 2 tun
neling protocol). During hand-offs, the location of the 
home IWF and the L2TP tunnel remains fixed. As the 
end system moves from one base station to another 
base station, a new tunnel is created between the new 
base station and the serving IWF and the old tunnel be
tween the old base station and the serving IWF is delet-
ed. If the end system moves far enough, so that a new 
serving IWF is needed, a new 1-X tunnel will be created 
between the new serving IWF and the home IWF The 
old tunnel between the old serving and the home will be 
deleted. 
[0047] To support foaming the I-interface supports 
authentication, registration and data transport services 
across wireless service provider boundaries. Authenti
cation and registration services are supported using the 
I ETF Radius protocol. Data transport services to trans-
fer PPP frames over a layer two tunnel are supported 
using the 1-XTunnel protocol. This protocol is based on 
the IETF L2TP protocol. 
[0048] As used in this description, the term home IWF 
refers to the IWF in the end system's home network. The 
term serving IWF refers to the IWF in the foreign network 
which is temporarily providing service to the end system. 
Similarly, the term home registration server refers to the 
registration server in the end system's home network 
and the term foreign registration server refers to the reg
istration server in the foreign network through which the 
end system registers while it is roaming. 

unique identifier may be used to identify the user's home 
network and the user's identity in the home network. 
This identifier is sent in the registration request by the 
end system. 

s [0050] The PPP IPCP is used to negotiate the IP ad
dress for the end system. Using IP configuration proto
col I PCP, the end system is able to negotiate a fixed or 
dynamic IP address. 
[0051] Although the use of the structured user-name 

10 field and the non-use of an IP home address is a feature 
that characterizes the present invention over a known 
mobile IP, the network may be enhanced to also support 
end systems that have no user-name and only a non
null home IP address, if mobile IP and its use in con-

15 junction with PPP end systems becomes popular. The 
PPP server may be configured by the service provider 
to assign IP addresses du ring the IPCP address assign
ment phase that are the same as the end system's home 
IP address. In this case, the home address and the IPCP 

20 assigned IP address will be identical. 
[0052] In FIG. 7, base station 64 and air links from end 
systems form wireless sub-network 80 that includes the 
air links for end user access, at least one base station 
(e.g., station 64) and at least one backhaul network (e. 

25 g., 38 of FIG. 2) from the base station to MSC 40 (FIG. 
2). The wireless sub-network architecture of, for exam
ple, a 3-sectored base station includes the following log
ical functions. 

30 1. Access point function. Access points 82 perform 
MAC layer bridging and MAC layer association and 
dissociation procedures. An access point includes 
a processor (preferably in the form of custom appli
cation specific integrated circuit ASIC), a link to a 

35 wireless hub (preferably in the form of an Ethernet 
link on a card or built into the ASIC), a link to an 

[0049] The network supports both fixed and dynamic 40 

IP address assignment for end systems. There are two 
types of IF addresses that need to be considered. The 

antenna (preferably in the form of a card with a data 
modulator/demodulator and a transmitter/receiver), 
and the antenna to which the end system is cou
pled. The processor runs software to perform a data 
bridging function and various other functions in sup
port of registration and mobility handovers as fur
ther described herein. See discussion with respect 
to FIGS. 10, 11 and 14. 

first is the identity of the end system in its home network. 
This may be a structured user name in the format us
er@domain. This is different from the home IP address 45 

used in mobile IP. The second address is the IP address 
assigned to the end system via the PPP IPC address 
protocol. The domain sub-field of the home address is 
used to identify the user's home domain and is a fully 
qualified domain name. The user sub-field of the hime so 
address is used to identify the user in the home domain. 
The User-Name is stored on the end system and in the 
subscriber data-base at the MSC and is assigned to the 
user when he or she subscribes to the service. The do
main sub-field of the User-Name is used during roaming 55 

to identify roaming relationships and the home registra-
tion server for purposes of registration and authentica
tion. Instead of the structured user name. another 

8 

Access points (APs) take MAC layer frames 
from the air link and relay them to a wireless hub 
and vice versa. The MAC layer association and dis
association procedures are used by APs to main
tain a list of end system MAC addresses in their 
MAC address filter table. An AP will only perform 
MAC layer bridging on behalf of end systems whose 
MAC addresses are present in the table. An access 
point and its associated wireless hub are typically 
co-located. In its simplest form, an access point is 
just a port into a wireless hub. When the APs and 
the wireless hub are co-located in the same cell site, 
they may be connected together via a IEEE 802.3 
link. Sometimes, access points are located remote-
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ly from the wireless hub and connected via a long 

distance link like a wired T1 trunk or even a wireless 
trunk. For multi-sector cells, multiple access points 
(i.e., one per sector) are used. 

2. Wireless hub function. Wireless hub 84 performs 

5 

cess points are preferably co-located with the wire

less hub and may be connected to it using an IEEE 
802.3 network or may be directly plugged into the 
wireless hub's backplane. These devices will be re

ferred to by the term trunk AP. 

the foreign agent (FA) procedures, backhaul load 
balancing (e.g., over multiple T1's), backhaul net
work interfacing, and the xtunnel procedures. When 
support for quality of service (QOS) is present, the 10 

wireless hub implements the support for QOS by 
running the xtunnel protocol over backhauls with 
different QOS attributes. In a multi-sector cell site, 

3. Mixed AP architecture. In a mixed architecture, 
the wireless sub-network will have to support re

mote and local access points. Remote access 
points may be added for hole filling and other ca

pacity reasons. As described earlier, T1 or wireless 
trunks may be used to connect the remote AP to the 

wireless hub. 
a single wireless hub function is typically shared by 
multiple access points. 15 [0054] FIGS. 37 and 38 are system configuration di-

A wireless hub includes a processor, a link to 
one or more access points preferably in the form of 

an Ethernet link on a card or built into an ASIC), and 

a link to a backhaul line. The backhaul line is typi
cally a T1 or T3 communications line that terminates 
in the mobile switching center of the wireless serv

ice provider. The link to the backhaul line formats 
data into a preferred format, for example, an Ether

net format, a frame relay formal or an ATM format. 

The wireless hub processor runs software to sup
port data bridging and various other functions as de

scribed herein. See discussion with respect to 
FIGS. 12, 13and 14. 

agrams which illustrate possible connections. For case 
(i), the IWF1 is the anchor IWF and acts as the home 
agent, while the WH 1 acts as the foreign agent. An Xtun

nel is used between the WH1 and IWF1 and a layer 2 
20 Tunneling protocol (L2TP) tunnel is used between the 

IWF1 and the PPP server. For case (ii), the WH and the 
serving IWF are colocated. The IWF1 is the anchor IWF 
and the serving IWF. IWF2 acts as the Foreign agent. 
An 1-X tunnel is used between IWF and IWF2 and a 

2s L2TP tunnel is used between IWF1 and the PPP server. 

For case (iii), the serving IWF is IWF3 and the anchor 
IWF is IWF1. An Xtunnel is used between WH3 and 
IWF3, an 1-Xtunnel is used between IWF3 and IWF1, 

and a L2TP tunnel is used between IWF1 and the PPP 
[0053] The base station design supports the fol lowing so server. 

types of cell architectures. 

1. Local AP architecture. In a local AP architecture, 

access points have a large (> = 2km, typically) 
range. They are co-located in the cell site with the 
wireless hub (FiG. 4). Access points may be con
nected to the wireless hub using an IEEE 802.3 net

work or may be directly plugged into the wireless 
hub's backplane or connected to the wireless hub 
using some other mechanism (e.g. universal serial 
bus, printer port, infra-red, etc.). It will be assumed 

that the first alternative is used for the rest of this 

discussion. The cell site may be omni or sectored 
by adding multiple access points and sectored an
tennas to a wireless hub. 

2. Remote AP architecture. In a remote AP archi

tecture, access points usually have a very small 

range, typically around 1 km radius. They are locat

ed remotely (either indoors or outdoors) from the 
wireless hub. A T1 or a wireless trunk preferably 
links remote access points to the cell site where the 
wireless hub is located. From the cell site, a wire 
line backhaul or a microwave link is typically used 
to connect to the IWF in the MSC. If wireless trunk

ing between the remote AP and the wireless hub is 

used, omni or sectored wireless radios for trunking 
are utilized. The devices for trunking to remote ac-

[0055] FIG. 38 illustrates the addition of a wireless 
hop (trunk AP) wherein the trunk AP may be colocated 
with WH. For this case, apart from all three possibilities 

described above, the following possibilities may also oc-
35 cur. For case (i), the Trunk AP1 is the foreign agent and 

IWF1 is the anchor IWF. An Xtunnel is used between 

the Trunk AP1 and the anchor IWF, and a L2TP tunnel 
is used between the anchor IWF and the PPP server. 
For case (ii), the serving IWF2 is the foreign agent. An 

40 Xtunnel is used between the trunk AP2 and the IWF2, 

an 1-Xtunnel is used between the IWF2 and the anchor 

IWF1 and a L2TP tunnel is used between the anchor 

IWF and the PPP server. For case (iii), the serving IWF 
is the foreign agent. An Xtunnel is used between the 

45 trunk AP3 and the IWF3, an 1-Xtunnel is used between 
IWF3 and anchor IWF1 and a L2TP tunnel is used be

tween the anchor IWF1 and the PPP server. 
[0056] FIGS. 39-42 illustrate several handoff scenar

ios as well as various connections between the ele-
so ments of the systems. 

[0057] FIG. 8 shows a cell with three sectors using 
local APs only. The access points and the wireless hub 
are co-located in the base station and are connected to 

each other with 802.3 links. 
55 [0058] FIG. 9 shows an architecture with remote ac

cess points 82 connected to wireless hub 84 using wire
less trunks 86. Each trunk access point in the base sta

tion provides a point to multi-point wireless radio link to 

9 
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the remote micro access points (R-AP in figure). The 
remote access points provide air link service to end sys

tems. The wireless hub and the trunk access points are 
co-located in the base station and connected together 
via 802.3 links. This figure also shows remote access s 
points 82R connected to the wireless hub via point to 
point T1 links. In this scenario, no trunk APs are re

quired. 
[0059] To support all of the above cell architectures 
and the different types of access points that each cell 10 

might use, the network architecture follows the following 
rules: 

1. Access points function as MAC layer bridges. Re
mote access points perform MAC bridging between 15 

the air link to the end systems and the wireless or 

whose MAC addresses are not present in the table. 

The APs always forward MAC broadcast frames 
and MAC frames associated with end system reg
istration functions regardless of the contents of the 
MAC address filter table. 

5. Local access points use ARP to resolve MAC ad

dresses for routing IP traffic to the wireless hub. 
Conversely, the wireless hub also uses ARP to 

route IP packets to access points. UDP/IP is used 
for network management of access points. 

6. Remote access points connected via T1 do not 
use ARP since the link will be a point to point link. 

7. Support for hand-offs is done with assistance 
from the MAC layer. T1 trunk to the cell site. Local access points perform 

MAC bridging between the air link to the end sys

tems and the wireless hub. [0061] In a cell architecture using wireless trunks and 
20 trunk APs, the following rules are followed. 

2. Trunk access points also function as MAC layer 
bridges. They perform MAC bridging between the 
trunk (which goes to the access points) and the 
wireless hub. 

3. The wireless flub is connected to all co-located 

MAC bridges (i.e. local access points or trunk ac
cess points) using a 802.3 link initially. 

25 

[0060] Additionally, where local access points or re- 30 

mote access points with T1 trunks are used, the follow-

ing rules are followed. 

1. Local access points are co-located with the wire-
less hub and connected to it using point to point 35 

802.3 links or a shared 802.3 network. Remote ac

cess points are connected to the wireless hub using 
point to point T1 trunks. 

2. Sectorization is supported by adding access 40 

points with sectored antennas to the cell site. 

3. For each access point connected to the wireless 
hub, there is a foreign agent executing in the wire-
less hub which participates in end system registra- 45 

tion. MAC layer association procedures are used to 
keep the MAC address filter tables of the access 
points up to date and to perform MAC layer bridging 

efficiently. The wireless hub participates in MAC as
sociation functions so that only valid MAC address- so 
es are added to the MAC address filter tables of the 
access points. 

4. The wireless hub relays frames from the access 
points to the MSC IWF and vice versa using the 55 

xtunnel protocol unless the IWF is co-located with 

the wireless hub. The MAC address filter table is 
used to filter out those unicast MAC data frames 

10 

1 . Trunk access points are co-located with the wire

less hub and connected to it using point to point 
802.3 links or other suitable means. 

2. Wireless trunk sectorization is supported by add

ing trunk access points with sectored antennas to 
the cell site. 

3. Hand-offs across backhaul sectors are done us

ing the foreign agent in the wireless hub. For each 
backhaul sector, there is a foreign agent executing 

in the wireless hub. 

4. The trunk APs do not need to participate in MAC 
layer end system association and hand off proce
dures. Their MAC address filter tables will be dy

namically programmed by the wireless hub as end 
systems register with the network. The MAC ad
dress filter table is used to filter out unicast MAC 

frames. Broadcast MAC frames or MAC frames 
containing registration packets are allowed to al

ways pass through. 

5. Trunk APs use ARP to resolve MAC addresses 
for routing IP traffic to the wireless hub. Conversely, 
the wireless hub use ARP to route IP packets to 
trunk APs. UDP/IP is used for network management 

of trunk APs. 

6. In a single wireless trunk sector, MAC association 
and hand-offs from one access point to another is 

done using the MAC layer with the assistance of the 
foreign agent in the wireless hub. Using these MAC 

layer procedures, end systems associate with ac
cess points. As end systems move from one access 

point to another access point, the access points will 
use a MAC band off protocol to update their MAC 
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address filter tables. The wireless hub at the cell site 
provides assistance to access points to perform th is 
function. This assistance includes relaying MAC 
layer hand off messages (since access points will 
not be able to communicate directly over the MAC 
layer with each other) and authenticating the end 
system for MAC layer registration and hand off and 
for updating the MAC address filter tables of the ac
cess points. 

7. The foreign agent for a wireless trunk sector is 
responsible for relaying frames from its trunk AP to 
the MSC and vice versa using the xtunnelprotocol. 
Thus, the foreign agent for a trunk AP does not care 
about the location of the end system with respect to 
access points within that wireless trunk sector. In 
the down link direction, it just forwards frames from 
the mobile IP tunnel to the appropriate trunk AP 
which uses MAC layer bridging to send the frames 
to all the remote access points attached in that 
backhaul sector. The access points consult their 
MAC address filter tables and either forward the 
MAC frames over the access network or drop the 
MAC frames. As described above, the MAC ad
dress filter tables are kept up to date using MAC 
layer association and hand off procedures. In the 
up link direction, MAC frames are forwarded by the 
access points to the backhaul bridge which for
wards item to the foreign agent in the wireless hub 
using the 802.3 link. 

8. ARP is nor be used for sending or receiving IP 
packets to the remote access points. The trunk ac
cess points determines the MAC address of the 
wireless hub using BOOTP procedures. Converse
ly, the wireless hub is configured with the MAC ad
dress of remote access points. UDP/IP is used for 
network management of access points and for end 
system association and hand off messages. 

[0062] IEEE 802.3 links in the cell site may be re
placed by higher speed links. 
[0063] FIG. 10 shows the protocol stack for a local ac
cess point. At the base of the stack is physical layer PHY. 
Physical layer PHY carries data to and from an end sys
tem over the air using radio waves as an example. When 
received from an end system, the AP receives data from 
the physical layer and unpacks it from the MAC frames 
(the MAC layer). The end system data frames are then 
repacked into an Ethernet physical layer format (IEEE 
802.3 format) where it is sent via the Ethernet link to the 
wireless hub. When the AP's processor receives data 
from the wireless hub via its Ethernet link (i.e., the phys
ical layer), the data to be transmitted to an end system, 
the AP packs the data in a medium access control 
(MAC) format, and sends the MAC layer data to its mod
ulator to be transmitted to the end system using the PHY 
layer. 

[0064] In FIG. 11, the MAC and PHY layers to/from 
the end system of FIG. 10 are replaced by a MAC and 
PHY for the trunk to the cell site for a remote access 
point. Specifically, for a T1 trunk, the high level data link 

s control protocol (HDLC protocol) is preferably used over 
the T1. 
[0065] FIG. 12 depicts the protocol stack for the wire
less hub that bridges the backbaul line and the trunk to 
the remote access point. The trunk to the remote APs 

10 are only required to support remote access points (as 
distinctfrom Ethernet coupled access points). The MAC 
and PHY layers for the wireless trunk to the remote APs 
provide a point to multipoint link so that one trunk may 
be used to communicate with many remote APs in the 

15 same sector. 
[0066] The wireless hub bridges the trunk to the re
mote APs and the backhaul line (e.g., T1 or T3) to the 
network's mobile switching center (MSC). The protocol 
stack in the wireless hub implements MAC and PHY lay-

20 ers to the MSC on top of which is implemented an IP 
layer (Internet Protocol) on top of which is implemented 
a UDP layer (Universal Datagram Protocal, in combina
tion referred to as UDP/IP) for network management on 
top of which is implemented an XTunnel protocol. The 

25 XTunnel protocol is a new format that includes aspects 
of mobility (e.g. as in mobile IP) and aspects of the Layer 
2 Tunnel Protocol (L2TP). The XTunnel protocol is used 
to communicate from the wireless hub to the MSC and 
between inter-working functions (IWFs) in different net-

so works or the same network. 
[0067] In FIG. 13, the protocol stack for the relay func
tion in the base station for supporting remote access 
points is shown. The relay function includes an interface 
to the backhaul line (depicted as the wireless hub) and 

35 an interface to the remote AP (depicted as a trunk AP). 
From the point of view of the wireless hub, the trunk AP 
(depicted in FIG.13) actually behaves like the AP depict
ed in FIG. 10. Preferably, the base station protocol 
stacks are split up into a wireless hub and a trunk AP 

40 with an Ethernet in between. In an N-sector wireless 
trunk, there are N wireless trunk APs in the cell site and 
one wireless hub. 
[0068] In FIG. 14, the base station protocol stack for 
a cell architecture using a local AP is shown. The relay 

45 function includes an interface to the backhaul line (de
picted as the wireless hub) and an air link interface to 
the end system (depicted as an AP). From the point of 
view of the wireless hub, the AP (depicted in FIGS. 11 
and 14) actually behaves like the trunk AP depicted in 

so FIG. 11. Preferably, the base station protocol stacks are 
split up into a wireless hub and a trunk AP with an Ether
net in between. In a N-sector cell, there are N access 
points and a single wireless hub. 
[0069] The backhaul network from the base station to 

55 the MSC has the following attributes. 

11 

1. The network is capable of routing IP datagrams 
between the base station and the MSC. 
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2. The network is secure. It is not a public internet. 
Traffic from trusted nodes only are allowed onto the 
network since the network will be used for not only 
transporting end system traffic, but also for trans
porting authentication, accounting, registration and 
management traffic. 

3. The network has the necessary performance 
characteristics. 

4. Base stations support IP over Ethernet links. 

In typical application, the service provider is responsible 
for installing and maintaining the backhaul network on 
which the equipment is installed. 
[0070] The base stations supports the following back
haul interfaces for communicating with the MSC. 

1. Base stations support IP over PPP with HDLC 
links using point to point T1 or fractional T3 links. 

2. Base stations support IP over frame relay using 
T1 or fractional T3 links. 

3. Base stations support IP over AALS/ATM using 
T1 or fractional T3 links. 

[0071] Since all of the above interfaces are based on 
I ETF standard encapsulations, commercial routers may 
be used in the MSC to terminate the physical links of the 
backhaul network. Higher layers are passed on and 
processed by the various servers and other processors. 
[0072] End system registration procedures above the 
MAC layer are supported. In the following, end system 
registration procedures at the MAC layer are ignored ex
cept where they impact the layers above. 
[0073] End systems may register for service on their 
home network or from a foreign network. In both sce
narios, the end system uses a foreign agent (FA) in the 
base station to discover a point of attachment to the net
work and to register. In the former case, the FA is in the 
end system's home network. In the latter case, the FA 
is in a foreign network. In either case, the network uses 
an IWF in the end system's home network as an anchor 
point (i.e., unchanging throughout the session in spite 
of mobility). PPP frames to and from the end system 
travel via the FA in the base station to the IWF in the 
home network. If the end system is at home, the home 
IWF is directly convected by means of the xtunnel pro
tocol to the base station. Note that the home IWF may 
be combined with the base station in the same mode. If 
the end system is roaming, a serving IWF in the foreign 
network is connected to the home IWF over an I-inter
face. The serving IWF relays frames between the base 
station and the home IWF Note that the serving IWF 
may also be combined with the base station in the same 
mode. From the home IWF, data is sent to a PPP server 
which may reside in the same IWF or to a separate serv-

er using the L2TP protocol. The separate server may be 
owned and operated by a private network operator (e. 
g. ISP or corporate intranet) who is different from the 
wireless service provider. For the duration of the ses-

5 sion, the location of the home IWF and the PPP server 
remains fixed. If the end system moves while connect
ed, it will have to re-register with a new foreign agent. 
However, the same home IWF and PPP server contin
ues to be used. A new xtunnel is created between the 

10 new FA and the IWF and the old xtunnel between the 
old foreign agent and the IWF is destroyed. 
[0074] FIG. 15 shows this network configuration for 
two end systems A and B, both of whose home wireless 
network is wireless service provider A (WSP-A). One 

15 end system is registered from the home wireless net
work and the other from a foreign wireless network. The 
home IWF in WSP-A serves as the anchor point for both 
end systems. For both end systems, data is relayed to 
the home IWF The home IWF connects to an internet 

20 service provider's PPP server owned by ISP-A. Here it 
is assumed that both end systems have subscribed to 
the same ISP If that were not the case, then the home 
IWF would be shown also connected to another ISP. 
[0075] Within a wireless service providers network, 

25 data between base stations and the IWF is carried using 
the xtunnelprotocol. Data between the IWF and the PPP 
server is carried using Layer 2 Tunneling Protocol 
(L2TP). Data between the serving IWF and the home 
IWF is carried using the 1-xtunnel protocol. 

30 [0076] In a simple scenerio, for a user in their home 
network requiring fixed service, the home IWF function 
may be dynamically actuated in the base station. Also, 
the serving IWF function may be activated for a roaming 
user in the base station. 

35 [0077] Always using an IWF in the home network has 
its advantages and disadvantages. An obvious advan
tage is simplicity. A disadvantage is that of always hav
ing to relay data to and from a possibly remote home 
IWF. The alternative is to send all the necessary infor-

40 mation to the serving IWF so that it may connect to the 
end system's ISP/intranet and for the serving IWF to 
send accounting information in near real time back to 
the accounting server in the home network. This func
tionality is more complex to implement, but more effi-

45 cient because it reduces the need to relay data over po
tentially long distances from the foreign network to the 
home network. 
[0078] For example, consider a case of a user who 
roams from Chicago to Hong Kong. If the user's home 

50 network is in Chicago and the user registers using a 
wireless service provider in Hong Kong, then in the first 
configuration, the anchor point will be the home IWF in 
Chicago and all data will have to be relayed from Hong 
Kong to Chicago and vice versa. The home IWF in Chi-

55 cago will connect to the user's ISP in Chicago. With the 
second configuration, the end system user will be as
signed an ISP in Hong Kong. Thus, data will not always 
have to be relayed back and forth between Chicago and 

12 
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Hong Kong. In the second configuration, the serving 
IWF will serve as the anchor and never change for the 
duration of the session even if the end system moves. 
However, the location of the FA may change as a result 
of end system movement in Hong Kong. 
[0079] FIG. 16 shows the second network configura
tion. In this figure, the home network for end system A 
and Bis WSP-A. End system A registers from its home 
network, using its home IWF as an anchor point, and 
also connects to its ISP-A using the ISPs PPP server. 
End system B registers from the foreign network of 
WSP-B and uses a serving IWF which serves as the an
chor point and connects the end system to an ISP using 
the IS P's PPP server. In this configuration, data tor end 
system B does not have to be relayed from the foreign 
network to the home network and vice versa. 
[0080] In order for this configuration to work, not only 
must there be roaming agreements between the home 
and the foreign wireless service providers, but there also 
must be agreements between the foreign wireless serv
ice provider and the end system's internet service pro
vider directly or through an intermediary. In the example 
above, not only must the wireless service provider in 
Hong Kong have a business agreement with the wire
less service provider in Chicago, but the WSP in Hong 
Kong must have a business agreement with the user's 
Chicago ISP and access to the Chicago ISPs PPP serv
er in Hong Kong or a business agreement with another 
I SP locally in Hong Kong who has a business agreement 
for roaming with the user's Chicago ISP. Additionally, the 
WSP in Hong Kong must be able to discover these 
roaming relationships dynamically in order to do user 
authentication and accounting and to set up the appro
priate tunnels. 
[0081] It is difficult for those companies who are in the 
Internet infrastructure business to work out suitable 
standards in the I ETF for all of these scenarios. Thus, 
a preferable embodiment for the present invention is to 
implement the simpler, potentially less efficient configu
ration, where the IWF in the home network is always 
used as the anchor point. However, in the presence of 
suitable industry standardization of protocols for Inter
net roaming, the second coufigurafion should be regard
ed as equivalent or alternative embodiment. 
[0082] An end system will have to register with the 
wireless network before it can start PPP and send and 
receive data. The end system first goes through the FA 
discovery and registration phases. These phases au
thenticate and register the end system to the wireless 
service provider. Once these phases are over, the end 
system starts PPP. This includes the PPP link establish
ment phase, the PPP authentication phase and the PPP 
network control protocol phase. Once these phases are 
over, the end system is able to send and receive IP pack
ets using PPP. 
[0083] The following discussion assumes that the end 
system is roaming and registering from a foreign net
work. During the FA discovery phase, the end system 

(through its user registration agent) waits for or solicits 
an advertisement from the foreign agent. The user reg
istration agent uses advertisement messages sent by a 
near by foreign agent to discover the identity of the FA 

s and to register. During this phase, the user registration 
agent of the end system selects a FA and issues a reg
istration request to it. The FA acting as a proxy registra
tion agent forwards the registration request to its regis
tration server (the registration server in the foreign 

10 WSP). The registration server uses User-Name from the 
user registration agent's request to determine the end 
system's home network, and forwards the registration 
request for authentication to a registration server in the 
home network. Upon receiving the registration request 

15 relayed by the foreign registration server, the home reg
istration server authenticates the identity of the foreign 
registration server and also authenticates the identity of 
the end system. If authentication and registration suc
ceeds, the home registration server selects an IWF in 

20 the home network to create an /-xtunnel link between 
the home IWF and the serving IWF (in the foreign WSP). 
The IWF in the home network serves as the anchor point 
for the duration of the PPP session. 
[0084] Once the authentication and registration phas-

25 es are over, the various PPP phases will be started. At 
the start of PPP, an L2TP connection is created between 
the home IWF and requested ISP/intranet PPP server. 
In the PPP authentication phase, PPP passwords using 
PAP or CHAP are exchanged and the ISP or intranet 

30 PPP server independently authenticates the identity of 
the end system. 
[0085] Once this succeeds, the PPP network control 
phase is stated. In this phase, an IP address is negoti
ated and assigned to the end system by the PPP server 

35 and the use of TCP/IP header compression is also ne
gotiated. When this is complete, the end system is able 
to send and receive IP packets using PPP to its ISP or 
a corporate intranet. 
[0086] Note that two levels of authentication are per-

40 formed. The authentication authenticates the identity of 
the end system to the registration server in the home 
network and the identities of the foreign network and the 
home network to each other. To perform this function, 
the foreign agent forwards the end system's registration 

45 request using, tor example, an I ETF Radius protocol to 
a registration server in its local MSC in a Radius Access
Request packet. Using the end system's domain name, 
the foreign registration server determines the identity of 
the end system's home network and home registration 

so server, and acting as a Radius proxy, encapsulates and 
forwards the request to the end system's home registra
tion server. If the foreign registration server cannot de
termine the identity of the end system's home, it may 
optionally forward the Radius request to a registration 

55 server that acts like a broker (e.g. one that is owned by 
a consortium of wireless service providers), which can 
in turn proxy the Radius Access-Request to the final 
home registration server. If the local registration server 
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is unable to service the registration request locally or by 
proxying, then it rejects the foreign agent's registration 
request and the foreign agent rejects the end system's 
registration request. Upon receiving the Radius Access
Request, the home registration server performs the nec
essary authentication of the identifies of the foreign net
work and the end system. If authentication and registra
tion succeeds, the home registration server responds 
with a Radius Access-Response packet to the foreign 
registration server which sends a response to the for
eign agent so that a round trip can be completed. The 
registration request is rejected if the home registration 
server is unable to comply for any reason. 
[0087] The second level of authentication verifies the 
identity of the end system to the intranet or ISP PPP 
server. PPP authentication, separate from mobility au
thentication allows the infrastructure equipment to be 
deployed and owned separately from the ISP. 
[0088] FIG. 17 is a ladder diagram showing the reg
istration sequence for a roaming end system. It is as
sumed that the PPP server and the home IWF are in the 
same server and L2TP is not required. Note the inter
actions with accounting servers to start accounting on 
behalf of the registering end system and also directory 
servers to determine the identity of the home registration 
server and to authenticate the end system's identity. 
More information on accounting, billing, roaming (be
tween service providers) and settlement will be provided 
below. 
[0089] MAC layer messages from the user registra
tion agent of the end system may be used to initiate 
Agent Solicitation. The MAC layer messages are not 
shown for clarity. 
[0090] In FIG. 17, the end system (mobile) initially so
licits an advertisement and the foreign agent replies with 
an advertisement that provides the end system with in
formation about the network to which the foreign agent 
belongs including a care of address of the foreign agent. 
Alternatively, this phase may be removed and all net
work advertisements may be done by a continuously 
emitted MAC layer beacon message. In this case, the 
network is assumed to be a foreign wireless service pro
vider. Then, a user registration agent (in the end system) 
incorporates the information about the foreign agent (in
cluding the user name and other security credentials) 
and its network into a request and sends the request to 
the foreign agent. The foreign agent, as a proxy regis
tration agent, relays the request to the foreign registra
tion server (i.e., the registration server for the foreign 
wireless service provider. Then, the foreign registration 
server, recognizing that it is not the home directory, ac
cesses the foreign directory server with the FDD in the 
foreign wireless service provider to learn how to direct 
the registration request to the home registration server 
of the wireless service provider to which the end system 
belongs. The foreign registration server responds with 
the necessary forwarding information. Then, the foreign 
registration server encapsulates the end system's reg-

istration request in a Radius access request and relays 
the encapsulated request to the home registration serv
er of the wireless service provider to which the end sys
tem belongs. The home registration server accesses the 

5 home directory server with the HDD of the home regis
tration server to learn at least authentication information 
about the foreign service provider. Optionally, the home 
registration server accesses the subscriber's directory 
to learn detail subscriber service profile information (e. 

10 g., quality of service options subscribed to, etc.}. When 
all parties are authenticated, the home registration serv
er sends a start IWF request to the home IWF and PPP 
server. The home IWF and PPP server starts the home 
accounting server and then sends a start IWF response 

15 to the home registration server. The home registration 
server then sends a Radius access response to the for
eign registration server. The foreign registration server 
then sends a start IWF request to the serving IWF serv
er. The serving IWF server starts the serving accounting 

20 server and then sends a start IWF response to the for
eign registration server. The foreign registration server 
sends a registration reply to the foreign agent, and the 
foreign agent relays the registration reply to the end sys
tem. 

25 [0091] A link control protocol (LCP) configuration re
quest is send by the end system through the foreign reg
istration server to the home IWF and PPP server. The 
home IWF and PPP server sends an LCP configuration 
acknowledgment through the foreign registration server 

30 to the end system. 
[0092] Similarly, a password authentication protocol 
(PAP) authentication request is sent to and acknowl
edged by the home IWF and PPP server. Alternatively, 
a challenge authentication protocol (CHAP) may be 

35 used to authenticate. Both protocols may be used to au
thenticate or this phase may be skipped. 
[0093] Similarly, an IP configuration protocol (IPCP) 
configure request is sent to and acknowledged by the 
home IWF and PPP server. 

40 [0094] The connection to the end system may be ter
minated because of any one of the following reasons. 

I. User initiated termination. Under th is scenario, the 
end system first terminates the PPP gracefully. This 

45 includes terminating the PPP network control pro
tocol (IPCP) followed by terminating the PPP link 
protocol. Once this is done, the end system de-reg
isters from the network followed by termination of 
the radio link to the access point. 

50 

2. Loss of wireless link. This scenario is detected 
by the modem and reported to the modem driver in 
the end system. The upper layers of the software 
are notified to terminate the stacks and notify the 

55 user. 

14 

3. Loss of connection to the foreign agent. This sce
nario is detected by the mobility driver in the end 
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system. After trying to re-establish contact with a 
(potentially new) foreign agent and failing, the driver 
sends an appropriate notification up the protocol 
stack and also signals the modem hardware below 
to terminate the wireless link. 

4. Loss of connection to the IWF This is substan
tially the same as for loss of connection to the for
eign agent 

5. Termination of PPP by IWF or PPP server This 
scenario is detected by the PPP software in the end 
system. The end system's PPP driver is notified of 
this event. It initiates de-registration from the net
work followed by termination of the wireless link to 
the access point. 

[0095] End system service configuration refers to the 
concept of configuring the network service for an end 
system based on the subscriber's service profile. The 
subscriber's service profile is stored in a subscriber di
rectory. The service profile contains information to ena
ble the software to customize wireless data service on 
behalf of the subscriber. This includes information to au
thenticate the end system, allow the end system to roam 
and set up connections to the end system's internet 
service provider. Preferably, this information also in
cludes other parameters, like, quality of service. In ad
dition to the subscriber directory, a home domain direc
tory (HOD) and a foreign domain directory (FDD) are 
used for roaming and for authenticating the foreign and 
home registration servers to each other. The HOD 
stores information about the end system's home net
work and the FDD stores information about foreign net
works that a subscriber may visit. 
[0096] FIG. 18 shows how these directories map into 
the network architecture and are used during registra
tion for an end system that is registering at home. In step 
0 the end system (mobile) solicits and receives an ad
vertisement from the foreign agent to provides the end 
system with information about the network to which the 
foreign agent belongs. In this case, the network is the 
home wireless service provider. In step 1, user registra
tion agent (in the end system) incorporates the informa
tion about the foreign agent and its network and its se
curity credentials into a request and sends the request 
to the foreign agent. In step 2, the foreign agent, as a 
proxy registration agent, relays the request to the home 
registration server. In step 3, the home registration serv
er accesses the HOD of the home wireless service pro
vider to learn at least authentication information. In step 
4, the home registration server accesses the subscriber 
directory to learn detail subscriber service profile infor
mation (e.g., quality of service options subscribed to, 
etc.). In step 5, the home registration server notifies the 
foreign agent of the access response. In steps 6 and 7, 
the foreign agent notifies the end system (i.e., mobile) 
of the registration reply. 

[0097] FIG. 19 shows directory usage for an end sys
tem that is registering from a foreign network. In step 0 
the end system (mobile) solicits an advertisement and 
the foreign agent advertises which provides the end sys-

5 tern with information about the network to which the for
eign agent belongs. In this case, the network is a foreign 
wireless service provider. In step 1, user registration 
agent (in the end system) incorporates the information 
about the foreign agent and its network and its security 

10 credentials into a request and sends the request to the 
foreign agent. In step 2, the foreign agent, as a proxy 
registration agent, relays the request to the foreign reg
istration server (i.e., the registration server for the for
eign wireless service provider. In step 3, the foreign reg-

15 istration server accesses the HOD of foreign wireless 
service provider to learn the network to which the end 
system belongs. In step 4, the foreign registration server 
forwards the end system's request to the home registra
tion server of the end system's home wireless service 

20 provider. In step 5, the home registration server access
es the FDD of the home registration server to learn at 
least authentication information about the foreign serv
ice provider. In step 6, the home registration server ac
cesses the subscriber's directory to learn detail sub-

25 scriber service profile information (e.g., quality of serv
ice options subscribed to, etc.). In step 7, the home reg
istration server notifies the foreign registration server of 
the access response. In step 8, the foreign registration 
server forwards to the foreign agent the access re-

so sponse. In step 9, the foreign agent notifies the end sys
tem (i.e., mobile) of the registration reply. 
[0098] Protocol handling scenarios for handling bear
er data and the associated stacks for transporting bear
er data to and from an end system, the protocol stacks 

35 for the cell architectures using local APs (FIG. 20) and 
remote APs (FIG. 21 ). 
[0099] FIG. 20 shows the protocol stacks for handling 
communications between an end system (in its home 
network) and a home IWF for End System @ Home. 

40 FIG. 20 shows the protocol handling for a cell architec
ture where the access point and the wireless hub are 
co-located. 
[0100] FIG. 21 shows the protocol handling for a cell 
architecture where the access point is located remotely 

45 from the wireless hub. As shown, PPP terminates in the 
IWF and the configuration provides direct internet ac
cess. The configuration for the case where the PPP 
server is separate from the IWF is described later. 
[0101] In FIG. 21, PPP frames from the end system 

so are encapsulated in RLP (radio link protocol) frames 
which are encapsulated at the remote access point in 
MAC frames for communicating with the trunk access 
point (i.e., an access point physically located near the 
wireless hub), the remote access point being coupled to 

55 the access point by, for example, a wireless truck). The 
access point functions as a MAC layer bridge and relays 
frames from the air link to the foreign agent in the wire
less hub. The foreign agent de-encapsulates the RLP 

15 



Exhibit 1002 
IPR2022-00426 

Page 395 of 755

29 EP O 917 320 A2 30 

frames out of the MAC frames, and using the xtunnel 
protocol, relays the RLP frames to the IWF. A similar, 
albeit reverse, process occurs for transmitting frames 
from the IWF to the end system. 
[0102] If the end system moves to another foreign 5 

agent, then a new xtunnel will be automatically created 
between the new foreign agent and the I WF, so that PPP 
traffic continues to flow between them, without interrup
tion 

3. Using RFC 2003, there is no easy way of creating 
tunnels taking into account quality of service and 
load balancing. In order to take QOS into account, 
it should be possible to set up tunnels over links that 
already provide the required QOS. Secondly, using 
RFC 2003, there is no easy way to provide load bal
ancing to distribute bearer traffic load over multiple 
links between the base station and the MSC. 

[0103] In the remote AP cell architecture (FIG. 21) us
ing wireless trunks between the remote AP and the trunk 
AP, the air link between the end system and the access 
point may operate at a different frequency (f1) and use 
a different radio technology as compared to the frequen
cy (f2) and radio technology of the trunk. 

10 4. In order to implement IP in IP encapsulation as 
specified in RFC 2003, developers require access 
to IP source code. In commercial operating sys
tems, source code for the TCP/IP stack is generally 
proprietary to other equipment manufacturers. Pur-

[0104] FIG. 22 shows the protocol stacks for a roam
ing end system. The serving IWF uses the f-xtunnelpro
tocol between the serving IWF and home IWF. The rest 

15 chasing the TCP/IP stack from a vendor and making 
changes to the IP layer to support mobile IP tun-

of the protocol stacks remain unchanged and are not 
shown. This architecture may be simplified by merging 
the serving IWF into the base station, thus eliminating 
the XWD protocol. 

20 

neling would require a developer to continue sup
porting a variant version of the TCP/IP stack. This 
adds cost and risk. 

[0107] While it is noted that the tunneling protocol be
tween the base station and the IWF is non-standard and 
that the wireless service provider will not be able to mix 
and match equipment from different vendors, the use of 

[0105] The RLP layer uses sequence numbers to 
drop duplicate PPP datagrams and provide in-sequence 
delivery of PPP datagrams between the end system and 
the IWF. It also provides a configurable keep-alive 
mechanism to monitor link connectivity between the end 
system and the IWF. Additionally, in an alternative em
bodiment, the RLP iayer also provides re-transmission 
and flow control services in order to reduce the overall 
bit error rate of the link between the end system and the 
IWF. The RLP between the end system and the IWF is 
started at the beginning of the session and remains ac-

25 a non-standard tunneling protocol within a single wire
less service provider network is transparent to end sys
tems and equipment from other vendors. 
[0108] The new tunneling protocol is based on L2TP. 
By itself, L2TP is a heavyweight tunneling protocol so 

30 that L2TP has a lot of overhead associated with tunnel 

tive throughout the session and even across hand-offs. 
[0106] In contrast to the specification in the mobile IP 
RFC (RFC 2003), IP in IP encapsulation is not used for 
tunneling between the foreign agent and the home IWF. 
Instead a new tunneling protocol, implemented on top 

35 

of UDP is used. This tunneling protocol is a simplified 
version of the L2TP protocol. The reasons for this choice 40 

are as follows. 

1. The encapsulation protocol specified in RFC 
2003 does not provide flow control or in-sequence 
delivery of packets. The presently described net- 45 

work may need these services in the tunnel over the 
backhaul. Flow control may be needed to reduce 
the amount of retransmissions over the air link be
cause of packet loss due to flow control problems 
over the network between the base station and the 50 

MSC or because of flow control problems in the 
base station or the IWF 

2. By using a UDP based tunneling protocol, the im
plementation can be done at the user level and then 55 

put into the kernel for performance reasons, after it 
has been debugged. 

16 

creation and authentication, The new tunneling protocol 
of the present invention has less overhead. The new 
xtunnel and 1-X tunnel protocol may have the following 
features. 

1. The xtunneland 1-X tunnel creation adds vendor 
specific extensions to Radius Access Request and 
Radius Access Response messages between the 
base station and the registration server. These ex
tensions negotiate tunnel parameters and to create 
the tunnel. 

2. The registration server is able to delegate the ac
tual work of tunneling and relaying packets to a dif
ferent IP address, and therefore, to a different serv
er in the MSC. This permits the registration server 
to do load balancing across multiple IWF servers 
and to provide different QOS to various users 

3. The xtunnel and 1-X tunnel protocol supports in
band control messages for tunnel management. 
These messages include echo request/response to 
test tunnel connectivity, disconnect request/re
sponse/notify to disconnect the tunnel'and error no
tify for error notifications. These messages are sent 
over the tunneling media, for example, UDP/IP 

4. The xtunnel and 1-X tunnel protocol sends pay-
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load data over the tunneling media, for example, 
UDP/IP The xtunnef I-X tunnel protocol supports 
flow control and in-sequence packet delivery. 

5. The xtunnel and 1-X tunnel protocol may be im
plemented over media other than UDP/IP for quality 
of service. 

[0109] The network supports direct internet connec
tivity by terminating the PPP in the home IWF and rout
ing IP packets from the IWF to the internet via a router 
using standard IP routing techniques. Preferably, the 
IWF runs RIP, and the router also runs RIP and possibly 
other routing protocols like OSPF. 
[011 O] The network supports a first configuration for 
a wireless service provider who is also an internet serv
ice provider In this configuration, the home IWF in the 
MSC also functions as a PPP server. This IWF also runs 
internet routing protocols like RIP and uses a router to 
connect to the internet service provider's backbone net
work. 
[0111] The network supports a second configuration 
for a wireless service provider who wishes to allow end 
systems to connect to one or more internet service pro
viders, either because the WSP itself is not ISPs, or be
cause the WSP has agreements with other ISPs to pro
vide access to end users. For example, a wireless serv
ice provider may elect to offer network access to an end 
user and may have an agreement with a 3rd party ISP 
to allow the user who also has an account with the ~d 

party ISP to access the ISP from the WSP network. In 
this configuration, the PPP server does not run in the 
home IWF installed at the MSC. Instead, a tunneling 
protocol like L2TP (Layer Two Tunneling Protocol) is 
used to tunnel back to the ISP's PPP server. FIG. 10 
shows the protocol stacks for this configuration for an 
end system tllat is at home. 
[0112] The location of the home IWF and the I SP PPP 
server remains fixed throughout the PPP session. Also, 
the L2TP tunnel between the IWF and the ISP's PPP 
server remains up throughout the PPP session. The 
physical link between the IWF and the PPP server is via 
a router using a dedicated T1 or T3 or frame relay or 
ATM network. The actual nature of the physical link is 
not important from the point of view of the architecture. 
[0113] This configuration also supports intranet ac
cess. For intranet access, the PPP server resides in the 
corporate intranet and the home IWF uses L2TP to tun
nel to it. 
[0114] For a fixed end system, the protocol handling 
for intranet or ISP access is as shown in FIG. 23 with 
the difference that the roaming end system uses a serv
ing IWF to connect to its home IWF. The protocol han
dling between a serving IWF and a home IWF has been 
described earlier. In Figure 23, the home IWF may be 
merged into the wireless hub eliminating the X-tunnel 
protocol. Also, the serving IWF may be merged into the 
wireless hub, thus eliminating the X-tunnel protocol. 

[0115] FIG. 24 shows the protocol stacks used during 
the registration phase (end system registration) for a lo
cal AP cell architecture. The stack for a remote AP cell 
architecture is very similar. 

s [0116] The scenario shown above is for a roaming end 
system. For an end system at home, there is no foreign 
registration server in the registration path. 
[0117] Note the mobility agent in the end system. The 
mobility agent in the end system and foreign agent in 

10 the wireless hub are conceptually similar to the mobile 
IP RFC 2002. The mobility agent handles network errors 
using time-outs and re-trys. Unlike the known protocol 
stacks for bearer data, RLP is not used. The foreign 
agent and the registration servers use Radius over 

15 UDP/IP to communicate with each other for registering 
the end system. 
[0118] Several aspects of security must be consid
ered. The first, authenticating the identities of the end 
system and the foreign/home networks during the wire-

20 less registration phase. Second, authenticating the 
identity of the end system with its PPP server during the 
PPP authentication phase. Third, authentication for 
storing accounting data, for billing and for updating 
home domain information. Fourth, encryption of bearer 

25 traffic transmitted to and from the end system. Fifth, en
cryption for exchanging billing information across serv
ice provider boundaries. 
[0119] Shared secrets are used to authenticate the 
identity of end systems with their home networks and 

30 the identity of the home and foreign networks with each 
other during wireless registration. 
[0120] End system authentication uses a 128-bit 
shared secret to create an authenticator for its registra
tion request. The authenticator is created using the 

35 known MOS message digest algorithm as described in 
the mobile IP RFC 2002. Alternatively, a different algo
ritm may be used. The shared secret is not sent in the 
registration request by the end system. Only the authen
ticator is sent. On receiving the registration request from 

40 the end system, the home registration server re-com
putes the authenticator over the registration request da
ta using the shared secret. If the computed authenticator 
value matches the authenticator value sent by the end 
system, the home registration server allows the regis-

45 tration process to proceed. If the values do not match, 
the home registration server logs the event, generates 
a security violation alarm and a nak (i.e., a negative ac
knowledgment) to the request. 
[0121] In the registration reply, the home registration 

so server does the same - that is to say, uses the shared 
secret to create an authenticator for the registration re
ply that it sends to the end system. Upon receiving the 
reply, the end system re-computes the authenticator us
ing the shared secret. If the computed value does not 

55 match the authenticator value sent by the home regis
tration server in the reply, the end system discards the 
reply and tries again. 
[0122] These network security concepts are similar to 

17 
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the concepts defined in mobile IP RFC 2002. According registration, this information is accessed and used for 
authentication purposes. 
[0125] In the network, Radius protocols are used by 
foreign agent FA to register the end system and to con-

to the RFC, a mobility security association exist between 
each end system ant its home network. Each mobility 
security association defines a collection of security con
texts. Each security context defines an authentication 
algorithm, a mode, a secret (shared or public-private), 
style of replay protection and the type of encryption to 

s figure the xtunnel between the wireless hub and the 
home and serving IWFs on behalf of the end system. 
On receiving a registration request from the end system, 
the FA creates a Radius Access-Request packet, stores 
its own attributes into the packet, copies the end sys-

use. In the context of the present network, the end sys
tem's User-Name (in lieu of the mobile IP home address) 
is used to identify the mobility security association be
tween the end system and its home network. Another 
parameter, called the security parameter index (SPI), is 
used to select a security context within the mobility se
curity association. In a basic embodiment of the inven
tion, only the default mobile IP authentication algorithm 
(keyed-MOS) and the default mode ("prefix+suffix") are 
supported with 128-bit shared secrets. Network users 

10 tern's registration request attributes unchanged into this 
packet and sends the combined request to the registra
tion server in the MSC. 
[0126] Radius authentication requires that the Radius 
client (in this case, tile FA in the base station) and the 

15 Radius server (in this case, the registration server in the 
MSC) share a secret for authentication purposes. This 
shared secret is also used to encrypt any private infor
mation communicated between the Radius client and 
the Radius server. The shared secret is a configurable 

are allowed to define multiple shared secrets with their 
home networks. The mechanism for creating security 
contexts for end users, assigning an SPI to each secu
rity context and for setting the contents of the security 
context (which includes the shared secret) and for mod
ifying then contents are described below. During regis
tration, a 128-bit message digest is computed by the end 
system in prefix+suffix mode using the MD5 algorithm. 
The shared secret is used as the prefix and the suffix 
for the data to be protected in the registration request. 

20 parameter. The network follows the recommendations 
in the Radius RFC and uses the shared secret and the 
MD5 algorithm for authentication and for encryption, 
where encryption is needed. The Radius-Access Re
quest packet sent by the FA contains a Radius User-

25 Name attribute (which is provided by the end system) 
and a Radius User-Password attribute. The value of the 

The authenticator thus computed, along with the SPI 
User-Password attribute is also a configurable value 
and encrypted in the way recommended by the Radius 
protocol. Other network specific attributes, which are and the User-Name are transmitted in the registration 

request by the end system. Upon receiving the end sys
tem's registration request, the foreign registration server 
relays the request along with the authenticator and the 

30 non-standard attributes from the point of view of the Ra-
dius RFC standards, are encoded as vendor specific 
Radius attributes and sent in the Access-Request pack
et. SPI, unchanged to the home registration server. Upon 

receiving the registration request directly from the end 
system or indirectly via a foreign registration server, the 
home registration server uses the SPI and the User
Name to select the security context. The home server 
re-computes the authenticator using the shared secret. 

[0127] The following attributes are sent by the FA to 
35 its registration server in the Radius Access-Request 

packet. 

If the computed authenticator value matches the value 
of the authenticator sent in the request by the end sys- 40 

tern, the user's identity will have been successfully au
thenticated. Otherwise, the home registration server 
naks (negatively acknowledges) the registration request 
sent by the end system. 
[0123] The registration reply sent by the home regis- 45 

tration server to the end system is also authenticated 
using the algorithm described above. The SPI and the 
computed authenticator value is transmitted in the reg
istration reply message by the home server to the end 
system. Upon receiving the reply, the end system re- so 
computes the authenticator, and if the computed value 
does not match the transmitted value, it will discard the 
reply and retry. 
[0124] The user's end system has to be configured 
with the shared secret and SPls for all security contexts 55 

that the user shares with its registration server(s). This 
configuration information is preferably stored in a Win 
95 registry for Windows 95 based end systems. During 

18 

1 . User-Name Attribute. This is the end system's us
er-name as supplied by the end system in its regis
tration request 

2. User-Password Attribute. This user password is 
supplied by the base station/wireless hub on behalf 
of the user. It is encoded as described in the Radius 
EFC using the secret shared between the base sta
tion and its registration server. 

3 NAS-Port. This is the pon on the base station 

4. NAS-fP-Address. This is the IP address of the 
base station. 

5. Service-Type. This is framed service. 

6. Framed Protocol. This is a PPP protocol. 

7. Xtunnel Protocol Parameters. These parameters 
are sent by the base station to specify the parame-
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ters necessary to setup the xtunnel protocol on be
half of the end system. This is a vendor-specific at
tribute. 

8. AP-IP-Address. This is the IP address of the AP s 
through which the user is registering. This is a ven
dor-specific attribute. 

2. Foreign Registration SeNer Machine Id. This is 
the machine ID of the foreign registration server in 
SMTP (simplified mail transfer protocol) format (e. 
g., machine@fqdn where machine is the name of 
the foreign registration server machine and fqdn is 
the fully qualified domain name of the foreign reg
istration server's domain). 

9. AP-MAC-Address This is the MAC address of 
the AP through which the user is registering. This 10 

is a vendor-specific attribute. 

3. Tunneling Protocol Parameters. These are pa
rameters for configuring the tunnel between the 
serving IWF and the home IWF on behalf of the end 
system. These include the tunneling protocol to be 
used between them and the parameters for config
uring the tunnel. 

10. End system's Registration Request. The regis
tration request from the end system is copied un-
changed into this vendor specific attribute. 15 

[0128] The following attributes are sent to the FA from 
the registration server in the Radius Access-Response 
packet. 

1. SeNice Type. This is a framed service. 

2. Framed-Protocol. This is a PPP. 

20 

4. Shared Secret. This is the shared secret to be 
used for authentication between the foreign regis
tration server and the home registration server. This 
secret is used for computing the Radius User-Pass
word attribute in the Radius packet sent by the for
eign registration server to the home registration 
server. It is defined between the two wireless serv
ice providers. 

3. Xtunnel Protocol Parameters. These parameters 2s 

are sent by the registration server to specify the pa
rameters necessary to setup the xtunnel protocol 

5. User-Password. This is the user password to be 
used on behalf of the roaming end system. This us
er password is defined between the two wireless 
service providers. This password is encrypted using 
the shared secret as described in the Radius RFC. 

on behalf of the end system. This is a vendor-spe-
cific attribute. 

30 

4. Home Registration Server's Registration Reply 
This attribute is sent to the FA from the home reg
istration server. The FA relays this attribute un
changed to the end system in a registration reply 
packet If there is a foreign registration server in the 35 

path, this attribute is relayed by it to the FA un
changed. It is coded as a vendor-specific attribute. 

6. Accounting Parameters. These are parameters 
for configuring accounting on behalf of the end sys
tem that is registering. These parameters are sent 
by the registration server to its IWF for configuring 
accounting on behalf of the end system. 

[0130] Using this information, the foreign registration 
server creates a Radius Access-Request, adds its own 
registration and authentication information into the Ra-[0129] To provide service to roaming end systems, the 

foreign network and the home network are authenticat
ed to each other for accounting and billing purposes us
ing the Radius protocol for authentication and configu
ration. This authentication is performed at the time of 
end system registration. As described earlier, when the 
registration server in the foreign network receives a reg
istration request from an end system (encapsulated as 
a vendor specific attribute in a Radius-Access Request 
packet by the FA), it uses the end system's User-Name 
to determine the identity of the end system's home reg
istration server by consulting its home domain directory 
HOD. The following information is stored in home do
main directory HOD and accessed by the foreign regis
tration server in order to forward the end system's reg
istration request. 

1. Home Registration SeNer IP Address. This is the 
IP address of the home registration server to for
ward the registration request. 

40 dius Access-Request, copies the registration informa
tion sent by the end system unchanged into the Radius 
Access-Request and sends the combined request to the 
home registration server. 
[0131] Upon receiving the Radius-Access Request 

45 from the foreign registration server (for a roaming end 
system) or directly from the FA (for an end system at 
home), the home registration server consults its own di
rectory server for the shared secrets to verify the identity 
of the end system and the identity of the foreign regis-

so tration server in a roaming scenario by re-computing au
thenticators. 
[0132] After processing the request successfully, the 
home registration server creates a Radius Access-Ac
cept response packet and sends it to the foreign regis-

55 tration server if the end system is roaming, or directly to 
the FA from which it received the Radius Access-Re
quest. The response contains the registration reply at
tribute that the FA relays to the end system. 

19 
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[0133] If the request can not be processed success
fully, the home registration server creates a Radius Ac
cess-Reject response packet and sends it to the foreign 
registration server if the end system is roaming, or di
rectly to the FA from which it received the Radius Ac
cess-Request. The response contains the registration 
reply attribute that the FA will relays to the end system. 
[0134] In a roaming scenario, the response from the 
home registration server is received by the foreign reg
istration server. It is authenticated by the foreign regis
tration server using the shared secret. After authenticat
ing, the foreign registration server processes the re
sponse, and in turn it generates a Radius response 
packet (Accept or Reject) to send to the FA. The foreign 
registration server copies the registration reply attribute 
from the home registration server's Radius response 
packet, unchanged, into its Radius response packet. 
[0135] When the FA receives the Radius Access-Re
sponse or Radius Access-Reject response packet, it 
creates a registration reply packet using the registration 
reply attributes from the Radius response, and sends 
the reply to the end system, thus completing the round 
trip registration sequence. 
[0136] Mobile IP standards specifies that replay pro

tection for registrations are implemented using time 
stamps, or optionally, using nonces. However, since re
play protection using time stamps requires adequately 
synchronized time-of-day clocks between the corre
sponding nodes, the present invention implements re
play protection during registration, using nonces even 
though replay protection using time stamps is manda
tory in the Mobile IP standards and the use nonces is 
optional. However, replay protection using time stamps 
as an alternative embodiment is envisioned. 
[0137] The style of replay protection used between 
nodes is stored in the security context in addition to the 
authentication context, mode, secret and type of encryp
tion. 
[0138] The network supports the use of PPP PAP 
(password authentication) and CHAP (challenge au
thenticated password) between the end system and its 
PPP server. This is done independently of the registra
tion and authentication mechanisms described earlier. 
This allows a private intranet or an ISP to independently 
verify the identity of the user. 
[0139] Authentication for accounting and directory 
services is described below with respect to accounting 
security. Access to directory servers from network 
equipment in the same MSC need not be authenticated. 
[0140] The network supports encryption of bearer da
ta sent between the end system and the home IWF End 
systems negotiate encryption to be on or off by selecting 
the appropriate security context. Upon receiving the reg
istration request the home registration server grants the 
end system's request for encryption based upon these
curity context. In addition to storing the authentication 
algorithm, mode, shared secret and style of replay pro
tection, the security context is also used to specify the 

style of encryption algorithm to use. If encryption is ne
gotiated between the end system and the home agent, 
then the complete PPP frame is so encrypted before en
capsulation in RLP. 

5 [0141] The IWF, the accounting server and the billing 
system are part of the same trusted domain in the MSC. 
These entities are either connected on the same LAN 
or part of a trusted intranet owned and operated by the 
wireless service provider. Transfer of accounting statis-

10 tics between the IWF and the accounting server and be
tween the accounting server and the customer's billing 
system need not be encrypted using Internet IP security 
protocols like IP-Sec. 
[0142] The network makes it more difficult to monitor 

15 the location of the end system because it appears that 
all PPP frames going to and from the end system go 
through the home IWF regardless of the actual location 
of the end system device, 
[0143] Accounting data is collected by the serving 

20 IWF and the home IWF in the network. Accounting data 
collected by the serving IWF is sent to an accounting 
server in the serving IWF's MSC. Accounting data col
lected by the home IWF is sent to an accounting server 
in the home IWF's MSC. The accounting data collected 

25 by the serving IWF is used by the foreign wireless serv
ice provider for auditing and for settlement of bills across 
wireless service provider boundaries (to support roam
ing and mobility). The accounting data collected by the 
home IWF is used for billing the end user and also for 

so settlement across wireless service provider boundaries 

to handle roaming and mobility. 
[0144] Since all data traffic flows trough the home 
IWF, regardless of the end system's location and the for
eign agent's location, the home IWF has all the informa-

35 tion to generate bills for the customer and also settle
ment information for the use of foreign networks. 
[0145] The serving IWF and the home IWF preferably 
use the Radius accounting protocol for sending ac
counting records for registered end systems. The Radi-

40 us accounting protocol is as documented in a draft I ETF 
RFC. For the present invention, the protocol has to be 
extended by adding vendor specific attributes for the 
network and by adding check-pointing to the Radius Ac
counting protocol. Check-pointing in this context refers 

45 to the periodic updating of accounting data to minimize 
risk of loss of accounting records. 
[0146] The Radius accounting protocol runs over 
UDP/IP and uses re-trys based on acknowledgment and 
time outs. The Radius accounting client (serving IWFs 

50 or home IWFs) send UDP accounting request packets 
to their accounting servers which send acknowledg
ments back to the accounting clients. 
[0147] In the network, the accounting clients (serving 
IWF and the home IWF) emit an accounting start indi-

55 cation at the start of the user's session and an account
ing stop indication at the end of the user's session In 
the middle of the session, the accounting clients emit 
accounting checkpoint indications. In contrast, the Ra-

20 
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dius accounting RFC does not specify an accounting 
checkpoint indication. The software of the present in
vention creates a vendor specific accounting attribute 
for this purpose. This accounting attribute is present in 
all Radius Accounting-Request packets which have Ac- s 
ct-Status-Type of Start (accounting start indications). 
The value of this attribute is used to convey to the ac
counting server whether the accounting record is a 
check-pointing record or not. Check-pointing account-
ing reports have a time attribute and contain cumulative 10 

accounting data from the start of the session. The fre
quency of transmitting check-point packets is configura-
ble in the present invention. 
[0148] The serving IWF and the home IWF are con
figured by their respective registration servers for con- 15 

necting to their accounting servers during the registra-
tion phase. The configurable accounting parameters in
clude the IP address and UDP port of the accounting 
server, the frequency of check-pointing, the session/ 
multi-session id and the shared secret to be used be- 20 

tween the accounting client and the accounting server. 
[0149] The network records the following accounting 
attributes for each registered end system. These ac
counting attributes are reported in Radius accounting 
packets at the start of the session, at the end of theses- 25 

sion and in the middle (check-point) by accounting cli
ents to their accounting servers. 

1. User Name. This is like the Radius User-Name 
attribute discussed above. This attribute is used to 30 

identify the user and is present in all accounting re
ports. The format is "user@domain" where domain 
is the fully qualified domain name of the user's 
home. 

2. NAS IP Address. This is like the Radius NAS-IP
Address attribute discussed above. This attribute is 
used to identify the IP address of the machine run-
ning the home IWF or the serving IWF. 

3. Radio Port. This attribute identifies the radio port 
on the access point providing service to the user. 
This attribute is encoded as a vendor specific at
tribute. 

35 

40 

7. Accounting Status Type. This is like the Radius 
Acct-Status-Type attribute described above. The 
value of this attribute may be Start to mark the start 
of a user's session with the Radius client and Stop 
to mark the end of the user's session with the Ra
dius client. For accounting clients, the Acct-Status
Type/Start attribute is generated when the end sys
tem registers. The Acct-Status-type/Stop attribute 
is generated when the end system de-registers for 
any reason. For checkpoints, the value of this at
tribute is also Start and the Accounting Checkpoint 
attribute is also present. 

8. Accounting Session Id. This is like the Radius Ac
ct-Session-Id described above. In a roaming sce
nario, this session id is assigned by the foreign reg
istration server when the end system issues a reg
istration request. It is communicated to the home 
registration server by the foreign registration server 
during the registration sequence. The home net
work and the foreign network both know the Acct
Session-Id attribute and are able to emit this at
tribute while sending accounting records to their re
spective accounting servers. In a "end system-at
home" scenario, this attribute is generated by the 
home registration server. The registration server 
communicates the value of this attribute to the IWF 
which emits it in all accounting records. 

9. Accounting Multi-Session Id This is like the Ra
dius Acct-Multi-Session-Id discussed above. This id 
is assigned by the home registration server when a 
registration request is received from a FA directly or 
via a foreign registration server on behalf of an end 
system. It is communicated to the foreign registra
tion server by the home registration server in the 
registration reply message. The registration server 
(s) communicates the value of this attribute to the 
IWF(s) which emit it in all accounting records. 

[0150] With true mobility added to the architecture, 
the id is used to relate together the accounting records 
from different IWFs for the same end system if the end 
system moves from one IWF to another. For hand-offs 

45 across IWF boundaries. the Acct-Session-Id is different 
4. Access Point IP Address. This attribute identifies 
the IP address of the access point providing service 
to the user. This'attribute is encoded as a vendor 
specific attribute. 

5. Service Type. This is like the Radius Service
Type attribute described above. The value of this 
attribute is Framed. 

for accounting records emanating from different IWFs. 
However, the Acct-Multi-Session-Id attribute is the 
same for accounting records emitted by all IWFs that 
have provided service to the user. Since the session id 

so and the multi-session id-are known to both the foreign 
network and the home network, they are able to emit 
these attributes in accounting reports to their respective 
accounting servers. With the session id and the multi-
session id, billing systems are able to correlate account-

6. Framed Protocol. This is like the Radius Framed- 55 ing records across IWF boundaries in the same wireless 
Protocol attribute described above. The value of 
this attribute is set to indicate PPP. 

21 

service provider and even across wireless service pro
vider boundaries. 
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1. Accounting Delay Time. See Radius Acct-Delay
Time attribute. 

sion. 

2. Accounting Input Octets. See Radius Acct-Input
Octets. This attribute is used to keep track of the 5 

number of octets sent by the end system (input to 

9. Network Accounting Terminate Cause. This at
tribute indicates a detailed reason for terminating a 
session. This specific attribute is encoded as a ven
dor specific attribute and is only reported in a Radi
us Accounting attribute at the end of session The 
standard Radius attribute Acct-Tennhate-Cause is 
also present. This attribute provides specific cause 
codes, not covered by the Acct-Terminate-Cause 
attribute. 

the network from the end system). This count is 
used to track the PPP frames only. The air link over
head, or any overhead imposed by RLP, etc. and is 
not counted. 10 

3. Accounting Output Octets. See Radius Acct-Out
put-Octets. This attribute is used to keep track of 
the number of octets sent to the end system (output 
from the network to the end system). This count is 15 

used to track the PPP frames only. The air link over
head, or any overhead imposed by RLP, etc. and is 

10. Network Air link Access Protocol. This attribute 
indicates the air link access protocol used by the 
end system. This attribute is encoded as a vendor 
specific attribute. 

not counted. 

4. Accounting Authentic. See Radius Acct-Authen- 20 

tic attribute. The value of this attribute is Local or 
Remote depending on whether the serving IWF or 

11. Network Backhaul Access Protocol. This at
tribute indicates the backhaul access protocol used 
by the access point to ferry data to and from the end 
system. This attribute is encoded as a vendor spe
cific attribute. 

the home IWF generates the accounting record. 

5. Accounting Session Time. See Radius Acct-Ses- 25 

sion-Time attribute. This attribute indicates the 
amount of time that the user has been receiving 
service. If sent by the serving IWF, this attribute 
tracks the amount of time that the user has been 

12. Network Agent Machine Name. This attribute is 
the fully qualified domain name of the machine run
ning the home IWF or the serving IWF. This specific 
attribute is encoded in vendor specific format. 

13. Network Accounting Check-point. Since the Ra
dius accounting RFC does not define a check-point 
packet, the present network embodiment uses a 

receiving service from that serving IWF. If sent by 30 

the home IWF. this attribute tracks the amount of 
time that the user has been receiving service from 
the home IWF. 

6. Accounting Input Packets. See Radius Acct-in
put-Packets attribute. 3. This attribute indicates the 
number of packets received from the end system. 
For a serving IWF, this attribute tracks the number 
of PPP frames input into the serving IWF from an 
end system. For a home IWF, this attribute tracks 
the number of PPP frames input into the home IWF 
from an end system. 

7. Accounting Output Packets. See Radius Acct
Output-Packets attribute. This attribute indicates 
the number of packets sent to the end system. For 
a serving IWF, this attribute tracks the number of 
PPP frames output by the serving IWF to the end 
system. For a home IWF, this attribute tracks the 
number of PPP frames sent to the end system from 
the home IWF. 

8. Accounting Terminate Cause. See Radius Acct
Terminate-Cause attribute. This attribute indicates 
the reason why a user session was terminated. In 
addition, a specific cause code is also present to 
provide additional details. This attribute is only 
present in accounting reports at the end of the ses-

Radius accounting start packet with this attribute to 
mark a check-point. The absence of a check-point 
attribute means a conventional accounting start 

35 packet. The presence of this attribute in a account
ing start packet means a accounting check-point 
packet. Accounting stop packets do not have this 
attribute. 

40 [0151] In the preferred embodiment, every account
ing packet and the corresponding reply must be authen
ticated using MOS and a shared secret. The IWFs are 
configured with a shared secret that are used by them 
for authentication during communication with their Ra-

45 dius accounting server. The shared secrets used by the 
IWFs for communicating with accounting servers are 
stored in the home/foreign domain directory located in 
the MSC. The shared secrets for accounting security are 
communicated to the IWFs by their registration servers 

50 during the end system registration sequence. 
[0152] The accounting server software runs in a com
puter located in the MSC. The role of the accounting 
server in the system is to collect raw accounting data 
from the network elements (the home and the serving 

55 IWFs), process the data and store it for transfer to the 
wireless service provider's billing system. The account
ing server does not include a billing system. Instead, it 
includes support for an automatic or manual accounting 

22 
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data transfer mechanism. Using the automatic account
ing data transfer mechanism, the accounting server 
transfers accounting records in AMA billing format to the 
customer's billing System over a TCP/IP transport. For 
this purpose, the system defines AMA billing record for- 5 

mats for packer data. Using the manual transfer mech
anism, customers are able to build a tape to transfer ac
counting records to their billing system. In order to build 
the tape to their specifications, customers are provided 
with information to access accounting records so that 10 

they may process them before writing them to tape. 
[0153] In FIG. 25, the raw accounting data received 
by the accounting server from the home or serving IWFs 
are processed and stored by the accounting server. The 
processing done by the accounting server includes fil- 15 

tering, compression and correlation of the raw account-
ing data received from the IWF. A high availability file 
server using dual active/standby processors and hot 
swappable RAID disks is used for buffering the account-
ing data while it is transiting through the accounting 20 

server. 
[0154] The accounting server delays processing of 
the raw accounting data until an end system has termi
nated its session. When an end system terminates its 
session, the accounting server processes the raw ac- 25 

counting data that it has collected for the session and 
stores an accounting summary record in a SQL data
base. The accounting summary record stored in the 
SQL data base points to an ASN.1 encoded file. This 
file contains detailed accounting information about the 30 

end system's session. The data stored in the accounting 
server is then transferred by the billing data transfer 
agent to the customer's billing system. Alternatively, the 
wireless service provider may transfer the accounting 
data from the SQLdatabase and/or the ASN. 1 encoded 35 

file to the billing system via a tape, The data base 
scheme and the format of the ASN.1 encoded file are 
documented and made available to customers for this 
purpose. If the volume of processed accounting data 
stored in the accounting system exceeds a high water 40 

mark, the accounting server generates an NMS alarm. 
This alarm is cleared when the volume of data stored in 
the accounting server falls below a low water mark. The 
high and low water marks for generating and clearing 
the alarm are configurable. The accounting server also 45 

generates an NMS alarm if the age of the stored ac
counting data exceeds a configurable threshold. Con
versely, the alarm is cleared, when the age of the ac
counting data falls below the threshold. 
[0155] The subscriber directory is used to store infor- 50 

mation about subscribers and is located in the home net
work. The home registration server consults this direc-
tory during the registration phase to authenticate and 
register an end system. For each subscriber, the sub
scriber directory stores the following information. 

1. User-Name. This field in the subscriber record 
will be in SMTP format (e.g., user@fqdn) where the 

55 

23 

user sub-field will identify the subscriber in his or 
her wireless home domain and the fqdn sub-field 
will identify the wireless home domain of the sub
scriber. This field is sent by the end system in its 
registration request during the registration phase. 
This field is assigned by the wireless service pro
vider to the subscriber at the time of subscription to 
the network service. This field is different than the 
user name field used in PPP. 

2. Mobility Security Association. This field in the 
subscriber record contains the mobility security as
sociation between the subscriber and his or her 
home network. As described above, a mobility se
curity association exists between each subscriber 
and its home registration server. The mobility secu
rity association defines a collection of security con
texts. Each security context defines an authentica
tion algorithm, an authentication mode, a shared 
secret, style of replay protection and the type of en
cryption (including no encryption) to use between 
the end system and its home server. During regis
tration, the home registration server retrieves infor
mation about the subscriber's security context from 
the subscriber directory using the User-Name and 
the security parameter index (SP/) supplied by the 
end system in its registration request. The informa
tion in the security context is used for enforcing au
thentication, encryption and replay protection dur
ing the session. The mobility security association is 
created by the wireless service provider at the time 
of subscription. It is up to the wireless service pro
vider to permit the subscriber to modify this associ
ation either by calling up a customer service repre
sentative or by letting subscribers access to a se
cure Web site. The Web site software will export 
web pages which the wireless service provider may 
make accessible to subscribers from a secure web 
server. In this way, subscribers are able to view/ 
modify the contents of the mobility security associ
ation in addition to other subscriber information that 
the service provider may make accessible. 

3. Modem MAC Address. This field contains the 
MAC address of the modem owned by the subscrib
er. In addition to the shared secret, this field is used 
during registration to authenticate the user. It is pos
sible to turn off MAC address based authentication 
on a per user basis. The MAC address is commu
nicated to the home registration server during reg
istration. 

4. Enable MAC Address Authentication. This field 
is used to determine if MAC address based authen
tication is enabled or disabled. If enabled, the home 
registration server checks the MAC address of the 
registering end system against this field to validate 
the end system's identity. If disabled, then no check-
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ing is done. 

5. Roaming Enabled Flag. If this field is set to ena
bled, then the end system is allowed to roam to for
eign networks. If this field is disabled, then the end 5 

system is not permitted to roam to foreign networks. 

6. Roaming Domain List. This field is meaningful on
ly if the Roaming Enabled Flag is set to enabled. 
This field contains a list of foreign domains that the 10 

end system is allowed to roam to. When the con
tents of this list is null and the Roaming Enabled 
Flag is set to enabled, the end system is allowed to 
roam freely. 

15 

7. Service Enable/Disable Flag. This field may be 
set to disabled by the system administrator to disa-
ble service to a subscriber. If this field is disabled, 
then the subscriber is be permitted to register for 
service. If the subscriber is registered and the value 20 

of this field is set to disabled, then the subscriber's 
end system is immediately disconnected by the net
work. 

8. Internet Service Provider Association. This field 25 

contains information about the subscriber's internet 
service provider. This information is used by the 
IWF during the PPP registration phase to perform 
authentication with the internet service provider on 
behalf of the end system and also to create a L2TP 30 

tunnel between the IWF and the internet service 
provider's PPP server. This field contains the iden-
tity of the subscriber's ISP. The IWF uses this infor
mation to access the ISP directory for performing 
authentication and setting up the L2TP tunnel on 35 

behalf of the end system. 

9. Subscriber's Name & Address Information. This 
field contains the subscriber's name, address, 
phone, fax, e-mail address, etc. 40 

[0156] The home domain directory (HDD) is used by 
the registration server to retrieve parameters about the 
end system to complete registration on behalf of the end 
system. Using this information, the registration server 45 

determines if the end system is registering at home or 
if the end system is a roaming end system. In the former 
case, the registration server assumes the role of a home 
registration server and proceed with end system regis
tration. In the latter case, the registration server as- 50 

sumes the role of a foreign registration server and, act-
ing as a Radius proxy, it forwards the request to the real 
home registration server whose identity it gets from this 
directory. For roaming end system, the parameters 
stored in the HDD include the IP address of the home 55 

registration server, the home-foreign shared secret, the 
home-serving IWF tunnel configuration etc. The HOD is 
located in the MSC. 

24 

[0157] The following information is stored in the HOD. 

1. Home Domain Name. This field is used as the 
key to search the H DD for an entry that matches the 
fully qualified home domain name provided by the 
end system in its registration request. 

2. Proxy Registration Request. This field is used by 
the registration server to determine if it should act 
as a foreign registration server and proxy the end 
system's registration request to the real home reg
istration server. 

3. Home Registration Server DNS Name. If the 
proxy registration requestflag is TRUE, this field is 
used to access the DNS name of the real home reg
istration server Otherwise, this field is ignored. The 
DNS name is translated to an IP address by the for
eign registration server. The foreign registration 
server uses the IP address to relay the end system's 
registration request. 

4. Foreign Domain Name. If the proxy registration 
request flag is TRUE, this field is used to identify 
the foreign domain name to the end system's home 
registration server. Otherwise, this field is ignored. 
The foreign registration server uses this information 
to create the foreign server machine id in SMTP for
mat, for example, machine@fqdn. This machine id 
is sent to the home registration server by the foreign 
registration. server in the Radius-Access Request. 

5. Shared Secret. If the proxy registration request 
flag is TRUE, the shared secret is used between the 
foreign and home registration servers to authenti
cate their identity with each other. OthenNise this 
field is ignored. 

6. Tunneling Protocol Parameters. This field is used 
to store parameters to configure the tunnels to pro
vide service to the end system. For an end system 
at home, this includes information on tunnel param
eters between the base station and the home IWF 
and from the home IWF to the PPP server. For a 
foaming end system, this includes tunneling param
eters from the base station to the serving IWF and 
from the serving IWF to the home IWF. At a mini
mum, for each tunnel, this field contains the type of 
tunneling protocol to use and any tunneling protocol 
specific parameters. For example, this field may 
contain the identifier for the tunneling protocol L2TP 
and any additional parameters required to configure 
the L2TP runnel between the IWF and its peer. 

7. Accounting Server Association. This field is used 
to store information needed by the IWF to generate 
accounting data on behalf of the end system. It con
tains the name of the accounting protocol (e.g. RA-
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DIUS), the DNS name of the accounting server and 
additional parameters specific to the accounting 
protocol like the UDP port number, the shared se
cret that the IWF must use in the Radius Accounting 
protocol, the frequency of check-pointing, the seed 
for creating the session/multi-session id, etc. The 
accounting server's DNS name is translated to the 
accounting server's IP address, which is sent to the 
IWF. 

[0158] For wireless service providers that have roam
ing agreements with each other, the HOD is used for 
authentication and to complete the registration process. 
If an end system roams from its home network to a for
eign network, the foreign registration server in that net
work consults the HOD in its MSC to get information 
about the visiting end system's home registration and to 
authenticate the home network before it provides serv
ice to the visiting end system. 
[0159] The software for home domain directory man
agement preferably provides a graphical user interface 
(GUI) based HOD management interface for system ad
ministrators. Using this GUI, system administrators are 
able to view and update entries in the HOD. This GUI is 
not intended for use by foreign wireless network service 
providers to perform remote updates based on roaming 
agreements. It is only intended for use by trusted per
sonnel of the home wireless service provider operating 
behind fire walls. 
[0160] The foreign domain directory (FDD) provides 
functionality that is the reverse of the home domain di
rectory. The FDD is used by the home registration server 
to retrieve parameters about The foreign registration 
server and the foreign network in order to authenticate 
the foreign network and create a tunnel between a serv
ing IWF and a home IWF. These paramaters include the 
home-foreign shared secret, the home IWF-serving IWF 
tunnel configuration, etc. The FDD is preferably located 
in the home registration server's MSC. The FDD is used 
by home registration servers for registering roaming end 
systems. 
[0161] The following information will be stored in the 
FDD. 

1. Foreign Domain Name. This field is used as the 
key to search the FDD for an entry that matches the 
fully qualified domain name of the foreign registra
tion server relaying the registration request. 

2. Shared Secret. This is the shared secret used 
between the foreign and home registration servers 
to authenticate their identity mutually with each oth
er. 

type of tunneling protocol to use and any tunneling 
protocol specific parameters. For example, this field 
may contain the identifier for the tunneling protocol 
L2TP and any additional parameters required to 

5 configure the L2TP tunnel between the serving IWF 
and the home IWF. 

4. Accounting Server Association. This field is used 
to store information needed by the home IWF to 

10 generate accounting data on behalf of the end sys
tem. It contains the name of the accounting protocol 
(e.g. RADIUS), the DNS name of the accounting 
server and additional parameters specific to the ac
counting protocol like the UDP port number, the 

15 shared secret that the IWF must use in the Radius 
Accounting protocol, the frequency of check-point
ing, the seed for creating the session/multi-session 
id, etc. The accounting server's DNS name is trans
lated to the accounting server's IP address, which 

20 is sent to the foreign agent. 

[0162] For wireless service providers that have roam
ig agreements with each other, the FDD is used to do 
authentication and complete the registration process. If 

25 an end system roams from its home network to a foreign 
network, the registration server in the home network 
consults the FOO in its MSC to get information and au
thenticate the foreign network providing service to the 
end system. 

30 [0163] The foreign domain directory management 
software provides a graphical user interface (GUI) 
based FDD management interface for system adminis
trators. Using this GUI, system administrators are able 
to view and update entries in the FDD. This GUI is not 

35 intended for use by foreign wireless network service pro
viders to perform remote updates based on roaming 
agreements. It is only intended for use by trusted per
sonnel of the home wireless service provider operating 
behind firewalls. 

40 [0164] The internet service provider directory (ISPD) 
is used by the home IWF to manage connectivity with 
ISPs that have service agreements with the wireless 
service provider so that subscribers may access their 
ISPs using the network. For each subscriber, the sub-

45 scriber directory has an entry for the subscriber's ISP. 
This field points to an entry in the ISPD. The home IWF 
uses this information to set up the connection to the ISP 
on behalf of the subscriber 
[0165] The network architecture supports roaming. In 

50 order for roaming to work between wireless service pro
viders, the architecture must support the setting up of 
roaming agreements between wireless service provid
ers. This implies two things: (1) updating system direc-

3. Home /WF-Serving /WF Tunneling Protocol Pa- 55 

tories across wireless service providers and {2) settle
ment of bills between service providers. 

rameters. This field is used to store parameters to 
configure the tunnel between the home IWF and the 
serving IWF. At a minimum, this field contains the 

25 

[0166] In order to allow subscribers access to internet 
service providers, the architecture supports roaming 
agreements with internet service providers. This implies 
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that the architecture must be able to send data to and 
receive data from ISP PPP servers (i.e., that support in
dustry standard protocols like PPP, L2TP and Radius). 
It also implies that the architecture handles directory up
dates for ISP access and settlement of bills with ISPs. 
[0167] When roaming agreements are established 
between two wireless service providers, both providers 
have to update their home and foreign domain directo
ries in order to support authentication and registration 
functions for end systems visiting their networks from 
the other network. At a minimum, the architecture of the 
present embodiment supports manual directory up
dates. When a roaming agreement is established be
tween two wireless service providers, then the two par
ties to the agreement exchange information for populat
ing their home and foreign domain directories. The ac
tual updates of the directories is done manually by the 
personnel of the respective service providers. If later, 
the information in the home and foreign domain direc
tories needs to be updated, the two parties to the agree
ment exchange the updated information and then man
ually apply their updates to the directories. 
[0168] In an alternative embodiment, the directory 
management software incorporates developing stand
ards in the IETF to enable roaming between internet 
service providers and to enable ISPs to automatically 
manage and discover roaming relationships. This 
makes annual directory management no longer neces
sary. The network system automatically propagates 
roaming relationships, and discovers them, to authenti
cate and register visiting end systems. 
[0169] At a minimum, the network architecture just 
processes and stores the accounting data and makes 
the data available to the wireless service provider's bill
ing system. It is up to the billing system to handle set
tlement of bills for roaming. 
[0170] In an alternative embodiment, developing 
standards in the IETF to handle distribution of account
ing records between internet service providers are in
corporated into the network architecture to enable ISPs 
to do billing settlement for roaming end systems. 
[0171] The system software supports access to ISPs 
and private intranets by supporting L2TP between the 
home IWF and the ISPs or intranet PPP server. The in
ternet service provider directory contains information 
useful to the IWF for creating these tunnels. As access 
agreements between the wireless service provider and 
internet service providers are put in place, this directory 
is updated manually by the wireless service. provider's 
personnel. Automatic updates and discovery of access 
relationships between the wireless service provider and 
internet service providers are presently contemplated 
and implemented as the internet standards evolve. 
While accessing an internet service provider, the sub
scriber receives two bills - one from the wireless service 
provider for the use of the wireless network and the sec
ond from the internet service provider. Although com
mon billing that combines both types of charges is not 

handled by the minimum embodiment software, it is con
templated that the software will take advantage of inter
net standards for billing settlement as they evolve so 
that subscribers may receive a common bill based on 

s roaming agreements between the ISP and wireless 
service providers. 
[0172] The system includes a element management 
system for managing the network elements. From the 
element manager, system administrators perform con-

10 figuration, performance and fault/alarm management 
functions. The element management applications run 
on top of a web browser. Using a web browser, system 
administrators manage the network from anywhere that 
they have TCP/IP access. The element manager also 

15 performs an agent role for a higher level manager. In 
this role it exports an SNMP Ml B for alarm and fault mon
itoring. 
[0173] A higher level SNMP manager is notified of 
alarm conditions via SNMP traps. The higher level 

20 SNMP manager periodically polls the element manag
er's Ml B for the health and status of the network. System 
management personnel at the higher level manager are 
able to view an icon representation of the network and 
its current alarm state. By pointing and clicking on the 

25 network element icon, systems management personnel 
execute element management applications using a web 
browser and perform more detailed management func
tions. 
[0174] Inside the network management of the physi-

so cal and logical network elements is performed using a 
combination of the SNMP protocol and internal manage
ment application programming interfaces. Applications 
in the element manager use SNMP or other manage
ment APls to perform network management functions. 

35 [0175] Architecturally, the element management sys
tem includes of two distinct sets of functional elements. 
The first set of functional elements, including the con
figuration data server, performance data monitor and 
health/status monitor and network element recovery 

40 software, executes on an HA server equipped with RAID 
disks. The second set of functional elements, including 
the management applications, executes on a dedicated, 
non-HA management system. Even if the element man
ager System becomes non-operational, the network el-

45 ements continue to be able to run and report alarms and 
even be able to recover from fault conditions. However, 
since all the management applications execute in the 
non-HA element manager, if the element manager goes 
down, then recovery actions requiring human interven-

so tion are not possible until the element manager be
comes operational. 
[0176] The wireless hubs (WHs) in the base stations 
are typically owned by a wireless service provider 
(WSP), and they are connected to the WSP's registra-

55 tion server (RS) either via point-to-point links, intranets 
or the internet The WSP's registration server is typically 
a software module executing on a processor to perform 
certain registration functions. Inter-working function 

26 
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units (IWF units) are typically software modules execut
ing on a processor to perform certain interfacing func
tions. IWF units are typically connected to the registra-

is sent to the separate PPP server via the L2TP protocol. 
The separate server is typically owned and operated by 
an Internet service provider who is different from the 
wireless service provider. For the duration of the ses-tion servers via intranets/WAN, and the IWF units are 

typically owned by the WSP. However, the IWF units 
need not be located within the same LAN as the regis
tration servers. Typically, accounting and directory serv-

5 sion, the locations of the home IWF and PPP server re-

ers (also software modules executing on a processor) 

main fixed. The MAC layer registration can be combined 
with the network registration to economize on the over
head of separate communications for MAC layer and 
nenvork layer registration; however, it may be advanta-are connected to the registration servers via a LAN in 

the service provider's Data Center (e.g., a center includ
ing one or more processors that hosts various servers 
and other software modules). Traffic from the end sys-
tem is then routed via a router (connected to the LAN) 
to the public Internet or to an ISP's intranet. The regis
tration server located in a foreign WSP's network is re
ferred to as the foreign registration server (FRS), and 
the registration server located in the end system's home 
network (where the mobile purchases its service) is re
ferred to as the home registration server (HRS). The in
ter-working function unit in the home network is referred 
to as the home IWF while the inter-working function unit 
in the foreign network (i.e., the network the end system 

10 geous to not combine these registration processes so 
that the WSP's equipment will be interoperable with oth
er wireless networks that supports pure I ETF Mobile-IP 
[0180] Registration sets up three tables. Table 1 is as
sociated with each access point, and Table 1 identifies 

15 each connection (e.g., each end system) by a connec
tion id (CID) and associates the connection id with a par
ticular wireless (WM) modem address (i.e., the address 
of the end system or end system). Table 2 is associated 
with each wireless hub (WH), and Table 2 associates 

is visiting) is referred to as the serving IWF. 

20 each connection id with a corresponding wireless mo
dem address, access point and XTunnel id (XID). Table 
3 is associated with each inter-working function (IWF), 
and Table 3 associates each connection id with a corre-
sponding wireless modem address, wireless hub ad-[0177] For fixed wireless service (i.e., a non-moving 

end system), an end system may register for service on 
the home network from the home network (e.g. at home 
service) or from a foreign network (e.g., roaming serv-
ice). The end system receives. an advertisement sent 
by an agent (e.g., an agent function implemented in soft
ware) in the wireless hub via the access point. There 
are both MAC-layer registration as well as network-layer 
registration to be accomplished. These may be com
bined together for efficiency. 

25 dress, XTunnel id and IP port (IP/port). The entries de
scribed for these tables are described to include only 
relevant entries that support the discussion of mobility 
management. In reality, there are other important fields 
that need to be included as well. 

30 

[0178] For end systems at home (FIG. 26), the net
work layer registration is sent (like a local registration) 35 

to the home registration server via the wireless hub to 
which the end system is currently attached. An IWF in 
the end system's home network will become the anchor 
or home IWF Thus, PPP frames to and from the end 
system travel via the wireless hub to the home IWF in 40 

the home network. If the end system is at home, the 
home IWF is connected to the wireless hub via an XTun-
nel protocol. 
[0179] For roaming wireless service (FIG. 27), the for-
eign registration server determines the identity of the 45 

home network of the roaming end system during the reg
istration phase. Using this information, the foreign reg
istration server communicates with the home registra-
tion server to authenticate and register the end system. 
The foreign registration server then assigns a serving so 
IWF, and an I-XTunnel protocol connection is estab
lished between the home IWF and the serving IWF for 
the roaming end system. The serving IWF relays frames 
between the wireless hub and the home IWF. From the 
home IWF, data is sent to a PPP server (i.e., point-to- 55 

point protocol server) which may reside in the same IWF 
However, if the data is to go to a corporate intranet or 
an IS P's intranet that has its own PPP server, the data 

27 

CID 

C1 

C2 

C1 

Table 1: 

Connection Table at AP 

CID WM 

C1 WM1 
C2 WM1. 
C1 WM2 

Table 2: 

Connection Table at WH 

CID WM AP XID 

C1 WM1 AP1 5 

C2 WM1 AP1 5 

C1 WM2 AP1 6 

C1 WM3 AP2 7 

Table 3: 

Connection Table at IWF 

WM WH XID IP/Port 

WM1 WH1 5 IP1/P1 

WM1 WH1 5 IP1/P2 

WM2 WH1 6 IP2/P3 
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Table 3: (continued) 

Connection Table at I WF 

CID WM WH XID IP/Port 

C1 WM3 WH1 7 IP3/P1 

cs WMS WH2 8 IP4/P1 

[0181] The protocol stacks for dial-up users at home 
in a network as well as roaming users are illustrated in 
FIGS. 28-31. FIG. 28 depicts protocol stacks used for 
direct internet access by a fixed (i.e., non-moving) end 
system at home where a PPP protocol message termi
nates in the home IWF (typically collocated with the 
wireless hub) which relays message to and from an IP 
router and from there to the public internet. FIG. 29 de
picts protocol stacks used for remote intranet access (i. 
e., either private corporate nets or an ISP) by a faced (i. 
e., non-moving) end system at home where a PPP pro
tocol message is relayed through the home IWF (typi
cally collocated with the wireless hub) to a PPP server 
of the private corporate intranet or ISP FIG. 30 depicts 
protocol stacks used for direct internet access by a 
roaming but fixed (i.e., non-moving) or a moving end 
system where the PPP protocol terminates in the home 
IWF (typically located in a mobile switching center of the 
home network) which relays message to and from an IP 
router. In FIG. 30, note how message traffic passes 
through a serving IWF (typically collocated with the wire
less hub) in addition to the home IMF FIG. 31 depicts 
protocol stacks used for remote intranet access (i.e., ei
ther private corporate nets or an ISP) by a roaming but 
fixed (i.e., non-moving) or a moving end system where 
a PPP protocol message is relayed through the home 
IWF (typically located in a mobile switching center of the 
home network) to a PPP server of the private corporate 
intranet or ISP. In FIG. 31, note how message traffic 
passes through a serving IWF (typically collocated with 
the wireless hub) in addition to the home IWF. When the 
serving IWF and the wireless hub are co-located in the 
same nest of computers or are even programmed into 
the same computer, it is not necessary to establish a 
tunnel using the XTunnel protocol between the serving 
IWF and the wireless hub. 
[0182] Equivalent variations to these protocol stacks 
(e.g. the RLP can be terminated at the wireless hub rath
er than at the serving IWF or home IWF for mobiles at 
home) are also envisioned. If the IWF is located far from 
the wireless hub, and the packets can potentially be car
ried over a iossy IP network between the IWF and wire
less hub. then it would be preferred to terminate the RLP 
protocol at the wireless hub. Another variation is the 
Xtunnel between wireless hub and IWF need not be built 
on top of the UDP/IP Xtunnels can be built using the 
Frame Relay/ATM link layer. However, the use of UDP/ 
IP makes it easier to move the wireless hub and IWF 
software from one network to another. 
[0183] Four types of handoff scenarios may occur, 

and they are labeled: (i) local mobility, (ii) micro mobility, 
(iii) macro mobility, and (iv) global mobility. In all four 
scenarios (in one embodiment of the invention), a route 
optimization option is not considered so that the loca-

5 tions of the home registration server and the IS P's PPP 
server do not change. In another embodiment of the in
vention with route optimization, the ISP's PPP server 
may change. However, this aspect is discussed below. 
In addition, the locations of the foreign registration serv-

10 er and IWF do not change in the first three scenarios. 
[0184] The proposed IETF Mobile IP standard re
quires that whenever an end system changes the IP 
subnet to which it is attached, it sends a registration re
quest message to a home agent in its home subnet. This 

15 message Carries a care-of address where the end sys
tem can be reached in the new subnet. When traffic is 
sent, for example, from an ISP to an end system, the 
home agent intercepts the traffic that is bound for the 
end system as it arrives in the home subnet, and then 

20 forwards the traffic to the care-of address. The care-of 
address identifies a particular foreign agent in the for
eign subnet. An end system's foreign agent can reside 
in the end system itlelf, or in a separate node that in turn 
forwards traffic to the end system (i.e., proxy registration 

25 agent). Mobile IP handoffs involve exchange of control 
messages between an end system's agent, the end sys
tem's home agent and potentially its corresponding 
hosts (CHs) (with route optimization option). 
[0185] The proposed IETF Mobile IP standard would 

30 find it difficult to meet the latency and scalability goals 

for all movements in a large internetwork. However, the 
present hierarchical mobility management meets such 
goals. For small movements (e.g. a change of Access 
Points), only MAC-layer re-registrations are needed. 

35 For larger movements, network-layer re-registrations 
are performed. The present hierarchical mobility man
agement is different from the flat-structure used in the 
IETF proposed Mobile-IP standard as well as the serv
ing/anchor inter-working function model used in cellular 

40 systems like CDPD (based on a standard sponsored by 
the Cellular Digital Packet Data forum). 
[0186] As depicted in FIG. 32, the local mobility hand
off handles end system (designated MN for mobile 
node) movement between APs that belong to the same 

45 wireless hub. Thus, only MAC layer re-registration is re
quired. The end system receives a wireless hub adver
tisement from a new AP and responds with a registration 
request addressed to the new AP 
[0187] The new AP (i.e., the one that receives the reg-

so istration request from the end system) creates new en
tries in its connection table and relays the registration 
message to its wireless hub. In local mobility handoffs, 
the wireless hub does not change. The wireless hub rec
ognizes the end system's registration request as a MAC 

55 level registration request, and it updates its connection 
table to reflect the connection to the new AP Then, the 
old AP deletes the connection entry from its connection 
table. There are at least three ways whereby the old AP 

28 



Exhibit 1002 
IPR2022-00426 

Page 408 of 755

55 EP O 917 320 A2 56 

can delete the old entries, namely (i) upon time out, (ii) 
upon receiving a copy of the relayed MAC layer associ
ation message from the new AP to the wireless hub (if 
this relay message is a broadcast message), and (iii) 
upon being informed by the wireless hub of the need to 
delete the entry, 
[0188] As depicted in FIG. 33, the micro mobility 
handoff handles end system (designated MN for mobile 
node) movement between wireless hubs hat belong to 
the same registration server and where the end system 
can still be served by the existing serving IWF. When an 
advertisement is received from a new wireless hub 
(through a new AP), the end system sends a message 
to request registration to the registration server. The reg
istration request is relayed from the new AP to the new 
wireless hub to the registration server. 
[0189] When the registration server determines that 
the existing IWF can still be used, the registration server 
sends a build XTunnel Request message to request the 
existing IWF to build an XTunnel to the new wireless 
hub. Later, the registration server sends a tear down 
XTunnel request message to request the existing IWF 
to tear down the existing XTunnel with the old wireless 
hub. The build andtearXTunnel Request messages can 
be combined into one message. A foreign registration 
server does not forward the registration message to the 
home registration server since there is no change of 
IWF, either the serving IWF or home IWF. 
[0190] Upon receiving a positive build XTunnel reply 
and a positive tear XTunnel reply from IWF, the regis
tration server sends a registration reply to end system. 
As the registration reply reaches the new wireless hub, 
the connection table at the new wireless hub is updated 
to reflect the connection to the new AP. The new AP up
dates its MAC filter address table and connection table 
after receiving a message from the new wireless hub, 
and the registration reply is forwarded to the end sys
tem. 
[0191] The registration server sends a release mes
sage to the old wireless hub. When the old wireless hub 
receives the release message, it updates its connection 
table and the MAC filter address table and connection 
table of the old AP. 
[0192] As depicted in FIG. 34, the macro mobility 
handoff case handles movement between wireless hubs 
that involves a change of the serving IWF in the foreign 
network, but it does not involve a change in the regis
tration server. When an advertisement is received from 
a new wireless hub (through a new AP), the end system 
sends a message to request a network layer registration 
to the registration server. The registration request is re
layed from the new AP to the new wireless hub to the 
registration server. 
[0193] The registration server recognizes that it is a 
foreign registration server when the end system does 
not belong to the present registration server's network. 
This foreign registration server determines the identity 
of the home registration server by using a request, pref-

erably a Radius Access request (RA request), to the for
eign directory server (like a big yellow pages) and then 
assigns an appropriate IWF to be the serving IWF, and 
it forwards a registration request to the home registra-

5 tion server, preferably through a Radius Access request 
(RA request), informing the home registration server of 
the newly selected IWF. 
[0194] The home registration server authenticates the 
registration request by using a request, preferably a Ra-

10 dius Access request (RA request), to the home directory 
server. Upon authenticating the request and determin
ing that the existing home IWF can still be used, the 
home registration server instructs the home IWF to build 
a new 1-XTunnel to the newly assigned serving IWF and 

15 to tear down the existing 1-XTunnel to the old serving 
IWF. Upon receiving a positive build 1-XTunnel reply and 
a positive tear 1-Xtunnel reply from the home IWF, the 
home registration server sends a registration reply to the 
foreign registration server. 

20 [0195] The foreign registration server then instructs 
the newly assigned IWF to build an XTunnel to the new 
wireless hub. Upon receiving a positive build XTunnel 
reply, the foreign registration server instructs the old 
IWF to tear down the XTunnel to the old wireless hub. 

25 Upon receiving a positive build XTunnel reply and a pos
itive tear xTunnel reply the foreign registration server 
sends a registration reply to end system. 
[0196] As the registration reply reaches the new wire
less hub, the connection table at the new wireless hub 

30 is updated to reflect the connection to the new AP. The 
new AP updates its MAC filter address table and con
nection table after receiving a message from the new 
wireless hub, and the registration reply is forwarded to 
the end system. 

35 [0197] The registration server sends a release mes
sage to the old wireless hub. When the old wireless hub 
receives the release message, it updates its connection 
table and the MAC filter address table, and the old AP 
updates its MAC filter address table and connection ta-

40 ble after receiving a message from the old wireless hub. 
[0198] The global mobility handoff case handles 
movement between wireless hubs that involves a 
change of registration servers. FIG. 35 depicts a global 
mobility handoff where the home IWF does not change, 

45 and FIG. 36 depicts a global mobility handoff where the 
home IWF changes. When an advertisement is received 
from a new wireless hub (through a new AP) in a new 
foreign network, the end system sends a message to 
request a network layer registration to the new foreign 

so registration server. The registration request is relayed 
from the new AP to the new wireless hub to the new 
foreign registration server. 
[0199] The registration server recognizes that it is a 
new foreign registration server when the end system 

55 does not belong to the present registration server's net
work. This foreign registration server determines the 
identity of the home registration server by using a re
quest, preferably a Radius Access request (RA re-

29 
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quest), to the foreign directory server (like a big yellow 
pages) and then assigns an appropriate IWF to be the 
serving IWF, and it forwards the registration request to 
the home registration server, preferably through a Ra
dius Access request (RA request), informing the home 
registration server of the newly selected IWF. 
[0200] The home registration server authenticates the 
registration request by using a request, preferably a Ra-
dius Access request (RA request), to the home directory 
server. Upon authenticating the request and determin
ing that the existing home IWF can still be used (FIG. 
35), the home registration server instructs the home IWF 
to build a new 1-XTunnel to the serving IWF newly as
signed by the new foreign registration server. The home 
registration server also sends a de-registration mes
sage to the old foreign registration server and instructs 
the home IWF to tear down the existing 1-XTunnel to the 
existing serving IWF of the old foreign network, Upon 
receiving a positive build 1-XTunnel reply and a positive 
tear 1-XTunnel reply from the home IWF, the home reg
istration server sends a registration reply to the new for-
eign registration server. 
[0201] The new foreign registration server then in
structs the newly assigned IWF to build an XTunnel to 
the new wireless hub. Upon receiving a positive build 
XTunnel reply, the foreign registration server sends a 
registration reply to end System. As the registration re-
ply reaches the new wireless hub, the connection table 
at the new wireless hub is updated to reflect the con
nection to the new AP. The new AP updates its MAC 
filter address table and connection table after receiving 
a message from the new wireless hub, and the registra-
tion reply is forwarded to the end system 
[0202] The old foreign registration server instructs the 
old IWF to tear down the XTunnel to the old wireless 
hub. Upon receiving a positive tear XTunnel reply or 
contemporaneously with the tear down XTunnel re
quest, the old foreign registration server sends a release 
message to the old wireless hub. When the old wireless 

registration message to the old foreign' registration 
server and instructs the home IWF to tear down the ex
isting 1-XTunnel to the existing serving IWF of the old 
foreign network. Upon receiving a positive build I-XTun-

5 nel reply and a positive tear 1-XTunnel reply from the 
home IWF, the home registration server sends a regis-
tration reply to the new foreign registration server. 
[0205] The new foreign registration server then in
structs the newly assigned IWF to build an XTunnel to 

10 the new wireless hub. Upon receiving a positive build 
XTunnel reply, the foreign registration server sends a 
registration reply to end system. As the registration reply 
reaches the new wireless hub, the connection table at 
the new wireless hub is updated to reflect the connection 

15 to the new AP. The new AP updates its MAC filter ad-
dress table and connection table after receiving a mes
sage from the new wireless hub, and the registration re
ply is forwarded to the end system. 
[0206] The old foreign registration server instructs the 

20 old IWF to tear down the XTunnel to the old wireless 
hub. Upon receiving a positive tear XTunnel reply or 
contemporaneously with the tear down XTunnel re
quest, the old foreign registration server sends a release 
message to the old wireless hub. When the old wireless 

25 hub receives the release message, it updates its con
nection table and the MAC filter address table, and the 
old AP updates its MAC filter address table and connec
tion table after receiving a message from the old wire
less hub. 

so [0207] End systems constructed according to the 
present invention interoperate with networks construct
ed according to the proposed. I ETF Mobile-IP stand
ards, and end systems constructed according to the pro
posed IETF Mobile-IP standards interoperate with net-

35 works constructed according to the present invention. 
[0208] The main differences between the present in
vention and the I ETF Mobile-IP (RFC2002, a standards 
document) are: 

hub receives the release message, it updates its con- 40 

nection table and the MAC filter address table. and the 
(i) The present invention uses a hierarchical con
cept for mobility management rather than a flat 
structure as in the proposed IETF Mobile-IP stand
ard. Small mobility within a small area does not re
sult in a network level registration. Micro mobility in
volves setting up of a new Xtunnel and tearing down 
of an existing Xtunnel. Global mobility, at the mini
mum, involves setting up of new 1-XTunnel and tear
ing down of an existing 1-Xtunnel apart from the set
ting up/tearing down of XTunnel. Global mobility 
sometimes also involves setting up a new L2TP 
Tunnel and transferring of L2TP state from the ex
isting L2TP Tunnel to the new L2TP Tunnel. 

old AP updates its MAC filter address table and connec-
tion table after receiving a message from the old wire-
less hub. 
[0203] Alternatively, after the home registration server 45 

authenticates the registration request from the new for-
eign registration server and determines that the existing 
home IWF cannot be used (FIG. 36), the home registra-
tion server chooses a new home IWF and instructs the 
new home IWF to build a new level 2 tunnel protocol 50 

tunnel (L2TP tunnel) to the present PPP server (e.g., 
the PPP server in a connected ISP intranet). Then, the 
home registration server instructs the old home IWF to 
transfer its L2TP tunnel traffic to the new home IWF. 
[0204] Then the home registration server instructs the 55 

new home IWF to build a new 1-XTunnel to the serving 
IWF newly assigned by the new foreign registration 
server. The home registration server also sends a de-

30 

(ii) In the present invention, a user name plus a 
realm is used to identify a remote dial-up user rather 
than a fixed home address as in the case of the pro
posed I ETF Mobile-IP standard. 
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(iii) In the present invention, registration and routing 
functions are carried out by separate entities. The 
two functions are carried out by the home agent in 
the proposed IETF Mobile IP standard, and both 
functions are carried out by the foreign agent in the 
proposed IEFT Mobile IP standard. In contrast, in 
an embodiment of the present invention, registra
tion is carried out in the registration server and rout
ing functions are carried out by both the home and 
foreign IWF and the wireless hub (also referred to 
as the access hub). 

(iv) The present invention utilizes three tunnels per 
PPP session. The XTunnel is more of a link-layer 
tunnel between the wireless hub and the serving 
IWF. The 1-XTunnel between the serving IWF and 
the home IWF is more like the tunnel between home 
and foreign agents in the proposed IETF Mobile-IP 
standard. But it also has additional capabilities be
yond the tunnels proposed by the Mobile-IP stand
ard. The L2TP tunnel is used only when home IWF 
is not a PPP server. The number of these tunnels 
may be reduced by combining some functions in the 
same node as described above. 

(v) In the present invention, wireless registration oc
curs before PPP session starts while in the pro
posed IETF Mobile-IP standard, Mobile-IP registra
tion occurs after PPP session enters into the open 
state. 

(vi) In the present invention, the network entity that 
advertises the agent advertisement (i.e., the wire
less hub) is not on a direct link to the end systems 
whereas for the proposed IETF Mobile-IP standard, 
the agent advertisement must have a TTL of 1 

which means that the end systems have a direct link 
with the foreign agent In addition, the agent adver
tisement in the present invention is not an extension 
to the ICMP router advertisements as in the pro
posed I ETF Mobile-IP standard. 

[0209] End systems in the present invention, should 
support agent solicitation. When an end system in the 
present invention visits a network which is supporting 
the proposed IETF Mobile-IP standard, it waits until it 
hears an agent advertisement. If it does not receive an 
agent advertisement within a reasonable time frame, it 
broadcasts an agent solicitation. 
[0210] In the present invention, network operators 
may negotiate with other networks that support the pro
posed IETF Mobile-IP standard such that home ad
dresses can be assigned to the end systems of the 
present invention that wish to use other networks. When 
the end system of the present invention receives the 
agent advertisement, it can determine that the network 
it is visiting is not an a network according to the present 
invention and hence uses the assigned home address 

to register. 
[0211] For networks supporting the proposed I ETF 
Mobile-IP standard, the PPP session starts before Mo
bile-IP registration, and the PPP server is assumed to 

s be collocated with the foreign agent in such networks. 
In one embodiment an SNAP header is used to encap
sulate PPP frames in the MAC frames of the present 
invention (in a manner similar to Ethernet format), and 
the foreign agent interprets this format as a proprietary 

10 PPP format over Ethernet encapsulation. Thus, the end 
system of the present invention and its PPP peer can 
enter into an open state before the foreign agent . starts 
transmitting an agent advertisement, and the end sys
tem of the present invention can register. 

15 [0212] To allow end systems supporting the proposed 
IETF Mobile-IP standard to work in networks of the type 
of the present invention, such mobiles are at least ca
pable of performing similar MAC layer registrations. By 
making the agent advertisement message format simi-

20 lar to the proposed Mobile-IP standard agent advertise
ment message format, a visiting end system can inter
pret the agent advertisement and register with a wire
less hub. In the present invention, registration request 
and reply messages are similar to the proposed I ETF 

25 Mobile-IP standard registration request and reply, mes
sages (without any unnecessary extensions) so that the 
rest of the mobility management features of the present 
invention are transparent to the visiting end systems. 
[0213] Since end systems supporting the proposed 

so IETF Mobile-IP standard expect a PPP session to start 
before Mobile-IP registration, an optional feature in wire
less hubs of the present invention starts to interpret PPP 
LCP, NCP packets after MAC-layer registrations. 
[0214] To avoid losing traffic during handoffs, the mo-

35 bility management of the present invention uses the 
make before break concept For local mobility, a make 
before break connection is achieved by turning the 
MAC-layer registration message relayed by the new AP 
to the wireless hub into a broadcast message. That way, 

40 the old AP can hear about the new registration and for
ward packets destined for the end system that have not 
been transmitted to the new AP. 
[0215] For micro mobility, information about the new 
wireless hub is included in the Tear XTunnel message 

45 exchanged between the serving IWF and the old WH. 
That way, the old wireless hub can forward buffered 
packets to the new wireless hub upon hearing a TearX
Tunnel message from the serving IWF Alternatively, the 
RLP layer at the IWF knows the sequence number that 

so has been acknowledged by the old wireless hub so far. 
[0216] At the same time, the IWF knows the current 
send sequence number of the latest packet sent to the 
old wireless hub. Therefore, the IWF can forward those 
packets that are ordered in between these two numbers 

55 to the new wireless hub before sending newer packets 
to the new wireless hub. The RLP layer is assumed to 
be able to filter duplicate packet The second approach 
is probably preferable to the first approach for the old 

31 
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wireless hub may not be able to communicate with one 
another directly. 
[0217] For macro mobility, the old serving IWF can for
ward packets to the new serving IWF, in addition to the 
packet forwarding done from the old wireless hub to the 
new wireless. All we need to do is to forward the new 
serving IWF identity to the new serving IWF in the tear 
down 1-XTunnel message. Another way to achieve the 
same result is to let the home IWF forward the missing 
packets to the new serving IWF rather than asking the 
old serving IWF to do the job since the home IWF knows 
the 1-XTunnel sequence number last acknowledged by 
the old serving IWF and the current 1-XTunnel sequence 
number sent by the home IWF. 
[0218] The method of estimating how much buffer 
should be allocated per mobile per AP per wireless hub 
per IWF such that the traffic loss between handoffs can 
be minimized is to let the end system for the AP for the 
wireless hub for the IWF estimate the packet arrival rate 
and the handoff time. This information is passed to the 
old AP of the wireless hub of the IWF to determine how 
much traffic should be transferred to the new AP of the 
wireless hub of the IWF, respectively, upon handoffs. 
[0219] To achieve route optimization in the present in
vention, the end system chooses the PPP server closest 
to the serving IWF. Without route optimization, exces
sive transport delays and physical line usage may be 
experienced. 
[0220] For example, an end system subscribed to a 
home network in New York City may roam to Hong Kong. 
To establish a link to a Hong Kong ISP, the end system 
would have a serving IWF established in a wireless hub 
in Hong Kong and a home IWF established in the home 
network in New York City. A message would then be 
routed from the end system (roamed to Hong Kong) 
through the serving IWF (in Hong Kong) and through the 
home IWF (in New York City) and back to the Hong Kong 
ISP. 
[0221] A preferred approach is to connect from the 
serving IWF (in Hong Kong) directly to the Hong Kong 
ISP. The serving IWF acts like the home IWF. In this em
bodiment, roaming agreements exist between the home 
and foreign wireless providers. In addition, the various 
accounting/billing systems communicate with one an
other automatically such that billing information is 
shared. Accounting and billing information exchange 
may be implement using standards such as the stand
ard proposed by the ROAMOPS working group of the 
IETF. 
[0222] However, the serving IWF must still discover 
the closest PPP server (e.g. the Hong Kong ISP). In the 
present embodiment, the foreign registration server 
learns of the end system's desire to connect to a PPP 
server (e.g., a Hong Kong ISP) when it receives a reg
istration request from the end system. When the foreign 
registration server determines that the serving IWF is 
closer to the desired PPP server (e.g., the Hong Kong 
I SP) than the home IWF is, the foreign registration serv-

er instructs the serving IWF to establish an L2TP tunnel 
to its nearest PPP server (in contrast to the PPP server 
closest to the home registration server and home IWF). 
Then, the foreign registration server informs the home 

s registration server that the end system is being served 
by the serving IWF and the foreign PPP. 
[0223] In an alternative embodiment, the foreign reg
istration server determines that the serving IWF is closer 
to the desired PPP server (e.g., the Hong Kong ISP) 

10 than the home IWF is, when it receives a registration 
request from the end system. The foreign registration 
server relays the registration request message to the 
home registration server with an attached message in
dicating the serving IWF information and a notification 

15 that route optimization is preferred. At the same time, 
the foreign registration server instructs the serving IWF 
to establish an L2TP tunnel to the PPP server Upon ap
proving the registration request, the home registration 
server instructs the home IWF to transfer the L2TP state 

20 to the foreign IWF. 
[0224] Having described preferred embodiments of a 
novel network architecture with wireless end users able 
to roam (which are intended to be illustrative and not 
limiting), it is noted that modifications and variations can 

25 be made by persons skilled in the art in light of the above 
teachings. For example, connection links described 
herein may make reference to known connection proto
cols (e.g., IP, TCP/IP, L2TP, IEEE 802.3, etc.); however, 
the invention contemplates other connection protocols 

30 in the connections links that provide the same or similar 
data delivery capabilities. Acting agents in the above de
scribed embodiments may be in the form of software 
controlled processors or may be other form of controls 
(e.g., programmable logic arrays, etc.). Acting agents 

35 may be grouped as described above or grouped other
wise in keeping with the connection teachings described 
herein and subject to security and authentication teach
ings as described herein. Furthermore, a single access 
point, access hub (i.e., wireless hub) or into-working 

40 function unit (IWF unit) may provide multi-channel ca
pability. Thus, a single access point or access hub or 
IWF unit may act on traffic from multiple end systems, 
and what is described herein as separate access points, 
access hubs or IWF units contemplates equivalence 

45 with a single multichannel access point, access hub or 
IWF unit. It is therefore to be understood that changes 
may be made in the particular embodiments of the in
vention disclosed which are within the scope and spirit 
of the invention as defined by the appended claims. 

50 

55 

32 

Claims 

1. A coupled data network comprising: 

a foreign network that includes a base station 
and a foreign mobile switching center with a 
serving registration server, the base station in-
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eluding an access hub with a serving inter
working function: 
a home network that includes a home mobile 
switching center with a home registration serv-
er and a home inter-working function; and 5 

an end system subscribed to the home network 
and operating within the foreign network, the 
end system including an end registration agent 

the serving inter-working function, the serving 
registration server further including a second 
module to send to the home registration server 
the registration request with a first appended 
indication that the serving registration server 
has determined that the optimum route is be-
tween the serving inter-working function and 
the desired communications server and a sec
ond appended indication that route optimiza-to form a registration request, the registration 

request including an indication of a desired 
communications network having a desired 
communications server, the end system send-

10 tion is preferred. 

4. The data network of claim 3, wherein the serving 
registration server includes a third module to estab
lish a link between the serving inter-working func-

ing the registration request to the serving reg
istration server, the serving registration server 
including a first module to process the registra
tion request and to determine an optimum route 
between the desired communications server 

15 tion and the desired communications processor af
ter sending the registration request and the first and 
second appended indications to the home registra-

and one of the home inter-working function and tion server. 
the serving inter-working function, the serving 
registration server further including a second 
module to link the serving inter-working func

20 5. The data network of claim 4, wherein: 

tion to the desired communications server 
when the first module determines that the opti
mum route is between the serving inter-working 
function and the desired communications serv- 25 

er. 

2. The data network of claim 1, wherein the serving 
registration server further includes a third module 
to send to the home registration server the registra- so 
tion request with an appended indication that the 
service registration server has linked the serving in
ter-working function and the desired communica-
tions server. 

the home registration server includes a fourth 
module to send a registration reply to the serv
ing registration server, the registration reply in
cluding an indication of that the link between 
the serving inter-working function and the de
sired communications server is approved; and 
the home registration server further includes a 
fifth module to instruct the home inter-working 
function to transfer a link state to the serving 
inter-working function. 

6. A method for optimizing routing in a coupled data 
network wherein the coupled data network compris-

3. A coupled data network comprising: 

a foreign network that includes a base station 

35 es a foreign network that includes a base station 
and a foreign mobile switching center with a serving 
registration server, the base station including an ac
cess hub with a serving inter-working function, a 
home network that includes a home mobile switch-and a foreign mobile switching center with a 

serving registration server, the base station in- 40 

eluding an access hub with a serving inter
working function; 
a home network that includes a home mobile 
switching center with a home registration serv-
er and a home inter-working function; and 45 

an end system subscribed to the home network 
and operating within the foreign network, the 
end system including an end registration agent 
to form a registration request, the registration 
request including and indication of a desired 50 

communications network having a desired 
communications server, the end system send-
ing the registration request to the serving reg
istration server, the serving registration server 
including a first module to process the registra- 55 

tion request and to determine an optimum route 
between the desired communications server 
and one of the home inter-working function and 

33 

ing center with a home registration server and a 
home inter-working function, and an end system 
subscribed to the home network and operating with
in the foreign network, the end system including an 
end registration agent to form a registration request, 
comprising the steps of: 

generating a registration request at the end 
system, said registration request including an 
indication of a desired communications net
work having a desired communications server; 
sending the registration request from the end 
system to the serving registration server: 
processing the registration request in a first 
module in the serving registration server to de
termine an optimum route between the desired 
communications server and one of the home in
ter-working function and the serving inter-work
ing function; 
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linking the serving inter-working function to the 
desired communications server when the first 
module determines that the optimum route is 
between the serving inter-working function and 
the desired communications server. s 

7. The method of claim 6, further comprising the step 
of: 

sending to the home registration server the 
registration request with an appended indication 10 

that the service registration server has linked the 
serving inter-working function and the desired com
munications server. 

8. The method of claim 6 or the network of claim 1 or 15 

claim 3 wherein: 

the desired communications server is one com
munication server of a plurality of communica
tions servers in the desired communications 20 

network; and 
the first module includes a sub-module to de
termine the select the desired communications 
server from among the plurality of communica
tions servers. 

9. The method of claim 6 or the network of claim 1 or 
claim 3 , wherein said home network and said for-

25 

eign network share billing information for the end 
system when the end system is operating in the for- 30 

eign network. 

10. A method for optimizing routing in a coupled data 
network wherein the coupled data network compris-
es a foreign network that includes a base station 35 

and a foreign mobile switching center with a serving 
registration server, the base station including an ac
cess hub with a serving inter-working function, a 
home network that includes a home mobile switch-
ing center with a home registration server and a 40 

home inter-working function, and an end system 
subscribed to the home network and operating with-
in the foreign network, the end system including an 
end registration agent to form a registration request, 
comprising the steps of: 45 

generating a registration request at the end 
system, said registration request including an 
indication of a desired communications net
work having a desired communications server; so 
sending the registration request from the end 
system to the serving registration server: 
determining whether the server inter-working 
function or the home inter-working function is 
closer to the desired communications server; 55 

instructing the serving inter-working function to 
establish a connection to the desired commu
nications server when the serving inter-working 

34 

66 

function is closer to the desired communica
tions server than the home inter-working func
tion; 
informing the home registration server that the 
end system is being served by the serving inter
working function and the desired communica
tions server. 
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is transmitted to the first network's home agent which 
registers that address as a care-of-address or co-locat
ed care-of-address for the mobile host. Datagrams ad
dressed to the new internet address are sent directly to 
the mobile host via the second network's home agent. 
Datagrams addressed to a previous internet address of 
the mobile terminal in said first network are forwarded 
from that network's home agent to the mobile host, via 
the second network's home agent. 

Figure 3 

o Internet service 
provider 

• Mobile host 
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Description 

[0001] The present invention relates to mobile inter
net protocol and in particular to a mobile internet proto
col which provides for the mobility of mobile internet ac
cess hosts between two or more internet access net
works. 
[0002] Corporate users have traditionally accessed 
the internet from a fixed location within a Local Area Net
work (LAN), a user's LAN often being referred to as his 
"home" network (HN). The user interface to the internet 
is typically a personal computer (the "host"). As is illus
trated in Figure 1, the home network is connected to an 
internet service provider which routes internet data, so
called "datagrams", between the home network and the 
internet, the internet in turn comprising other routers and 
service providers which route data to and from other 
"foreign" networks (FN). 
[0003] In order to be able to transmit and receive da
tagrams to and from the internet, a host requires an in
ternet address. A corporate home network is typically 
allocated a set of internet addresses by a national au
thority and the home network can assign these either 
fixedly or dynamically to hosts attached to the home net
work (using for example the Dynamic Host Configura
tion Protocol DHCP). The allocated set of internet ad
dresses comprise a common prefix portion which iden
tifies the home network, whilst a suffix portion identifies 
the destination host. When a datagram is received by a 
home network, a router (R) of the home network polls 
the attached hosts to determine which host corresponds 
to the internet address conveyed with the datagram. The 
datagram is then forwarded by the router to the identified 
host. 
[0004] With the recent rapid advances in mobile com
munication technology, and in particular of wireless 
technologies, there has come a desire to gain internet 
access from mobile hosts or terminals, for example a 
laptop computer coupled to a cellular telephone. At 
present, this is available via certain digital telephone 
networks (e.g. GSM). As with conventional fixed line in
ternet access, a mobile host may have a fixedly or dy
namically assigned internet address, allocated by a 
service provider who is usually the cellular telephone 
network operator. In the case of mobile internet access, 
a communication channel between the mobile host and 
the network is reserved for the duration of the call. In
ternet data destined for the mobile host is received by 
the network and is sent to the host over the reserved 
channel. 
[0005] This system works satisfactorily whilst a mo
bile host remains within one homogeneous network. 
However, it does not provide for "roaming" between dif
ferent types of networks or between networks operated 
by different operators. When a mobile host "de-regis
ters" with one network and registers with a new network, 
there is no mechanism for forwarding internet data
grams, addressed to the old network, to the new network 

as the communication channel between the mobile host 
and the old network no longer exists. It is therefore nec
essary to open a new communication channel between 
the mobile host and the new network. All datagrams ad-

5 dressed to the old network and not yet received by the 
mobile host are lost as a result of this channel change. 
[0006] The desire for roaming is likely to increase in 
the near future as the provision of corporate wireless 
LANs becomes commonplace. A corporate user will 

10 have the opportunity to make wireless voice and data 
calls from a mobile terminal via the corporate LAN whilst 
he is inside the coverage area of that LAN. When the 
user leaves that area, he will then be able to connect to 
a digital cellular telephone network. In addition, so-

1s called "hot-spot" LANs are likely to be provided in areas 
where high data capacity is required, e.g. airports, shop
ping centres. In all probability, hot-spot LANs will be op
erated by the cellular network operators although they 
may of course be operated by the property owners 

20 themselves. 
[0007] A mobile internet access protocol which pro
vides for roaming is currently being standardised by the 
Internet Engineering Task Force (IETF). This protocol is 
known as RFC2002. A mobile internet protocol is also 

25 described in EP556012. These protocols make use of a 
"home agent", located in a mobile host's home network, 
to keep track of the host when it leaves the home net
work. A mobile host is fixedly allocated an internet ad
dress corresponding to the home network. 

so [0008] When a mobile host is registered to its home 
network, the functionality of the network's home agent 
is off for that host (i.e. the host is "deregistered" with the 
home agent) so that the home agent does not alter the 
flow of datagrams from the internet to the network's rout-

ss er and the mobile host (as indicated by reference nu
meral 1 in Figure 2). When the mobile host leaves its 
home network and contacts a foreign network (FN), the 
host is registered with a foreign agent (FA) of that net
work. The foreign agent then transmits to the mobile 

40 host an internet address of the foreign agent, and the 
mobile host in turn transmits the received internet ad
dress to the home network's home agent, together with 
a registration instruction. The home agent registers the 
new status of the mobile host and records the newly al-

45 located internet address as a ·care-of-address" for the 
host. Whenever the mobile host registers with a new for
eign network, a new care-of-address is sent to the home 
network's home agent to replace the previously regis
tered care-of-address. 

50 [0009] It will be appreciated that, as a mobile host has 
a fixed internet address allocated to it, datagrams des
tined for the host will always be sent to the home net
work. If a mobile host has an active internet connection 
when it passes from its home network to a foreign net-

ss work, and a datagram destined for the host subsequent
ly arrives at the home network, the home agent deter
mines that the mobile host is registered with a foreign 
agent and forwards the datagrams to the registered 
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care-of-address. A communication channel will have 

been reserved between the mobile host and the foreign 
agent, and the redirected datagram can be sent to the 
mobile host over this channel. Similarly, if a mobile host 

in said second network; 
transmitting said new internet address to the first 
network's home agent, and registering that trans-

initiates a new internet access when registered with a 5 

mitted address at the first network's home agent as 
a care-of-address or co-located care-of-address for 
the mobile host, foreign network, the host continues to use its allocated 

internet address. The home agent has already received 
the care-of-address and can again forward datagrams 
destined for the mobile host to the foreign agent for 
transfer to the host. 
[0010] In some cases, the foreign network may dy
namically assign an internet address to a visiting mobile 
host, e.g. if the foreign network does not have a foreign 
agent. This address is sent to the mobile host which in 
turn sends it to the home network's home agent as a 
care-of-address. Rather than just merely redirecting da
tagrams to the care-of-address, the home agent actually 
replaces the old internet address contained in the data
gram with the co-located care-of-address before re
transmitting the datagram. This particular form of care
of-address which identifies the mobile host as the end 
point for the redirected datagrams, rather than a foreign 
agent, is known as a "co-located care-of-address". It is 
noted however, that when the mobile host is accessing 
the internet via the foreign network, it still uses its fixedly 
allocated internet address. It will therefore be appreci
ated that regardless of whether the home agent receives 
a care-of-address or a co-located care-of-address all 
datagrams directed to a mobile host pass through the 
home network's home agent (as indicated by reference 

numeral 2 in Figure 2). 
[0011] Where a cellular telephone operator operates 
a number of different networks, e.g. GSM and hot-spot 
LANs, in order to bill a subscriber using the roaming fa
cility, the operator must collect details, e.g. call duration, 
location, from the foreign agents of each of the operated 
networks. This is necessary because internet data is not 
routed through any central facility of the operator but is 
rather routed through the home network's home agent 
to which the operator does not have access. Collecting 
this information for billing purposes is complex and time 
consuming. 
[0012] It is an object of the present invention to obvi
ate or at least mitigate the above noted problem of the 
currently proposed mobile internet protocol. 
[0013] This and other objects are achieved by provid
ing a home agent in a foreign network, in addition to the 
home agent in the home network. 
[0014] According to a first aspect of the present inven
tion there is provided a method of enabling roaming of 
a mobile host from a first to a second internet access 
network each of which has a home agent for routing in
ternet datagrams between networks, the method com
prising: 

de-registering the mobile host from said first net
work and registering it with said second network; 
assigning to the mobile host a new internet address 

wherein datagrams addressed to said new internet 
address are sent directly to the mobile host via the 
second network's home agent, and datagrams ad-

10 dressed to an internet address previously assigned 
to the mobile host in said first network are forward
ed, using said registered care-of-address or co-lo
cated care-of-address, from that network's home 
agent to the mobile host via the second network's 

15 home agent. 

[0015] Preferably, the method set out above is per
formed in reverse when the mobile host roams from the 
second network to the first network, so that datagrams 

20 sent to an old address in the second network are for
warded to the mobile host in the first network. 
[0016] The present invention may be applied to pro
vide mobility for a mobile host between a corporate local 
area network (LAN) or wide area network (WAN), and a 

25 cellular telephone network. The corporate LAN or WAN 
may be a fixed line network or a wireless network. The 
cellular telephone network may comprise, for example, 
a GSM (Global System for Mobile Communications) 
network. The cellular telephone network may alterna-

so tively, or in addition, comprise one or more subnetworks, 

i.e. wireless LANs or WANs (known as "hot-spot" LANs 
or WANs). As the cellular telephone network has a sin
gle home agent th rough which al I internet datagrams are 
routed when the mobile host is registered to the cellular 

35 network, the network operator can collect all internet call 
data for a mobile host from its own home agent. There 
is thus no need to obtain such information from the home 
agent of the corporate network or from a number of for
eign agents associated with the different GSM and hot-

40 spot LAN/WAN networks. When the mobile host is reg
istered with the corporate network however, all new in
ternet connections are made using the corporate net
work's home agent as home internet address. This typ
ically presents a more cost effective option for the sub-

45 scriber. 

[0017] An advantage of embodiments of the present 
invention is that the transmission route from a source 
host to the destination mobile host may be shortened 

when the mobile host is visiting a foreign network, as 
50 compared to prior proposals. This is because data

grams do not necessarily have to be routed via the mo
bile host's home network but instead can be sent directly 
to the foreign network. 
[0018] It will be appreciated that the mobile host com-

55 prises an access point to the internet. The user interface 
may be a personal computer, e.g. a laptop computer, 
coupled to the access point. In order to allow the user 
interface to connect to the access point, the user inter-
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face may be connected to a cellular telephone. Alterna
tively, the user interface may be a computer or personal 
digital assistant incorporating a cellular telephone. 
[0019] The new internet address in the second net
work assigned to the mobile host may be an internet ad
dress allocated to the second network's home agent. In 
this case the address is a care-of-address. Alternatively, 
the internet address may be an address dynamically as
signed to the mobile host, in which case the address is 
a co-located care-of-address. 
[0020] According to a second aspect of the present 
invention there is provided apparatus for enabling roam
ing of a mobile host from a first to a second internet ac
cess network, the apparatus comprising: 

second network control means for registering the 
mobile host to the second network and for transmit
ting to the mobile host a new internet address in the 
second network to replace any internet address 
previously allocated to the host: 
transmission means for transmitting said new inter
net address from the mobile host to the home agent 
in the first network; 
first network control means for registering said 
transmitted address at the first network's home 
agent as a care-of-address or co-located care-of
address for the mobile host; and 
datagram routing means in said first network for for
warding datagrams received at said first network 
and destined for the mobile host to the mobile host 
via the second network's home agent. 

[0021] For a better understanding of the present in
vention and in order to show how the same may be car
ried into effect reference will now be made, by way of 
example, to the accompanying drawings, in which: 

Figure 1 illustrates schematically a fixed host inter
net access system according to the prior art; 
Figure 2 illustrates schematically a mobile host in
ternet access system according to the prior art; and 
Figure 3 illustrates schematically a mobile host in
ternet access system according to an embodiment 
of the present invention. 

[0022] As has already been described, Figures 1 and 
2 illustrate respectively, conventional fixed host and mo
bile host internet access systems. 
[0023] With reference to Figure 3, there is illustrated 
a wireless corporate LAN in which a number of mobile 
hosts are coupled to a common network home agent 
(HA) via a router (R). The corporate LAN is connected 
via one or more fixed land lines to an internet service 
provider which provides connectivity and routing func
tions between the corporate LAN and the internet. 
[0024] Whilst a mobile host is registered to the corpo
rate LAN, the host either has a fixed internet address or 
an address dynamically assigned by the router. In either 

case, the host's address is one of those assigned to the 
corporate LAN. The home address is attached to data
grams sent from the mobile host to the internet and en
ables return datagrams to be correctly delivered back to 

s the home agent at the corporate LAN. 
[0025] Figure 3 also illustrates a GSM cellular tele
phone network together with two so-called hot spot 
LANs. The GSM network provides cellular telephone 
services to subscribers over a wide geographical area 

10 whilst the hot spot LANs provide relatively high capacity 
telephone services over a smaller, local area. The geo
graphical coverage of the GSM network may overlap 
with that of the hot spot LANs. In the present example, 
the GSM network and the two hot spot LANs are oper-

1s ated by the same operator which bills subscribers using 
any or all of the operated networks by way of a single bill. 
[0026] If a mobile host subscribing to the corporate 
LAN and to the cellular telephone network leaves the 
coverage area of the corporate LAN and enters that of 

20 the cellular telephone network (either GSM or hot spot 
LAN), the host will deregister with the former whilst reg
istering with the latter. Upon registration with the tele
phone network, the network assigns and transmits to the 
mobile host a new internet address in that network. This 

2s new address is either one of a number of addresses al
located to the GSM network and defining the home 
agent as the end point, or is dynamically assigned to the 
mobile host (e.g. using DHCP) to define the mobile host 
as the end point. In either case, the new address replac-

so es the internet address allocated to the host when it was 

registered to the corporate LAN. Datagrams destined for 
the mobile host, and initiated via the cellular telephone 
network, are now sent directly to the cellular telephone 
network (see reference numeral 4 in Figure 3). This con-

ss trasts with previously proposed roaming protocols 
where the host retained the internet address assigned 
by the corporate LAN (i.e. the home network) and used 
an address assigned by the foreign network only as a 
care-of-address. 

40 [0027] However, whilst new datagrams will be direct
ed to the mobile host at the new internet address, some 
datagrams initiated using the old address in the corpo
rate LAN may still be in transit. A registration message 
is therefore transmitted from the mobile host to the cor-

45 porate LAN's home agent to register the mobile host's 
new internet address with the home agent (either as a 
care-of-address or as a co-located care-of-address). If 
the corporate LAN subsequently receives datagrams 
destined for the mobile host, the corporate LAN's home 

so agent determines that the mobile host is now registered 
with a foreign network and it redirects the datagrams to 
the care-of-address or co-located care-of-address now 
registered for the mobile host. The GSM network's home 
agent receives these forwarded datagrams and redi-

ss rects them to the mobile host, either directly or via a for
eign agent in a hot spot LAN. This redirection route is 
indicated in Figure 3 by reference numeral 3. 
[0028] When the mobile host moves between differ-

4 



Exhibit 1002 
IPR2022-00426 

Page 450 of 755

7 EP O 924 914 A2 8 

ent "sub-networks" of the cellular telephone network, e. 
g. from the GSM network to a hot spot LAN, there is no 
need to update the care-of-address or co-located care
of-address at the corporate network's home agent. It is 
only necessary to update the location details of the mo- s 
bile host at the GSM network's home agent. 
[0029] On the mobile host returning from the cellular 2. 
telephone network to the corporate LAN, the process 
described above is repeated in reverse The mobile host 
deregisters to the cellular telephone network and regis- 10 

ters with the corporate LAN. The mobile host sends its 
new internet address in the corporate LAN to the home 3. 
agent of the GSM network as a care-of-address (or co-
located care-of-address) for the mobile host. 
[0030] When the cellular telephone operator wishes 15 

to bill a subscriber for using its networks, all the neces- 4. 
sary information is held in the GSM network's home 
agent. However. the subscriber remains able to avoid 
using the cellular telephone network, and therefore min-
imise his costs, when he is connected to the corporate 20 5. 
LAN (except of course when receiving datagrams direct-
ed to an old cellular telephone network home address). 

first network are forwarded, using said regis
tered care-of-address or co-located care-of-ad
dress, from that network's home agent to the 
mobile host via the second network's home 
agent. 

A method according to claim 1, wherein said first 
and second networks are one of a corporate local 
area network (LAN) or wide area network (WAN), 
and a cellular telephone network. 

A method according to claim 2, wherein the corpo
rate LAN or WAN is one of a fixed line network or a 
wireless network. 

A method according to claim 2 or 3, wherein the cel
lular telephone network comprises a GSM (Global 
System for Mobile Communications) network. 

A method according to any one of claims 2 to 4, 
wherein the cellular telephone network comprises 
a plurality of subnetworks. 

[0031] It wi II be appreciated that the cellular telephone 
network described above may comprise more or fewer 

than three subnetworks. It will also be appreciated that 
the corporate network may comprise a number of differ
ent subnetworks. all sharing a common home agent. 
The invention may also be applied to more than two net
works, e.g. to a corporate network and to two cellular 
telephone networks operated by different operators. 
[0032] It will be appreciated by a person of skill in the 

6. A method according to claim 5, wherein one or more 
25 of said subnetworks is/are wireless LANs or WANs. 

30 

art that modifications may be made to the above de-
scribed embodiment without departing from the scope 
of the present invention. 

7. Apparatus for enabling roaming of a mobile host 
from a first to a second internet access network, the 
apparatus comprising: 

second network control means for registering 
the mobile host to the second network and for 
transmitting to the mobile host a new internet 
address in the second network to replace any 

35 internet address previously allocated to the 
host; 

Claims 

1. A method of enabling roaming of a mobile host from 
a first to a second internet access network each of 40 

which has a home agent for routing internet data
grams between networks, the method comprising: 

de-registering the mobile host from said first 
network and registering it with said second net- 45 

work; 
assigning to the mobile host a new internet ad
dress in said second network; 

transmission means for transmitting said new 
internet address from the mobile host to the 
home agent in the first network; 
first network control means for registering said 
transmitted address at the first network's home 
agent as a care-of-address or co-located care
of-address for the mobile host; and 
datagram routing means in said first network for 
forwarding datagrams received at said first net
work and destined for the mobile host to the mo
bile host via the second network's home agent. 

8. Apparatus according to claim 7, wherein at least transmitting said new internet address to the 
first network's home agent, and registering that 
transmitted address at the first network's home 
agent as a care-of-address or co-located care
of-address for the mobile host, 

so one of said first and second networks is a wireless 

wherein datagrams addressed to said new in
ternet address are sent directly to the mobile 55 

host via the second network's home agent, and 
datagrams addressed to an internet address 
previously assigned to the mobile host in said 

5 

telephone network and said mobile host is a wire
less terminal. 
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Description 

Field of the Invention 

performance needs. Thus, it is difficult for the interex
change companies to convince potential customers to 
switch to their equipment or to use their services. These 
factors ensure the continued market presence of the 
local telephone company. 

[0005] As part of this system, there is a need for 
improved architectures, services and equipment utilized 
to distinguish the interexchange companies' products 
and services. Current local access network topologies 

[0001] This invention discloses a network server plat- 5 

form that terminates the network layer of the local 
access loop and handles connection management 
between the local access facilities and the communica
tions network for maintaining services for those facili
ties. 10 suffer from major drawbacks which limit their applica

tions and their ability to expand with changing technol
ogy. lnterexchange companies are restricted by the 
current infrastructure and are limited in the number and 

Background 

variety of new and enhanced services that can be 
15 offered to end users. In the expansion of new services, 

end users desire a seamless connect to the numerous 
disparate networks in order to access the multiplicity of 
services that these networks have to offer. The network 

[0002] As deregulation of the telephone industry con
tinues and as companies prepare to enter the local tele
phone access market, there is a need to offer new and 
innovative services that distinguish common carriers 
from their competitors. This cannot be accomplished 
without introducing new local access network architec
tures that will be able to support these new and innova- 20 

tive services. 
[0003] Conventionally, customer premises telephone 
and/or data connections contain splitters for separating 
analog voice calls from other data services such as 
Ethernet transported over digital subscriber line (DSL) 25 

modems. Voice band data and voice signals are sent 
through a communications switch in a central or local 
office to an interexchange carrier or Internet service 
provider. DSL data is sent through a digital subscriber 
loop asynchronous mode (DSLAM) switch which may 30 

include a router. The DSLAM switch connects many 
lines and routes the digital data to a telephone com
pany's digital switch. 

server platform allows interconnection between net
works with varying networking protocols. 

Summary of the Invention 

[0006] In order to provide an improved network, it is 
desirable for the interexchange companies to have 
access to at least one of the twisted-pair lines or alter-
nate wireless facility connecting each of the individual 
users to the local telephone network before the lines are 
routed through the conventional local telephone net
work equipment. It is preferable to have access to these 
lines prior to the splitter and modem technology offered 
by the local service providers. By having access to the 
twisted-pair wires entering the customer's premises, 
interexchange companies can differentiate their serv-

35 ices by providing higher bandwidth, improving the capa
bilities of the customer premises equipment, and 
lowering overall system costs to the customer by provid
ing competitive service alternatives. 

[0004] A major problem with this configuration is that 
interexchange carriers attempting to penetrate the local 
telephone company's territory must lease trunk lines 
from the local telephone company switch to the interex
change company's network for digital traffic. Further
more, the Internet service provider must lease a modem 
from the local phone company in the DSLAM switch and 40 

route its data through the local phone company's digital 
switch. Thus, the local phone company leases and/or 
provides a significant amount of equipment, driving up 
the cost of entry for any other company trying to provide 
local telephone services and making it difficult for the 45 

interexchange companies to differentiate their services. 
Furthermore, since DSL modem technology is not 
standardized, in order to ensure compatibility, the DSL 
modem provided by the local telephone company must 
also be provided to the-end user in the customer 50 

premises equipment (CPE). Additionally, since the net
work is not completely controlled by the interexchange 
companies, it is difficult for the interexchange compa-
nies to provide data at committed delivery rates. Any 
performance improvements implemented by the 55 

interexchange companies may not be realized by their 
customers, because the capabilities of the local tele
phone company equipment may or may not meet their 

2 

[0007] The new architecture may utilize a video phone 
and/or other devices to provide new services to an end 
user; an intelligent services director (ISD) disposed 
near the customer's premises for multiplexing and coor
dinating many digital services onto a single twisted-pair 
line; a facilities management platform (FMP) disposed 
in the local telephone network's central office for routing 
data to an appropriate interexchange company network; 
and a network server platform (NSP) coupled to the 
FMP for providing new and innovative services to the 
customer and for distinguishing services provided by 
the interexchange companies from those services pro
vided by the local telephone network. 
[0008] As part of this system, one aspect of the inven
tion provides a network server platform forming part of a 
new local loop network architecture designed to over
come the limitations of current art local access loop 
technologies. This invention allows end users to seam-
lessly connect to the numerous disparate networks in 
order to access the multiplicity of services that these 
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networks have to offer. The network server platform 
allows interconnection between networks with varying 
networking protocols. 

[0009] The network server platform is a key compo
nent of the new architecture and interacts to allow for 5 

easy and seamless integration with network compo
nents on both the local access level as well as the core 
network. The network server platform offers external 
networking capabilities to the local access network Asa 
result, the local access network terminates on the net- 10 

work server platform. The network server platform pro
vides subscribers or end users the capabilities to 
access services from a multiplicity of disparate net
works offering a variety of services. Brief Description of 
the Drawings 15 

[001 OJ The foregoing summary of the invention, as 
well as the following detailed description of preferred 
embodiments, is better understood when read in con
junction with the accompanying drawings, which are 
included by way of example, and not by way of limitation 20 

with regard to the claimed invention. 

Fig. 1 illustrates an embodiment of a hybrid fiber 
twisted pair local loop architecture. 
Fig. 2 is a block diagram of an embodiment of an 25 

intelligent services director consistent with the 
architecture shown in Fig. 1. 
Fig. 3A and 3B illustrate an embodiment of a video 
phone consistent with the architecture shown in 
Fl~1. ~ 

Fig. 4A is a block diagram of an embodiment of a 
facilities management platform consistent with the 
architecture shown in Fig. 1. 
Fig. 4B illustrates a block diagram of an embodi
ment of a network server platform consistent with 35 

the architecture shown in Fig. 1 . 
Figure 5 illustrates a diagram of the network server 
platform internal architecture; 
Figure 6 illustrates a diagram of the network server 
platform; 40 

Figure 7 illustrates a diagram of the network server 
platform building blocks; 
Figure 8 illustrates a diagram of the network server 
platform software layer architecture; 
Figure 9 illustrates a diagram of the application 45 

server platform software architecture; 
Figure 10 illustrates a diagram of the operations, 
administration, maintenance and provision services 
in the server platform software architecture; 
Figure 11 illustrates a diagram of a single network 50 

server platform connected to a plurality of facilities 
management platforms that are in turn connected 
to a plurality of intelligent services directors. 
Figure 12 illustrates a diagram of the systems and 
services voice protocol stack option from the facili- 55 

ties management platform to the network; 
Figure 13 illustrates a diagram of the systems and 
services data protocol stack from the facilities man-

3 

agement platform to the network; 

Figure 14 illustrates a diagram of the systems and 
services protocol stack for voice services ( Option 1) 
from the intelligent services director to the public 
switched telephone network using asynchronous 
transfer mode; 
Figure 15 illustrates a diagram of the protocol stack 
for voice services (Option 2) from the intelligent 
services director to the public switched telephone 
network using a TR303 interface; 
Figure 16 illustrates a diagram of the systems and 
services architecture protocol stack for data serv
ices using point-to-point protocol in asynchronous 
transfer mode; 
Figure 17 illustrates a diagram of the systems and 
services protocol stack for data services using 
asynchronous transfer mode signaling; 
Figure 18 illustrates a diagram of the systems and 
services architecture employing a virtual private 
data network "ExtraNet"; 
Figure 19 illustrates a diagram of systems and serv
ices architecture of the virtual private data network 
"ExtraNet" protocol; 
Figure 20 illustrates a diagram of the systems and 
services architecture user service menu launcher; 
Figure 21 illustrates a diagram of the systems and 
services architecture user service application man
ager; 
Figure 22 illustrates a diagram of the systems and 
services architecture for basic voice; 
Figure 23 illustrates a diagram of the systems and 
services architecture for Internet connectivity; 
Figure 24 illustrates a diagram of the systems and 
services architecture for AT&T bill viewing services; 
Figure 25 illustrates a diagram of the systems and 
services architecture describing the telecommute 
over Metrolan using a frame relay backbone; 
Figure 26 illustrates a diagram of the systems and 
services architecture describing the telecommute 
over Metrolan using the Internet; 
Figure 27 illustrates a diagram of the systems and 
services architecture for directory services employ
ing network server platform hosting; Figure 28 illus
trates a diagram of the systems and services 
architecture for video delivery services employing 
network server platform hosting; and 
Figure 29 illustrates a diagram of the systems and 
services architecture for information pushing serv
ices and information auto-delivery services. 

Detailed Description of Preferred Embodiments 

[0011] The following applications, filed concurrently 
herewith, are hereby incorporated by reference: 

1. A Hybrid Fiber Twisted-pair Local Loop Network 
Service Architecture (Gerszberg 41-3-13); 
2. Dynamic Bandwidth Allocation for use in the 
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Hybrid Fiber Twisted-pair Local Loop Network 
Service Architecture (Gerszberg 42-4-14); 

3. The VideoPhone (Gerszberg 43-9-2); 
4. VideoPhone Privacy Activator (Gerszberg 44-10-
3); 
5. VideoPhone Form Factor (Gerszberg 45-11-4); 
6. VideoPhone Centrally Controlled User Interface 
With User Selectable Options (Gerszberg 46-12-5); 
7. VideoPhone User Interface Having Multiple 
Menu Hierarchies (Gerszberg 47-13-6); 
8. VideoPhone Blocker (Gerszberg 79-38-26); 
9. VideoPhone Inter-com For Extension Phones 
( Gerszberg 48-14-7); 
10. Advertising Screen Saver (53-17); 
11. VideoPhone FlexiView Advertising (Gerszberg 
49-15-8); 
12. VideoPhone Multimedia Announcement 
Answering Machine (Gerszberg 73-32-20); 
13. VideoPhone Multimedia Announcement Mes
sage Toolkit (Gerszberg 74-33-21); 
14. VideoPhone Multimedia Video Message 
Reception (Gerszberg 75-34-22); 
15. VideoPhone Multimedia Interactive Corporate 
Menu Answering Machine Announcement (Gersz
berg 76-35-23); 
16. VideoPhone Multimedia Interactive On-Hold 
Information Menus (Gerszberg 77-36-24); 
17. VideoPhone Advertisement When Calling 
Video Non-enabled VideoPhone Users (Gerszberg 
78-37-25); 
18. Motion Detection Advertising (Gerszberg 54-
18-10); 
19. Interactive Commercials (Gerszberg 55-19); 
20. VideoPhone Electronic Catalogue Service 
(Gerszberg 50-16-9); 
21. A Facilities Management Platform For Hybrid 
Fiber Twisted-pair Local Loop Network, Service 
Architecture (Barzegar 18-56-17); 
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31. Network Server Platform I Facility Management 
Platform Caching Server (Gerszberg 63-8-6-3-5); 

32. An Integrated Services Director (ISD) For HFTP 
Local Loop Network Service Architecture (Gersz
berg 72-36-22-12); 
33. ISD and VideoPhone Customer Premise Net
work (Gerszberg 64-25-34-13-5); 
34. ISD Wireless Network (Gerszberg 65-26-35-14-
6); 
35. ISO Controlled Set-Top Box (Gerszberg 66-27-
15-7); 
36. Integrated Remote Control and Phone (Gersz
berg 67-28-16-8); 
37. Integrated Remote Control and Phone User 
Interface (Gerszberg 68-29-17-9); 
38. Integrated Remote Control and Phone Form 
Factor (Gerszberg 69-30-18-10); 
39. VideoPhone Mail Machine (Attorney Docket No. 
3493.73170); 
40. Restaurant Ordering Via VideoPhone (Attorney 
Docket No. 3493.73171); 
41. Ticket Ordering Via VideoPhone (Attorney 
Docket No. 3493.73712); 
42. Multi-Channel Parallel/Serial Concatenated 
Convolutional Codes And Trellis Coded Modulation 
Encode/Decoder (Gelblum 4-3); 
43. Spread Spectrum Bit Allocation Algorithm 
(Shively 19-2); 
44. Digital Channelizer With Arbitrary Output Fre
quency (Helms 5-3); 
45. Method And Apparatus For Allocating Data Via 
Discrete Multiple Tones (filed 12/22/97, Attorney 
Docket No. 3493.20096--Sankaranarayanan 1 - 1); 
46. Method And Apparatus For Reducing Near-End 
Cross Talk In Discrete Multi-Tone Modula
tors/Demodulators (filed 12/22/97, Attorney Docket 
No. 3493.37219--Helms 4-32-18). 

[0012] The present application is number 24 on this 22. Multiple Service Access on Single Twisted-pair 
(Barzegar (16-51-15); 40 list. 
23. Life Line Support for Multiple Service Access on 
Single Twisted-pair (Barzegar 17-52-16); 
24. A Network Server Platform for a Hybrid Fiber 
Twisted Pair Local Loop Netwrok Service Architec
ture (Gerszberg 57-4-2-2-4) 
25. A Communication Server Apparatus For Inter
active Commercial Service (Gerszberg 58-20-11); 
26. NSP Multicast, PPV Server (Gerszberg 59-21-
12); 

45 

27. NSP Internet, JAVA Server and VideoPhone 50 

Application Server (Gerszberg 60-5-3-22-18); 
28. NSP WAN Interconnectivity Services for Corpo
rate Telecommuters (Gerszberg 71-9-7-4-21-6); 

[0013] In addition, the following two patent applica-
tions are incorporated by reference: 

1. U.S. Patent Application 08/943,312 filed October 
14, 1997 entitled Wideband Communication System 
for the Home, to Robert R. Miller, II and Jesse E. 
Russell, and 
2. U.S. Patent Application No. 08/858, 170, filed May 
14, 1997, entitled Wide Band Transmission 
Through Wire, to Robert R. Miller, II, Jesse E. Rus
sell and Richard R. Shively. 

[0014] Referring to Fig. 1 , a first exemplary communi
cation network architecture employing a hybrid fiber, 29. NSP Telephone Directory White-Yellow Page 

Services (Gerszberg 61-6-4-23-19); 55 twisted-pair (HFTP) local loop 1 architecture is shown. 
30. NSP Integrated Billing System For NSP serv
ices and Telephone services (Gerszberg 62-7-5-
24-20); 

4 

An intelligent services director (ISD) 22 may be coupled 
to a central office 34 via a twisted-pair wire, hybrid fiber 
interconnection, wireless and/or other customer con-
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nection 30, a connector block 26, and/or a main distribu
tion frame {MDF) 28. The ISO 22 and the central or local 
office 34 may communicate with each other using, for 
example, framed, time division, frequency-division, syn
chronous, asynchronous and/or spread spectrum for- 5 

mats, but in exemplary embodiments uses □SL modem 
technology. The central office 34 preferably includes a 
facilities management platform (FMP) 32 for processing 
data exchanged across the customer connection 30. 
The FMP 32 may be configured to separate the plain old 10 

telephone service (POTS) from the remainder of the 
data on the customer connection 30 using, for example, 
a tethered virtual radio channel {TVRC) modem (shown 
in Fig. 4A). The remaining data may be output to a high 
speed backbone network (e.g., a fiber-optic network) 15 

such as an asynchronous transfer mode (ATM) switch-
ing network The analog POTS data may be output 
directly to a public switch telephone network (PSTN) 46, 
and/or it may be digitized, routed through the high 
speed backbone network, and then output to the PSTN 20 

46. 

[0015] The FMP 32 may process data and/or ana
log/digitized voice between customer premise equip
ment (CPE) 1 O and any number of networks. For 
example, the FMP 32 may be interconnected with a syn- 25 

chronous optical network (SONET) 42 for interconnec-
tion to any number of additional networks such as an 
lnterSpan backbone 48, the PSTN 46, a public switch 
switching network (e.g. call setup S87-type network 
44), and/or a network server platform (NSP) 36. Alter- 30 

natively, the FMP 32 may be directly connected to any of 
these networks. One or more FMPs 32 may be con
nected directly to the high speed backbone network 
(e.g., direct fiber connection with the SONET network 
42) or they may be linked via a trunk line (e.g., trunks 40 35 

or 42) to one or more additional networks. 
[0016] The NSP 36 may provide a massive cache 
storage for various information that may be provided 
across the SONET net 42 to the FMP 32 and out to the 
ISO 22. The NSP 36 and the FMP 32 may collectively 40 

define an access network server complex 38. The NSP 
36 may be interconnected with multiple FMPs 32. Fur
thermore, each FMP 32 may interconnect with one or 
more ISDs 22. The NSP 36 may be located anywhere 
but is preferably located in a point-of-presence (POP) 45 

facility. The NSP 36 may further act as a gateway to, for 
example, any number of additional services. 
[0017] The ISO 22 may be interconnected to various 
devices such as a videophone 130, other digital phones 
18, set-top devices, computers, and/or other devices 50 

comprising the customer premise equipment 1 O. The 
customer premise equipment may individually or collec
tively serve as a local network computer at the customer 
site. Application applets may be downloaded from the 
NSP 36 into some or all of the individual devices within 55 

the customer premise equipment 10. Where applets are 
provided by the NSP 36, the programming of the applets 
may be updated such that the applets are continually 

5 

configured to the latest software version by the interex
change carrier. In this way, the CPE 1 O may be kept up 
to date by simply re-loading updated applets. In addi
tion, certain applets may be resident on any of the CPE 
10. These resident applets may be periodically reinitial
ized by simply sending a request from, for example, a 
digital phone 18 and/or a videophone 130 to the FMP 32 
and thereafter to the NSP 36 for reinitialization and 
downloading of new applets. To ensure widespread 
availability of the new features made possible by the 
present architecture, the customer premise equipment 
may be provided to end users either at a subsidized cost 
or given away for free, with the cost of the equipment 
being amortized over the services sold to the user 
through the equipment. 

[0018] Referring to Fig. 2, the ISO 22 may connect 
with a variety of devices including analog and digital 
voice telephones 15, 18; digital videophones 130, 
devices for monitoring home security, meter reading 
devices (not shown), utilities devices/energy manage
ment facilities (not shown), facsimile devices 16, per
sonal computers 14, and/or other digital or analog 
devices. Some or all of these devices may be connected 
with the ISO 22 via any suitable mechanism such as a 
single and/or multiple twisted-pair wires and/or a wire
less connection. For example, a number of digital 
devices may be multi-dropped on a single twisted-pair 
connection. Similarly, analog phones and other analog 
devices may be multi-dropped using conventional tech
niques. 
[0019] The ISO 22 may be located within the 
home/business or mounted exterior to the home/busi
ness. The ISO 22 may operate from electrical power 
supplied by the local or central office 34 and/or from the 
customer's power supplied by the customer's power 
company. Where the ISO 22 includes a modem, it may 
be desirable to power the ISO 22 with supplemental 
power from the home in order to provide sufficient 
power to enable the optimal operation of the modem. 
[0020] As shown in Fig. 2, in some embodiments the 
ISO 22 may include a controller 100 which may have 
any of a variety of elements such as a central process
ing unit 102, a DRAM 103, an SRAM 104, a ROM 105 
and/or an Internet protocol (IP) bridge router 106 con
necting the controller 100 to a system bus 111 . The sys
tem bus 111 may be connected with a variety of network 
interface devices 110. The network interface devices 
110 may be variously configured to include an inte
grated services digital network (ISDN) interface 113, an 
Ethernet interface 119 ( e.g., for 28.8 kbps data, 56 kbps 
data, or ISDN), an IEEE 1394 "fire wire" intertace 112 
(e.g., for a digital videodisc device (DVD)), a TVRC 
modem interface 114 (e.g., for a digital subscriber line 
(DSL) modem), a residential interface 114, (e.g., stand
ard POTS phone systems such as tip ring), a business 
interface 116 (e.g., a T1 line and/or PABX interface), a 
radio frequency (RF) audio/video interface 120 {e.g., a 
cable television connection), and a cordless phone 
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interiace 123 (e.g., a 900 MHZ transceiver). Connected 
to one of the network intertaces and/or the system bus 
111 may be any number of devices such as an audio 
interiace 122 {e.g., for digital audio, digital telephones, 
digital audio tape (□An recorders/players, music for 5 

restaurants, MIDI interface, DVD, etc.), a digital phone 
121, a videophone/ user intertace 130, a television set
top device 131 and/or other devices. Where the network 
interiace is utilized, it may be desirable to use, for exam-
ple, the IEEE 1394 intertace 112 and/or the Ethernet 10 

interiace 119. 

[0021] A lifeline 126 may be provided for continuous 
telephone service in the event of a power failure at the 
CPE 10. The lifeline 126 may be utilized to connect the 
ISD 22 to the local telecommunications company's cen- 15 

tral office 34 and, in particular, to the FMP 32 located in 
the central office 34. 
[0022] The ISO may be variously configured to provide 
any number of suitable services. For example, the ISO 
22 may offer high fidelity radio channels by allowing the 20 

user to select a particular channel and obtaining a digi
tized radio channel from a remote location and output-
ting the digital audio, for example, on audio interface 
122, video phone 130, and/or digital phones 121. A dig-
ital telephone may be connected to the audio interface 25 

122 such that a user may select any one of a number of 
digital audio service channels by simply having the user 
push a digital audio service channel button on the tele
phone and have the speaker phone output particular 
channels. The telephone may be preprogramed to pro- 30 

vide the digital audio channels at a particular time, such 
as a wake up call for bedroom mounted telephone, or 
elsewhere in the house. The user may select any 
number of services on the video phone and/or other 
user interface such as a cable set-top device. These 35 

services may include any number of suitable services 
such as weather, headlines in the news, stock quotes, 
neighborhood community services information, ticket 
information, restaurant information, service directories 
(e.g., yellow pages), call conferencing, billing systems, 40 

mailing systems, coupons, advertisements, maps, 
classes, Internet, pay-per-view (PPV), and/or other 
services using any suitable user interface such as the 
audio interface 122, the video phone / user interface 
130, digital phones, 121 and/or another suitable device 45 

such as a set top device 131 . 
[0023] In further embodiments, the ISO 22 may be 
configured as an IP proxy server such that each of the 
devices connected to the server utilizes transmission 
control protocol / Internet protocol (TCP/IP) protocol. 50 

This configuration allows any device associated with the 
ISD to access the Internet via an IP connection through 
the FMP 32. Where the ISD 22 is configured as an IP 
proxy server, it may accommodate additional devices 
that do not support the TCP/IP protocol. In this embodi- 55 

ment, the ISD 22 may have a proprietary or conven
tional intertace connecting the ISO 22 to any associated 
device such as to the set top box 131, the personal com-

6 

puter 14, the video telephone 130, the digital telephone 
18, and/or some other end user device. 

[0024] In still further embodiments, the ISO 22 may be 
compatible with multicast broadcast services where 
multicast information is broadcast by a central location 
and/or other server on one of the networks connected to 
the FMP 32, e.g., an ATM-switched network. The ISO 22 
may download the multicast information via the FMP 32 
to any of the devices connected to the ISO 22. The ISO 
22 and/or CPE 10 devices may selectively filter the 
information in accordance with a specific customer 
user's preferences. For example, one user may select 
all country music broadcasts on a particular day while 
another user may select financial information. The ISO 
22 and/or any of the CPE 10 devices may also be pro
grammed to store information representing users' pref
erences and/or the received uni-cast or multicast 
information in memory or other storage media for later 
replay. Thus, for example, video clips or movies may be 
multicast to all customers in the community with certain 
users being preconfigured to select the desired video 
clip/ movie in real time for immediate viewing and/or into 
storage for later viewing. 
[0025] Referring to Fig. 3A, a videophone 130 may 
include a touch screen display 141 and soft keys 142 
around the perimeter of the display 141. The display 
may be responsive to touch, pressure, and/or light input. 
Some or all of the soft keys 142 may be programmable 
and may vary in function depending upon, for example, 
the applet being run by the videophone 130. The func
tion of each soft key may be displayed next to the key on 
the display 141. The functions of the soft keys 142 may 
also be manually changed by the user by pressing scroll 
buttons 143. The videophone 140 may also include a 
handset 144 (which may be connected via a cord or 
wireless connection to the rest of the videophone and/or 
directly to the ISD), a keypad 150, a video camera 145, 
a credit card reader 146, a smart card slot 147, a micro
phone 149, a motion and/or light detector 148, built-in 
speaker(s) 155, a printer/scanner/facsimile 152, and/or 
external speakers 154 (e.g., stereo speakers). A key
board 153 and/or a postage scale 151 may also be con
nected to the videophone 130. Any or all of the above
mentioned items may be integrated with the videophone 
unit itself or may be physically separate from the video
phone unit. A block diagram of the video phone unit is 
shown in Fig. 3B. Referring to Fig. 3B, in addition to the 
items above, the video phone 130 may also include a 
signal processor 171, high speed interface circuitry 172, 
memory 173, power supply 174, all interconnected via a 
controller 170. 
[0026] When the videophone 130 is used as a video 
telephone, the display 141 may include one or more 
video window{s) 160 for viewing a person to whom a 
user is speaking and/or showing the picture seen by the 
person on the other end of the video phone. The display 
may also include a dialed-telephone-number window 
161 for displaying the phone number dialed, a virtual 
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signals and optical signals when a fiber optic link is uti
lized. 

[0030] When there is a failure of the digital data link 
(e.g., if there is a failure of the TVRC modems 80 at the 
FMP 32 or the TVRC modem 114 at the ISD 22), only 
analog voice signals might be sent over the subscriber 
lines 30. In such a case, the analog voice signals may 
be directly routed to the line cards 96, bypassing the 
TVRC modems 80, the digital filters 82, the controller 

keypad 162, virtual buttons 163 for pertorming various 
telephone functions, service directory icons 165, a mail 
icon 164, and/or various other service icons 166 which 
may be used, for example, for obtaining coupons or con
necting with an operator. Any or all of these items may 5 

be displayed as virtual buttons and/or graphic icons and 
may be arranged in any combination. Additionally, any 
number of other display features may be shown on the 
video phone in accordance with one or more of the 
applications incorporated by reference below. 10 multiplexor 84, and the TDM MUX 88. Thus, voice com

munication is ensured despite a failure of the digital 
data link. The line cards 96 may convert the analog 
voice signals into digital format (e.g., TOM format) and 

[0027] Referring to Fig. 4A, the FMP 32 may coordi
nate the flow of data packets, separate voice signals 
from other signals, perform line monitoring and switch-
ing functions, and/or convert between analog and digital 
signals. The FMP 32 may process data sent from the 15 

CPE 1 O to the central or local office 34 by separating 
and reconstructing analog voice signals, data, and con-
trol frames. The FMP 32 may process data sent from 
the central or local office 34 to the CPE 1 O by separating 
control messages from user information, and configure 20 

this information into segments that for transport across 
the digital subscriber loop. The FMP 32 may also termi
nate the link layer associated with the digital subscriber 
loop. 
[0028] In some embodiments, the FMP 32 may 25 

include an access module 70 and a digital loop carrier 
87. The access module 70 may include a line protector 
71, a cross-connector 73, a plurality of TVRC modems 
80, a plurality of digital filters 82, a controller multiplexer 
84, and/or a router and facilities interface 86. The digital 30 

loop carrier 87 may include a plurality of line cards 96, a 
time domain multiplexing (TDM) multiplexor (MUX) 88, 
a TDM bus 90, a controller 92, and/or a facilities inter
face 94. 

send the digitized voice data onto the TDM bus 90 and 
eventually through the controller 92 and the facilities 
intertace 94 for transmission to one or more external 
networks. 
[0031] Referring to Fig. 48, the NSP 36 may be vari
ously configured to provide any number of services pro
vided by a server such as information services, Internet 
services, pay-per-view movie services, data-base serv-
ices, commercial services, and/or other suitable serv
ices. In the embodiment shown in Fig. 4B, the NSP 36 
includes a router 185 having a backbone 180 (e.g., a 
fiber distributed data intertace (FDDI) backbone) that 
interconnects a management server 182, an informa-
tion/database server 183, and/or one or more applica
tion server clusters 184. The NSP 36 may be connected 
via the router 185 by a link 181 to one or more external 
networks, NSPs 36, and/or an FMPs 32. The informa
tion/data base server 183 may perform storage and/or 
database functions. The application server cluster 184 
may maintain and control the downloading of applets to 
the ISD 22. The NSP 36 may also include a voice/call 

35 processor 186 configured to handle call and data rout
ing functions, set-up functions, distributed operating 
system functions, voice recognition functions for spoken 
commands input from any of the ISD connected devices 
as well as other functions. 

[0029] During normal operations, digital signals on the 
customer connection 30 (e.g., twisted-pair lines) con
taining both voice and data may be received by the 
TVRC modems 80 via the line protector 71 and the 
cross-connector 73. Preferably, the line protector 71 
includes lightning blocks for grounding power surges 40 

due to lightning or other stray voltage surges. The 
TVRC modems 80 may send the digital voice and/or 
data signals to the controller multiplexor 84 and the dig-
ital filters 82. The digital filters 82 may separate the 
voice signals from the digital data signals, and the con
troller multiplexor 84 may then multiplex the voice sig
nals and/or data signals received from the digital filters 
82. The controller multiplexor 84 may then send multi
plexed voice signals to the TDM MUX 88 and the data 
signals to the router and facilities interface 86 for trans
mission to one or more external networks. The TOM 
MUX 88 may multiplex the voice signals from the con
troller multiplexor 84 and/or send the voice signals to 

[0032] Implementation of this new architecture allows 
for differentiation of local service, will provide new reve
nue streams from value-added services, and have the 
potential to significantly reduce operational costs. The 
architecture is constructed such that additional perform-

45 ance benefits from the existing loop plant are extracted 
and maximizes use of the existing infrastructure and 
current systems. 
[0033] The new architecture implements active serv
ices where the user triggers a stimulus by touch, voice 

50 or a combination of touch and voice commands to 
obtain a network based response to expand traditional 

the TOM bus 90, which may then send the digital voice 
signals to the controller 92 and then to the facilities 55 

intertace 94 for transmission to one or more external 
networks. Both the router and facilities intertace 86 and 

services as well as provide entirely new services. These 
responses and the associated services include call con
nection, information delivery, trigger network response, 
and performance transactions. 
[0034] Call connection services provide for calls to be 
initiated by touching icons corresponding to the called 
party. It also enables self scheduling of conference calls the facilities intertace 94 may convert between electrical 

7 
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without the need for an operator as well as initiation of 
interactive calls with white board augmentation. Class 
services can likewise be invoked via icons and prompts 
in a natural manner without requiring memorization of 
numerical codes. 

[0035] Information delivery services provide for a sim-
5 

displayed on the touch screen at appropriate times 
throughout the day (e.g., orange juice in the early morn
ing) as "screen savers." By swiping their smart card cus
tomers can electronically collect such coupons and use 
them at the store without the inconvenience of cutting 
them out of newspapers, etc. At the same time AT&T 
participates in the coupon industry and has access to 
another revenue stream. 

[0040] Delivery of personalized news leverages 

ple user interface that enables data base and search 
engine technology (formerly accessible only to net
worked computers) to be leveraged for telephony serv
ices. For example, access to regional, national or 
international electronic interaction with yellow and white 
page directories, navigation and access for voice, e
mail, and fax messages, review of AT&T bill for services, 
review of AT&T calling plans, review of CLASS and 
other service offerings. Thus certain marketing, opera

10 diverse content assists in the creation of user profiles. In 
addition, emergency broadcasts such as flash flood 
warnings, tornado, hurricane, etc., can be broadcast 
simultaneously while other transactions are being per
formed. This service could be offered as a public serv-

15 ice. 
[0041] The offering of interactive services include the 
combination of a graphics capable touch screen video
phone, simultaneous voice and data capability, and a 
high speed data line to furnish a superior user interface 
than a traditional voice telephone and so enables a rich 
collection of new interactive services. These include 
multimedia enhanced voice calls, virtual PBX services, 
point and click conferencing, intelligent call manage
ment, access to the Internet, and a universal multimedia 

tor services, billing, and customer care functions can be 
accessed by the customer without the need for an inter
mediate service representative -- reducing operations 
cost while increasing customer convenience. The 
screen phone eliminates the need for an intermediary to 20 

call up information on a screen and read it to the cus
tomer and streamlines customer access to information. 
[0036] The trigger network response provides a 
screen interface that enables the customer to obtain 
operator services without accessing a human operator, 
obtain credit for wrong numbers automatically, view rate 
tables, self provision an AT&T Calling Plan or other 
CLASS services, conduct conference calls, or define a 
user profile for pointcast on a "ticker tape" that scrolls 
desired information on the videophone screen. 

25 mailbox. 
[0042] The multimedia enhances voice calls allows 
users to supplement voice calls with whiteboard graph
ics or text. The multimedia format can provide improved 
customer care, enhanced catalog ordering, interactive 

30 voice, and data response applications & info-on
demand, [0037] Performance transactions allows users via the 

videophone and its associated card swiper to enable 
users to perform transactions with security protection. 
These transactions include paying regular bills with 
paperless transactions, perform electronic banking 35 

including obtaining smart card cash in the home without 

support for work-at-home, virtual PBX services, point
and-click conferencing, intelligent call management, 
Internet access, and a universal mail box. 
[0043] Work-at-home provides the capabilities of tying 
into private, corporate lntranets for secure and reliable 

the need to visit a bank or an ATM machine, conduct E
commerce, purchase products advertised on television 
via a synchronized ordering screen. The electronic bill 
payment scheme not only benefits the user but allows 
the service provider to obtain additional revenue by 
allowing those companies to outsource bill payments to 
AT&T. 
[0038] Passive services can also be offered so that 
active customer responses are not required. These 
include advertising, providing electronic coupons, per
sonalized news delivery services, and access to com
munity news such as school closings. Providing an 
advertising feed directly to the customer premises 
equipment provides a new and potentially very large 
business opportunity to the local access network pro
vider. Advertising can be displayed on the screen 
phone, whenever the videophone is not in active use. 
User profiles maintained on the network would enable 

connectivity with an employer, client or customer. Virtual 
PBX services provide POPs for message/call alerting 
and graphical call management using a touch interface 

40 for call setup/bridging capabilities. Point-and-Click con
ferencing provides a graphical user interfaces to initiate 
POTS calls. Intelligent call management provides an 
easy, specified instructions to direct call management 
including providing a personal registry and mobile man-

45 ager for wireless connectivity, call scheduling, "call me 
back," and personal assistant functions. The universal 
multimedia mailbox supports voice, text, audio, images 
integrated with a common interface. 
[0044] Figure 5 illustrates a diagram of the network 

50 server platform internal architecture. The network 
server platform 36 is connected into the SONET trunks 
40 and 42 via a fiber distributed data interface (FDDI) 
202 with the Stratus Continuum FTC 204, the informa
tion server I DBMS 206 and the HP K9000 28. The Stra-

the advertisements to target customer interests, geo- 55 

graphic location, demographics, or some other criteria. 
[0039] Providing electronic coupons is another pas-

tus Continuum FTC 204 is a large computer that 
manages the switching and networking tasks. The infor
mation server/ DBMS 206 contains database informa
tion regarding signaling, switching, dialing plans, sive service opportunity. The electronic coupon can be 

8 
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network configurations, customer information and 
called number information. The HP K9000 computer 
208 manages the Stratus Continuum FTC and the infor
mation server I DBMS 206. The Stratus Continuum and 

programable interface 252 for interfacing with communi
cation, input/output and interprocess communication 
protocol (IPC). The data link, network, and transport 

HP K9000 computer types are merely descriptive of the 5 

type of computer that could be used to effectively oper-

layer contain middleware including the C applications 
252, C++ wrappers 254 and the adaptive services layer 
256. The C++ wrappers optimize the C library functions 

ate the network server platform 36. 

[0045] The NSP 36 is connected to a communications 
network illustrated by the SONET ring structure 195. 
Coupled to the SONET ring structure are other FMPs 
193. In addition, NSP 36 is coupled to other NSPs such 
as NSP 191. This redundant interconnectivity provides 
a fault tolerant system and overall flexibility for coping 
with service interruption problems. 
[0046] Figure 7 illustrates a block diagram of the NSP 
36 consisting of devices and services used in the imple
mentation of the new architecture. Connected to the 
SONET trunks 40 and 42 is a gateway 210. The gate-
way 21 O might also function as the router 185 that was 
previously discussed. Located around the FDDI ring 
202 are the management server 182, the information 
database server 183, and one or more application 
server clusters 184, as illustrated in Figure 6. 
[0047] The connection manager 214 initiates and ter
minates the placement of telephone calls, while manag
ing the services and messaging. In a typical scenario, 

and the middleware puts intelligence into form object 
oriented programs in the transport layer to help applica
tions route upwards and downwards in the protocol hier-

10 archy. The session and transport layers contain service 
applications 260 and framework applications 258, 
respectively. The application layer contains the serv
ice/applications 262. 

[0050] Figure 9 illustrates protocol hierarchy for the 
15 application server platform software architecture. The 

physical layer includes the operating system kernels 
270 for fault tolerance, process/thread subsystems, 
communication subsystems, and virtual memory sub
systems. The data link layer contains the following C 

20 application programable interface sets 272: thread, 
stream, socket, name pipe, socket poll, dynamic link, 
memory map, and IPC. The network layer contains the 
operating system adaption layer 274, the thread man
ager, synch wrapper, spipe SAP, socket SAP, FIFO SAP, 

25 MEM MAP, and IPC wrapper. The transport layer con
tains the adaptive service executive 276 and the dis
patch 278. The session layer contains the service 
acceptor 280, connector 282 and service handler 284. 

the connection manager 214 automates the calling 
process. This automation involves the executing of com
puter commands to search records in the database 
server 218 to ensure that the customer is a subscriber 30 

The presentation layer contains application program 
interface 286 and the application layer contains the traf
fic pipe management 288, the universal signal process
ing call processing system 290, new service 
applications 292, dynamic user profile management 
294, user interfaces 296, and the OAM&P services 298. 

to the desired service or that the called number is a sub
scriber to the desired service. In addition, the connec
tion manager 214 uses the operations, administration, 
maintenance, and provisioning 216 to track billing infor
mation. After the connection manager 214 obtains the 
required authorization, it launches the application 212 
from the application server 220. 
[0048] The OAM&P server 182 contains OAM&P 
management information 216 consisting of data relating 
to configuration, capacity, fault, order, traffic activity, 
design, security, surveillance and testing of the network. 
The information/database sever 183 contains specific 
customer information such as user profiles, authoriza
tion levels of service, provisioning and electronic com
merce. The application server clusters 184 manage and 
track information regarding computer boot operations 
and initializations, call management, fault recognition 
and recovery, application binding, maintenance and 
design, application invoicing, craft interface enhance
ment, application downloads, translations, recent 
change and verify (RC/V), authorizations and registra
tions, configurations and performance statistics. 
[0049] Figure 8 illustrates the software layer architec
ture for the application server 184 and the operation, 
administration and maintenance (OAM) server 182. In 
both the application server 184 and the OAM server 
182, the software layer architecture is the same. The 
operating system kernel 250 contains a C application 

35 These protocols use a fault tolerant Unix language to 
make the transition between interfaces transparent. 
[0051] Figure 10 illustrates the protocol hierarchy for 
the OAM&P server platform software architecture. The 
physical layer includes the operating system kernels 

40 300 for fault tolerance, process/thread subsystems, 
communication subsystems, and virtual memory sub
systems. The data link layer contains the following C 
application programable interface sets 302: thread, 
stream, socket, name pipe, socket poll, dynamic link, 

45 memory map, and IPC. The network layer contains the 
operating system adaption layer 304, the thread man
ager, synch wrapper, spipe SAP, socket SAP, FIFO SAP, 
MEM MAP, and IPC wrapper. The transport layer con
tains the adaptive service executive 306 and the dis-

50 patch 308. The session layer contains the service 
acceptor 310, connector 312 and service handler 314. 
The presentation layer contains application program 
interface 316. The application layer contains the data
base management system (DBMS) 318, the OAM&P 

55 system services 320, the interactive user provisioning 
322, craft interface 324 and the HP OAM 326. 

9 

[0052] The OSS interface applications 328 are sup
ported by the distributed services access protocol 329. 
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The distributed services access protocol 329 is sup
ported by the session layer distributed object services 
330, the transport layer process services 332 and the 
network layer message manipulation and transport 334. 
These protocols also use a fault tolerant Unix language 5 

to make the transition between interfaces transparent. 

[0053] Fig. 11 illustrates a diagram of a single NSP 36 
connected to a plurality of FMPs that are in turn con
nected to a plurality of ISOs 22. The NSP 36 is con
nected to a communication network by trunk lines 40 10 

and 42. By tying into the communication network, the 
NSPs 36 can communicate with each other and provide 
fault tolerant interaction should a particular NSP experi
ence service problems. For a particular NSP 36, a plu
rality of FMPs 32 are registered with that NSP 36. The 15 

corresponding ISOs 22 connected to the registered 
FMPs 32 are also registered to the NSP 36. Because 
the NSP 36 recognizes the particular registered FMPs 
32 and ISOs 22, caching frequently accessed informa-
tion as well as developing user profiles can be stored at 20 

the NSP 36. 
[0054] Figure 12 illustrates the protocol hierarchy 
between the FMP and the network. The SONET proto-
col 408 is used in the physical layer for both short term 
(option 1) and (long term option 2). In the short term, the 25 

data link layer is supported by TR303 [41 O]. Eventually, 
the ATM 412 protocol will replace TR 303 [410] in the 
data link layer. In the short term, the network layer is 
supported by Q.931 [414] for the transmission of signal-
ing information and G. 711 (PCM) or G. 722 [416] will 30 

support the transmission of voice signals. In the long 
term, Q.2931 [418] will support signaling information 
and G.711 (PCM) or G.722 [420] will support the trans
mission of voice signals. In the long term, SAAL 422 
and ATM adaption layer 1 (AAL 1) 424 supports the sig- 35 

naling and voice traffic, respectively. The AAL is fully 
independent of the physical layer, and converts higher
layer information, such as data packets, into ATM cells 
for transmission across the ATM network. At the receiv-
ing end, the AAL converts the cells back into the higher- 40 

layer information. 
[0055] Figure 13 illustrates the data protocol hierarchy 
between the FMP and the network. At the host-to-net
work layer, TVRC, SONET protocols 426 or ATM proto-
cols 428 will be used for the transmission of data from 45 

the FMP 32 to the network. In the Internet layer, out-of
band signaling is performed by SAAL 430 and traffic is 
performed by AAL5 [432]. Also in the Internet layer, 
point-to-point 434 and point-to-point tunneling protocol 
436 is used to transport traffic as well as IP 438. In the 50 

transport layer, traffic is supported by TCP 440. 
[0056] Figure 14 illustrates the protocol hierarchy for 
voice services (option 1) employing end-to-end ATM. 
from the ISO 22 to the PSTN 46. The ISO 22 is con
nected to the FMP 32 by a self adaptive OSL 30 in the 55 

physical layer. The ISO 22,the FMP 32, ATM switch 449 
and the local service office (LSO) 451 have their data 
link layer supported by ATM 444. The ISO 22 and the 

10 

LSO 451 have their network layer by AAL 1 [446] and 
their transport layer supported by PCM 448. At the FMP 
32, the data link layer is supported by ATM 444. Links 
from the ATM switch 449 to the FMP 32, the NSP 36 
and the LSO 451, have the signaling aspects of these 
connections supported in the physical layer by Q.2931. 

[0057] Figure 15 illustrates the protocol hierarchy for 
voice services (option 2) employing the TR-303 inter
face. The data link layer 454 in both the FMP 32 and the 
LSO 449 is supported by TR 303 across the local 
access network. 
[0058] Figure 16 illustrates the protocol hierarchy for 
data services employing point-to-point over ATM from 
the ISO 22 to the Internet backbone 50. The ISO 22 is 
connected to the FMP 32 by a self adaptive OSL 30 in 
the host-to-network layer. The Internet layer at the ISO 
22 is supported by IEEE 802.3 [466] and the transport 
layer is supported by IP 468. At the FMP 32, IEEE 802.3 
[466] between the physical layer and the Internet layer 
for connections between the FMP 32 and the ISO 22. 
For connections between the FMP 32 and the ATM 
switch 449, Q.2931 signaling is used. Between the FMP 
32 and the ISP access node 460, a permanent virtual 
circuit (PVC) 4 70 can be established to save bandwidth 
associated with circuit establishment and tear down in 
those situations where certain virtual circuits must exist 
all the time. When these conditions do not exist, a 
switched virtual circuit (SVC) 472 can be established to 
dynamically establish a circuit on demand. 
[0059] Figure 17 illustrates the protocol hierarchy for 
data services using ATM signaling. Figure 17 is similar 
to Figure 16 in that both PVCs 470 and SVCs 472 can 
be established based on system requirements. 
[0060] Figure 18 illustrates the virtual private data net
work "Extranet" between the FMP 32 and an access 
node 490 using point-to-point tunneling protocol. Point
to-point tunneling protocol wraps point-to-point packets 
in an IP format and uses a layer three protocol. The flex
ibility of point-to-point tunneling protocol allows the 
implementation to be client initiated or client transpar
ent, but does require IP support. From the access node 
490, users can connect to corporate private data net
works 492 to create a secure connection between the 
customer services equipment and a private network. 
[0061] Figure 19 illustrates the protocol hierarchy for 
establishing a point-to-point tunneling protocol from the 
customer services equipment to the private data net
work The ISO 22 maintains a self adaptive OSL con
nection between the customer premises equipment and 
the FMP 32. Between the FMP 32 and the access node 
490, data is sent along the ATM backbone via at least 
one ATM switch 449 in a switched virtual circuit (SVC) 
472. 
[0062] Figure 20 and 21 comprise service processing 
flow diagrams for the network server platform (NSP) of 
the present invention; Figure 20 shows from the time a 
user logs on to their personal computer (PC) or network 
computer (NC) to the time a menu list of accessible 
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services is displayed on their computer display; Figure 
21 shows service processing from the time the user 
selects an available service to the time either service is 
allowed or denied. 

may be services to which the user has subscribed on a 
pay basis or services that are free, for example, and 
available over the Internet. At step 955, a user service 
servlet fetches a user profile for the identified user and 

[0063] Figure 20 and 21 comprise service processing 5 

flow diagrams for the network server platform (NSP) of 
the present invention. Figure 20 shows service process-

retrieves a list of services available to that specific user. 
In addition, new services that may have been provi
sioned via the OAM&P may be determined for eventual 
announcement to the user. This step is shown as step 
957. 

ing by the NSP 907 from the time a user logs on to their 
personal computer (PC) or network computer (NC) 901 
to the time a menu list of accessible services is dis
played on the user's computer display. Figure 21 shows 
service processing from the time the user selects an 
available service to the time either service is allowed or 
denied. Referring briefly to Figure 1, the personal com
puter, network computer and other home devices CPE 
10 interface to an Intelligent Services Director 22 shown 
in Figures 20 and 21 as ISO 903. Further details 
describing the operation of the ISO may be found in U.S. 
Application Serial No. (#32). At a local serving office 
(LSO) or wire center is located a facilities management 
platform 32 (Figure 1) shown in Figures 20 and 21 as 
FMP 905. Further details regarding the operation of 
FMP 905 may be obtained from reading U.S. Applica-
tion Serial No. (#21 ). At a common carrier (toll carrier) 
point of presence according to Figure 1 is shown the 
network server platform 36 of the present invention 
referred to in Figures 20 and 21 as NSP 907. An infor
mation service provider may have Internet or dial-up or 
other accessible information services provided from 
anywhere in any network shown in Figure 1 and is 
alluded to but not further described in Figures 20 and 21 
as ISP 909. 
[0064] The service process is shown comprising steps 
951 to 969. A key indicator and service process arrow 

10 [0066] A low speed data thread having been deter
mined, at step 959, the list of available and newly 
offered services customized for that user is provided to 
the user that initiated the request at step 951. Finally at 
step 961, a list of available services is displayed. The 

15 icon screen disappears and a new menu screen of 
listed available services is displayed for possible selec
tion. These may comprise and are not limited to, for 
example, the availability of connection to a corporate 
LAN or WAN for telecommuting. A telecommuting appli-

20 cation of the present invention is described in U.S. 
Application Serial No. (#28). Another application is infor
mation service provider (ISP) Internet access. An ISP 
access application is further described by U.S. Applica
tion Serial No. (#27). Another opportunity is for the user 

25 to view their service bill and make payments, etc. An 
NSP Integrated billing system is described in U.S. Appli
cation Serial No. (#30). Telephone directory for either 
personal or commercial (white or yellow pages) listings 
is also possible. The directory service application is fur-

30 ther described by U.S. Application Serial No. (#29). Yet 
another service application is the availability of home 
entertainment such as digital audio and/or video pro
gram services via multicasting from a central network 

are shown at the left of Figure 20 to show service 35 

processing flow over time. A user at step 951 logs on to 
their computer 901 and typically using a windows appli
cation and a mouse initiates a browser enabled applet 

source. An NSP multicast application is described by 
U.S. Application Serial No. (#26). Other services are 
likewise possible in a new and unique, way via the Net-
work Server Platform (NSP) of the present invention. 
The variety of the service opportunities are only limited 
by the imagination of the service provider. 
[0067] Figure 22 shows a service processing flow dia
gram for providing a basic voice service via the Network 
Server Platform of the present invention wherein the 
user may identify the called party by audible name as an 
alternative to dialing digits. Figure 22 illustrates a sys-

for retrieving user services. For example, an icon may 
appear on the user's computer display for service 40 

launch. By clicking or otherwise selecting the icon, the 
user initiates the transmission of a request to network 
server platform 907 via step 953. The request message 
comprises the user's identity and address so that mes
sages may be returned to the user and command data 
such as a one indicating a command for returning avail
able services. In particular, the message will suggest 

45 terns and services process flow diagram for a basic 
voice service. Basic voice service is well known from a 
local phone company or local exchange carrier (LEC). 
What differentiates the present service flow process is 
that service is provided by a common toll carrier 

that the services be retrieved using a separate thread. 
By thread is intended a term suggestive of a link but is 
in fact a virtual link that may be provided in various 
known ways and particularly requires a slow speed or 
small bandwidth of data transmission capability. Refer-
ring briefly to Figures 20 or 21, threads are not as band
width intensive, for example, as a stream (data stream) 
or pipe. 
[0065] The network server platform 907 now must 
operate internal software algorithms for matching the 
identity of the user to available services. The services 

50 bypassing the LEG and the service may include voice or 
audible identification of the called party as an alterna
tive to rotary or tone dialing. There are generally three 
steps to LEG dialing that are simulated here: 1) provi
sion of dial tone to indicate that the carrier is ready to 

55 accept called party name or address identification 
(Steps 1051-1063), 2) name or address input, look-up 
and call setup (steps 1067-1071) and 3) call processing 
through to connection to a called party (steps 1073-

11 
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1079). Now the process will be described in further 
detail, particularly in the context of a voice dialed call. 

[0068] Across the top of Figure 22 from left to right are 
shown the individual components of the system of the 
present invention which are actuated and utilized in the 5 

present voice service processing. The phone 1001 is a 
plain old telephone shown in Figure 1 as telephone 15 

for a period of time and then allow for voice commands. 
Another means might be to immediately record voice 
received by the telephone mouth piece or microphone 
of telephone 1001. For example, the ISD 1003 may 
immediately or after a brief delay begin to digitize voice 
information, for example, via 64 kbps mu-law PCM data 
or other form of voice or audio coding/compression. The 
samples are then stored in a wave file of the ISD 1003 
for subsequent transmission to the FMP 1005, for 

of CPE 10. The ISD 1003 refers to intelligent services 
director (18D) 22 of Figure 1. The FMP 1005 refers to 
the facilities management platform (FMP) 32 of Figure 10 

1. NSP 1007 refers to the Network Server Platform 
(NSP) 36 of Figure 1. SLC 1009 refers to subscriber 
loop carrier modified as necessary to provide call con
nect services and a voice carrying channel as required. 
LSO 1011 refers to the local serving office of a toll com- 15 

man carrier such as AT&T. "Other user" 1013 refers to 

example, over a signaling channel. On receipt, the FMP 
1005 forwards the voice data to the NSP 1007. The 
NSP 1007 may attempt to authenticate the request by 
ensuring that the subscriber or user has subscribed to 
the service or provides the service via, for example, a 
life-line emergency service. The NSP can determine the 
identity of the subscriber by looking at an address of an 
Internet Protocol (IP) field of a data message packet. 
The NSP 1007 can therefore reconstruct (if com
pressed) and interpret the information in the wave files 

the local exchange carrier or other termination for a 
called party's telephone. 
[0069] At step 1051, a caller picks up the hand set of 
their telephone in order to release the switch-hook 
which typically provides a connection to local battery. 
The step of signaling of an off hook indication to ISD 
1003 is represented by arrow 1053. The ISD 1003 of the 
present invention terminates the telephone and per
forms the task of providing local telephone battery 
power operation. The ISD 1003 recognizes that the user 
has gone off hook at step 1055 and selects a voice 
channel to FMP 1005. The voice channel is a typical low 
bandwidth voice channel and its allocation is shown as 
step 1057. Now the FMP 1005 signals the NSP 1007 
and requests it to allocate a voice channel at step 1059. 
The NSP 1007 refers to its circuit provisioning opportu
nities and availabilities and obtains a subscriber loop 
carrier channel for connection to a local serving office 
1011. The NSP 1007 also returns a message to the 
FMP that a voice channel has been allocated within 
step 1059 and FMP 1005 so signals the ISD 1003 at 
step 1061. The ISD 1003 provisions for the link from the 
SLC 1009 to the phone 1001. The subscriber loop car
rier system 1009 either provides dialtone itself or cou
ples with a dialtone generator at step 1063. The user at 
phone 1001 thus receives dialtone from a toll common 
carrier in a manner that simulates how the user would 
receive dialtone from a LEG in a conventional manner. 
[0070] Once steps 1051-1063 have been performed, 
the user is ready to identify the called party. In a conven
tional manner, at step 1065, the user dials a number. 
The dialed tone or rotary dial pulse entries are con
verted by the ISD 1003 and transmitted as digital data 

20 of the ISD 1003 and take the appropriate action. 

[0072] Let us assume that subscriber John wants to 
call a party Paul. Paul may already be identified in a per
sonal directory for John by speech recognition circuitry 
as is known in the art by training the speech recognition 

25 circuitry. The NSP 1007 will attempt to determine who 
Paul is as defined by John in John's personal directory. 
A look-up table corresponds the spoken Paul to a direc
tory number for Paul. Once the directory number for 
Paul has been determined by the NSP the equivalent of 

30 collecting dialed digits has been performed. The NSP 
1007 can inform the FMP 1005 to set up a call to Paul's 
directory number. The FMP 1005 then may use a 
TR303 signaling or other interface to signal and set up a 
connection to Paul. The SLC 1009 receiving the direc-

35 tory number signaling from the FMP 1005 now is in the 
same position as it was at step 1069 of Figure 22. 
[0073] Continuing now with Figure 22, steps 1071-
1079, at step 1071, the SLC 1009 requests the LSO 
1011 to select the appropriate ports to use for setting up 

40 the call to Paul. At step 1073 the local serving office will 
complete the regular voice call setup procedure. At step 
1075, it rings the called party Paul. At step 1077, the 
local serving office 1011 detects user answer. Then a 
connection is established at step 1079 via the SLC 

45 channel 1009 between John and Paul. 

for collection at SLC 1009. This dialed digit transfer is 50 

shown as step 1067. The collection of dialed digits via 

[0074] It is important to note that the alternative digital 
or voice dialing service is being provided locally via the 
toll carrier's local serving office (LSO). There should be 
no need in the United States to pay for the Local 
Exchange Carrier (LEC) for providing such services. 
Similar services to voice dialing such as speed dialing, 
personal directory dialing and the like can now be made 
available locally by a toll common carrier according to 
the present invention. 

the SLC 1009 is shown as step 1069. Then, the call is 
set up via the local serving office 1011 at step 1011. 
[0071] On the other hand, perhaps the touchtone dial 
is broken or otherwise refuses to operate or voice dial- 55 

ing is desired as a service feature. Voice dialing may be 
launched by any number of alternative means. One 
means would be for the SLC 1009 to await dialed digits 

12 

[0075] Figure 23 is a service process flow diagram for 
showing how the NSP in concert with an FMP provides 
Internet service connectivity via, for example, an Inter
net Service Provider's point of presence (POP} using 
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AT&T's WorldNet Internet service as one example. Fig
ure 23, illustrates another example of service connectiv
ity by an NSP 36 as already generally described by 
Figures 20 and 21. In the application shown in Figure 
23, any user may directly connect to an Internet service 5 

provider (ISP) at great bandwidth (bit rate) without hav-
ing to connect via a local exchange carrier (LEG). The 
same convention as previously used with respect to Fig
ure 10 is used here as well. Components of the system 
and service architecture are shown at the top including 10 

personal computer (PC) 11 0 1, intelligent services direc-
tor (ISD) 1103, facilities management platform (FMP) 
1105 and network server platform (NSP) 1107. The 
Operations, Administration, Management and Provi
sioning server of the NSP 1107 is also shown as NSP 15 

OAM 1109. Finally, by way of example, a point of pres
ence for an Internet service provider, namely AT&T's 
WorldNet service, is shown as WnetPOP 1111 

[0076] As already described, bandwidth to the home 
or premises of a business may vary but may be in 20 

excess of 1 megahertz according to bandwidth alloca-
tion procedures followed by the ISD 1103 and FMP 
1105. Thus, there is a great advantage in a user having 
access to the Internet connectivity feature shown in Fig-
ure 23 because the user has greater bandwidth availa- 25 

bility and has immediate access to AT&T WorldNet, for 
example, via NSP 1107 bypassing the LEC. 
[0077] Initially, the OAM&P server of the NSP 1109 
provisions the Internet connectivity service by signaling 
and provisioning the FMP 1105 with address, routing 30 

and other data the FMP 1105 needs. Step 1151 is 
directed to configuring the FMP 1105 serving the user 
of PC 1101 for Internet service routing to, for example, 
AT&T WorldNet Internet Service point of presence 
1111. As a result, the FMP 1105 updates its internal 35 

routing table of its memory with provisioned routing data 
for routing to Wnet POP 1111. 
[0078] Assumed that a user has turned on their per
sonal computer 1101 and wants to establish an Internet 
session. As already described, one of the services that 40 

may be offered the user as a menu display option is 
Internet service connectivity. The user clicks on or oth
erwise inputs their selection of Internet service connec
tivity. The personal computer 1101 via the ISD 1103 
obtains immediate access to the already provisioned 45 

FMP 1105 at step 1157 as the user's Internet session 
begins. At step 1157, Internet protocol (IP) data packets 
are forwarded and returned via the FMP1105. The FMP 
1105 now acts as a mini-server and performs steps 
1159. The FMP 1105 looks up the user's packet header 50 

and compares the destination address against the rout-
ing table that was provisioned at step 1151. The routing 
table then provides routing data for routing the IP pack-

bandwidth and data rate for exchange of Internet IP 
packets may be the maximum bandwidth permissible by 
the facility between the FMP 1105 and the PC 1101. 
Figure 23 similarly describes the process of routing to 
other destinations of a routing table of FMP 1105 that 
has been provisioned by NSP 0AM 1109. For example, 
besides serving as a gateway to the Internet, the NSP 
may provide a gateway to applets from a JAVA based 
server for such things as bill paying, utility meter read
ing, energy management, security services for any con
nected device (for example, a device at a customer 
premises (other than a personal computer) such as the 
VisionPhone described earlier or other device. 

[0079] Figure 24 is a service process flow diagram for 
showing how the NSP in concert with an ISD provides a 
bill viewing and paying service via, for example, a billing 
server such as an AT&T billing server as one example. 
Figure 24, illustrates another example of service con-
nectivity by an NSP as already generally described by 
Figures 20 and 21. In the application shown in Figure 
24, any user may directly connect to a billing server that 
may be one for a utility, a bank, a credit card company 
or other creditor where an AT&T billing server is shown 
by way of example without having to connect via a local 
exchange carrier (LEG). The same convention as previ
ously used with respect to Figure 22 is used here as 
well. Components of the system and service architec
ture are shown at the top including personal computer 
(PC) 1201, intelligent services director (ISD) 1203, facil
ities management platform (FM P) 1205 and network 
server platform (NSP) call processing server 1107. The 
Operations. Administration, Management and Provi
sioning server of the NSP is also shown as NSP OAM 
1209 but is not otherwise described below. Finally, by 
way of example, a billing server is shown by way of 
example, namely an AT&T billing server 1211. One 
advantage of the present invention is that a billing 
server may comprise a clearing house for a plurality of 
bills. For example, an AT&T billing server 1211 may pro
vide a bill viewing and payment opportunity for local 
phone service, toll phone service, Internet (for example, 
AT&T WorldNet service), digital audio and video pro
gram delivery services and other information and com
munication services. 
[0080] As already described, bandwidth to the home 
or premises of a business may vary but may be in 
excess of 1 MHZ according to bandwidth allocation pro
cedures followed by the ISD 1103 and FMP 1105. Nev
ertheless, a bill viewing and paying service does not 
require the bandwidth in either direction of data trans
mission as, for example, would be required for providing 
video conferencing. Referring to Figure 24, the user 
from their personal computer, intelligent telephone or 
video phone 1202 requests a billing viewing and paying ets to, for example, AT&T WorldNet Internet service at 

Wnet POP 1111. Step 1161 suggests the routing of IP 
packets to the Wnet POP 1111 and an exchange of 
packets that follows via FMP 1105 to PC 1101. Note 
that the local exchange carrier is not involved and the 

55 service as already described generally by Figures 20 
and 21 at step 1251. Typically the user has selected an 
icon (for bill viewing and paying services) on a display 
screen by clicking on the icon. The ISO 1203 in 

13 
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response transmits a request message for the service 
to the NSP 1207 at step 1253. The message as already 
described must contain a service identifier, for example, 
BILLING. The NSP call process server 1207 responds 
to the message by looking to internal algorithms for bill- 5 

ing services. In the internal algorithms it may be deter
mined that a secure billing channel is required. As a 
result of the billing service look-up, then, the NSP CP 
1207 downloads a secure viewing applet at step 1255 to 

ISO 22 provides a telecommuting service via, for exam
ple, an employer's office server using a frame relay 
backbone to interconnect the office server and a home 
terminal. Figure 26 shows a similar service process flow 
diagram for using the Internet to interconnect an office 
server and a home terminal. Home/office telecommut-
ing is yet a further example of service connectivity by an 
NSP as already generally described by Figures 20 and 
21. In the application involving a frame relay backbone 
as shown in Figure 25 or in the Internet connect mode 
of operation shown in Figure 26, any user may directly 
connect to their employer's office server. The employee 
may connect to their office server without having to con
nect via a local exchange carrier (LEG). The same con-

the personal computer or other terminal 1201. The per- 10 

sonal computer then may recognize that security is 
required for the service and may choose to secure, for 
example, by encryption or other means any future com
munications. The NSP 1207 and the PC 1201 must be 
sure that each other understands the security provi
sions put in place by each. Each device must know how 

15 vention as previously used with respect to Figure 22 is 
used here as well. In Figure 25, components of the sys
tem and service architecture are shown at the top 
including personal computer (PC) 1301, intelligent serv-

to decrypt each other's communications by exchange 
any security keys and the like. Once the download is 
complete at step 1257, a transaction may be initiated. It 
may be assumed that communications within the AT&T 20 

network are secure, but communications over the local 
loop or other facility connecting the PC or other terminal 
1201 with the NSP 1207 remote from the PC may not be 
as secure. 

[0081] It may be assumed, by way of example, that a 25 

user has requested AT&T bill viewing and payment 
service. The transaction with the AT&T billing server 
then is initiated at step 1259 by the terminal 1101 sign
aling the NSP GP 1207. The interface with the AT&T bill-

ices director (ISO) 1303, facilities management platform 
(FMP) 1305 and network server platform (NSP) 1307. In 
Figure 26, the same components are indicated prefaced 
by the figure number, for example, the facilities manage
ment platform is shown as FMP In Figure 25, a frame 
relay point of presence is shown as FR POP 1309. In 
Figure 26, an Internet service provider point of pres
ence is shown, for example, an AT&T WorldNet point of 
presence, as WNET POP 1409. In Figures 25 and 26, 
the employer office server is shown as Office SVR 1311 
and 1411 respectively. 

[0084] As already described, bandwidth to the home 
or premises of a business may vary but may be in 
excess of 1 megahertz according to bandwidth alloca
tion procedures followed by the ISO 1303 or 1403 and 
FMP 1305 or 1405. In connections to the employer 

ing server 1211 may be by any convenient method to 30 

the toll carrier service provider. Again, the channel is 
secure, within or outside the toll carrier network and 
may be provided with or without encryption security. At 
step 1263, the bill is requested and data returned at 
step 1265 to the NSP which converts the received data 35 office server 1311 /1411, it is desirable to achieve the 

greatest bandwidth or data rate possible. The employee 
would like to have the same access and data rate as if 
the employee were in fact at the location of the user's 
employer. In either connection of Figure 25 and 26, the 

as necessary for eventual display or other use by the 
user. Preferably, at step 1267, the user will be able to 
interact with the bill viewing service by viewing any por-
tion of the bill the user wants and may communicate and 
question any billing item of any service provider. Also, 
the user may arrange to pay the bill by providing, for 
example, AT&T universal or other credit card informa-
tion or other payment option such as direct debit from a 
bank account. 

40 maximum bandwidth may be achieved but may not be 
guaranteed in one case (Figure 26). 
[0085] Now referring to Figure 25, the frame relay 
backbone approach to employee telecommuting will be 

[0082] Figures 25 and 26 each show service process 45 

flow diagrams for providing telecommuting services 
from the home; Figure 25 is a service process flow dia
gram for showing how the NSP 36 in concert with an 

discussed. While not particularly shown but suggested 
by Figure 1 is the access via the NSP 36 to a frame 
relay backbone network off ring 42. A frame relay POP 
1309 is not shown but may be provided off, for example, 
a SONET OC-48 ring network 42. Now an employee 
user of the present network service actuates telecom
muting service by selecting, for example, a telecommut
ing icon from a menu structure displayed as a result of 

ISO 22 provides a telecommuting service via, for exam-
ple, an employer's office server using a frame relay 50 

backbone to interconnect the office server and a home 
terminal and Figure 26 shows a similar service process 
flow diagram for using the Internet to interconnect an 
office server and a home terminal. 
[0083] Figures 25 and 26 each show service process 
flow diagrams for providing telecommuting services 
from the home. Figure 25 is a service process flow dia
gram for showing how the NSP 36 in concert with an 

the process of Figure 20. At step 1351, then, the user 
starts up the present telecommuting application by, for 
example, pointing to a telecommuting service icon and 

55 clicking or other selection means. It may be further 
assumed that the service may be identified by the serv
ice identifier "office". The service clicking and selection 
for an employer office connection is delivered to the ISO 

14 
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1303 at step 1353. The ISO 1303 at step 1355 forwards 
an office service request message to NSP 1307 via 
FMP 1305. At step 1307, the network server platform 
performs a number of tasks. Firstly, the NSP 1307 vali
dates the identity of the user forwarded to it by ISD 5 

1303. The user having been validated by look up table, 
the user profile is retrieved showing what routing and 
other information is available for this user's request for 
LAN telecommuting service. The look-up process in 
NSP databases should show the accessibility to an 10 

office server 1311 associated with the user at personal 
computer or other terminal 1301 and, most importantly, 
that there exists a preconfigured connection between 
the FMP 1305 and the office server 1311 via a frame 
relay POP 1309. The NSP 1307 then provisions the 15 

FMP 1305 via step 1359 to provide resources such as 
LAN resources for reaching the office server 1311. 
Then a return message is provided by the FMP 1305 to 
the NSP 1307 acknowledging that the FMP is set up at 
step 1361 . Once the NSP is satisfied that the FMP 1305 20 

is ready, the NSP 1307 arranges at step 1363 to set up 
a private virtual circuit to the Office Server 1311 via FR 
POP 1309. Steps 1365 and 1367 show the establish
ment of a virtual circuit link between FR POP 1309 and 
Office SVR 1311. Once the PVC is set up, then an 25 

acknowledgment is returned by the FR POP 1309 to the 
NSP 1307 at step 1369. The NSP 1307 then forwards a 
service grant message to ISD 11303 at step 1371 . 
Finally, the ISD 1303 signals the home terminal that the 
path is ready at step 1373. Now a communications link 30 

exists between the PC/ISO/FMP/FR POP/Office SVR. 

set up at step 1463 for data traffic to the office server. 
The FMP 1405 then tries out PPTP to and from the 
Office SVR 1411 via, for example, AT&T WNET POP 
1409 at steps 1465 and 1467. If everything is ok, the 
FMP 1405 signals the NSP 1407 that the FMP is ready 
to communicate with the Office server 1411 via PPTP. 
The NSP replies by outputting a service grant to the ISO 
1403 saying it is ok to begin telecommuting service via 
the Internet. At step 1473, the final step of the path to 
the terminal or PC 1401 is completed and the user can 
begin to log on to the corporate LAN at step 1475. 
Again, the maximum bandwidth is provided via Internet 
service that Internet service provides but the bandwidth 
cannot be guaranteed as another user at a premises 
where PC 1401 is located may take some bandwidth 
away. The service may be slow. Also, with Internet, 
there us a lot of packet overhead ( extra bits that are not 
necessarily needed for information transfer). Yet, the 
connection will be complete and reasonably close in 
service quality to a user of a corporate LAN that is on 
site at step 1477. The Internet approach is inexpensive 
and requires minimal initial configuration. 

[0088] Figure 27 is a service process flow diagram for 
showing how the NSP in concert with an ISO at a user's 
home and via an FMP serving that user provides white 
and yellow pages directory services including home 
shopping and dialing services. 
[0089] Figure 27 illustrates another example of serv
ice connectivity by an NSP as already generally 
described by Figures 20 and 21. In the application 
shown in Figure 27, any user may directly access white 
(private) or yellow pages (commercial) directory serv
ices at required bandwidth (bit rate) without having to 
connect via a local exchange carrier (LEG). The same 

The user of terminal 1301 can begin to log in to the cor
porate LAN as if they were on site at step 1375. The 
connection is shown at step 1377 and assumes a high 
bandwidth connection at the maximum bandwidth the 
corporate LAN will allow. 

[0086] Advantages of a frame relay POP mode of con
nection to an Office Server 1311 are that the connection 
is secure from intrusion and private to the user. Also, the 
bandwidth between the user and the corporate LAN is 
guaranteed. Of course, the guaranteed bandwidth 
comes at relatively high expense compared with Inter-

35 convention as previously used with respect to Figure 22 
is used here as well. Components of the system and 
service architecture are shown at the top including intel
ligent terminal, video phone or personal computer (PC) 
1501, intelligent services director (ISO) 1503, facilities 

net access and requires a preconfigured frame relay 
connection. 
[0087] Referring now to Figure 26, an Internet connec
tion to an employer office server 1411 will be described. 
First, as before, the user indicates a preference for 
obtaining a telecommuting service by actuating an input 
signal at their terminal 1401 at step 1451 . Steps 1453 

40 management platform (FMP) 1505 and network 
[0090] server platform (NSP) 1507. As already 
described, bandwidth to the home or premises of a busi
ness may vary but may be in excess of 1 megahertz 
according to bandwidth allocation procedures followed 

45 by the ISD 1503 and FMP 1505. Thus, there is a great 
advantage in a user having access to the directory serv
ices feature shown in Figure 27 because the user has 
greater bandwidth availability and the user may immedi-

and 1455 are similar to steps 1353 and 1355 but for the 50 

fact that NSP 1307 has provisioned the FMP and so the 

ately access directory services, for example, via NSP 
1107 bypassing the LEG, and additional services and 
connections may be provided via the NSP (also bypass-

ISD to arrange for an Internet connection to an Office 
SVR 1411 either as an alternative to a frame relay POP 
connection or in place of the frame relay mode. Conse
quently, at step 1457, the step proceeds as before but 
for the selection of a connection path which now 
involves an Internet connection path. Steps 1459 and 
1461 proceed as before except that a PPTP protocol is 

ing the LEG) for home shopping, banking by phone, 
obtaining directions to a destination and the like as will 
be further discussed below. 

55 [0091] Initially, the OAM&P server of the NSP 1505 

15 

provisions the directory service availability by signaling 
and provisioning the FMP 1505 with its address, routing 
and other data the FMP 1505 needs. The NSP itself 
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1507 has already been described as comprising a large 
database of data that may provide according to the 
present application at least local directory (both teleph
ony and Internet) address/directory number services. 
Moreover, the NSP comprises significant caching mem- 5 

ory and access to remote NSP's and other directory 
databases from which it may obtain further directory 
data. 

rowed to the Tom Jones that the user wishes to locate. 
Once the result of the search is narrowed sufficiently to 
where the user may make a choice, the choice may 
include a hot spot for an immediate connection. Moreo
ver, Tom Jones may be located, not only at home, but at 
his work phone, cellular phone, pager, personal compu
ter, facsimile machine or other number or web site. 

[0095] In another application, the user.may be trying 
to locate a drug store nearest them. The user inputs the [0092] Initial step 1551 of the service process flow dia

gram of Figure 27 is directed to configuring the FMP 
1505 to configure the ISO 1503 serving the user of PC 
1501 for directory service routing to NSP 1507. As a 
result, the FMP 1505 updates its internal routing table of 
its memory with provisioned routing data for routing to 
NSP 1507 and for providing service via ISO 1503 to a 
particular user of terminal 1501. 

10 request. Because the NSP receives data regarding the 
user's identity, the NSP further has access to a user 
profile including a home address. Consequently, using 
appropriate algorithms known in the art, the NSP 1507 
locates the nearest drug store, the next nearest and so 

15 on for the user to chose one. Moreover, the display may 
provide essential information input by the drug store 
such as hours of operation. The hours of operation may 
be used as a filter to eliminate possible drug stores that 

[0093] Now, in step 1553, it may be assumed that a 
user has turned on their personal computer 1501 and 
wants to establish a directory session. As already 
described, one of the services that may be offered the 20 

user as a menu display option is directory service con
nectivity. The user clicks on or otherwise inputs their 
selection of directory service connectivity. The message 
forwarded as a result of the directory service can be the 
name, address or other indicia to be looked up. Also, a 25 

second column of the display may provide the desired 
output which may be directory number or Internet 
address but may also comprise, for example, directions 
for driving to a store nearest the user. The personal 
computer 1501 sends a lookup message with one or 30 

more of these requests to the ISO 1503 at step 1555. 
The ISO 1503 in turn obtains immediate access via the 
already provisioned FMP 1505 at step 1557 to the NSP 
1507 where the local directory is located. The NSP 
1507 now acts as an information database service pro- 35 

vider and performs steps 1559. The NSP 1507 looks up 
the user's requested data and determines if it can pro
vide the requested information itself. If NSP 1507 can-
not provide the requested data look-up itself, it 
determines routing for a database having the requested 40 

information, collects the information and stores the 

in fact are not presently open at the user's request. The 
user may select to call the drug store of their choice 
and/or obtain directions from their home to the drug 
store. 
[0096] In accordance with the directory look-up fea
ture, the user may make repeated requests for the same 
or additional information. Moreover, once the user 
receives the directory look-up result, the result may pro-
vide hot spots or clicking selection opportunity to 
directly access the directory look-up result, for example, 
by telephony or the Internet at the highest bandwidth 
permissible or desirable. Thus, the directory look-up 
may be the first step toward home shopping, bank from 
home and other services. Note that the local exchange 
carrier is not involved and the bandwidth and data rate 
for exchange of Internet IP packets may be the maxi
mum bandwidth permissible by the facility between the 
FMP 1505 and the PC or other terminal 1501. 
[0097] Figure 28 is a service process flow diagram for 
showing how the NSP in concert with an ISO at a user's 
home and via an FMP serving that user provides multi
cast audio and/or video program services or software, 
game and other program or information delivery serv-
ices. Figure 28 illustrates another example of service 
connectivity by an NSP as already generally described 
by Figures 20 and 21. In Figures 20 and 21, the present 

information in cache memory for forwarding to the user 
along with any locally provided database information 
requested. Step 1561 suggests the return of the direc
tory lookup result to the ISO 1561 for presentation to the 
user. Depending on the terminal, for example, the per
sonal computer 1501, the ISO 1503 causes the result to 
be displayed at step 1563. Along with the result, the dis-
play may provide immediate dialing opportunity for a 
telephony directory number or immediate access to an 
Internet addressed web site. 

45 service is indicated in shorthand by the suggestion that 
the present service is like BlockBuster Video (TM), 
being able to receive movies or video games at home 
without having to go to the store to bring home the video 
or other program for play on a player. In the application 

50 shown in Figure 16, any user may directly access multi
cast program services at required bandwidth (bit rate) 

[0094] For example, the user may wish to obtain a 
white pages listing for Tom Jones. The user may not 
know the city. The NSP 1507 may provide a directory 
service that identifies all individuals named Tom Jones 55 

in a geographical area such as the state of New York for 
possible review and selection. The user may continue to 
provide information until the selection process is nar-

16 

without having to connect via a local exchange carrier 
(LEC). Pay-per-view, pay-per-listen, pay-per-play and 
other program delivery services may be provided from 
one or distributed sites from which the programs are 
multicast. Referring to Figure 1, briefly, the multicast 
programs are receivable at any NSP 36 within reach of 
the SONET ring network 42. Moreover, the NSP 36 
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comprises a database with program availability and 
routing information. 

[0098] In describing the multicast program services 
application of Figure 28, the same convention as previ
ously used with respect to Figure 1 O is used here as 5 

well. Components of the system and service architec-
ture are shown at the top including intelligent terminal, 
video phone or personal computer (PC) 1601, intelligent 
services director (ISD) 1603, facilities management 
platform (FMP) 1605 and network server platform 10 

(NSP) 1607. 
[0099] As already described, bandwidth to the home 
or premises of a business may vary but may be in 
excess of 1 megahertz according to bandwidth alloca-
tion procedures followed by the ISD 1603 and FMP 15 

1605. Thus, there is a great advantage in a user having 
access to the multicast program services feature shown 
in Figure 16 because 1) the user has greater bandwidth 
availability and 2) the user may immediately access 
multicast program services, for example, via NSP 1607 20 

bypassing the LEG. 
[0100] Initially, the OAM&P server of the NSP 1607 
provisions the multicast program service availability by 
signaling and provisioning the FMP 1605 with its 
address, routing and other data the FMP 1605 needs. 25 

The NSP itself 1607 has already been described as 
comprising a large database of data that may provide 
according to the present application routing information 
needed for periodically receiving data from remote mul
ticast server locations regarding availability to the user 30 

and routing information for receiving multicast pro
grams. As is well known in the art, multicast audio and 
video programs may be provided in compressed format 
such as MPEG compressed format or other compres-
sion format. The compressed program is decom- 35 

pressed preferably at the terminal 1601. On the other 
hand, if the terminal is not so equipped, decompression 
algorithms may reside in the ISD 1603. 
[0101] Initial step 1651 of the service process flow dia
gram of Figure 28 is directed to configuring the FMP 40 

1605 to configure the ISD 1603 serving the user ofter
minal or PC 1601 for multicast program routing to NSP 
1607. As a result, the FMP 1605 updates its internal 
routing table of its memory with provisioned routing data 
for routing to NSP 1607 and for providing multicast pro- 45 

gram services via ISD 1603 to a particular user of termi-
nal 1601. 
[0102] Now, in step 1653, it may be assumed that a 
user has turned on their personal computer or other ter
minal 1601 and wants to establish a multicast program 50 

session. As already described, one of the services that 
may be offered the user as a menu display option is a 
multicast program delivery service connectivity. The 
user clicks on or otherwise inputs their selection of mul
ticast program service connectivity. The menu screen 55 

displayed as a result of the multicast program service 
can be tables of indicia to be looked up. For example, 
you know you want to see a movie starring Jimmy Stew-

17 

art. You also know it is a Christmas movie. Using vari
ous selection algorithms within the design skills of one 
in the art, the selection may be narrowed to the well
known movie "It's a Wonderful Life" starring Jimmy 
Stewart about Christmas. Also, a second area of the 
display may provide the desired output which may be 
directory number or Internet address with information 
about the movie but may also comprise, for example, 
directions for driving to a movie theater nearest the user 
if the user wishes to see the movie at a theater in stead 
of at their home terminal. 

[0103] At step 1653, the user makes a selection of a 
video or other program title. As already described the 
program title may comprise a movie title, an audio 
album or song title and the like by program, title and art
ist or a game program or software program for down
load. At step 1655, the program title selection is 
forwarded to the ISD 1603. The ISD 1603 then formats 
a reuquestService message describing the program to 
be delivered and service identifier data such as data 
representing a VIDEO service. The message is trans
mitted from the ISD 1603 via the FMP 1605 serving that 
ISD 1603 at step 1657 to NSP 1607. 
[0104] At step 1659, the NSP 1607 validates the user 
and the requested service and obtains the user's profile 
from database memory. The user profile may provide 
the user's home address for locating a movie theater 
nearest them playing the desired movie or certain pre
determined movie or other program preferences that 
can be used as a guide. Then, the NSP searches its 
database for movie or other program routing data to 
access the multicast program source and seek a down
load of the compressed program data. 
[0105] Meanwhile, the NSP 1607 seeks the needed 
bandwidth for the program delivery service. Of course, 
audio program, software and game downloads may 
require less bandwidth than video. At steps 1661 and 
1663, the NSP 1607 seeks to establish the necessary 
bandwidth at the FMP 1605 for receiving the needed 
resources. The FMP needs to assure a channel having 
the bandwidth required is available from the terminal or 
PC 1601 to the FMP 1605. The FMP 1605 then returns 
bandwidth and resource availability ok or not ok data to 
the NSP 1607. 
[0106] If the movie is available on multicast and the 
bandwidth is available, then the NSP can issue a serv
iceGrant message for the desired video service to the 
ISD 1603 at step 1665. The ISD 1603 then signals the 
receiving device which may be a television, a 
recorder/player, a personal computer, a video phone, 
home theater center or other terminal or-collection of 
terminals 1601 that it is ready to provide the service at 
step 1667. The final play connection is shown at step 
1669. 
[0107] Figure 23 is a service process flow diagram for 
showing how the NSP in concert with an FMP provides 
Internet service connectivity via, for example, an Inter
net Service Provider's point of presence (POP) using 
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AT&T's WorldNet Internet service as one example. Fig
ure 29 is a service process flow diagram for showing 
how the NSP may comprise cache memory and main
tain a user profile such that the NSP may obtain infor
mation from various information service providers for 5 

forwarding and display to a user in accordance with their 
user profile. 

[0108] Figure 23 illustrates another example of serv-
ice connectivity by an NSP as already generally 
described by Figures 20 and 21. In the application 10 

shown in Figure 23, any user may directly connect to an 
Internet service provider (ISP) at great bandwidth (bit 
rate) without having to connect via a local exchange car-
rier (LEG). The same convention as previously used 
with respect to Figure 10 is used here as well. Compo- 15 

nents of the system and service architecture are shown 

the routing table that was provisioned at step 1151. The 
routing table then provides routing data for routing the 
IP packets to, for example, AT&T WorldNet Internet 
service at Wnet POP 1111. Step 1161 suggests the 
routing of IP packets to the Wnet POP 1111 and an 
exchange of packets that follows via FMP 1105 to PC 
1101. Note that the local exchange carrier is not 
involved and the bandwidth and data rate for exchange 
of Internet IP packets may be the maximum bandwidth 
permissible by the facility between the FMP 1105 and 
the PC 1101. Figure 21 similarly describes the process 
of routing to other destinations of a routing table of FMP 
1105 that has been provisioned by NSP OAM 1109. For 
example, besides serving as a gateway to the Internet, 
the NSP may provide a gateway to applets from a JAVA 
based server for such things as bill paying, utility meter 
reading, energy management, security services for any 
connected device (for example, a device at a customer 
premises (other than a personal computer) such as the 
VisionPhone described earlier or other device. 

[0112] Referring now to Figure 29, there is shown yet 
another example of service connectivity by an NSP as 
already generally described by Figures 20 and 21. In 
the application shown in Figure 29, any user may enter 

at the top including personal computer (PC) 1101, intel
ligent services director (ISD) 1103, facilities manage
ment platform (FMP) 1105 and network server platform 
(NSP) 1107. The Operations, Administration, Manage- 20 

ment and Provisioning server of the NSP 1107 is also 
shown as NSP OAM 1109. Finally, by way of example, a 
point of presence for an Internet service provider, 
namely AT& T's World Net service, is shown as Wnet 
POP 1111. 25 and periodically update a user profile showing their 

interests and preferences. The NSP 1707 comprising 
significant cache memory can search for and obtain 
information directly related to the user entered prefer-

[0109] As already described, bandwidth to the home 
or premises of a business may vary but may be in 
excess of 1 megahertz according to bandwidth alloca-
tion procedures followed by the ISD 1103 and FMP 
1105. Thus, there is a great advantage in a user having 30 

access to the Internet connectivity feature shown in Fig-
ure 23 because the user has greater bandwidth availa
bility and 2) immediate access to AT&T WorldNet, for 
example, via NSP 1107 bypassing the LEC. 
[011 O] Initially, the OAM&P server of the NSP 1109 35 

provisions the Internet connectivity service by signaling 
and provisioning the FMP 1105 with address, routing 
and other data the FMP 1105 needs. Step 1151 is 
directed to configuring the FMP 1105 serving the user 
of PC 1101 for Internet service routing to, for example, 40 

AT&T WorldNet Internet Service point of presence 
1111. As a result, the FMP 1105 updates its internal 
routing table of its memory with provisioned routing data 
for routing to Wnet POP 1111. 
[0111] Now, it may be assumed that a user has turned 45 

on their personal computer 1101 and wants to establish 
an Internet session. As already described, one of the 
services that may be offered the user as a menu display 
option is Internet service connectivity. The user clicks 
on or otherwise inputs their selection of Internet service 50 

connectivity. The personal computer 11 01 via the ISD 
1103 obtains immediate access to the already provi
sioned FMP 1105 at step 1157 as the user's Internet 
session begins. At step 1157, Internet protocol (IP) data 
packets are forwarded and returned via the FMP 1105. 55 

The FMP 1105 now acts as a mini-server and performs 
steps 1159. The FMP 1105 looks up the user's packet 
header and compares the destination address against 

18 

ences. When the user actuates their personal computer, 
the user may obtain the collected information that the 
NSP has collected on the user's behalf. The same con-
vention as previously used with respect to Figure 1 O is 
used here as well. Components of the system and serv
ice architecture are shown at the top including personal 
computer (PC) or network computer (NC) or other ter
minal 1701, intelligent services director (ISD) 1703, 
facilities management platform (FMP) 1705 and net
work server platform (NSP) 1707. Info #1 1709 and Info 
#2 1711 are shown by way of example as one ore more 
information service providers that the NSP 1707 may 
access for information. Finally, by way of example, AT&T 
information content servers as a group are shown as 
AT&T Content Servers 1713. 
[0113] At step 1751, the personal computer, intelligent 
terminal, video phone or other terminal 1701 performs 
system/service initialization. Without a user profile, the 
service will not be able to retrieve any relevant informa
tion. There is a startup via a user interface applet, for 
example, by clicking on a user profile icon. Then, the 
user is presented with a user profile display or other 
input means for inputting information contents of inter-
est to the user. The contents ultimately may refer to 
channels whereby the information can be obtained, for 
example, stock market ticker or sports ticker channels. 
Likewise, the contents may simply define a preference 
such as to information directed to genealogical research 
of an ancestor or hobby or scientific interests or pur
suits. 
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[0114] At step 1753, the user profile for selected con
tents (information channels) is transmitted via the ISD 
1703 and FMP 1705 for storage at the NSP 1707. The 
NSP 1707 then updates the user profile at step 1755 
that is presently stored in memory or initializes the user 5 

profile in memory. The NSP 1707 then, once the use 
profile is known, can begin to search for relevant infor
mation at any and all information sources available on 
SONET ring network 42 (Figure 1). The NSP 1707 then 
forwards an auto-start Info Receiver applet to the 10 

PC/NC 1701 for display, for example, as a menu 
selectable item or an icon or the like. Whenever the user 
accesses that applet, the collected information for their 
user profile is pushed to their terminal at step 1771 . 

[0115] However, prior to an information to terminal 15 

dump at step 1771, the NSP collects information from 
various sources at steps 1761, 1763 and 1765. The 
access to the information source may be via private line, 
shared line, Internet or telephony channels. For exam-
ple, at step 1761 the information contents of Info #1 20 

1709 relevant to the user profile is downloaded and 
stored in cache memory of NSP 1707 for that user to 
identify themselves and access. At step 1763, the infor
mation contents of Info #2 1711 relevant to the user pro-
file is downloaded and stored in cache memory of NSP 25 

1707 for the same user. Only two information sources 
are shown but many information sources may be que-
ried and the query results downloaded to NSP 1707. 
Finally, via AT&T or other Internet service provider, the 
respective information content servers may be queried 30 

for relevant information and or channels (virtual or phys-
ical) realized and provided to NSP 1707. These may 
include stock market tickers, sports tickers, new tickers 

phone and dials a series of numbers, after a period of 
time in which no additional numbers are entered, the 
intelligent service director 22 will start digitizing the 
voice information into 64 Kbps µ-law PCM data. The 
samples are then stored in a wave file, which is subse
quently transmitted to the facilities management plat-
form 32 over a signaling channel. On receipt by the 
facilities management platform 32, the facilities man
agement platform 32 will forward the information to the 
network server platform. The network server platform 
will attempt to authenticate the request by ensuring that 
the subscriber does indeed have a subscription to the 
voice dialing service. 

[0118] The network server platform can determine the 
identity of the subscriber by looking at the address in the 
IP field of the packet. The network server platform 36 
can therefore interpret the information in the wave files 
and take the appropriate action. Let us assume that a 
first user wanted to call a second user. The network 
server platform 36 attempt to determine who the second 
user is as defined by the first user. Once the telephone 
number for the second user has been determined the 
network server platform 36 will inform the facilities man
agement platform 32 to set up a call to the second user. 
The facilities management platform 32 will then transmit 
a signal over the trunk lines requesting the second 
users local office to inform the NSP 36 the appropriate 
ports to use for setting up the call. The facilities man
agement platform 32 has its own DTMF and tone gener
ator which is used for signaling. 
[0119] Note that there is a significant advantage 
implicit in the design. The voice dialing service is being 
provided locally and there is no need to pay for the local 
exchange carrier (LEC) for providing such a service. and the like of current interest. At either NSP 1707 or 

personal computer or network computer 1701, informa
tion filters may be used to only retrieve current data with 
respect to, for example, the stock portfolio or sports 
teams of interest to the user. Moreover, the NSP 1707 
must periodically update the cache memory with newly 
received information relevant to the user's requests. A 
new information source may appear on the Internet or 
as a telephone listing or a new sports or other channel 

35 Similar services, such as speed dialing, that the LEG 
provides can now can be made available locally. 
[0120] When an incoming call arrives from the PSTN, 
the facilities management platform 32 will obtain the sig
naling information from the modified digital loop carrier. 

40 The information will be dispatched over the signaling 
channel to the NSP 36. The NSP 36 will instruct the 

may be identified to NSP 1707 for polling. This is shown 
as step 1767. 
[0116] In summary, then as shown at step 1769, the 45 

NSP 1707 caches contents from different sources 
(including from itself - for example - local directory list-

FMP 32 with information regarding call set up, connec
tion and termination. On receiving this message, the 
FMP 32 will send the appropriate signaling message to 
the ISD 22. The ISD 22 knows the phones that are in 
use and those that are available for service. 
[0121] While exemplary systems and methods 
embodying the present invention are shown by way of 
example, it will be understood, of course, that the inven
tion is not limited to these embodiments. Modifications 
may be made by those skilled in the art, particularly in 
light of the foregoing teachings. For example, each of 
the elements of the aforementioned embodiments may 
be utilized alone or in combination with elements of the 

ings and geographical location finding services). The 
NSP also polls contents from various sources to, for 
example, obtain updates or new information. At a user 50 

specified time interval or according to a user specified 
schedule as per their user profile, and according to a 
user specified priority ranking, the information may be 
ordered and delivered to the user via an information 
push at step 1771. 55 other embodiments. 
[0117] To illustrate the interaction between the various 
components of the instant invention, a voice dialing sce
nario will be described. When a user picks up the tele-

19 

[0122] Where technical features mentioned in any 
claim are followed by reference signs, those reference 
signs have been included for the sole purpose of 
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increasing the intelligibility of the claims and accord
ingly, such reference signs do not have any limiting 
effect on the scope of each element identified by way of 
example by such reference signs. 

Claims 

1. A systems management server for controlling user 
access to a plurality of communication networks, 
comprising: 

a router providing a gateway connection 
between said systems management server 
and said communication networks along at 
least one trunk line; 
an applications server coupled to said router 
along fiber distributed data interface (FDDI) 
ring; 

5 

10 

15 

a database server for storing information sup
porting operation of said systems management 20 

server; coupled along said fiber distributed 
data interface ring; and 
an operations, administration, maintenance, 

a router providing a gateway connection 
between said systems management server 
and said communication networks along at 
least one trunk line; 

an applications server coupled to said router 
along fiber distributed data interface (FDDI) 
ring; 
a database server for storing information sup
porting operation of said systems 
management server; coupled along said fiber 
distributed data interface ring; and 
an operations, administration, maintenance, 
and provision server coupled to said fiber dis
tributed data interface ring for supporting oper
ation of said user access to said 
communications network. 
a connection manager coupled along said fiber 
distributed data interface ring supporting 
launching of applications stored in said applica
tions server; 
and said connection manager capable of sup
porting said operations, administration; mainte
nance and provisioning server. 

and provision server coupled to said fiber dis
tributed data interface ring for supporting oper
ation of said user access to said 
communications network. 

25 9. The systems management server described in 
Claim 8, where said trunk line connecting said 
routes to said communication networks operates 
using a SONET protocol. 

2. The systems management server described in 
Claim 1, where said trunk line connection said 30 

routes to said communication networks operates 
using SONET protocol. 

3. The systems management server described in 
Claim 1, where said trunk line connecting said 35 

routes to said communication networks operates 
using a TR303 protocol. 

4. The systems management server described in 
Claim 1, where said communication networks is a 40 

S87 network 

5. The systems management server described in 
Claim 1, where said communication network is a 
public switched telephone network. 45 

6. The systems management server described in 
Claim 1, where said communication network is a 
private Intranet. 

7. The systems management server described in 
Claim 1, where said communication network is an 
Internet. 

50 

8. A system management server for controlling user 55 

access to a plurality of communication networks 
comprising: 

20 

10. The systems management server described in 
Claim 8, where said trunk line connecting said 
routes to said communication networks operates 
using a TR303 protocol. 

11. The systems management server described in 
Claim 8, where said communication networks is an 
S87 network. 

12. The systems management server described in 
Claim 8, where said communication network is a 
public switched telephone network 

13. The systems management server described in 
Claim 8, where said communication network is a 
private Intranet. 

14. The systems management server described in 
Claim 8, where said communication network is a 
Internet. 

15. A method for providing user access to a plurality of 
communication networks comprising the steps of: 

receiving a signal from an access module con
taining information regarding a request to con
nect said user access to said communication 
network; 
verifying said request to connect said user to 
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said communication network for 

authorization to initiate said connection by a 
systems management server; 
initiating or denying said user access if said 
user access is granted, launching by said sys- 5 

tern management server of applications sup
porting said user access; and 
launching operations; administration; mainte
nance, and provisioning tools to support said 
user access. 

16. A method for providing access to a user from sig
nals sent from a plurality of a communication net
work, comprising the steps of: 

10 

15 

receiving said signal by a systems manage
ment server from said communication network 
where said signal contains information regard-
ing setting up a connection between said user 
serviced by said systems management server 20 

and said communication network. 
processing said signal by said systems man
agement server to determine if said user is 
authorized and available for said connection; 
and if said user is authorized and available for 25 

said connection; said systems management 
server setting up said connection by sending 
said signal to an access module supporting 
said user. 

30 

35 

40 

45 

50 

55 

21 

40 
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INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT) 

(51) International Patent Classification 6 : 

H04Q 7 /38, H04L 12/28 A3 

(11) International Publication Number: 

(43) International Publication Date: 

WO 99/16263 

1 April 1999 (01.04.99) 

(21) International Application Number: PCT/FI98/00724 

(22) International Filing Date: 15 September 1998 (15.09.98) 

(30) Priority Data: 
973737 19 September 1997 (19.09.97) FI 

(71) Applicant (for all designated States except US): NOKIA 
TELECOMMUNICATIONS OY [Fl/FI]; Keilalahdentie 4, 
FIN-02150 Espoo (FI). 

(72) Inventors; and 
(75) Inventors/Applicants (for US only): TARNANEN, Teemu 

[FI/FI]; Kaskipuunkaari 5 C 6, FIN-02340 Espoo 

(81) Designated States: AL, AM, AT, AT(Utility model), AU, AZ, 
BA, BB, BG, BR, BY, CA, CH, CN, CU, CZ, CZ (Utility 
model), DE, DE (Utility model), DK, DK (Utility model), 
EE, EE (Utility model), ES, Fl, FI (Utility model), GB, GE, 
GH, GM, HR, HU, ID, IL, IS, JP, KE, KG, KP, KR, KZ, 
LC, LK, LR, LS, LT, LU, LV, MD, MG, MK, MN, MW, 
MX, NO, NZ, PL, PT, RO, RU, SD, SE, SG, SI, SK, SK 
(Utility model), SL, TJ, TM, TR, TT, UA, UG, US, UZ, 
VN, YU, ZW, ARIPO patent (GH, GM, KE, LS, MW, SD, 
SZ, UG, ZW), Eurasian patent (AM, AZ, BY, KG, KZ, MD, 
RU, TJ, TM), European patent (AT, BE, CH, CY, DE, DK, 
ES, FI, FR, GB, GR, IE, IT, LU, MC, NL, PT, SE), OAPI 
patent (BF, BJ, CF, CG, Cl, CM, GA, GN, GW, ML, MR, 
NE, SN, TD, TG). 

(FI). MOSLEMIE, Abbas [FI/FI]; Pajalahdentie 4 A 9, Published 
FIN-00200 Helsinki (FI). With international search report. 

(74) Agent: KOLSTER OY AB; Iso Roobertinkatu 23, P.O. Box (88) Date of publication of the international search report: 
148, FIN-00121 Helsinki (Fl). 20 May 1999 (20.05.99) 

(54) Title: UPDATING OF INTERNET ACCESS POINT SETTINGS IN A MOBILE COMMUNICATION SYSTEM 

(57) Abstract 

A digital mobile 
communication system is 
provided with a facility 
by means of which it can 
establish a connection to the 
Internet network ( 12) via 
an Internet access point (14, 
15). IAP settings needed 
for establishing a connection 
are stored in a mobile station 
(MS). When a mobile station 
(MS) roams, the closest 
point may, however, change, 
and IAP settings should 
be updated in the mobile 
station (MS). The invention 
comprises dividing the mobile 
communication system into 
IAP areas, which are given 
preferred IAPs. An IAP 
area may be e.g. a mobile 
communication network ( 11 , 
17). Mobile communication 
networks broadcast system 
information on the basis of 
which a mobile station may 
detect that the IAP area has 
changed and start a procedure 
for updating IAP settings. 
Updating may comprise retrieval of IAP settings from a special server (13) in the network maintained by an Internet service provider. 
Retrieval can be done e.g. via a short message service center (IO). In one embodiment the mobile communication network broadcasts 
messages giving recommended IAP settings to mobile stations. 
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INTERNAi IONAL SEARCH REPORT IHlernatiunal application No. 

PCT/FI 98/00724 

A. CLASSIFICATION OF SUBJECr MAITFR 

IPCG: H04Q 7/38, H04L 12/28 
According to International Patent Classification (I PC) or to both national dassification and I PC 

B. f'IELDS SEARCIIED 

Minimum documentation searched (classification system followed by classifir.:ation symbols) 

IPC6: H04L, H04J, H04B, H04Q 
Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched 

SE,DK,FI,NO classes as above 

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used) 

WPIL, EDOC 
C. DOCUMENTS CONSIDERED TO BE RELEVANT 

Category* Gtation of document, with indication, where appropriate, of the relevant passages Relevant to claim No. 

X us 5533026 A (HAMID AHMADI ET AL). 2 July 1996 1-19 
(02. 07. 96), column 1, line 39 - line 40; column 2, 
line 14 - line 17; column 6, line 20 - line 65, 
abstract 

--

X us 5095480 A (PETER R. FENNER). 10 March 1992 1-19 
(10. 03. 92), column 1, 1 i ne 59 - column 2, 1 ine 4· 

' column 8, line 21 - line 65 

--

X EP 0696117 A2 (INTERNATIONAL BUSINESS MCHINES 1-19 
CORPORATION), 7 February 1996 (07.02.96), 
abstract 

--

~ Further documents arc listed i11 the eo11ti111rntio11 of Box C. □ Sec palc11I. family a1111cx. 

* Special categories of cited document.,: "T" lalcr document puhlishcd afler the international filing <late or priority 

"A" document defining the general ,;talc of the art which is not considered <lRte and not in conf11cl with lhc application but cited to understand 

to he of particular relevance 
the principle or theory underlying the invention 

"E" crlicr document hut published on or aflcr the international filing dale "X" document of particular rele,·ance: the claimed invention cannot he 

"L" document which may throw douhts on priority claim(s) or which is considered novci or cannot he considered to involve an lnvcntive 

cited to establish the puhlication dale of another citation or other step when the document is taken alone 

special reason (as specified) "Y" document of particular relevance: the claimed invention cannot be 
"O" document referring to an oral disclosure, use, cxhihilion or other considered to involve an inventive step when the document ls 

means comhined with one or more other such documents, such comhinalion 

"p• document puhlishcd prior to the 1nternat1onal fihng dale hut later than heing oh,ious to a person skilled in the art 

the priority date claimed "&" document mcrnhcr of the same patent family 

Date of the actual completion of the inter11atio11al se;wch Date of mailing or the i11ternatio11al search report 

1 8-03-1999 
11 March 1999 

Name and mailing aduress of the ISA/ Authorized olliccr 

Swedish Patent Office 
Box 5055, S-102 42 STOCKHOLM Malin Gull strand 
Facsimile No. + 46 8 666 02 86 Telephone Nu. + 4(, 8 782 25 (){) 

-l·orm Pcr:ISA/210 (second sheet) (July 1992) 
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. INTERNATIONAL SEARCH REPORT International application No . 

PCT/FI 98/00724 

C (Continuation). DOCUMENTS CONSIDERED TO BE RELEVANT 

Category* Gtation of document, with indication, whcr~ appropriate, or the rclcva11l passages Relevant to claim No. 

X EP 0695058 A2 (INTERNATIONAL BUSINESS MACHINES 
CORPORATION), 31 January 1996 (31.01.96), 
abstract 

Form PC! /ISA/2 IO (contmuat10n of second shcet,1 (July l 992) 

1-19 
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02/02/99 PCT/FI 98/00724 

Patent document 

I 
Publication 

I. 
l'atenl family 

I 
Publication 

cited in search report date member(s) date 

us 5533026 A 02/07/96 CA 2170786 A 07/09/96 
CZ 9702656 A 13/05/98 
EP 0813800 A 29/12/97 
JP 8274792 A 18/10/96 
PL 321754 A 22/12/97 
WO 9627994 A 12/09/96 

-------------------------------------------------------------------------us 5095480 A 10/03/92 us 5842224 A 24/11/98 
us 5860136 A 12/01/99 

-------------------------------------------------------------------------
EP 0696117 A2 07/02/96 CA 2129200 A 30/01/96 

JP 8065304 A 08/03/96 
us 5654959 A 05/08/97 

-------------------------------------------------------------------------
EP 0695058 A2 31/01/96 CA 2129193 A 30/01/96 

JP 8065305 A 08/03/96 
us 5594731 A 14/01/97 

-------------------------------------------------------------------------

, , - . I orm l CI /ISA/21 O {patent family annex) (July 1992) 
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International Bureau 

INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (Pen 

(51) International Patent Classification 6 : 

H04M A2 
(11) International Publication Number: 

(43) International Publication Date: 

WO 99/51005 

7 October 1999 (07.10.99) 

(21) International Application Number: PCT/US99/06917 

(22) International Filing Date: 30 March 1999 (30.03.99) 

(30) Priority Data: 
60/080,099 31 March 1998 (31.03.98) us 

(71) Applicant: TRANSACCESS CORP. [US/US]; 5th floor. 300 
East 42nd Street, New York, NY 10017 (US). 

(72) Inventor: HEUMANN, Seily; 2nd floor, Avenida das Na~5es 
Unidas, 18.605, CEP-04795-902 Sao Paulo, SP (BR). 

(74) Agent: AUFRICHTIG, Peter, D.; Aufrichtig Stein & 
Aufrichtig, P.C., 5th floor, 300 East 42nd Street, New 
York, NY 10017 (US). 

(54) Title: MULTI-SERVICE ACCESS SWITCHED SYSTEM 

(57) Abstract 

(81) Designated States: AL, AM, AT, AU, AZ, BA, BB, BG, BR, 
BY, CA, CH, CN, CU, CZ, DE, DK, EE, ES, FL GB, GE, 
GH, GM, HU, ID, IL, IS, JP, KE, KG, KP, KR, KZ, LC, 
LK, LR, LS, LT, LU, LV, MD, MG, MK, MN, MW, MX, 
NO, NZ, PL, PT, RO, RU, SD, SE, SG, SI, SK, SL, TJ, 
TM, TR, TT, UA, UG, UZ, VN, YU, ZW, ARIPO patent 
(GH, GM, KE, LS, MW, SD, SL, SZ, UG, ZW), Eurasian 
patent (AM, AZ, BY, KG, KZ, MD, RU, TJ, TM), European 
patent (AT, BE, CH, CY, DE, DK, ES, Fl, FR, GB, GR, 
IE, IT, LU, MC, NL, PT, SE), OAPI patent (BF, BJ, CF, 
CG, CI, CM, GA, GN, GW, ML, MR, NE, SN, TD, TG). 

Published 
Without international search report and to be republished 
upon receipt of that report. 

A multi-service access switched system which provides for the simultaneous use of the telephone for voice communications and for 

transfer of data over public communication and switching systems, increases the transmission speed for data access to a level permitting 

the use of video conferencing, relieves the congestion in the voice telephone network by simultaneously diverting the computer data video 

conferencing data to the high speed data network and accessing data networks employing TDM, X.25, Frame Relay and A TM without 

the need for the installation of a new pair of telephone wires or a pair of digital moderns while diverting voice signals through existing 

telephone company switch systems. 
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MULTI-SERVICE ACCESS SWITCHED SYSTEM 

BACKGROUND OF THE INVENTION 

PCT /US99/06917 

The invention is generally directed to a multi-service 

access switched system which allows simultaneous use of the 

telephone lines for voice and data communications, increases 

transmission speed to provide enhanced services, relieves voice 

telephone network congestion and provides access to high speed 

data networks using protocols such as TDM, X.25, Frame Relay and 

ATM without the need for the installation of a new pair of 

telephone wires. 

In the early 1990' s the socio-economic evolution of the 

industrialized nations has helped these countries to enter the 

era of information. The foundation of this information era is 

the knowledge-based industry. The industrial period which is 

coming to an end was characterized by heavy use of machines which 

basically replaced and supplemented man's physical efforts. An 

industrial worker is a typical symbol of this period. 

During the last twenty years the increasing use of 

computers has replaced not only the physical effort of human 

beings but the mental efforts of human beings through the use of 

powerful tools to organize people's lives and their personal 

objectives. These computers, interfacing with various 

electromechanical and combustion driven machinery have in a brief 

period revolutionized the quality of life and nature of 

communicatio~s, particularly in the first world. 
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If we consider the computer as the principal tool of 

this new era, information is its raw material. However, 

information by itself has no value if it cannot be adequately 

accessed by people from a · remote source, regardless of the 

distance between the user and the source. In this process of 

accessing, analyzing, distributing and acting upon information 

the telecommunications industry has been and will continue to 

play a fundamental role. 

Until the early 1970's the information carried by the 

public telecommunication systems was almost exclusively in the 

form of voice signals known now as telephony. From that time 

forward, as the exponential growth in the use of computers has 

proceeded there has been a similar explosive rise in the demand 

for the transmission of data. As there was a perceived explosive 

even increasing rise in the demand for data transmission in the 

early 1970's, today there is an ever increasing interest in the 

transmission of higher bandwidth signals, such as video 

conferencing, videophones and multi-media communication. As a 

result, an important characteristic of current communication 

networks is the need and the ability to allow voice, music, data 

and video signals to share the same networks as basic telephony. 

The constant pressure to implement more reliable, 

multimedia-compliant and less expensive networks with every 

increasing bandwidth capacities has applied substantial pressure 

to force the data transmission for the communications services 
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to be completely digital in nature rather than the existing 

analog and hybrid analog/digital systems. As time progresses the 

conversion of the last segments of the telecommunications 

networks to a digital form will be extended even to include the 

replacement of the copper wires, which physically connect the 

customer's premises with the local telephone exchange, with 

optical fiber cabling or other digitally oriented physical 

mediums. In this way, the entire networks from end to end will 

be digital. The telephony conversion from the analog speech to 

the digital signal and vice versa will be performed by the 

telephony instruments themselves. 

With the decreasing costs of computer related equipment 

and telecommunication services the need for ever increasing high 

speed access to computer data networks and the Internet have 

increased beyond the days when only big corporations required 

telecommunications access beyond conventional telephony. The 

world wide popularity and success of the Internet is a prime 

example of this demand for a reliable inexpensive multimedia

compliant digital network. This popularity has included small 

firms, residential users, educational institutions and created 

new business opportunities spawned by the Internet and requiring 

ever increasing digital communication requirements. 

The concept of a equal access to a multiplicity of 

services in a telecommunications network and to date, in 

particular the Internet, has brought about a need for an enormous 
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increase in the bandwidth in the requirements for residential, 

commercial, industrial or corporate customers of the current 

telephony based telecommunications networks. 

To satisfy all these current and anticipated 

requirements the characteristics of network which must be 

implemented within the next several decades can be established. 

The network must be a multimedia and multi-service network and 

the switching functions in the network will be an Asynchronous 

Transfer Mode {ATM) type. Presently, the principal parameters 

of such a network are in the process of being defined and the 

network will be known as a Broadband Integrated Services Digital 

Network {BISON} . 

It is possible to distinguish between two principal and 

distinct phenomena in the evolutionary process towards BISON 

services. First, we observe that the linking of trunk lines 

which, in most cases, are made of fiber optics and that the 

multiplexing equipment in these trunk lines follow the SDH 

hierarchy exactly in the same way as it will be used in BISON 

networks. 

The second phenomenon that is observed is that the 

links between the digital central off ices and the customer 

premises are still in the form of copper cables exactly as they 

were in the early days when the public telephone switching 

networks were implemented. However, if we now consider the total 

investment in a public telephone network which would include 
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switching equipment and trunk lines it is clear that the highest 

percentage of the investment was and continues to be consumed by 

the physical links between the local exchanges and the customer 

premises. The cost of replacing the copper cables with optical 

fiber, within a short or medium time frame, is prohibitively 

expensive. It is also apparent that the cost of replacing the 

Stored Program Switches-T (Digital Switches) by Asynchronous 

Transfer Mode (ATM) switches within a short time frame is also 

prohibitively expensive except in limited applications. 

One solution to this problem would be a gradual 

migration of all networks toward BISDN. One way to achieve this 

gradual migration would be to stop using any more copper cables 

for future connections to customer premises. The capacity of the 

present copper cable installed base would be increased by 

utilizing digital carrier and multichannel modems until a new 

demand for yet wider bandwidth justifies the cost of the 

replacement of cooper cables with optical fiber. This 

replacement of copper cables with fiber optics at the beginning 

will be restricted to medium and heavy telecommunication users 

whose volume of bandwidth justifies economically the conversion 

to fiber optic connections. 

Added to this apparent increasing need for bandwidth 

and traditional telephony and data transmission requirements is 

the overwhelmingly expanding bandwidth requirements of the 

Internet. As more and more people access the Internet, the volume 
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of bandwidth absorbed likewise expands. This adds more 

complexity to the plethora of already existing problems affecting 

the telecommunications networks without adequate time to 

undertake large scale physical plant changes. The explosive 

success of the Internet has brought, to the small and light user, 

the possibility of accessing information sources of all types 

which could not previously have been imagined. The Internet has 

cause a complex problem to the telecommunications network. This 

problem relates to the threat of serious congestion in the 

switching systems in local exchanges which were not designed to 

handle this extra demand on the network. In addition to the 

problem of the Internet affecting the switches at the local 

exchanges, the small or home user often has a unique problem of 

his or her own because of use of a single telephone line which 

does not permit the simultaneous use of the line for both voice 

and data. Generally, it is one or the other. When a user 

accesses the Internet it has to establish a connection to the 

user's Internet service provider (ISP). The user cannot either 

receive or place telephone calls. This problem of a single line 

is compounded with the bad quality of lines through which the 

customer accesses data networks using an analog modem resulting 

in a low-speed communication full of errors. Other interesting 

and useful services such as video conferencing, video telephone, 

e-commerce, video surveillance, telemetry and Frame Relay and the 

like add to the temptation and pressure on the customer to 
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implement these services. This further burdens the limited 

bandwidth available between the customer and the local exchange. 

As a result, these problems call for an urgent solution 

which is based on two basic premises. First of these two 

premises is that the solution must utilize the existing copper 

cables connecting the local exchange with the customer's 

premises. The second premise demands that the solution also 

relieve congestion at the switches of telephone companies' 

central offices which were not designed to handle either the 

length or the bandwidth of the new data and videophone call 

demand. 

Accordingly, there is a need for an improved 

telecommunications system which can provide increased volume 

telecommunication service to end users with existing copper 

cables while relieving congestion at telephone company central 

switching offices. 

SUMMARY OF THE INVENTION 

The invention is generally directed to a multi-service 

access switched system which provides for the simultaneous use 

of the telephone for voice communications and for transfer of 

data over public communication and switching systems, increases 

the transmission speed for data access to a level permitting the 

use of video conferencing, relieves the congestion in the voice 

telephone network by simultaneously diverting the computer data 

video conferencing data to the high speed data network and 
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accessing data networks employing TDM, X.25, Frame Relay and ATM 

without the need for the installation of a new pair of telephone 

wires or a pair of digital modems while diverting voice signals 

through existing telephone company switch systems. 

Another object of the invention is to provide an 

improved multi-service access switched system which includes a 

multi-service access terminal installed at the customer premises 

and a multi-service access switch concentrator installed at the 

central office of a telephone company. 

Still another object of the invention is to provide an 

improved multi-service access switched system which provides for 

a customer to transmit both telephony and data over a single 

telephone connection. 

Still a further object of the invention is to provide 

an improved multi-service access switch system which provides a 

multi-service access switch concentrator at a central switching 

office to support multi-channel telephony and data communications 

on a simultaneous basis over the existing copper wire connection 

between the customer and the central office. 

Yet another object of the invention is to provide an 

improved multi-service access switch system which allows a 

migration from current narrow band ISDN technology to ISDN broad 

band (i.e. ATM and other new systems) technology with speeds from 

2 Mbps up to at least 2.5 Gbps. 
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Still yet a further object of the invention is to 

provide an improved multi-service access switched system in which 

data is efficiently directed by the central office and is piped 

to the fastest and most efficient network so that data need not 

clog the analog telephony transmissions. 

Yet still another object of the invention is to provide 

an improved multi-service access terminal installed at the 

customer's premises which provides both a standard analog 

telephone line and a digital port without the need for a digital 

modem. 

A further object of the invention is to provide an 

improved telephone and data system which provides the ability to 

bundle groups of users' voice and data transmissions for pre

switching processing outside of traditional control of full 

switching centers so that increased speed and reduced load on 

telephone company switching equipment is achieved. 

Still other objects and advantages of the invention 

will, in part, be obvious and will, in part, be apparent from the 

specification. 

The invention accordingly comprises the features of 

construction, combinations of elements, and arrangements of parts 

which will be exemplified in the constructions hereinafter set 

forth, and the scope of the invention will be indicated in the 

claims. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

For a fuller understanding of the invention, reference 

is had to the following description taken in connection with the 

accompanying drawings, in which: 

Fig. 1 is a flow chart diagram showing the flow of 

telecommunications transmission by a small office or home office 

user; 

Fig. 2 is a flow chart diagram showing the 

telecommunications uses by a corporate user; 

Fig. 3 is a block diagram of a multi-service access 

terminal constructed in accordance with a preferred embodiment 

of the invention; 

Fig. 4 is a block diagram of a multi-service access 

concentrator constructed in accordance with a preferred 

embodiment of the invention; 

Fig. SA is a block diagram of a line interface module 

constructed in accordance with a preferred embodiment of the 

invention; 

Fig. SB is another block diagram of a line interface 

module constructed in accordance with a preferred embodiment of 

the invention; 

Fig. 6 is a block diagram of a switch and control 

module constructed in accordance with a preferred embodiment of 

the invention; 
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Fig. 7 is a block diagram of a data network interface 

module constructed in accordance with a preferred embodiment of 

the invention; 

Fig. 8 is a block diagram of the software breakdown of 

a multi-service access terminal constructed in accordance with 

a preferred embodiment of the invention; 

Fig. 9A is a block diagram showing the implementation 

of the software in connection with a SCM module for use with an 

analog R2 protocol constructed in accordance with a preferred 

embodiment of the invention; 

Fig. 9B is a block diagram showing the implementation 

of the software in connection with a SCM module for use with an 

analog R2D protocol constructed in accordance with a preferred 

embodiment of the invention; 

Fig. 9C is a block diagram showing the implementation 

of the software in connection with a SCM module for use with an 

analog VS.1 protocol constructed in accordance with a preferred 

embodiment of the invention; 

Fig. 10 is a block diagram of an analog interface 

module constructed in accordance with a preferred embodiment of 

the invention; 

Fig. 11A is a block diagram of a management control 

module constructed in accordance with a preferred embodiment of 

the invention; 
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Fig. 11B is another block diagram of a management 

control module constructed in accordance with a preferred 

embodiment of the invention; 

Fig. 12 is a block diagram of the multi access service 

system constructed in accordance with a preferred embodiment of 

the invention; 

Fig. 13 is a block diagram of the multi-service access 

concentrator, including each of the various components, 

constructed in accordance with a preferred embodiment of the 

invention; 

Fig. 14 is a block diagram showing the implementation 

of the software in connection with a DNIM - Frame Relay module 

constructed in accordance with a preferred embodiment of the 

invention; 

Fig. 15 is a block diagram showing the implementation 

of the software in connection with a DNIM ATM module 

constructed in accordance with a preferred embodiment of the 

invention; 

Fig. 16 is a block diagram showing the implementation 

of the software in connection with a MCM module constructed in 

accordance with a preferred embodiment of the invention; 

DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS 

The recent commercialization and surprising popularity 

of the Internet has resulted in extraordinarily high volume of 

data traffic through public switch telephone networks {PSTN). 
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The telephone lines, when utilized for the transfer of data or 

access to the Internet are kept busy for much longer times than 

for voice telephone connections and time sharing of the telephone 

lines is not possible as is the case with the standard voice 

based telephone communication. Traditionally, the central 

offices were not designed for sustaining connections for 

extremely long durations. Besides accessing the Internet, small 

offices in homes and small office environments use the telephone 

lines of the PSTNs for transfer of large computer files, for 

holding video conferences and for surfing the Internet. 

Reference is made to Fig. 1 in which a block diagram 

of the small office/home office (SOHO} user configures 

telecommunications usage in connection with the public switch 

telephone network in accordance with the prior art. The PSTN 110 

is accessed by the small office and home office users 70 and 50, 

respectively, through standard analog telephone lines 111, 112, 

113 and 114. User 50, generally a home office user, has only a 

single telephone line access 55 with a switch 56 for allocating 

incoming calls to either telephone 51, fax machine 52 or personal 

computer 53 through an analog modem 54. Analog modem 54 is shown 

as a separate box but may conveniently be a component of the 

personal computer 53. When the home office user has an outgoing 

connection on the telephone line, the single telephone line 

prohibits any inward or outward use of the fax machine 52 or the 

telecommunications capacity of personal computer 53. The 
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connection is made through the PSTN to the designated location. 

To the extent that the connection is to the Internet, generally 

through an Internet Service Provider (ISP), the ISP has a server 

130 which is connected to the Internet 120 in accordance with 

conventional server technology and the server 130 is connected 

to the PSTN and through the PSTN to the user by a series of 

analog modems 140 which are connected through a telephone line 

115 to the PSTN. 

Small office user 70 is shown as having telephone 71, 

fax machine 72 and personal computer 73 with an analog modem 74. 

However, this configuration includes a separate, dedicated 

telephone line, 112, 113 and 114, for each of the three separate 

forms of telecommunication. Obviously, there may be multiple 

lines for each of the forms of communications based upon capacity 

needs. 

The traditional volume estimates by the PSTNs have been 

based upon purely voice based telecommunications. As fax 

machines developed, telephone calls and data bandwidth 

requirements increased substantially. However, these loads were 

manageable by the PSTNs . However, as SOHO users began to use the 

Internet for e-mail, web surfing and large file data 

transmission, even the smaller users began to keep Internet 

access lines open for hours at a time or even continuously around 

the clock. This use of telephone lines has caused congestion in 

the central office switching systems and brings them almost to 
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a point of collapse. Furthermore, the analog telephone lines 

restrict the transfer of data to about 10,000 bits per second. 

The second problem which affects the user of a 

telephone system is the fact that, having only a single telephone 

line as in the user 50 shown in Fig. 1, the customer can only use 

his telephone to call or to be called if at that particular time 

he does not use his computer modem to access the Internet or to 

transfer a data file or transmit a fax. It also follows that if 

the user wishes to use access to the Internet or any online data 

base he cannot make or receive a telephone call at the same time 

without adding an additional line of service. 

Reference is next made to Fig. 2 wherein a block 

diagram of the connections of corporate users for 

telecommunications in accordance with the prior art is depicted, 

like reference numerals representing like elements. A corporate 

user 200 is connected to the PSTN 110 by a series of lines 210 

through a PBX or similar switch 215 which distributes the 

available telephone lines among telephones 201, personal 

computers 203 with analog modems 204 and fax machines 202. In 

addition, video conferencing can be done through personal 

computers 205 with cameras 206 through digital modems 207 

connected to a data network 160 through an analog line 211. In 

addition, a router 208 is connected to a digital data network 

such as one using ATM, X.25, Frame Relay and TDM through leased 
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lines 212. The internal connections 209 to router 208 can 

include personal computers, mini computers, mainframes and the 

like. For the telecommunications needs which go through the PSTN 

110, analog lines are general used and connection to Internet 120 

is similarly through the PSTN 110. Connections to the data 

network 160 are digitally oriented to increase the bandwidth 

availability. Similarly, connections can be made to a corporate 

user 250 having independent lines 261 and 262 for fax machines 

251 and telephones 252. Likewise, the user can have video 

conferencing capabilities, including a computer 254, camera 255 

and modem 256 coupled directly to the data network 160 through 

line 263. Also, a network server 257 can be connected to the 

data network or to other locations for the company or customer 

and vendor servers through data network 160. Finally, leased 

lines with a router 258 can access data network 160 through 

leased lines 265. Access to a data communications network 160 

demands a dedicated telephone cable and a pair of high speed 

{64,000 or 128,000 bits per second) modems. This line being 

dedicated, has a high initial installation expense and a high 

monthly maintenance charge as well. Furthermore, it should be 

known that the service offered by such dedicated connection is 

for a point-to-point configuration. It is generally not possible 

to "dial" any other physical or virtual address whenever it is 

needed to do so. 

16 



Exhibit 1002 
IPR2022-00426 

Page 527 of 755

WO99/51005 PCT/US99/06917 

The multi-service access switched system constructed 

in accordance with a preferred embodiment of the invention 

satisfies four major challenges for accessing the public 

telecommunication systems. First, it provides for simultaneous 

use of the telephone line for voice communication and for 

transfer of data, including the Internet over public data 

communications networks and voice switching systems. Second, the 

transmission speed for data access is increased from the present 

10,000 bits per second to at least 64,000 to 128,000 bits per 

second, permitting the use of video conferencing. Third, the 

congestion in the voice telephone network is relieved by 

simultaneously diverting the computer data and video conferencing 

traffic to a high-speed data network, rather than the PSTN. 

Fourth, access to data networks employing TDM, X.25, Frame Relay 

and ATM is achieved without the need for the installation of a 

new pair of telephone wires or a pair of digital modems. 

In contrast to the present access systems which 

basically offer a point-to-point service over private lines, the 

multi access service switched system lets the user address (dial) 

his information to any physical or virtual address as need be or 

be called from any physical or virtual address. 

The system, in accordance with a preferred embodiment 

of the invention, consists of two components. The first is a 

multi-service access terminal (MAT) installed at the customer 

premises and the other is a multi-service access concentrator 
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switch (MAC) installed at the central office of a telephone 

company. A block diagram of the MAT, found at the customer's 

site, is shown in Fig. 3 and a block diagram of the multi-service 

access terminal concentrator (MAC) is shown in Fig. 4. There is 

an ST port which can connect any ISDN device. 

Reference is made to Fig. 3. The MAT 300 includes a 

microprocessor 301, line interface 302, signalling component 303, 

digital to analog converter 304, 2 Mbps bus 305, digital port 306 

and analog port 307. The user connects phone line 310 to the 

central office directly into the MAT 300. The telephone 320 is 

connected to analog port 307 and computer 330 is connected 

directly to digital port 306. The MAT 300 is installed at the 

customer premises, residence or small office. The two ports 306, 

307 are digitized, synchronized and multiplexed with the 

information being transported over the same telephone line but 

now in the form of two digital channels, each of which is a 

totally independent, 64,000 per bits per second bi-directional 

and synchronous channel (B channel). A third 16,000 bit per 

second channel, designated as a D channel, carries the signalling 

(dialing) information about the first two channels described 

above. The D channel can also carry other information such as 

the number of a credit card using X.25 protocols, for example, 

which can enter in a signalling port 311. 

An important characteristic is that it is possible to 

combine the two synchronous 64 Kbps channels into one 128 Kbps 
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channel for transmission of data when the telephone line is not 

being utilized. However, when a telephone call is made or 

received, the 128 Kbps channel reverts to the initial two 

separate 64 Kbps channels. 

At the central office the Multiservice Access 

Concentrator (MAC) connects to wires coming from either 105 or 

180 customers in current preferred embodiments of the invention. 

The telephone number of each individual customer remains 

unchanged. Physically, the MAC holds, in a current preferred 

embodiment, 12 cards for interfacing with the customers, three 

cards for cross-connecting, two cards for interfacing with the 

data network, one card for management and two for power supplies 

(one of which acts as a hot standby). 

Reference is next made to Figs. 4 and 13, wherein a 

physical diagram and block diagram of a MAC, generally indicated 

as 400, is shown. Fig. 4 shows the redundant power supplies 401, 

402. As better seen in Fig. 13, MAC includes seven U-interface 

modules (line interface modules) 403, each of which has 15 ports 

so that the MAC 400 can deal with 105 customers. The MAC 400 

shown in Figs. 4 and 14 is configured for 105 customers but with 

additional U-interface module capacity can be expanded to 180 

incoming lines. The U-interface modules are also known as line 

interface modules (LIM). Next, there are a series of switching 

and control modules (SCM) 404. In addition to switching and 

control module 404 there is a management and control module 406 
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(shown as a box without attachments, but actually with 

connections to each of the other modules and buses for control 

purposes) , data network interface module 407 and analog interface 

modules 408. In one preferred embodiment the MAC 400 physically 

holds eighteen cards for interfacing with customers, one card for 

management and two cards for power supply 401, 402 (one as a hot 

standby). Cross-connection cards 440 are shown in Fig. 4. The 

double headed arrows in Fig. 13 represent buses. 

Reference is next made to Figs. SA and SB wherein a 

circuit diagram and block diagram of a line interface module 403 

are shown. As better seen in Fig. SB, each module is designed 

to receive input from 15 subscriber lines, each of which includes 

two B data lines and one D signal channel. The telephone line 

which carries two digital channels is connected to the 

concentrator (MAC) 400. The function of the concentrator is the 

reverse of the MAT 300, which is found at the customer's 

premises. In other words, the MAC demultiplexes the two digital 

channels and sends the telephone channel, in an analog form, to 

the proper terminal of the central office voice switch. This 

functionality is implemented initially at the line interface 

module 403 which interfaces with the incoming telephone line. 

This module with the U-interface receives the two 64 Kbps 

channels (B channels) and the 16 Kbps signalling channel (D 

channel). In one single printed circuit board, in a preferred 

embodiment, up to 15 of these interface components are combined 
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into a line interface module (LIM) 403. U interface 501 combines 

two B channels on a 4 Mbps bus and has two outputs, one serial 

and one for the D channel (also serial). The 15 components on 

one single card can multiplex information from 15 users forming 

a block of 15 X 2 B channels or, in other words, thirty channels 

at one port and another block of 15 D channels at another port. 

A serial communication port (SCP) bus architecture links U 

interface components 501 with the management and control module 

(MCM) 406. Each user on U line 502 is connected to interface 501 

where it is demultiplexed and then added to the other U line 

inputs. Wave controls FOB 503 establish a 4 Mbits/s control 

signal from the MCM unit. The U interface 501 outputs the 

demultiplexed D channel signals on the DCH OUT line to the SCM 

404. As seen in Fig. SB, a 20 Mbits/s clock is used to 

demultiplex the U-channels by the channel interfaces 501. U 

select and D circuit transmissions block 507, collects each of 

the D channels, as well as orders the channels by selecting the 

data signals from the various U lines. The control signals 

include the SCPEN input (SPIEN) 508 from MCM 406. The U select 

and D circuit transmission box 507 outputs fifteen D channel 

signals to an SCM 404. A D channel out signal from a U interface 

501 is shown. In fact, each interface 501 has a separate output 

line which is attached to U select and D circuit transmission box 

507. A SCPEN selection box 510 shows the line which enters each 

U interface 501 to control the interface demultiplexing process. 
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This serial control port enable signal orders the selection 

process among the U channel interface boxes (1-15) 501. 

Reference is next made to Fig. 6 wherein a switching 

and control module 404 constructed in accordance with a preferred 

embodiment of the invention is depicted. The information from 

the two blocks linked as described above, is sent, through the 

back plane {electrical connector}, to a switching control module 

(card) 404. Switching control module 404 consists of two switch 

matrices 601, 602 and a microprocessor 603. Each of switching 

matrices 601, 602 is composed of two 4 Mbps ports which combine 

at each port a block of 60 channels {30 Bl and B2 channels} . The 

60 channels arriving, each at 4 Mbps, originally grouped from two 

line interface modules, are forwarded to four 2 Mbps ports. 

These two Mbps ports carry: 30 voice channels digitized at 64 

Kbps from LIM 1 and LIM 2; 15 128 Kbps data channels from LIM l; 

and 15 data channels from LIM 2; and 30 signalling channels at 

64 Kbps for the voice channels. Another 4 Mbps bus enters the 

SCM from four LIM 403 and carries 60 D channels to the 

microprocessor 603. The block containing 30 channels for voice 

and R2 or V.5.2 signalling may be interfaced directly with the 

trunk port of the Stored Program Switch (digital switch) at the 

central office, simplifying the cabling between the multi access 

switched system and the central office switch. This is the 

digital interface option to connect the MAC to the voice switch. 
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The microprocessor has the double function of 

controlling the two switching matrices 601, 602 and at the same 

time converting the Q.931 protocol of the D channel signalling 

information into Q.933 (Frame Relay) or Q.2931 {ATM) signalling 

protocols. The microprocessor also provides the management 

information and the information on the configuration of the 

matrices through a 10 Base-T Ethernet port to the management 

control module 406. The microprocessor 603 is also responsible 

for D channel signalling conversion to R2 or V.5 on the digital 

interface. In addition, each of switching matrices 601, 602 

outputs through Framer DS 2154 transmission blocks 605 and are 

framed either by El Framed G. 703 2 Mbits/s boxes for Voice 606 

or for Video Conference 607. Microprocessor 603, which, in a 

preferred embodiment, is a Motorola 860T, is connected to 60D 

channels at port TDMA, an SPI bus 612 (to be connected to the 

AIM), an output port TDMB which is connected to V.35/36 

Electrical Drivers 608 with X25 protocol, a 10/100 Base T 609, 

which is connected in turn to LXT 970 Ethernet Drivers 610 with 

a TCP/IP for Management input 611. 

Figs. 9A, 9B and 9C depict the breakdown of the 

software operations of the SCM module in connection with analog 

R2, R2D and VS.1 line protocols. 

The 30 128 Kbps channels used for transmission of data 

or video conference transmission are now combined and sent over 

4 Mbps buses to the module which interfaces with the data network 
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of the network provider. This module is known as the Data 

Network Interface Module (DNIM}, 407 shown in detail in Fig. 7. 

Data Network Interface Module 407 is composed of two 

microprocessors 701, 702 which serve the function of receiving 

at each two 4 Mbps blocks consisting of 60 channels (30 B1 + B2) 

with the information on data from 30 users' LIM 1 and 30 users' 

LIM 2. 

Data signals, when generated by a video conference, are 

sent to a deterministic network {TDM} and then on to the video 

conference service providers. If the data channels are to be fed 

to a switched packed network of Frame Relay or ATM type, those 

channels are pre-formatted (packaged) to Frame Relay or ATM 

protocols at data network interface module (DNIM} 407. DNIM 407 

consists of two microprocessors 701, 702. Each serves the 

function of receiving two 4 Mbps blocks consisting of 60 channels 

(30 Bl+ B2) which would be information or data from 30 users' 

LIM 1 and 30 users' LIM 2. These blocks of channels arrive at 

microprocessor 701 or 702 and each processes the corresponding 

data packets conforming to the Frame Relay or ATM protocols at 

this level . The interfunctional i ty between the D channel 

protocol and the Frame Relay and ATM headers are performed at the 

main microprocessor here by software. In a preferred embodiment 

microprocessor 705 which controls the operation of the DNIM is 

a Motorola 860 SR. The programming and memory for the 

microprocessor 802 is found in PROM 707 and DRAM 706. The data 
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is then sent through Framers 711, 712 to an E1 line either with 

Frame Relay or ATM network protocols. Alternatively, data to be 

sent to the Internet utilizes the 33 MHZ system I/0 bus 714 to 

SCCI Ethernet Port 713. 

The addressing (dialing) function is implemented by 

correct handling of information contained in a D channel such as 

the called number, the number of the calling party, busy tone, 

dial tone and other commonly known signals. All of this 

information is reformatted from channel D protocols to the 

respective headers for Frame Relay or ATM for call set up 

procedures. For each call these data packets are sent to 

physical or virtual addresses through high-speed networks. 

Reference is next made to Figs. 14 and 15 wherein a 

software breakdown of the DNIM module in connection with Frame 

Relay and ATM networks in accordance with preferred embodiments 

of the invention are depicted. 

Reference is next made to Fig. 8 which shows the 

implementation of software and reformatting (routing) on the user 

side. These virtual addresses include other users of the network 

or the providers of the Internet access, Intranet, video 

conferencing and other users or data providers. These networks 

can be connected to other domestic or international networks as 

well as described below. 

If the voice switch interface of the central office 

happens to be analog, a different module designated as an analog 
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interface module (AIM} 408 shown in Fig. 10 is utilized. The AIM 

408 basically consists of a demultiplexer of 30 voice channels 

(B channels) and demultiplexer of the signalling channels 

(D channels} and fifteen digital/analog converters followed by 

fifteen analog line interfaces to which the ports of the 

signalling channel demultiplexer are connected. This signalling 

is a reproduction of the signalling initiated by a MAT user in 

the first place. 

Reference is next made to Figs. 11A and 11B wherein a 

management and control module generally indicated as 406 is 

depicted. The management control module is utilized for the 

management of other modules contained in the MAC 400 and also 

receives error and failure signals. The management and control 

module 406 consists of a clock decision module 1102, wave control 

generator 1103, which connects to other modules, a microprocessor 

1105 and a the serial port (RS-232} SCC2 which is used for local 

management. The Ethernet port 1107 of this module connects to 

all other microprocessors of the system. The serial control port 

(SCC2) controls the U-interfaces of the line interface modules 

403. The management and control module 406 is able to do a 

"loop-back" for identification of the failures, alter 

configurations if needed and provide data for billing purposes. 

Clock decision module 1102 improves each of the 2 Mbits/s clocks 

and selects a master clock for use by all components, splitting 

the clock speed as required by other components in block 1103. 
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The host computer line on the Ethernet port 1107 allows control 

of the overall system by a remote controller, either at the 

physical site or through the Internet. 

Reference is next made to Fig. 12 wherein a 

diagrammatic view of two setups incorporating the multi-service 

access switched system constructed in accordance with preferred 

embodiments of the invention are depicted. On the left side of 

Fig. 12 a multi-service access terminal 300 is used to connect 

a large off ice configuration including telephones 51, card 

readers 221, faxes 52, video phone personal computers 205 with 

cameras 206 and a series of personal computers configured in a 

LAN 222 to the central office and, in particular, to a multi

service access concentrator 400 which directs the signal either 

to the PSTN 110 or to the data network 160. Similarly, on the 

right side of Fig. 13 a smaller installation in which telephone 

51 and personal computer 53 are connected through a multi-service 

access terminal 300 to a multi-service access concentrator 400 

which acts as a gateway with both the PSTN 110 and data network 

160 for access to the Internet and video conferencing through 

high-speed data networks and to and from data connected to a data 

network by leased lines. 

Reference is next made to Fig. 13 wherein an overall 

block diagram of the MAC 400, in accordance with a preferred 

embodiment of the invention, is depicted, like elements being 

represented by like reference numerals. MAC 400 includes seven 
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LIM modules 403, two SCM modules 404, a DNIM module 407, a MCM 

module 406 and seven AIM modules 408 coupled together with 

various buses. The LIM modules are shown in Figs. SA and SB. 

The SCM modules are shown in Fig. 6. The DNIM module is shown 

in detail Fig. 7. The AIM modules are shown in Fig. 10 and the 

MCM module is shown in Fig. 11. 

Reference is next made to Fig. 9 wherein the software 

breakdown for the MAC 400 is shown. Software breakdown includes 

interfaces, protocol changes and connections for the two B 

channels and one D channel, as well as a telephone, fax input and 

a digital ISDN and X2S connectors and a PC connector. 

Reference is next made to Fig. 10 wherein a block 

diagram of the AIM module 408, in accordance with a preferred 

embodiment of the invention, is depicted. AIM 408 is coupled to 

the SCM 404 through a 2 Mbps TDM bus for voice 491 and 

essentially demultiplexes the TDM signal through use of PCM 

filter codes 1003 and central office interface circuits 1004 in 

accordance with conventional practice. A wave control selection 

is performed under wave control generator 1103 found in the MCM 

406. A microprocessor 1005 controls the local activity within 

AIM 408. In practice there are 15 separate parallel circuits for 

dealing with each of the 15 user inputs under the selection of 

the wave control generator 1103 controlled by MCM 406. 

Reference is next made to Fig. 16 in which a block 

diagram of the software breakdown of the MCM module constructed 
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in accordance with a preferred embodiment of the invention is 

depicted. 

There are additional applications for the Multi-Service 

Access Switched System. As stated before, the MAT is always 

installed at the user's premises, but the MAC can reside at the 

Central Office main building or at a POP (point of presence}. 

One possible location for the MAC is inside a cabinet that is 

installed at the curb. This cabinet is known as an "optical 

cabinetn as it is linked to the network provider which can be the 

ILEC (Incumbent Local Exchange Company} or a CLEC (Competitive 

Local Exchange Company) through a pair of fiber optical cable. 

The technology employed is FTTL - Fiber To The Loop. In this 

application the Multi-Service Access Switched System is actually 

part of the access side of the network and the MAC can be 

connected to the subscriber over a copper pair in two different 

ways. 

One way is a connection as described in the initial 

part of the patent application through the "U" interface with the 

MAT. The other possibility is to connect the same "U" interface 

with a PCM-4 and provide a voice service to four subscribers with 

voice compression 2:1 or with a PCM-2 and provide a voice service 

to two subscribers without the voice compression. The PCM-2 and 

PCM-4 technologies are a relatively old technique to multiplex 

respectively two and four subscribers over one single pair of 

copper wires and is not part of this patent application. In 
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accordance with the invention each shelf can handle 180 MAT 

subscribers and the Central Office interface requires 6 E1 for 

voice and 2 El for the data channels. An El line is an 

international standard high bandwidth line similar to the US Tl 

lines. These El are normally transported into the fiber via a 

PDH or SDH multiplexer. If a PCM-2 or PCM-4 connection is used 

then the capacity is expanded to 360 or 720 users per shelf. 

These are low cost solutions to access the voice and data 

networks. 

Another application of Multi-Service Access Switched 

System is to place the MAC at the Cable Distribution Frame of a 

condominium or a business offices building. In this case MAC 

keeps the same analog interface through the AIM board to the 

Central Office as if it were at the Central Office premises, but 

the data channels or video-conference signals go directly to the 

data network of any network provider e.g. an ISP via a high speed 

local link. This architecture uses the existing cable 

infrastructure, so the new service can be turned on as soon as 

the MAC shelf is installed. 

A third possible application is to use the Multi

Service Access Switched System as part of the process to digitize 

the Telephone Plant in countries or regions where the major 

Central Office switches are still analog. These analog switches 

cannot provide important new services such as caller party 

identification, call forwarding, automatic billing, hold and many 
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others provided by computer-controlled switches. The average 

capacity of an analog switch is 10,000 subscribers, which can be 

completely replaced with the MAC with a MAT terminal - in which 

case ISDN services are provided - or with a PCM-2 or PCM-4 

terminal and link the trunk interface with an existing digital 

switch. 

The savings in ground space is greater than 10:1 and 

the cost per terminal is about half of the current average cost. 

By using IN {Intelligent Network) signaling the existing 

subscribers can keep their same phone number although connecting 

to a new Central Office switch. 

As described above, the multi-service access switch 

system solves the four challenges posed by the current 

extraordinary increases in demand for capacity of the public 

telecommunications systems. The multi-service access switched 

system allows for simultaneous use of telephone for voice 

communications and for transfer of data. It allows for the 

increase of transmission speeds for data access from the present 

limited band width transmission to a much high speed 

transmission. Congestion in the voice telephone network is 

relieved by simultaneously diverting computer data and video 

conferencing traffic to high speed digital data networks rather 

than the public switched telephone networks. Finally, access to 

data networks employing new high-speed communication protocols, 

including TDM, X. 25, Frame Relay and ATM without the need for the 
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installation of a new pair of telephone wires or digital modems 

is enabled. 

The capacity of the system can be easily stepped up on 

the multi-service access concentrator components either by the 

use of multiple components based upon subscriber volume or by 

increased miniaturization and concentration of components. 

Accordingly, an improved multi-service access switched 

system based upon the use of customer based multiple access 

terminals and central office multiple access concentrators which 

provide for the more efficient utilization of available bandwidth 

of existing wiring and simultaneous voice and data transmissions 

which are allocated by the central office multi-service access 

concentrator so that data and video conferencing transmissions 

are dealt with by high-speed data networks thereby freeing the 

PSTN from excessive data loading is provided. 

It will thus be seen that the objects set forth above, 

among those made apparent in the proceeding description, are 

efficiently obtained and, since certain changes may be made in 

the above constructions and processes without departing from the 

spirit and scope of the invention, it is intended that all matter 

contained in the above description or shown in the accompanied 

drawings shall be interpreted as illustrative, and not in the 

limiting sense. 

It will also be understood that the following Claims 

are intended to cover all of the generic and specific features 

32 



Exhibit 1002 
IPR2022-00426 

Page 543 of 755

WO 99/51005 PCT/US99/06917 

of the invention, herein described and all statements of the 

scope of the invention which, as a matter of language, might be 

said to fall therebetween. 
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CLAIMS 

1. A multi-service access switched system for 

providing simultaneous voice and data, comprising: 

a multi-service access terminal unit coupled to a 

user's telephone and data processing equipment; and 

multi-service access concentrator means for receiving 

the output of a plurality of multi access terminal units and 

directing the voice components of the transmission to a public 

switch telephone network and the data components of the 

transmission to a separate data network. 
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volved !n ti;;,. trn.nsmission of smvice request,; betwe,m 
a mobile access termjn;,,i {20) of a first caiegr,ry as
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44) imposing locat:on dependent restriclic,ns on service 
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requm,!s c:onc~1mirig said mobile access lerrnirml (20). 

the locations being covered by said mobile communica
tion network (24). The net·,vo1·k elements am character-· 
i2ed in that the nei\<vork elements {30, 40, 44) bar for

warding service re.quests to or from the mobile acc-ess 
terminal (20) when tt,e position of U,e rnobiie ac,:;.ess ter
minal (20) is in a prndetermined area (38). 

Fig.1 
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Description 

[0001] The present invention relates to Network e!e
rn0nts involved in tho transmission of smvico roqu0sls 

(i.e. mob:10 originating calls (MOq or terminating calls 
(MTC), .short mes.sages, etc.) between a mobile access 
terminal ot a fast category assig110d to a communication 
network, and the ccmrnunicat;on neiwork, the network 
elements imposing location dependent resti-ictions on 

service requests oonc0ming said mobile access tenni
nal, the locations being covere,d by said mobile commu
nicatitm netv,ro1k. 

[0002] Furth0r, lhe pmsenl in•mn!ion relates !n ,i 

method of impo.sing ,ocat1on based restrictim,s on s.:w, 
ice requests of a mobile access tmrninal of a firsr cate

gmy assigne,::J to a mobile communication network, the 

locations being covered by sa1ct mobile communication 
netwm'k. 

[OOOJ] Such network elements al'ld such a method ,:;m 
known from EP 891 110 A1. 
[0004] According to this docl,mel'l!, mobile stations 

like handllets cou,d cause disturbance at e1ee1ronlc 

equipment, thereby endangering human lifes in a sen• 
si1lve envlromnenl To avoid such disturbances. 1hr. use 

of mobile access terminals like mobile phones i.s some
times not allowed at certain places, !or example inside 

planes during parts of a flight &nd mside hospiials. To 

prevent being dependent upon the users decency, the 
possibla uso of said lmnds0t could b0 deac1ivatad i:ly 
!mnsrnitling a deactivation signal from a base siatior, lo 

the handset, wh:ch deactivation si~Jnal either only deac
ttvat0s said use far a prnd0fin0d tim0•intEirval,. or deac• 
livates said use ,,11 the time until an activa!ior1 signal ong, 
ina!ing lrom said base statiori has been received by said 

handset 

[0005] However, in order to obey such a cteactlvicition 
signal. ,he mobile acrnss lerrninals n00d a particul,,r de" 
sign, which has not been lmpiemeril9d up to now. Ac:

cordingly, ail mobile access tenninals that are presentty 
in use would not fellow such a doac,ivatlon signal. them

by renderin~1 ;he function useless !or the lifetime of Hie 

e)(istir:g mobi:e access te1w1inaIs. 
[0006] Further, each and every future rnobil0 access 

-iorrninal had to show me particular ctesign, thereby in• 
creasing rnanu!acturing expendil!.ire. 
[0007] Even [1Jrth0r. since lh0 !unc!ionHlity would at 
least partially tic locatc,j in mo mobile a.ccess wminal, 
manipulations and malfunollons of mlatively few oon
cemed mobile access terrnina!s nmy a/f0ct ;h0 useful
ness of such a functionanty adversely. 
[0008] It is in view of !he prior art ,:mtlln,3d nbove the 

obieclive of thEi invention to provide ·fm a fllnctimm.lity 

that prevents a mobile access terminal from causing dis
turtmnce. that dces not rely on a parlicu!Br design ol the 

mobile ac-coss terminal, thoroby,. alsc, including oldor 

mobile accef:>s lerrninals U,at 1:1.ra already in use, and tlmt 
is less prnnc Jo manipulation and malfunction. 
[0009] Theso objective is achieved by network clo--

ments as menlioned at !he outsel, wrie:ein ,he netl.<Jmk 

elemMls bat forwarding seivice requests to or from !he 
mobile access terminal when the posIt,on of the mobile 

access lerminai is in a pred0teirnin0d area. 

5 [0010} Further_ these objectives are ,ich:eved by a 

method as mentioned at the outset, the method com• 
prising the step of baning !or#,i,"ding smvice requests 

to or from the mobile access termina! when the position 
of tt,e mobile access terminal is in a pi-edeten-nined area. 

rn [00111 The l..oc,Hion Based Cali Barring according to 
the irwention allows to bar all service requsllts (1.e. mo
bile originating cails {MOC} or terrni11ating calls (MTC), 
shcrl messages, etc.) of" mobile access !ermiriai if this 
mobile access terminal is roaming in a predetenrnned 

15 or pre-defined area, hernaflei· also refmrm:Ho as !he 

barred arna. Thereby, possible disturbances c,f a mobile 

access terminal at sel"ISitive locations can be effectively 
avoided. It is ;~n imponant advantage of the invontiva 
functionality that even the uti!ilalion o! mobile phones 

20 that are alreao1, in use will be affecled. s,nce U:e new 

functiormlily applies to each and every standard compli

ant mobile phone. 

[0012! The inventive functionality applies to a:: mobile 
subscribers maming in the barmd ama, wi!h the 01<rnp· 

2r, tion ot spec,fic subscribers or categories of subscribers 
as described below. Specific swbscrlb0rn may have an 

"override category" in ,h0ir prcfile, i.e. they are illlowed 

to override locat;on based call batring. There n1ay be an 
exception list (mobile s1Jbsctibern who am 0xamp!od 

so from b,irring, e.g. police, fire .brigades. priority subscrib
ers a spedfic s;,;bscriber class, or a !isl ol specific indl· 
vidual subscribers}. 

[00131 In order lo f@ilitate :mplemer,tation, the net
work elements comprise prelembly a rnobile switching 

:n center MSC, a g;,teway mobile !orn!:or1 cenier GMLC 
and, tacultaHveiy, a service con!rol point SCP. 

[0014) It is this comblna!ion of nolWork el0rnen!s ;hat 
allow fer an impiernentation of the inven!ive fo rictionallly 

witnout eslab!,shing a need for addit:onal equIprne11! 
40 [0015} R0ccn1 cellular systems include location smv

ice LCS and related technologies, and mar:y arch:tet> 

tui-es, protocols and procedu,·es ai-e still in deve,opment, 
such as logical l.CS archttectum, sigrm!!ing prntc,col and 

interfaces, network location prc,cecturcs and positioning 

45 procedures. The LCS referred to in accordance ·with the 
presenl invrmtion is loglcally implemented on the GS,v1 
s!ructuro thrcugn tho B.Cldilion of one nctworK node, trio 

Gateway Mobile Locatlor1 Center GiV1L.C. However, the 
invention is not limited ,c the GSM s!ruc,1.:re and may 

so be implemented in other network architectures !1s:e 
UMTS. COM ... The Gateway Mobile location Center 
GMLC used in GSM contains funclionali;y mquimd to 

support LCS. 

[00161 It is, particularly, preferred that the mobile com· 

"" municalion network comprises al least two coils and that 
at !east one of said cells overlaps said predelerrnined 
area 

[00171 AccorcJingly, !he "barred <1rce1" can be within 
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one eel!, <Jr it can belong ta two or morn cells. II can also 
be part of mere th@ one lccation BrM. which may b!:\ 

controlled by one or more BSGs arid even MSCs. 
Honce, lhe bordm-s of a banced arna need not m«tch trm 
borders of a cell. 

[0018] Preferably, when the mobile access termir.al 1s 
i11 one of ,t:c ovcrltipping cells .. the mobiie «cccss termi
nal's locaticn is determined usin;i standard positioning 
methods to achieve a position info;w,alion o! decreased 
resolution. thus enabling !he network elements !c check 
whether t,,e. mobiie access termir:a! iic\ in the predeter
mined area or not. 
[0019] As a wsutting ;idvantagc ii is not rn;ir.dmoi-y 

lor the network lo obtain l':,ighly 1·esolw1d poslticri data 
pennanenty fer a potenlially large number of mobile ac
cess !.ermina!s ro<1ming inside a cell and, therefore, be• 
ing potentially present at !he barred area. Instead. the 
higtily mso!ved !oca!lzatlon ls only implcmonted wtmn 
Meeled. Henoo, potential strain on ttw system resulting 
lr◊:11 estab,ishing position data for a phira:hty of motiile 
access tem:lnals at a time car, be avoided. Sir:ee the 
accuracy of the position determir:atior: depends also on 
the capabilities ol the concerned rnobi:e access ten,d• 
nal. an exact !ocalila:tion might he dtff~ul1 If on~/ a low 
accuracy iz available (or only thB Cell-ID can be deter• 
mined e.g, for old mcbi:es), !he wider area {up to the 
whole c9II) may be bam:id or. alt91·r:ative1y,. barring do0s 
not take place, depending on service options. 
[0020] It is, furlt10r. pmfmrno ltmt !he barring ol fer• 
warding service rnquests is activated ,me/or deactlvat" 

ed by an instance (cli€,nt), e !J. deactivated by a client 
via said gal0way mobile location center GMLC, which 
checks and contirms er rofuic\es iho client's respocl.ive 
authority. 
[0021] It is, Hven further, preferred, ,hat sBid gatewHy 
mobile location center GMLC activates a cell based 1n" 
telligont netwotk IN t1igg0r In tho rietworl< olemonts. 
[0022] Tt1is f0alure a Hows a more subsc:riber depend

ent implementation. 
[0023] AddlliormHy. it is preferred, !Mt the pmdcter 
mined area is subsc:riber specific. 
[0024] A Sl1bscr,ber specific location ban-ing offers ad

ditional ad11antilg0s like enhanced privacy at home and 
less disturbance at work, if desired. Such H ftJnctiomHity 
woukl apply to a sp,.x:iHo subscriber who has subscribed 
lo lhis service. The barring may depend or, the r.Hllcd 
party nw,,bcr ir: case of mobile originated c,1lls or on the 
calling patty number in case of mobile terminated calls. 
dale and lime. Such a functltmality could be designalnd 

as a location based call screening. As an e::xampie, mo
bile timninaling cal:s may be lnhlbir0d fmm specified 
parlies (0,g. no busirmss calls when at horne). Altemil.
tive,y, rnobile tem,ir.at;ng calls are only allowed from 
specified pfiriies (e,g. only business calls when al work. 

except calls rrom spccifie<l party) .. In othor words: Bl.lsi" 
ness 1-elated calls could be bamid wt1en tile subscriber 
is Bt home Uk0wise, only work•relat!'ld calls cculd be 
lorwmdcd to an office. 

[00251 Since ;;ervicti requesls t::i or 1rorn a mobile ac
cess 10:mir.al can be paiiicular!y diic\tLJrbing at il church, 
a cinema, a graveyard, a hospital, a ,heatre. an opera. 
a sc~1001 and/or a restaurant, it is prnfotrnd hat the pre, 

5 de!erm:ned ama is !he area n! at least one of thesH lo

cations. 
[0026! It is. funner, prnfotrcd to implemenl tt:e method 
such that the above memioned effects er me above 
mentioned network elements appear. 

rn [00271 F1.1rther ,idvar.tages can be laken !mm the de

ic\Cription and the enclosed drawmgic\. 
[0028) II is to be understood tlw.1 !he features men
tioned above and those ye! to be explained below can 

be l.lsed not only in the respective combinations irid,cat-
15 ed, but aisc in othercomblnalions orin isola!lon. w!thcu! 

leaving the scope of the pres011t invention. 

20 

[0029! Emoodimentsottne invention are shown in !he 
drawings and will be o>:piained in mor"0 detail ln lhe de, 
scription below. In the drawings: 

Fig. 1 shows, schematicaltv, a tmrred a.rea over!ap
ping ce11s of a mobile comrmmication nor.vort-;: 

Fig .. :?. depic1s, schemaHcally. a first 0x,1mple scenar• 
2r, io for implementing the present invention; 

Fig. 3 shows, also schematically, a seccnd examp!a 
scenario tor implementing the present 1rwen-
1ion; 

so and 

Fig, 4 depicts a !hirdexamp!escenario of ,he present 
invention, alic\C· in schomat:c torm. 

:n [00301 Ir: Figure i. B mobile communication systt'lm is 
designated in its entire,y by 1dentmca1ion re!eror.ce "1 o. 
Mobile e-0mrrnm1c,arion sysrnrn i O oover-s a cluster 12 of 
cells. e;ich eel! being defined by the rar,g0 of coverage 

of a respective lrnnsce1ver. In Figure 1, cells 14, 16 ana 
40 18 am part of cl1.Jster 12 !hat is covorod by mobile com -

municBtion syslem 1::l. In g0nernL h::iwever, ciusler 12 
of mobile communication syic\tem 10 cove,-s a sigr;:fi
canl!y larger number of cells. 
[0031! In genernJ. mobile communication system 1 o 

45 may be divided into three subsyslems, riari-1e!y in!o a 
mobile sys!ern 20, B b;ise &t;i1ion system 22 ar:d a net

work and ic\Witci-,mg sys tom 24. Mobiie system 20 is or,1-
bodied by any mobile access temilnal, e.g, by a mobile 
phone. The base stai:i::in system 22 connects !he mobile 

so switching center with several mobile systems 20, al, 
though only one mobile syste.m 20 is shewn in ;::ig1,;r 1, 
The base station system 22 comprises a transml!tm ,mcl 

a receiver in a base transceiver station BTS 26, and a 
base station contrcll0r SSC 28. Bm,e stat:on controller 

"" 28 hanct1cs. intor alia, tho Mndovor between sovora1 
cells that are controlled by !he concenwd base station 
controller .28. Each t-as0 s!atinn s11slern 22 comprL'i,,S 
only one baso stat,on controller 28 blll. in genernL sov-

3 
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etal tmse ;ransce!vet slallons 26. Again, Q,n!y one BTS 

26 is depicted. 11ss being represent11tive lor a plurality 

of BTSs 
[0032] Th0 network and sw!tching system 24 swilcil• 
0s, on the one ha11d, mdio links in lhe GSM over great 

distances. e.g. between subscnbers in different coun
tr!cs and, on ,he olhcr hand .. mdio links between mobile 

subscribers in GSM and other networks like PSDN and 
lSDN. The rncbi!e switching center 30 forrns the center 
component of a network and switching system 24. Mo· 
bile switching center 30 switches betweM several con• 
necled base station systems 28. Fl.nther, mob1ie switch

ing center 30 is connecled lo other nelwnrk elements 

36, e.g. other mobi!e sw,tching centers. Dashed lines 

:32, :34 rep;cesent such connections, As is g0nera!ly 
known, a mobile switch ng centE)r 30 is connectE)d to fc,ir 
data bases, namely to a home locatkm register HLR, to 
a aulhNHirn.tion centm AOC, 10 a visitor location mg!slN 

VLR and, lo m1 e{Juipment identity mgister EiR 
[0033] The HLR administers lhe mobile subscribers 
!hat are a!!ocated tc a certain network and sw!lching sys
tem, The HLR stores the 1-0catic,ns of !he allocated mo
bile sysierns/suoscr:be1·s as well as the services that 
may b0 u ti!irnd by a particular subscritm,r The VI .. R con" 

tains intorrnation concerning the localio11s ot mobile 
subscribers that are not allocated to a particular rmlwork 

amJ switching i;ystem, but that 11re !emµoranly locat9d 

in an a!-0a covered by the particular network and switch

ing systom. 

[0034] In Figure 1, identifirntion reference 38 desig" 
nales a pie-de-fined arna ifl which a!! service requests 

of a mobile system 20 should be barred,. if th0 mobile 

system 20 ,s roaming in the prn-defim,d urmi 38. Ac
cording!:)': pre-defined area 38 may also be designated 
;;;; ;:i. tl8rted /3Wfl 38. 8;Hred Hma 38 mily. for inslilnce. 

be a cr,urct1, a cinema, a grave yard, a hospital,. a the" 
atm, an op0m. a school and/c-t· a restaurant. Howevr.,r. 
·tt1is m1um0rati<..1n is rneant to list m;amptes only and, 
lherelc,re, not meantto be complete. Instead, barred ar• 
ca 38 may be al!ocmi3d to e11ch 11ma,. in which service 
mquests to or from a mobile system 20 roaming in 

barroo area 38 would be potentially disturbing 

[0035] Cf course, lhe l:mrring of service requests may 

lake p:ace only temporarily. For i11s1tmce, service re• 
qmc>sls rnay be barred during a pi-esentation ;ri a cme1T1a, 
1healre, elc. or durin•;l a f1in0ral, when the barred ama 

38 is a graveyard. As is genemffy known, the tcrmsmv
ica request may :eiate to mobile originating calls (MOC) 
or terminating calls (MTC) 3r1d!or short messages .. me 

of a mobile station 20 

[0036] The barr!ng of service requesrn is controlled by 
lhe mobile switct1ing center 30 whict1 blocks all smvice 

requests of a mobile systern 20 which is roaming in !he 
barred area 38- Barred Hrea 38 may be within on0 cell 

or may overlap with two or morn cells. lt cari also be part 

of more than cne l1Jcalic11 area 35, w11ich rnay be con
trolied by on0 or morn base station controllers and mo• 
bile switching centers. 

[0037J If a rnobiie system 20 rnques,s a service re
quest (MOC, MTC, ... ) V-ihile roilming in CM of the C0!7· 

cemed celis, the location ot the rnobi!e system 2:0 is de· 
!ermined, using standard posilior1lng methods. In flgurn 

5 1. barred ilrea ~18 overlaps c8Hs 14, 16 ,md ~ 8. Accord

ingly, these cells are concerned. In ether words, ;fa mo• 

bile system 20 roam!ng in or:c ol these cells requests a 
service, the location of that particular mob,le system 20 
is ctetem1ined with;~ higher resolwlion ln order to be able 

rn to check whether mobiie s~1stern .20 !s within barred ,i rea 
38 or not. ff the position of mobile system 20 ,s within 
barred area 38, the service n,quest o! mobile systtim 20 
L,; denied. 

[0038! Tl,e location determination (locatiO!, est:mate) 
15 may be performed b),' a position calculation functiorJ lo

c,ItetJ in the mobile system 20 or :n the ne!work 24. Pc,
sition calculation functions a per se know11. See, !01· ir:
stanc0, tt,ird gm10rat:on panncrship project; toc!m!cai 

specmcation 03. 71 VB 7.0 (2002-09). Funner relevant 
20 3GPP standards are: TS36PP2(l071. Location Servic

es (LCS). Serv!t'-e Descriplion. Stage 1; TS 
36PP23.071, Funct,onal Stage 2 Description cf Loca• 
lion Services. According to the specificatior, ;1:entioned 
firsi, s,wernl pcsilion cB.!cu!a!ion functicnalllirn, 0xist. 

2r, This specit',cation mentions four posit:or: calculation 
l!mctionalities. abbreviale<l as TA (timing advance be
t.va.en a mobile station and its seNin9 bm,e transceiver 
station), TOA (time oi anwal position mechanism. 
E-OTD {enhanced obsmved t!rnc diffcmnca:i and GPS 

so tqlobHI positioning system posiHoning mechanism) 

[0039} For example. in !he E·OTD. the mobile system 
measures rela!ive timi:l of arr:val of ,he signals from sev, 

cral base transceiver stations. Ttrn position ol!he mobile 
station is then determined by deducing tfle ge,.mwtricai 

:n componerits oi the lime delay;, le a mobile stafon Imm 
the base trnnscoivet station. Measumrnents are per· 
fmmea by the mabiill stariori withour ar;y additioriai 
hardwarn For more detili!s, mfomnces is made to the 
above mentioned speciticat,ons, which ace incorporated 

40 by reference herein. I! should be noted, thal the iriven
lion relates to a fllnctionality of loca!iof1 based c;;!I bar· 

ring rather than to a particu,ar functionality of deterrnin
ing a localion. 

[0040! Figure 2 shov.'s, schematically. a first mmrnp!e 
45 scenario for implementing the presenl i11ventior1, In this 

firs! example scenario, the mobl!e switching cenler 36 
of figuro 1 communicates with a .gateway mobile location 
center 40, whieh ,s cormected to a client 42, The gate
way mobile location center GMLC 40conrai11s function-

so ality required to support locali1atio11s. In one public :and 
mobile network PLMN. them rm:1),' be more than one G!v\
LC. The barfingfonc!ionali!ycan be ilctivatedldeacl!vat

ed by c!ient 42 via GMLC 40. The authodzation ol clier,t 

42 !o activate !he bamrig is ve,•il:ed by the GMLC. The 
"" GMLC contains the ro,ovant data iiko: 

4 

The cli0nls which arn authorized lo B.ctiva!e the !o, 
cation b<1s0d b;,3.rring; 
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tt;e related arn-a desc:ription {e.g. geographic coor
dinates): 

tho allowod swvice options (o.g. an 0:.:coption list). 

[0047J In trm structure ol figure 3, client 42 activates 
a location based a call barring via GML.C 40, which ver• 
ff1es the auu1onzation of client 42 arid determines the 
related coll.s. Than, G1v1LC 40 actlva!es a cell based IN 

5 trigger in the related mobile switching cente,· 30. Mobile 
[0041] The exception list rnay comprise mobile sub- switching center 30 activates the csii based IN trigger. 
scribe rs who mo exempted from barring, c. g. the police. 
lire brigades, pnority subscribers or a list of specmc in
dividual subsc1ibers. Except for these exernpted sub
scribers, ,he barring functionality applies 10 all mobile 
subscribers roaming in the baned area. Specific sub
scribers may have an ovenide category in their profile 
erni.b!ing !hem to nverride location ba~.ed call b,ming. Ir, 

the first example scenario according to f;gurn 2 client 42 
activa10s location based call barrinq via 13MLC 40. GM
LC 40 ti1en verifies the a.uthorizatioll oi client 42 .md de• 
term:nes tne reialed cells. The reiated cells rnay include 
coll 16 in flgur::l 2, Aftorwc1rds, GMLC 40 c1ct1vmes the 
service in tho rela.letl mobile swttching center 36. Mobile 
switching center 36 stot"eS a list of the concerned cells. 
whicn include. in !he exampie shewn in figure 2, cell 16 
[0042] After being activatec:. a iocaticn basoo cal! bar
ring may be invocated by a mobile subscriber roarning 
in ◊rm of the conce:rn0::d cells. For inslam::e. mobilr. sys" 
tern 20 tries to originate a call or receive a mobile a ter
minating call. Ceil , 6,. in which mobiJ0 system 20 is 
rOBminu, is known to the mobile !'.Witching cr.nter 36 

Mobile sw,tching center 36 determines that a. barred ar• 
ea 38 boiongs to !his cell 16. Accordingly, mobile swilch
ing cen!er 36 initi81.es a position determination concern" 
ing mobil8 system 20. 
[0043] As has alrnBd'f been mentioned, standard po• 
siliori datem:ination methods as d;sclosod in tl'lo above 
mentioned 3GPP specifications may be used. Once the 
position nf m,,b:ie system 20 in cell 16 is known, mobile 
switching center 30 sends the position data and the ml" 
ovant rnobil-0 system 20 data to GMlC 40. 
[0044] Tt10 relevant mobile system 20 data im::h;de c1II 

data that is relevant for baning determination, e.g. the 
idEmllly ol !ho ssibscrib0r. potoflilally an override ca!•3· 
gmy elc. GMLC 40 Umn checks wh0lh0r mobile systern 
20 is within barred area 38 or not, and checks whether 
1hf: call shall be barred or not. The result is given back 
'lo mobfa switching contor SC. which than domes or al
lows lb,, oaii ai:..'Cordingly, 
[0045] In the s,icor,,::! example scenario ,;ccor,::!ir.g io 
'!igurc 3, an additional smv1co control point 44 is provid
ed. Figure 3 represents an intelligent network (IN) based 
soluli,m. in which the barring condition is vcrtfied by lhe 
service control point SCP44. This method al!ows a mm-e 
subscriber dependant behaviour. In te!E,communication 
systems, the imelligm11 network {IN) archit0ctum,. in 

V'ihich Slibscriber se:-v,ces are stored as servicec iogics 
in a sorv;ce nodo {SCP). is the pmlerrnd way to provide 
enhancod subscriber services. 
[0046] IN services are defined by the service provider 
who lo;~ds the service logics in10 a sllrvice logic data 
br.1se in <•Serv,cc node such as a service control point i1. 

The service is also activated ill smvice control point 44 
As an alternative, ,he service Hctivation may also be irn• 
plemented directly in service control point 44, wltho:.il 

rn invoivement of GMLC 40. 
[00481 Afterwards the activated seNice may !)e inyo, 
caleu by a s:.ib;,criber {mobile sys,ern 20) roaming in 01w 

of the concerned cells. e.g. cell 113, by trying ,o cirigin2,0 
a caii or receiving a mobile termimih::m calL In lh1s cas0, 

15 mobile switching center 30 determines tha! a cell based 
IN trigger is activated for this cell. Accord:ngly, mobile 

switching center 30 triggers an IN service towf:ros ser,'• 
iee control point 44. Servico comrol poi flt 44 roquosts a 
position ot mobile system 20 v:a GMLC 40, using a 

20 standard positioning method. The position 1·esu ,tis t~1en 
returned to setVice control poml 44 via GML.C 40. Serv
ice control poim 44 decides wr1ether the ca;; 1s allowed 
or must be ,jenied. The result is given back iron: servk:,e 
conlrnl pain! 44 lo mobile switching c.er.te: 4(J Accord· 

2r, ing~j. mobi!e switching center 30 denies or allows the 
call. 
[00491 In figurn4, a fourth 8Xilmple sce11;ir,o is depict• 
ed, in which a subscnber specific location call barring is 
imp10m0nl0d. in ttm structure of figure 4, H10 location 

so base-d call bmring/scrn0n1n9•setvice is actilmt0d in 
sePJlco control point 44 by !:he subsc,-iber himself. This 
may be done by a standard service user ir.teraction 
tools, for inst,mt via tho internet, WAP, SMS, etc. The 
autho1iu1!io11 o! the subscriber is checked by a serv1c:e 

:n control point 44. Service conlrol point 44 tr:an activates 
the subscriber specific IN trigger in mobile switching 
center 30. 
[0050j If no! activated, the IN sewice is tr·iggered for 
all calls of the respective subscriber. Aller hav,rig been 

40 activated, the location based call bnrring rm:w be invo· 
rnted by !he t:..'tlncemed subscriber trying to migiriate B 

call or receiving a mobite a tem,inat:ng call. Mobile 
switching center 30 than lriggern an IN smvic:e toward 
smvice control poim 44. In msponse, service control 

45 point 44 requests tt10 posi!icri t>! mobile system 20, tt1at 

is the mnbi:e system alloc,;,ed to the concerned ;;mb
scriber, via GMLC 40 using standard position methods 
as outlined above. The position result is than returned 
to service t:..'tlnttol point 44 Yiil G,\.ILC 40. Servicecon!rol 

so point 44 than decides whether the ca:: is ai:owec or as 
to be denied. The respective msui, is than given back 
from service control point 44 to mobi!e switching cen!er 
30. Mobile switching center 30 denies or tillows the call 
accordingly. 

5 
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Claims graveyard. a tmspltaL a theatre, an opera, a scr1ooi 
and/or a restaurant 

9.. M0mod o! imposing locatlon basoci rnslrictinns nn 
1. Network elements (30. 40, 44) involved in the t1·.sms

rnissior: nf servic:8 mq1.msls betw.,;,n il mobll8 ac• 
cess termina: (20) o! a firs! category assigned to a 

communication network (24), and the communica
tion network (24), the nciwork elements (30, 40, 44) 
imposir!g location dependent restrictions on service 
requests concerning said rnobile access 1erminai 
(20). the loca!lcns being wmred by said mobile 
communication network (2,i). character lied In that 
the iwtwcrk elernenls (30, 4C!, 44) bar forw;:irciing 
service requests lo or irnm lhe mohiie acesss ter

minal (20) when the posr::ion of the mcbtle Mcess 
term!nal (20) is in a pr-edetermined area (38). 

5 service requests of a mobile c1ccess terminal (20) 
ol a first category ass,gned to a communication net• 
work (24), tho ,ornlio11s being rn110rn<1 by said com
munication network (24), characterized by the step 
of barring forw;~rding se;vice requests to or from the 

rn mobile access terminal (20) when tho position of tho 
mobile access terminal (20) is in a predeter:nmtld 
area (38). 

10. TM method of claim 9. charactertzed by handling 
t5 the network elements {30, 40, 44) of any of claims 

2 ,o 7 such that the effects featuroo in tl:ese claims 
2. Tt1e r:eN,1ork elements (30, 40. 44)of claim 1, char• appear. 

acterized by comprising a rnobli0 switching co:it;,r 
MSC (30), a gateway mobile lccatmn center GMLC 
(40) and, facultatively. a service control point SCP 20 

(44) 

3. The network elements {30, 4G, 44) of claim 2. char• 
acterized in tha.t 1h0:: communfcation :ir.iwork (24) 
complises at least two celis (14, 15. 13) and lhat at 2r, 

leas, m1e ofsald cells (14 Hl, 18) 0110rlaps said prn
detmn,inl3d BrnB (38). 

4. Tho network doments (30. 4G, 44) of c!11im 3. char
acterized in that, when !he mobH8 access lermiriai so 
(20) is in one o! the overlapping cells ( 14. i 8. 18), 
the mobile access terminal's (20) location is dr.ter· 
mined using standard pcsitioning methods lo 

acri:eve a pos.,tion information of t1igher resolution, 
en8bling ,he nehvork elements (30. 40, 44) io chr.ck :n 
whether !i,e mobil0 access termim:I (20) is in tne 
prmfoterrnined area (38) or not. 

5. The network elements (30, 40, 44) of claim, char• 
acterized ln that the barring of forwarding service 40 

requests is actiwited and/or dcactiv;itml b)' ar1 iri

stance (c:ier1t) (42), e.g. deact;vated by a clierit (42) 
via said ga10way mobile location c0nter GML G (40). 
which cl:ecks tind confirms or mfusos !he clieflt's 
(40) resp0c:ti11e au!horily. 

6. The network clomonts ol ciairn 5, characterized in 
that said me gateway mobile locallon canter GM LC 
(40) activates a er.I! based intciiigenl network IN 

45 

tngger in the network elemenls (30, 40. 44). so 

7. The rmtwork Ei!emm,.lB (30, 40, 44) of ciaim 7, char• 
acterized in that tho predetom1ined area (:38) is 
subscriber spec:cfic. 

8. The nelwo1-k elements (30, 40. 44) of ciaim 1, char• 
aclerized in that sa:d pred0::t!lrmir.ml ama (38) is 
the area of at least one ot a church. a cinema, a 

6 
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Abstract of EP 1445923 

(A 1) A camera-equipped mobile communication terminal allows its own camera 
functions to be selectively inhibited according to camera-function inhibition flags 
included in a camera-function limiting signal broadcast by a radio station or 
based on GPS-measured location and camera-function inhibition flags for each 
operation-limited area. Appropriate function limitations on the camera-equipped 
mobile communication terminal and necessary function permissions can be 
made depending on situations or occasions. 
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(54) Operation limiting technique for a camera-equipped mobile communication terminal 

(57) A camera-equipped mobile communication ter
minal allows its own camera functions to be selectively 
inhibited according to camera-function inhibition flags 
included in a camera-function limiting signal broadcast 
by a radio station or based on GPS-measured location 

and camera-function inhibition flags for each operation
limited area. Appropriate function limitations on the 
camera-equipped mobile communication terminal and 
necessary function permissions can be made depend
ing on situations or occasions. 
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Description 

[0001] The present invention relates to a mobile com
munication terminal equipped with a camera such as a 
digital still camera or a digital video camera and in par
ticular to an operation limiting system and method for 
putting operation-limitations on the camera-equipped 
mobile communication terminal. 
[0002] With the widespread use of mobile telephone 
terminals equipped with digital still/video camera, there 
have arisen various camera-related problems, for ex
ample, an invasion of privacy and photo/video shooting 
in an area where cameras are prohibited from use. Ac
cordingly, there have been proposed various techniques 
of solving such problems. 
[0003] Japanese Patent Application Unexamined 
Publication No. 11-261674 discloses a camera
equipped portable telephone terminal which can be set 
to an inhibition mode of shooting with a flash or making 
a beep depending on whether the terminal is located 
near a control station or within a radio zone formed by 
the control station. 
[0004] Japanese Patent Application Unexamined 
Publication No. P2000-152217A discloses a mobile vid
eo telephone terminal, which can be surely inhibited 
from capturing, storing or transmitting any image in the 
vicinity of a shooting-inhibition signal transmitter. 
[0005] Contrarily, there are cases where video tele
phone function is needed, for example, in emergency. 
Japanese Patent Application Unexamined Publication 
No. P2002-252683A discloses a mobile telephone ter
minal having a video telephone function, which can be 
automatically set to a video telephone mode when an 
emergency communication request is detected. 
[0006] However, the conventional techniques uni
formly put function limitations on mobile telephones lo
cated in the place. Accordingly, there are cases where 
the photo/video shooting and telecommunication func
tions of a camera-equipped mobile telephone terminal 
are remarkably impaired. In addition, it is true that the 
video telephone function or the like is needed in emer
gency. 
[0007] An object of the present invention is to provide 
a camera-equipped mobile communication terminal and 
its operation limiting system and method, which allow 
appropriate function limitations on camera-equipped 
mobile communication terminals and necessary func
tion permissions depending on situations or occasions. 
[0008] According to the present invention, a system 
for limiting a plurality of camera functions in a mobile 
communication terminal equipped with a camera, in
cludes: at least one operation-limited area, wherein the 
mobile communication terminal is allowed to determine 
whether the mobile communication terminal is located 
within an operation-limited area; a memory storing cam
era-function limitation data for each of the at least one 
operation-limited area, the camera-function limitation 
data indicating selective inhibition of the plurality of cam-

era functions; and a camera function controller for se
lectively inhibiting the plurality of camera functions de
pending on camera-function limitation data correspond
ing to an operation-limited area in which the mobile com-

5 munication terminal is located. 
[0009] The camera function controller preferably re
leases an inhibited camera function when a predeter
mined condition is satisfied. 
[0010] According to an aspect of the present inven-

10 tion, each of the at least one operation-limited area is 
substantially defined by radio propagation of a camera
function limiting signal broadcast by a radio station, the 
camera-function limiting signal including the camera
function limitation data, wherein the mobile communica-

15 tion terminal comprises a radio receiver for receiving the 
camera-function limiting signal from the radio station. 
[0011] The system may further include: an emergen
cy communication detector for detecting occurrence of 
an emergency communication to inform the camera 

20 function controller of the occurrence of the emergency 
communication, wherein, when informed of the occur
rence of the emergency communication in a case of in
hibition of a predetermined camera function, the camera 
function controller releases the inhibition of the prede-

25 termined camera function. 
[0012] The predetermined camera function is prefer
ably a video telephone function. 
[0013] The system may further include: a face image 
memory for previously registering a face image of each 

30 authorized user, wherein, when an input image picked 
up by the camera matches a face image registered in 
the face image memory in a case of inhibition of a pre
determined camera function, the camera function con
troller releases the inhibition of the predetermined cam-

35 era function. 
[0014] The system may further include: an emergen
cy communication detector for detecting occurrence of 
an emergency communication to inform the camera 
function controller of the occurrence of the emergency 

40 communication; and a face image memory for previous
ly registering a face image of each authorized user, 
wherein, in one of cases where the camera function con
troller is informed of the occurrence of the emergency 
communication in a case of inhibition of a predetermined 

45 camera function and where an input image picked up by 
the camera matches a face image registered in the face 
image memory in a case of inhibition of the predeter
mined camera function, the camera function controller 
releases the inhibition of the predetermined camera 

50 function. 
[0015] The radio station may transmit the camera
function limiting signal in a short-range radio communi
cation scheme, which is different from a radio commu
nication scheme of the mobile communication terminal. 

55 In an embodiment, the short-range radio communica
tion scheme may be one of Bluetooth (Rl, UWB (Ultra 
Wide Band), and wireless LAN. 
[0016] According to another aspect of the present in-

2 
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vention, each of the at least one operation-limited area 
is determined by the mobile communication terminal, 
wherein the mobile communication terminal includes: a 
location detector for detecting a location of the mobile 
communication terminal; an operation-limited area 
memory storing operation-limited area location data; 
and an area decision section for searching the opera
tion-limited area memory for a detected location of the 
mobile communication terminal to determine whether 
the mobile communication terminal is located within an 
operation-limited area. 
[0017] The location detector may be a GPS position
ing section for receiving global positioning system 
(GPS) signals to detect the location of the mobile com
munication terminal. 
[0018] The camera functions may include image pick
up function, auto-focusing and zooming function, strobe 
function, shutter-sound generating function, and video 
telephone function. 
[0019] According to the present invention, a method 
for limiting a plurality of camera functions in a mobile 
communication terminal equipped with a camera, com
prising: preparing at least one operation-limited area, 
wherein the mobile communication terminal is allowed 
to determine whether the mobile communication termi
nal is located within an operation-limited area; storing 
camera-function limitation data for each of the at least 
one operation-limited area, the camera-function limita-
tion data indicating selective inhibition of the plurality of 
camera functions; and selectively inhibiting the plurality 
of camera functions depending on camera-function lim
itation data corresponding to an operation-limited area 
in which the mobile communication terminal is located. 
[0020] According to the present invention, a mobile 
communication terminal which is equipped with a cam
era and has a plurality of camera functions, includes: a 
radio receiver for receiving a camera-function limiting 
signal from a radio station; a signal decoder for decoding 
the camera-function limiting signal to produce camera
function limitation data indicating selective inhibition of 
the plurality of camera functions; and a camera function 
controller for selectively inhibiting the plurality of camera 
functions depending on camera-function limitation data. 
[0021] The camera function controller may release an 
inhibited camera function when a predetermined condi
tion is satisfied. 
[0022] According to the present invention, a mobile 
communication terminal which is equipped with a cam-
era and has a plurality of camera functions, includes: a 
location detector for detecting a location of the mobile 
communication terminal; a memory storing camera
function limitation data for each of at least one opera
tion-limited area, wherein the camera-function limitation 
data indicates selective inhibition of the plurality of cam-

within an operation-limited area; and a camera function 
controller for selectively inhibiting the plurality of camera 
functions depending on camera-function limitation data 
corresponding to a found operation-limited area. 

5 [0023] As described above, the camera functions of 
a camera-equipped mobile communication terminal are 
selectively inhibited 1) by a camera-function limiting sig
nal broadcast by a radio station installed at a predeter
mined location or 2) based on location information de-

10 tected by the GPS system, predetermined operation
limited area data and camera-function inhibition data. 
[0024] Installation of a radio station, especially a 
short-range radio station, at a desired location can pro
vide a relatively small operation-limited area, resulting 

15 in cost-effective and reasonable operation-limitation of 
camera functions. Similarly, in the case of using the GPS 
system, the location of a mobile communication terminal 
can be accurately measured without the need of radio 
stations for operation limitation, allowing cost-effective 

20 and reasonable operation-limitation of camera func
tions. 
[0025] In addition, a camera function, which is prohib
ited or inappropriate around the predetermined location 
or in the detected operation-limited area, can be auto-

25 matically inhibited without any dependence on user's 
good manners. On the other hand, a camera function, 
which is not prohibited or can be made without any prob
lem, can be normally operated. In this manner, only in
appropriate camera functions are inhibited and other 

30 camera functions are permitted, achieving compulsory 
but reasonable operation limitation of camera functions. 
[0026] In addition, an inhibited camera function can 
be made active again when a predetermined condition 
is satisfied, for example, an emergency occurs and/or a 

35 user is authenticated, resulting in enhanced conven
ience of the mobile communication terminal for users. 

Fig. 1 is a diagram showing a network system em
ploying an operation limiting system according to a 

40 first embodiment of the present invention; 

Fig. 2 is a block diagram showing a short-range ra
dio station used in the operation limiting system ac
cording to the first embodiment of the present in-

45 vention; 

Fig. 3 is a schematic block diagram showing a func
tion structure of a camera-equipped mobile commu-
nication terminal used in the operation limiting sys-

50 tern according to the first embodiment; 

Fig. 4A is a diagram showing a function inhibition 
operation in the operation limiting system according 
to the first embodiment; 

era functions; an area decision section for searching the 55 

operation-limited area memory for a detected location Fig. 4B is a diagram showing a format of an opera
tion-limitation packet used in the operation limiting 
system according to the first embodiment; 

of the mobile communication terminal to determine 
whether the mobile communication terminal is located 

3 
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Fig. 4C is a diagram showing an example of oper
ation inhibition and permission flags set in the op
eration-limitation packet of Fig. 4B; 

present invention; 

Fig. 5 is a flowchart showing a function inhibition 5 

Fig. 16 is a schematic block diagram showing a 
function structure of a camera-equipped mobile 
communication terminal used in an operation limit
ing system according to a seventh embodiment of 
the present invention; 

operation in the operation limiting system according 
to the first embodiment; 

Fig. 6 is a schematic block diagram showing a func-
tion structure of a camera-equipped mobile commu- 10 

nication terminal used in an operation limiting sys-

Fig. 17 is a schematic block diagram showing a 
function structure of a camera-equipped mobile 
communication terminal used in an operation limit
ing system according to an eighth embodiment of 
the present invention; and 

tem according to a second embodiment of the 
present invention; 

Fig. 7 is a flowchart showing a function inhibition 
operation in the operation limiting system according 
to the second embodiment; 

Fig. 8 is a schematic block diagram showing a func
tion structure of a camera-equipped mobile commu

nication terminal used in an operation limiting sys
tem according to a third embodiment of the present 
invention; 

Fig. 9 is a flowchart showing a function inhibition 
operation in the operation limiting system according 
to the third embodiment; 

Fig. 1 0 is a schematic block diagram showing a 
function structure of a camera-equipped mobile 
communication terminal used in an operation limit

ing system according to a fourth embodiment of the 
present invention; 

Fig. 11 is a diagram showing a network system em
ploying an operation limiting system according to a 
fifth embodiment of the present invention; 

Fig. 12 is a schematic block diagram showing a 
function structure of a camera-equipped mobile 
communication terminal used in an operation limit

ing system according to the fifth embodiment of the 
present invention; 

Fig. 13 is a diagram showing an example of con
tents of operation limitation data and operation lim
ited areas in the camera-equipped mobile commu

nication terminal according to the fifth embodiment 

of the present invention; 

Fig. 14 is a flowchart showing a function inhibition 
operation in the operation limiting system according 
to the fifth embodiment; 

Fig. 15 is a schematic block diagram showing a 
function structure of a camera-equipped mobile 
communication terminal used in an operation limit
ing system according to a sixth embodiment of the 

15 Fig. 18 is a block diagram showing a camera

equipped mobile communication terminal used in 
an operation limiting system according to a ninth 
embodiment of the present invention. 

20 1 . First embodiment 

System configuration 

[0027] Referring to Fig. 1, an operation limiting sys-
25 tern according to a first embodiment of the present in

vention is provided with a radio station for each geo
graphical area where the camera functions of a camera
equipped mobile communication terminal are selective
ly inhibited from use. Here, it is assumed that the radio 

30 station is a short-range radio station 1 and is further as

sumed for the sake of simplicity that the short-range ra
dio station 1 defines an operation-limitation radio zone 
100 and a plurality of mobile communication terminals 
(here, 2a and 2b) are located within the radio zone 100 

35 and a mobile communication terminal is located out of 
the radio zone 100. As described later, the mobile com

munication terminals 2a and 2b within the radio zone 
100 are inhibited from operating the designated camera
related functions and the mobile communication termi-

40 nal 2c out of the radio zone 100 is not inhibited. 

[0028] The operation-limitation radio zone 100 of the 
short-range radio station 1 is, for example, about 1 0 me
ters in radius. The mobile communication terminals 2a-

2c are typically a camera-equipped mobile telephone 
45 terminal. 

Short-range radio station 

[0029] As shown in Fig. 2, the short-range radio sta-
50 tion 1 includes a man-machine interface 11, an opera

tion-limitation data memory 12, a camera-function limit
ing signal generator 13 and a short-range radio trans
mitter 14. The man-machine interface 11 may be formed 
by an input device such as a keypad and a display such 

55 as a LCD. The operation-limitation data memory 12 is 

composed of a plurality of registers, which store opera
tion-limitation data inputted through the man-machine 
interface 11. The operation-limitation data may be com-

4 



Exhibit 1002 
IPR2022-00426 

Page 583 of 755

7 EP 1445923 A1 8 

posed of a string of control flags. 
[0030) The camera-function limiting signal generator 
13 generates a camera-function limiting signal from the 
string of control flags stored in the operation-limitation 
data memory 12. The camera-function limiting signal 
may be a packet composed of a header and a payload 
including a set of control flags. The short-range radio 
transmitter 14 broadcasts the camera-function limiting 
signal with a relatively small transmission power at pre
determined time intervals in a predetermined short
range radio transmission system such as Bluetooth 
(Registered TM), UMB (Ultra Wide Band) or Wireless 
LAN standard. In Fig. 1, the mobile communication ter
minals 2a and 2b within the radio zone 100 can receive 
the broadcast camera-function limiting signal and the 
mobile communication terminal 2c out of the radio zone 
100 cannot substantially receive it. 

Mobile communication terminal 

[0031) Each of the mobile communication terminals 
(here, 2a-2c) has the same function block structure. 
Hereinafter, for simplicity, each mobile communication 
terminal is referred to as a mobile communication ter
minal 2. 
[0032) As shown in Fig. 3, the mobile communication 
terminal 2 is provided with a camera section composed 
of an image pickup device unit 21, a lens unit 22, and a 
strobe device 23. The image pickup device unit 21 in
cludes an image sensor such as CCD sensor, CMOS 
sensor or the like, which may be used for video and pho
tograph shooting. The lens unit 22 includes a set of lens
es allowing focusing and zooming. The strobe device 
23 emits a strobe light when photo-shooting. A shutter
sound generator 24 generates a shutter sound when 
shooting so as to avoid stealing a camera shot. A display 
controller 25 controls a display such as a liquid crystal 
display device (LCD), which is usually provided on a 
main body of the terminal 2. 
[0033) The mobile communication terminal 2 is further 
provided with an operation section 26 such as a keypad 
to enter data or instructions. A mobile communication 
system 27 including a radio communication controller 
271 is provided to perform predetermined mobile com
munication operations. 
[0034) A camera function controller 28, which may be 
implemented in a program-controlled processor (not 
shown), controls the above-described camera section, 
the shutter-sound generator 24 and the display control
ler 25 depending on a camera-function limiting signal 
received from the short-range radio station 1. The cam
era function controller 28 controls the camera section to 
capture still/video images, which are output as an image 
signal to the mobile communication system 27. The cap
tured image can be superimposed on another image re
ceived from the other party and the combined image is 
displayed on the display device. 
[0035) The mobile communication terminal 2 is further 

provided with a signal decoder 29 and a short-range ra
dio receiver 30. The short-range radio receiver 30 re
ceives a camera-function limiting signal from the short
range radio station 1 and the signal decoder 29 decodes 

5 the received camera-function limiting signal to output 
camera function control flags to the camera function 
controller 28. When no camera-function limiting signal 
is received, the signal decoder 29 notifies the camera 
function controller 28 of no signal. As described later, 

10 the camera function controller 28 selectively inhibits the 
camera functions including image pickup, focusing/ 
zooming, flashing, shutter-sound generating, and the 
likes, depending on the camera function control flags. 

15 Camera-function limiting signal 

[0036) Taking a system of Fig. 1 as an example, the 
camera-function limiting signal will be described in de
tail. 

20 [0037) Referring to Fig. 4A, the short-range radio sta
tion 2 broadcasts the camera-function limiting signal. 
The mobile communication terminals 2a and 2b within 
the radio zone 100 can receive the broadcast camera
function limiting signal. However, the mobile communi-

25 cation terminal 2c out of the radio zone 100 cannot sub
stantially receive it. Accordingly, for only the mobile 
communication terminals 2a and 2b within the radio 
zone 100, camera functions designated by the received 
camera-function limiting signal are inhibited from oper-

30 ation. 

[0038) As shown in Fig. 4B, the camera-function lim
iting signal is typically a packet composed of a header 
and a payload including a plurality of camera-function 
control flags. For example, the camera-function control 

35 flags include an image pickup inhibition flag IF, an auto
focusing/zooming inhibition flag AZ, a strobe inhibition 
flag ST, a shutter-sound inhibition flag SS, a display/TV 
(video telephone) inhibition flag DSPL and, if necessary, 
other operation inhibition flags. In this example, the 

40 camera-function control flags are initially reset to Os. 
[0039) An example of the camera-function control 
flags is shown in Fig. 4C. In this example, the control 
flags are set to IP= 0, AZ=1, ST =1, SS=1 and DSPL=0, 
where 1 indicates inhibition and 0 indicates permission. 

45 Therefore, the auto-focusing/zooming function, the 
strobe function and the shutter-sound generating func
tion are all inhibited and the image pickup function and 
the display/TV (video telephone) function are permitted. 
In this manner, by selectively setting the camera-func-

50 tion control flags to 1, an arbitrary one or any combina
tion of the camera functions can be inhibited. 
[0040) Alternatively, different codes each identifying 
predetermined camera functions may be written into the 
payload of the packet. In this case, the signal decoder 

55 29 outputs camera-function control flags set to 1 corre
sponding to codes written in the payload. 

5 
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Operation limitation mode 

[0041] As described above, the operation limitation 
mode in the mobile communication terminal 2 includes 
the following inhibition modes: 

Inhibition of all camera functions: image capturing 
of the image pickup device unit 2i and image dis
playing of the display device are fully inhibited. At 
places such as crowded public trains, museums or 
research laboratories, for example, all camera func
tions including photography and video shoot should 
be inhibited from use. In the above example, such 
a complete inhibition mode is active when all the 
camera-function control flags are set to is. 
Inhibition of auto-focussing and zooming functions: 

lens movement of the lens unit 22 for focusing 
and zooming up/down is inhibited. At public 
places where zoom-up shooting is not appro
priate, for example, the auto-focussing and 
zooming functions should be inhibited from 
use. In the above example, such an auto-focus/ 
zoom inhibition mode is active when the auto
focusing/zooming inhibition flag AZ is set to i . 

Inhibition of strobe function: flashing of the strobe 
device 23 is inhibited. At places such as museums, 
movie theaters or zoological gardens where the tak
ing of photographs using a strobe light is forbidden 
or inappropriate, for example, the strobe function 
should be inhibited from use. In the above example, 
such a strobe inhibition mode is active when the 
strobe inhibition flag ST is set to i . 
Inhibition of shutter-sound generating function: 

shutter-sound generation of the shutter-sound 
generator24 is inhibited. In the above example, 
such a shutter-sound inhibition mode is active 
when the shutter-sound inhibition flag SS is set 
to i. 

• Inhibition of display/TV (video telephone) function: 
image displaying control of the display controller 25 
is inhibited. At places such as museums or movie 
theaters, for example, the display/TV (video tele
phone) function should be inhibited from use. In the 
above example, such a video telephone inhibition 
mode is active when display/TV (video telephone) 
inhibition flag DSPL is set to i. 

Camera-function limiting operation 

[0042] As described above, when the short-range ra
dio receiver 30 has received the camera-function limit
ing signal from the short-range radio station i, the signal 
decoder 29 decodes the received camera-function lim
iting signal to output the camera-Function control flags 

as shown in Fig. 4B to the camera function controller 28. 
[0043] As shown in Fig. 5, the camera function con
troller 28 determines whether the camera-function con
trol signal has been received (step Si 0i) . When having 

5 received the camera-function control flags from the sig
nal decoder29 (YES in step SiOi ), the camera function 
controller 28 checks the camera-function control flags 
to set corresponding limitation modes as described be
fore (steps Si02 and Si03-Si07). 

10 [0044] More specifically, when the image pickup inhi
bition flag IP= i, the camera function controller 28 in
hibits the image pickup device unit 2i from capturing 
images (step Si 03). When the auto-focusing/zooming 
inhibition flag AZ= i, the camera function controller 28 

15 inhibits the lens unit22 from auto-focusing and zooming 
(step Si 04). When the strobe inhibition flag ST= i, the 
camera function controller 28 inhibits the strobe device 
23 from flashing (step Si 05). When the shutter-sound 
inhibition flag SS = i, the camera function controller 28 

20 inhibits the shutter-sound generator 24 from shutter
sound generation (step Si 06). When the display/TV 
(video telephone) inhibition flag DSPL = i, the camera 
function controller 28 inhibits the display controller 25 
from image/video displaying (step Si 07). 

25 [0045] In this manner, the camera function controller 
28 repeatedly performs the steps Si 0i-Si 07 at regular 
intervals as long as the camera-function control signal 
is received. When the mobile communication terminal 
leaves the operation-limitation radio zone i 00 and 

30 thereby no camera-function control signal is received 
(NO in step Si 0i ), the camera function controller 28 re
sets all the camera-function control flags to 0 and re
turns to the normal operation (step Si 08). 

35 2. Second embodiment 

[0046] As described above, a mobile communication 
terminal 2 can be set to a designated operation limitation 
state depending on the camera-function limiting signal 

40 received from the short-range radio station i. In addi
tion, a mobile communication terminal 2 according to a 
second embodiment of the present invention also has a 
limitation releasing function of selectively releasing the 
limitations of designated operations depending on 

45 whether an emergency communication is needed. The 
camera-function limiting signal broadcast by the short
range radio station i may be set so that such a limitation 
releasing function is permitted. 
[0047] As shown in Fig. 6, the mobile communication 

50 terminal 2 according to the second embodiment is fur
ther provided with an emergency communication detec
tor 272 in the mobile communication system 27. Blocks 
similar to those previously described with reference to 
Fig. 3 are denoted by the same reference numerals and 

55 descriptions of the similar blocks will be omitted. 
[0048] The emergency communication detector 272 
determines whether an emergency communication is 
requested by a user operating a ten-key of the operation 

6 
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section 26. For example, when the user makes an emer
gency call such as a 911/999 call, the emergency com
munication detector 272 detects such an emergency 
communication request and notifies the camera-func
tion controller 28 of occurrence of emergency. In re
sponse to the occurrence of emergency, the camera
function controller 28, even in the case of operation lim
itation mode, sets the current operation limitation mode 
to a predetermined emergency operation mode. Even 
when all camera functions have been inhibited, one or 
more predetermined camera function can be made ac
tive by resetting corresponding operation control flags 
to 0. For example, when all of IP, AZ, ST, SS and DSPL 
are 1 s, the camera-function controller 28, when detect
ing an emergency, resets the image pickup control flag 
IP and the display/TV (video telephone) operation con
trol flag DSPL to Os to permit the use of TV telephone 
function. 
[0049] The emergency operation mode preferably en
ables at least a TV (video) telephone function from the 
viewpoint of the amount of information necessary for 
emergency communication. One or more camera func
tions other than the TV (video telephone) telephone 
function, for example, a photograph shooting function, 
may be selectively made active. 
[0050] Referring to Fig. 7, the camera function con
troller 28 determines whether an emergency communi
cation is detected (step S201). When having detected 
the emergency communication (YES in step S201 ), the 
camera function controller 28 resets predetermined op
eration control flags to 0 so that the current operation 
mode is changed to the emergency operation mode 
(step S202). When no emergency communication is de
tected (NO in step S201 ), the above-described steps 
S 101-S 108 are performed. 

3. Third embodiment 

[0051] A mobile communication terminal 2 according 
to a third embodiment of the present invention also has 
a limitation releasing function of selectively releasing the 
limitations of designated operations depending on 
whether a captured face matches a previously regis
tered face. The camera-function limiting signal broad
cast by the short-range radio station 1 may be set so 
that such a limitation releasing function is permitted. 
[0052] As shown in Fig. 8, the mobile communication 
terminal 2 according to the third embodiment is further 
provided with a face recognizer 31 and a face image 
database 32. Blocks similar to those previously de
scribed with reference to Fig. 3 are denoted by the same 
reference numerals and descriptions of the similar 
blocks will be omitted. 
[0053] The face image database 32 stores face image 
data of authorized users. The face images are captured 
through the camera function of the mobile communica
tion terminal 2 and the captured face image data are 
registered into the face image database 32 through the 

face recognizer 31 . When a user wishes to use a specific 
camera function (e.g. TV telephone function) , the face 
of the user is captured by the camera function and the 
face recognizer 31 determines whether the captured 

5 face matches one of the registered faces. When a match 
is found, the camera function controller 28 makes the 
TV telephone function active even in the case of the dis
play/TV (video telephone) function inhibition. 
[0054] In Fig. 9, the camera function controller28 per-

10 forms operation limitation controls as described in the 
steps S101-S107 of Fig. 5. In the case where the limi
tation mode settings have been completed, the face rec
ognizer 31 determines whether the captured face 
matches one of the registered faces (step S301 ). If no 

15 match is found (NO in step S301 ), the steps S101-S107 
are repeatedly performed as described before. If a 
match is found (YES in step S301 ), the face recognizer 
31 notifies the camera function controller 28 that the 
present user is an authorized user. The camera function 

20 controller 28, even in the case of the display/TV (video 
telephone) function inhibition, resets the display/TV 
(video telephone) control flag DSPL to Oto permit the 
authorizeduser touse the TV telephone function (step 
S302). 

25 

4. Fourth embodiment 

[0055] A mobile communication terminal 2 according 
to a fourth embodiment of the present invention also has 

30 a limitation releasing function of selectively releasing the 
limitations of designated operations depending on 
whether an emergency communication is needed or 
whether a captured face matches a previously regis
tered face. The camera-function limiting signal broad-

35 cast by the short-range radio station 1 may be set so 
that such a limitation releasing function is permitted. 
[0056] As shown in Fig.10, the mobile communication 
terminal 2 according to the third embodiment is further 
provided with an emergency communication detector 

40 272 in the mobile communication system 27, a face rec
ognizer 31, and a face image database 32. Blocks sim
ilar to those previously described with reference to Fig. 
3 are denoted by the same reference numerals and de
scriptions of the similar blocks will be omitted. 

45 [0057] It is assumed that the camera-function limiting 
signal broadcast by the short-range radio station 1 is set 
so that, even in the case of display/TV (video telephone) 
function inhibition, the TV telephone function is permit
ted when an emergency occurs or when the face of an 

50 authorized user is transmitted to the other party. In this 
case, even when all of AZ, ST, SS and DSPL are 1s, the 
camera-function controller 28, when detecting an emer
gency or when the captured face matches one of the 
registered faces, resets the display/TV (video tele-

55 phone) inhibition flag DSPL to Oto permit the use of TV 
telephone function. Since the detailed operations of the 
fourth embodiment are similar to those described in the 
second and third embodiments, the detailed descrip-

7 
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tions are omitted. 

5. Fifth embodiment 

System configuration 

[0058) In the above first to fourth embodiments, an op
eration limited geographical area is determined by the 
radio propagation of the camera-function limiting signal 
from the short-range radio station 1. However, the 
present invention is not limited to these embodiments. 
According to a fifth embodiment of the present invention, 
positioning information obtained from GPS (Global Po
sitioning System) satellites are used to determine the 
location of a mobile communication terminal 2, thereby 
determining whether the mobile communication termi
nal 2 is located in a predetermined operation limited ge
ographical area where the camera functions of a cam
era-equipped mobile communication terminal are selec
tively inhibited from use. 
[0059) Referring to Fig. 11, an operation limiting sys
tem according to the fifth embodiment is provided with 
four or more GPS satellites and a plurality of camera
equipped mobile communication terminals, each of 
which is provided with a GPS receiver and a location 
calculator. Further, each of the mobile communication 
terminals stores operation-limitation area information, 
which is used to determine whether the mobile commu
nication terminal 2 is located in an operation limitation 
area. Here, it is assumed for the sake of simplicity that 
an operation-limitation area 1 OOx is previously set in 
each mobile communication terminal and a plurality of 
mobile communication terminals (here, 200a and 200b) 
are located within the operation-limitation area 1 00x and 
a mobile communication terminal 200c is located out of 
the operation-limitation area 1 00x. As described later, 
the mobile communication terminals 200a and 200b 
within the operation-limitation area 1 00x are inhibited 
from operating the designated camera-related functions 
and the mobile communication terminal 200c out of the 
operation-limitation area 1 00x is not inhibited. Since the 
operation-limitation area 1 00x is determined by location 
information such as latitude and longitude, its size has 
no upper limit but a lower limit determined by the posi
tioning resolution of the GPS system. 
[0060) In the case where a mobile communication ter
minal is located inside a building or the like and thereby 
cannot receive GPS positioning signals, a relay station 
for GPS positioning may be installed in abuilding so that 
mobile communication terminals inside the building can 
receive GPS location data through the mobile commu
nication channel. 

Mobile communication terminal 

[0061) Each of the mobile communication terminals 
(here, 200a-200c) has the same function block struc
ture. Hereinafter, for simplicity, each mobile communi-

cation terminal is referred to as a mobile communication 
terminal 200. 
[0062) As shown in Fig.12, the mobile communication 
terminal 200 is provided with a camera section com-

5 posed of an image pickup device unit 21, a lens unit 22, 
and a strobe device 23. The image pickup device unit 
21 includes an image sensor such as CCD sensor, 
CMOS sensor or the like, which may be used for video 
and photograph shooting. The lens unit 22 includes a 

10 set of lenses allowing focusing and zooming. The strobe 
device 23 emits a strobe light when photo-shooting. A 
shutter-sound generator 24 generates a shutter sound 
when shooting so as to avoid stealing a camera shot. A 
display controller 25 controls a display such as a liquid 

15 crystal display device (LCD), which is usually provided 
on a main body of the terminal 200. 
[0063) The mobile communication terminal 200 is fur
ther provided with an operation section 26 such as a 
keypad to enter data or instructions. A mobile commu-

20 nication system 27 including a radio communication 
controller 271 is provided to perform predetermined mo
bile communication operations. 
[0064) A camera function controller 28, which may be 
implemented in a program-controlled processor (not 

25 shown), controls the above-described camera section, 
the shutter-sound generator 24 and the display control
ler 25 depending on whether the mobile communication 
terminal 200 is located in a predetermined operation lim
itation area, which will be described later. The camera 

30 function controller 28 controls the camera section to 
capture still/video images, which are output as an image 
signal to the mobile communication system 27. The cap
tured image can be superimposed on another image re
ceived from the other party and the combined image is 

35 displayed on the display device (not shown). 
[0065) The mobile communication terminal 200 is fur
ther provided with a GPS positioning section 41 com
posed of a GPS receiver 41 a and a location information 
calculator 41 b, an operation limitation data memory 42, 

40 an operation limited area memory 43, and an area de
cision section 44. 
[0066) The GPS receiver 41 a receives positioning in
formation from the GPS satellites to output it to the lo
cation information calculator 41 b. The location informa-

45 tion calculator 41 b calculates location information of the 
mobile communication terminal 200 from the positioning 
information to output it to the area decision section 44. 
[0067) The operation limitation data memory 42 
stores operation-limitation data including camera func-

50 tion control flags for each operation limited area. The 
operation limited area memory 43 stores location data 
(e. g. latitude and longitude) of each operation limited 
area. Since the operation-limitation data are associated 
with each of the operation limited areas, the operation 

55 limitation data memory 42 and the operation limited area 
memory 43 may be combined to a single memory. 
[0068) The area decision section 44, when receiving 
the location information from the location information 

8 
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calculator 41 b, searches the operation limited area 
memory 43 for an operation limited area in which the 
mobile communication terminal 200 is now located. A 
found operation limited area is output to the camera • 

should be inhibited from use. In the above example, 
such a complete inhibition mode is active when all 
the camera-function control flags are set to 1 s. 
Inhibition of auto-focussing and zooming functions: 

function controller 28. The camera function controller 28 5 

searches the operation limitation data memory 42 for 
camera function control flags corresponding to the 
found operation limited area. As described later, the 
camera function controller 28 selectively inhibits the 
camera functions including image pickup, focusing/ 10 

zooming, flashing, shutter-sound generating, and the 
likes, depending on the camera function control flags. 
[0069] As described before, in the case where the op
eration limitation data memory 42 and the operation lim-

lens movement of the lens unit 22 for focusing 
and zooming up/down is inhibited. At public 
places where zoom-up shooting is not appro
priate, for example, the auto-focussing and 
zooming functions should be inhibited from 
use. In the above example, such an auto-focus/ 
zoom inhibition mode is active when the auto
focusing/zooming inhibition flag AZ is set to 1. 

ited area memory 43 may be combined to a single mem- 15 • 

ory, the area decision section 44 is incorporated in the 
camera function controller 28. 

Inhibition of strobe function: flashing of the strobe 
device 23 is inhibited. At places such as museums, 
movie theaters or zoological gardens where the tak
ing of photographs using a strobe light is forbidden 
or inappropriate, for example, the strobe function 
should be inhibited from use. In the above example, 
such a strobe inhibition mode is active when the 
strobe inhibition flag ST is set to 1. 

[0070] Referring to Fig.13, acombinedmemoryofthe 
operation limitation data memory 42 and the operation 
limited area memory 43 contains camera function con- 20 

trol flags (IP, AZ, ST, SS, DSPL) for each of operation 
limited areas (A1, A2, ... ). 
[0071] As shown in Fig. 13, the camera-function con- • Inhibition of shutter-sound generating function: 
trol flags include an image pickup inhibition flag IP, an 
auto-focusing/zooming inhibition flag AZ, a strobe inhi- 25 

bition flag ST, a shutter-sound inhibition flag SS, a dis
play/TV (video telephone) inhibition flag DSPL and, if 
necessary, other operation inhibition flags. 

shutter-sound generation of the shutter-sound 
generator24 is inhibited. In the above example, 
such a shutter-sound inhibition mode is active 
when the shutter-sound inhibition flag SS is set 
to 1. [0072] In this example, the operation limited area A1 

is set to IP=1, AZ=1, ST =1, SS=1 and DSPL=1, where 30 

1 indicates inhibition and 0 indicates permission. There
fore, all camera functions: the image pickup function, the 
auto-focusing/zooming function, the strobe function, the 
shutter-sound generating function and the display/TV 
(video telephone) function, areinhibited. In contrast, the 
operation limited area A2 is set to IP=0, AZ=1, ST =1, 
SS=0 and DSPL=0. Therefore, although the auto-focus
ing/zooming function and the strobe function are both 
inhibited, the image pickup function, the shutter-sound 
generating function and the display/TV (video tele
phone) function are permitted. In this manner, by selec
tively setting the camera-function control flags to 1 for 
each operation limited area, an arbitrary one or any 
combination of the camera functions can be inhibited in 
each operation limited area. 

Operation limitation mode 

[0073] As described above, the operation limitation 
mode in the mobile communication terminal 200 in
cludes the following inhibition modes: 

• Inhibition of all camera functions: image capturing 
of the image pickup device unit 21 and image dis
playing of the display device are entirely inhibited. 
At places such as crowded public trains, museums 
or research laboratories, for example, all camera 
functions including photography and video shoot 

• Inhibition of display/TV (video) function: image dis
playing control of the display controller 25 is inhib-
ited. At places such as museums or movie theaters, 
for example, the display/TV(video) function should 

35 be inhibited from use. In the above example, such 
a display/TV (video telephone) inhibition mode is 
active when display/TV (video telephone) inhibition 
flag DSPL is set to 1. 

40 Camera-function limiting operation 

[0074] It is assumed that the operation limitation data 
memory 42 and the operation limited area memory 43 
are combined to a single memory as shown in Fig. 13 

45 and the area decision section 44. is incorporated in the 
camera function controller 28. 
[0075] As shown in Fig. 14, the camera function con
troller 28 inputs location information from the location 
information calculator 41 b (step S401 ). Thereafter, the 

50 camera function controller 28 searches the combined 
memory as shown in Fig. 13 for an operation limited area 
in which the location information is included (step S402). 
When a match is found, that is, the mobile communica
tion terminal 200 is located in an operation limited area 

55 (YES in step S402) , the camera function controller 28 
reads camera function control flags corresponding to 
the found operation limited area and checks the camera 
function control flags to set corresponding limitation 

9 
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modes as described before (steps S102 and 
S103-S107). 
[0076] More specifically, when the image pickup inhi
bition flag IP = 1, the camera function controller 28 in
hibits the image pickup device unit 21 from capturing 
images (step S103). When the auto-focusing/zooming 
inhibition flag AZ= 1, the camera function controller 28 
inhibits the lens unit 22 from auto-focusing and zooming 
(step S104). When the strobe inhibition flag ST= 1, the 
camera function controller 28 inhibits the strobe device 
23 from flashing (step S105). When the shutter-sound 
inhibition flag SS = 1, the camera function controller 28 
inhibits the shutter-sound generator 24 from shutter
sound generation (step S106). When the display/TV 
(video telephone) inhibition flag DSPL = 1, the camera 
function controller 28 inhibits the display controller 25 
from image/video displaying (step S107). 
[0077] When it is determined that the location infor
mation gets out of an operation limited area, that is, the 
mobile communication terminal 200 leaves the opera
tion limited area (NO in step S402), the camera function 
controller 28 resets all the camera-function control flags 
to 0 and returns to the normal operation (step S403). In 
this manner, the camera function controller 28 repeat
edly performs the steps S401, S401 and S102-S107 at 
regular intervals. 

6. Sixth embodiment 

[0078] As described above, a mobile communication 
terminal 200 can be set to a designated operation limi
tation state depending on whether the location obtained 
by the GPS system falls into an operation limitation area 
stored in the operation limited area memory 43. In ad
dition, a mobile communication terminal 200 according 
to a sixth embodiment of the present invention also has 
a limitation releasing function of selectively releasing the 
limitations of designated operations depending on 
whether an emergency communication is needed. 
[0079] As shown in Fig. 15, themobilecommunication 
terminal 200 according to the sixth embodiment is fur
ther provided with an emergency communication detec
tor 272 in the mobile communication system 27. Blocks 
similar to those previously described with reference to 
Fig. 12 are denoted by the same reference numerals 
and descriptions of the similar blocks will be omitted. 
[0080] The emergency communication detector 272 
determines whether an emergency communication is 
requested by a user operating a ten-key of the operation 
section 26. For example, when the user makes an emer
gency call such as a 911/999 call, the emergency com
munication detector 272 detects such an emergency 
communication request and notifies the camera-func
tion controller 28 of occurrence of emergency. In re
sponse to the occurrence of emergency, the camera
function controller 28, even in the case of operation lim
itation mode, sets the current operation limitation mode 
to a predetermined emergency operation mode. Even 

when all camera functions have been inhibited, one or 
more predetermined camera function is made active by 
resetting corresponding operation control flags to 0. For 
example, when all of IP, AZ, ST, SS and DSPL are 1s, 

5 the camera-function controller 28, when detecting an 
emergency, resets the image pickup control flag IP and 
the display/TV (video telephone) operation control flag 
DSPL to Os to permit the use of TV telephone function. 
[0081] The emergency operation mode preferably en-

10 ables at least a TV (video) telephone function from the 
viewpoint of the amount of information necessary for 
emergency communication. One or more camera func
tions other than the TV (video) telephone function, for 
example, a photograph shooting function, may be se-

15 lectively made active. 
[0082] An operation limitation releasing control of the 
sixth embodiment is basically similar to that of the sec
ond embodiment as shown in Fig. 7. As shown in Fig. 
7, the camera function controller 28 determines whether 

20 an emergency communication is detected (step S201 ). 
When having detected the emergency communication 
(YES in step S201 ), the camera function controller 28 
resets predetermined operation control flags to 0 so that 
the current operation mode is changed to the emergen-

25 cy operation mode (step S202). When no emergency 
communication is detected (NO in step S201 ), the 
above-described steps S101-S108 are performed. 

30 

7. Seventh embodiment 

[0083] A mobile communication terminal 200 accord
ing to a seventh embodiment of the present invention 
also has a limitation releasing function of selectively re
leasing the limitations of designated operations depend-

35 ing on whether a captured face matches a previously 
registered face. 
[0084] As shown in Fig. 16, the mobile communication 
terminal 200 according to the seventh embodiment is 
further provided with a face recognizer 31 and a face 

40 image database 32. Blocks similar to those previously 
described with reference to Fig. 12 are denoted by the 
same reference numerals and descriptions of the similar 
blocks will be omitted. 
[0085] The face image database 32 stores face image 

45 data of authorized users. The face images are captured 
through the camera function of the mobile communica
tion terminal 2 and the captured face image data are 
registered into the face image database 32 through the 
face recognizer 31. When a user wishes to use a specific 

50 camera function (e.g. TV telephone function), the face 
of the user is captured by the camera function and the 
face recognizer 31 determines whether the captured 
face matches one of the registered faces. When a match 
is found, the camera function controller 28 makes the 

55 TV telephone function active even in the case of the dis
play/TV function inhibition. 

10 

[0086] An operation limitation releasing control of the 
seventh embodiment is basically similar to that of the 
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third embodiment as shown in Fig. 9. As shown in Fig. 
9, the camera function controller 28 performs operation 
limitation controls as described in the steps S101-S108. 
In the case where the limitation mode settings have 
been completed, the face recognizer 31 determines 
whether the captured face matches one of the regis
tered faces. If no match is found, the steps S101-S108 
are repeatedly performed as described before. If a 
match is found, the face recognizer 31 notifies the cam
era function controller 28 that the present user is an au
thorized user. The camera function controller 28, even 
in the case of the display/TV function inhibition, resets 
the display/TV (video telephone) inhibition flag DSPL to 
0 to permit the authorized user to use the TV telephone 
function. 

8. Eighth embodiment 

[0087] A mobile communication terminal 200 accord
ing to an eighth embodiment of the present invention 
also has a limitation releasing function of selectively re
leasing the limitations of designated operations depend
ing on whether an emergency communication is needed 
or whether a captured face matches a previously regis
tered face. 
[0088] As shown in Fig. 17, themobilecommunication 
terminal 200 according to the eighth embodiment is fur
ther provided with an emergency communication detec
tor 272 in the mobile communication system 27, a face 
recognizer 31, and a face image database 32. Blocks 
similar to those previously described with reference to 
Fig. 3 are denoted by the same reference numerals and 
descriptions of the similar blocks will be omitted. 
[0089] As described above, even in the case of dis
playfTV function inhibition, the TV telephone function is 
permitted when an emergency occurs or when the face 
of an authorized user is transmitted to the other party. 
More specifically, even when all of AZ., ST, SS and DSPL 
are 1 s, the camera-function controller 28, when detect
ing an emergency or when the captured face matches 
one of the registered faces, resets the display/TV (video 
telephone) inhibition flag DSPL to Oto permit the use of 
TV telephone function. Since the detailed operations of 
the eighth embodiment are similar to those described in 
the sixth and seventh embodiments, the detailed de
scriptions are omitted. 

9. Ninth embodiment 

with a radio-frequency (RF) system 501, a baseband 
processor 502, an audio CODEC 503, a speaker (tele
phone receiver) , andamicrophone (telephone transmit
ter), which are used for telephone conversation. The 

5 mobile telephone terminal is further provided with a 
sound generator 506 and a speaker 507, which can be 
used as the shutter-sound generator 24 under the con
trol of a microprocessor 508. 
[0092] The microprocessor 508 is a program-control-

10 led processor, which executes at least one of control 
programs stored in a program memory 509 using a ran
dom access memory 513. The control programs include 
a mobile telephone controller 510, a camera function 
controller 511, a signal decoder 512 and other neces-

15 sary programs. 
[0093] The display controller 25 controls a LCD de
vice 516 under control of the microprocessor 508. The 
lens unit 22, the image pickup device 21 and the strobe 
device 23 are controlled by a camera controller 514 un-

20 der control of the microprocessor 508. Image data cap
tured by the image pickup device 21 is processed by an 
image processor 515 under control of the microproces
sor 508. The captured image data is displayed on the 
LCD device 516 and is transmitted to the party on the 

25 other end through the RF system 501 and the baseband 
processor 502. 
[0094] The short-range radio receiver 30 receives a 
camera-function limiting signal from the short-range ra
dio station 1 and the received camera-function limiting 

30 signal is decoded to produce camera-function control 

flags by the signal decoder 512 running on the micro
processor 508. According to the camera-function con
trol flags, as described before, the camera function con
troller 511 inhibits designated camera functions. 

35 [0095] In addition, as described in the second to fourth 
embodiments, an inhibited camera function (e.g. the vid
eo-telephone function) can be made active when an 
emergency occurs or when a captured face matches a 
registered face. 

40 [0096] The fifth to eighth embodiments of the present 
invention can be also applied to a mobile telephone ter
minal having a video-telephone function. In this case, 
the mobile telephone terminal is equipped with the GPS 
receiver in place of the short-range radio receiver 30 of 

45 Fig. 18. Since the operation of the GPS-equipped mo
bile telephone terminal is similar to that of the fifth to 
eighth embodiments, the descriptions are omitted. 

[0090] As shown in Fig. 18, the first to fourth embod- 50 Claims 
iments of the present invention can be applied to a mo
bile telephone terminal having a video-telephone func
tion. Blocks similar to those previously described with 
reference to Fig. 3 are denoted by the same reference 
numerals and descriptions of the similar blocks will be 
omitted. 
[0091] The mobile telephone terminal according to a 
ninth embodiment of the present invention is provided 

55 

11 

1. A system for limiting a plurality of camera functions 
in a mobile communication terminal (2, 200) 
equipped with a camera, comprising: 

at least one operation-limited area (100, 1 00x), 

wherein the mobile communication terminal is al-
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lowed to determine whether the mobile communi- controller releases the inhibition of the predeter-
cation terminal is located within an operation-limited mined camera function. 
area; 

characterized by comprising: 6. The system according to claim 3, further compris-
5 ing: 

a memory (12, 42, 43) storing camera-function 
limitation data for each of the at least one op
eration-limited area, the camera-function limi
tation data indicating selective inhibition of the 
plurality of camera functions; and 10 

a camera function controller (28) for selectively 
inhibiting the plurality of camera functions de
pending on camera-function limitation data cor
responding to an operation-limited area in 
which the mobile communication terminal is lo- 15 

cated. 

2. The system according to claim 1, wherein the cam-
era function controller releases an inhibited camera 
function when a predetermined condition is satis- 20 

fied. 

an emergency communication detector (272) 
for detecting occurrence of an emergency com
munication to inform the camera function con
troller of the occurrence of the emergency com
munication; and 
a face image memory (32) for previously regis
tering a face image of each authorized user, 

wherein, in one of cases where the camera 
function controller is informed of the occurrence of 
the emergency communication in a case of inhibi
tion of a predetermined camera function and where 
an input image picked up by the camera matches a 
face image registered in the face image memory in 
a case of inhibition of the predetermined camera 
function, the camera function controller releases 
the inhibition of the predetermined camera function. 3. The system according to claim 1, wherein each of 

the at least one operation-limited area is substan
tially defined by radio propagation of a camera
function limiting signal broadcast by a radio station 
(1) installed at a predetermined location, the cam
era-function limiting signal including the camera
function limitation data, 

25 7. The system according to any of claims 4-6, wherein 
the predetermined camera function is a video tele
phone function. 

wherein the mobile communication terminal 
comprises a radio receiver for receiving the cam
era-function limiting signal from the radio station. 

4. The system according to claim 3, further compris-
ing: 

an emergency communication detector (272) 
for detecting occurrence of an emergency com
munication to inform the camera function con
troller of the occurrence of the emergency com
munication, 

wherein, when informed of the occurrence of 
the emergency communication in a case of inhibi-

8. The system according to claim 3, wherein the radio 
30 station broadcasts the camera-function limiting sig

nal in a short-range radio communication scheme, 
which is different from a radio communication 
scheme of the mobile communication terminal. 

35 9. The system according to claim 1 , wherein each of 
the at least one operation-limited area is deter
mined by the mobile communication terminal, 

wherein the mobile communication terminal 
comprises: 

40 

a location detector (41) for detecting a location 
of the mobile communication terminal; 
an operation-limited area memory (43) storing 
operation-limited area location data; and 

tion of a predetermined camera function, the cam- 45 

era function controller releases the inhibition of the 
predetermined camera function. 

an area decision section (44) for searching the 
operation-limited area memory for a detected 
location of the mobile communication terminal 
to determine whether the mobile communica
tion terminal is located within an operation-lim
ited area. 

5. The system according to claim 3, further compris-
ing: 50 

a face image memory (32) for previously regis
tering a face image of each authorized user, 

wherein, when an input image picked up by 55 

the camera matches a face image registered in the 
face image memory in a case of inhibition of a pre
determined camera function, the camera function 

12 

10. The system according to claim 9, further compris-
ing: 

an emergency communication detector (272) 
for detecting occurrence of an emergency com
munication to inform the camera function con
troller of the occurrence of the emergency com-
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munication, 

wherein, when informed of the occurrence of 
the emergency communication in a case of inhibi-
tion of a predetermined camera function, the cam- 5 

era function controller releases the inhibition of the 
predetermined camera function. 

11. The system according to claim 9, further compris
ing: 

a face image memory (32) for previously regis
tering a face image of each authorized user, 

10 

wherein, when an input image picked up by 15 

the camera matches a face image registered in the 
face image memory in a case of inhibition of a pre
determined camera function, the camera function 
controller releases the inhibition of the predeter-
mined camera function. 20 

12. The system according to claim 9, further compris
ing: 

an emergency communication detector (272) 25 

for detecting occurrence of an emergency com
munication to inform the camera function con
troller of the occurrence of the emergency com
munication; and 

16. Amethod for limiting a plurality of camera functions 
in a mobile communication terminal equipped with 
a camera, comprising: 

preparing at least one operation-limited area, 

wherein the mobile communication terminal is al
lowed to determine whether the mobile communi
cation terminal is located within an operation-limited 
area; 

characterized by comprising: 

storing camera-function limitation data for each 
of the at least one operation-limited area, the 
camera-function limitation data indicating se
lective inhibition of the plurality of camera func
tions; and 
selectively inhibiting the plurality of camera 
functions depending on camera-function limita
tion data corresponding to an operation-limited 
area in which the mobile communication termi
nal is located. 

17. The method according to claim 16, further compris
ing: 

releasing an inhibited camera function when a 
predetermined condition is satisfied. 

a face image memory (32) for previously regis
tering a face image of each authorized user, 

wherein, in one of cases where the camera 
function controller is informed of the occurrence of 
the emergency communication in a case of inhibi
tion of a predetermined camera function and where 
an input image picked up by the camera matches a 
face image registered in the face image memory in 
a case of inhibition of the predetermined camera 
function, the camera function controller releases 
the inhibition of the predetermined camera function. 

30 18. The method according to claim 16, wherein each of 
the at least one operation-limited area is substan
tially defined by the mobile communication terminal 
receiving a camera-function limiting signal from a 
radio station, the camera-function limiting signal in-

35 eluding the camera-function limitation data. 

19. The method according to claim 16, wherein each of 
the at least one operation-limited area is deter
mined by the mobile communication terminal 

40 detecting a location of the mobile communi-

13. The system according to any of claims 10-12, 
wherein the predetermined camera function is avid-
eo telephone function. 45 

cation terminal; 
storing operation-limited area location data; 

and 
searching the operation-limited area memory 

for a detected location of the mobile communication 
terminal to determine whether the mobile commu
nication terminal is located within an operation-lim
ited area. 

14. The system according to claim 9, wherein the loca
tion detector is a GPS positioning section for receiv
ing global positioning system (GPS) signals to de
tect the location of the mobile communication ter
minal. 

50 20. Amobilecommunicationterminalwhich is equipped 
with a camera and has a plurality of camera func
tions, 

15. The system according to claim 1, wherein the cam-
era functions include image pickup function, auto
focusing and zooming function, strobe function, 55 

shutter-sound generating function, and video tele
phone function. 

13 

characterized by comprising: 

a radio receiver (30) for receiving a camera
function limiting signal from a radio station in
stalled at a predetermined location; 
a signal decoder (29) for decoding the camera-
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function, the camera function controller releases 
the inhibition of the predetermined camera function. 

25. The mobile communication terminal according to 

function limiting signal to produce camera
function limitation data indicating selective in
hibition of the plurality of camera functions; and 
a camera function controller (28) for selectively 
inhibiting the plurality of camera functions de
pending on camera-function limitation data. 

5 any of claims 22-24, wherein the predetermined 
camera function is a video telephone function. 

21. The mobile communication terminal according to 
claim 20, wherein the camera function controller re
leases an inhibited camera function when a prede- 10 

termined condition is satisfied. 

22. The mobile communication terminal according to 
claim 20, further comprising: 

26. The mobile communication terminal according to 
claim 20, wherein the radio station transmits the 
camera-function limiting signal in a short-range ra
dio communication scheme, which is different from 
a radio communication scheme of the mobile com
munication terminal. 

an emergency communication detector for de
tecting occurrence of an emergency communi
cation to inform the camera function controller 
of the occurrence of the emergency communi-

15 27. A mobile communication terminal which is equipped 
with a camera and has a plurality of camera func
tions, comprising: 

cation, 20 

wherein, when informed of the occurrence of 
the emergency communication in a case of inhibi
tion of a predetermined camera function, the cam-
era function controller releases the inhibition of the 25 

predetermined camera function. 

23. The mobile communication terminal according to 
claim 20, further comprising: 

a face image memory for previously registering 
a face image of each authorized user, 

wherein, when an input image picked up by 

30 

the camera matches a face image registered in the 35 

face image memory in a case of inhibition of a pre
determined camera function, the camera function 
controller releases the inhibition of the predeter
mined camera function. 

24. The mobile communication terminal according to 
claim 20, further comprising: 

an emergency communication detector for de
tecting occurrence of an emergency communi
cation to inform the camera function controller 
of the occurrence of the emergency communi
cation; and 

40 

45 

a location detector (41) for detecting a location 
of the mobile communication terminal; 

characterized by comprising: 

a memory (42, 43) storing camera-function lim
itation data for each of at least one operation
limited area, 
wherein the camera-function limitation data in
dicates selective inhibition of the plurality of 
camera functions; 
an area decision section (44) for searching the 
operation-limited area memory for a detected 
location of the mobile communication terminal 
to determine whether the mobile communica
tion terminal is located within an operation-lim
ited area; and 
a camera function controller (28) for selectively 
inhibiting the plurality of camera functions de
pending on camera-function limitation data cor
responding to a found operation-limited area. 

28. The mobile communication terminal according to 
claim 27, wherein the camera function controller re
leases an inhibited camera function when a prede
termined condition is satisfied. 

29. The mobile communication terminal according to 
claim 27, further comprising: 

an emergency communication detector for de-a face image memory for previously registering 
a face image of each authorized user, 

wherein, in one of cases where the camera 
function controller is informed of the occurrence of 
the emergency communication in a case of inhibi-

50 tecting occurrence of an emergency communi
cation to inform the camera function controller 
of the occurrence of the emergency communi
cation, 

tion of a predetermined camera function and where 55 

an input image picked up by the camera matches a 
face image registered in the face image memory in 
a case of inhibition of the predetermined camera 

14 

wherein, when informed of the occurrence of 
the emergency communication in a case of inhibi
tion of a predetermined camera function, the cam
era function controller releases the inhibition of the 



Exhibit 1002 
IPR2022-00426 

Page 593 of 755

27 EP 1445923 A1 

predetermined camera function. 

30. The mobile communication terminal according to 
claim 27, further comprising: 

a face image memory for previously registering 
a face image of each authorized user, 

wherein, when an input image picked up by 

5 

the camera matches a face image registered in the 10 

face image memory in a case of inhibition of a pre
determined camera function, the camera function 
controller releases the inhibition of the predeter
mined camera function. 

31. The mobile communication terminal according to 
claim 27, further comprising: 

15 

an emergency communication detector for de
tecting occurrence of an emergency communi- 20 

cation to inform the camera function controller 
of the occurrence of the emergency communi
cation; and 
a face image memory for previously registering 
a face image of each authorized user, 

wherein, in one of cases where the camera 
function controller is informed of the occurrence of 
the emergency communication in a case of inhibi-

25 

tion of a predetermined camera function and where 30 

an input image picked up by the camera matches a 
face image registered in the face image memory in 
a case of inhibition of the predetermined camera 
function, the camera function controller releases 
the inhibition of the predetermined camera function. 35 

32. The mobile communication terminal according to 
any of claims 29-31, wherein the predetermined 
camera function is a video telephone function. 

33. The mobile communication terminal according to 
claim 27, wherein the location detector is a GPS po
sitioning section for receiving global positioning 
system (GPS) signals to detect the location of the 
mobile communication terminal. 

40 

45 

50 

55 

15 

28 
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Mobile Communications 

This invention relates to methods and systems of controlling a mobile 

terminal. More particularly, but not exclusively, the invention relates to 

5 controlling a mobile terminal by defining a profile of an operation mode and 

switching from a particular mode of operation to another mode of operation. 

There are a number of places or occasions where a user of a mobile 

terminal wants to set a number of different functions or settings such that the 

terminal is in a particular mode of operation. For example, the user may not 

10 want the terminal to produce audible alerts, as the noise might disturb others. 

These places and occasions for example include theatres, cinemas, libraries, 

conferences or business meetings, and are referred to as Non-Mobile Friendly 

Events (NMFE) in the following. 

For the duration of such a NMFE, the user could switch the mobile 

15 terminal to a silent mode. In this case, information about incoming calls is 

recorded in the usual way. However, the disadvantage is that the user has to 

remember to switch off silent mode of the terminal after the NMFE. In 

20 

addition, the calling parties might think that the user was simply not 

answering the call and might try to reach the user several times which is 

tedious for the calling party and also leads to an unnecessary increase in 

signalling in the communications network. 

The Nokia 8310 mobile terminal by Nokia TM is described to have 

various setting groups to customise the mobile's alerting tones for different 
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events and environments. The phone tone setting groups can be activated via 

the menu functions. The user may for example select a phone tone setting 

group called "silent". The user may also set a setting group to be active for a 

certain amount of time up to 24 hours. After the time period set by the user 

5 expires, the previous setting group set becomes active again. 

This option of having phone tone setting groups is very similar to 

switching manually to silent mode and the disadvantage remains that the 

calling parties are not informed that the user is currently unreachable. 

The user can avoid this disadvantage by diverting all incoming calls to 

10 his voice mail box. However, in this case the user has to set the terminal 

manually and he has to remember to tum off call diversion after the NMFE. 

This would inform calling parties that the user is currently unavailable and at 

the same time prevent the terminal from ringing during the NMFE. However, 

messages received via the short message service (SMS) would still be notified 

15 audibly, unless the user switches to silent mode for SMS reception. If all calls 

are diverted to a voice mail box, then no signalling takes place between 

network and mobile, so then there is no indication of missed calls at the 

terminal. Information about the calls missed during the NMFE will not be 

recorded . 

20 A further solution would be to switch off the mobile terminal for the 

duration of the NMFE. This would prevent the terminal from audibly alerting 

calls and SMS messages. The calling party would be notified that the user is 

currently not reachable and calls might be diverted to voice mail if the user 
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had set up his terminal accordingly. However, the user has no access to call 

information about the calls missed during the NMFE ( apart from possibly the 

last incoming call via dialled operator services, such as the BT 1471 service). 

Another disadvantage is that the user will have to remember to switch on the 

5 terminal fo11owing the NMFE. Also the user usually receives an audible 

indication when the terminal is switched on, which might be disturbing, and 

the user might need to key in the personal identification number (PIN) before 

the terminal can be used. 

In order to avoid the need to switch the terminal back on manually 

10 after the NMFE, the user may set the terminal to wake up at a particular time 

using the alarm function. However, the user may sti11 need to key in the PIN 

before the terminal is usable. Moreover, if the NMFE takes longer than 

expected, the user is not able to change the specified time for wake-up 

without switching on the terminal and thus being disturbed by the audible 

15 indication when the terminal is switched on. 

20 

In US published patent application US 2002/0083028, a mobile 

terminal is described which operates automatically according to information 

pre-programmed by the user. The user defines certain time periods every day 

or week or periods dedicated to a particular event, and the terminal determines 

according to the information given for a particular event whether the user can 

be called during the scheduled time period for this event. If the terminal 

determines that the user cannot be alerted and a call is received, the terminal 

responds automatically to this call by sending a voice or SMS message to the 
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calling party notifying that the user is currently having a NMFE and that the 

user can be reached later. 

A disadvantage of the described solution is that the user needs to 

preprogram the information about the events and in which way the user can be 

5 alerted for each of the defined events. Another disadvantage is that additional 

signalling is required in order to notify the calling party that the user is 

currently not reachable. 

In US patent application US2001/0009863, a method is described for 

restricting incoming calls in a mobile terminal. The user can specify a 

10 particular time period in which the user does not want to receive any 

incoming calls. If a call is coming in, the terminal determines whether calls 

15 

20 

are restricted at that particular time by using the GSM call barring function to 

prevent the terminal from receiving any incoming calls. In this way call 

information is available and might be presented to the user after the NMFE 

event. However, the user is usually still audibly alerted by the reception of 

SMS messages and the system is not very flexible . 

It is an aim of the present invention to alleviate at least some of the 

disadvantages described and to provide an improved method and system for 

controlling a mobile terminal. 

According to one aspect of the invention, there is provided a method 

of operation of a mobile terminal for use in a mobile communication network, 

the method comprising the steps of: storing a plurality of predefined profiles; 
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and automatically switching to or from one of said profiles according to a 

condition selected or specified by the user of said terminal, wherein said 

condition is a change in location of the mobile terminal, 

wherein the method further comprises notifying the user when the 

5 terminal is about to switch off said one profile. 

According to a another aspect of the invention, there is provided a 

method of operation of a mobile terminal for use in a mobile communication 

network, the method comprising the steps of: storing a plurality of predefined 

profiles; and automatically switching to or from one of said profiles according 

10 to a condition selected or specified by the user of said terminal, wherein said 

condition is the occurrence or expiry of a calendar entry, 

15 

wherein the method further comprises notifying the user when the 

terminal is about to switch off said one profile . 

Preferably, said one profile comprises the settings call diversion to a 

voice mail box and silent mode for short message reception. In this way a 

convenient way is provided for setting a terminal to a silent mode without 

losing information about incoming call and messages . 

The call diversion function may for example be set to divert the 

incoming cal] to a voice mail box if no answer has been received within a 

20 specified time period, such as a period of 5 seconds. As the mobile is allowed 

to be paged (albeit with no indication to the user) prior to the call being 

diverted, the information about the incoming call is accessible to the terminal. 
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Preferably, the user may se]ect an event out of a number of possible 

events to trigger switching between two different modes of operation. Such an 

event may for example be location information, calendar information or a 

combination of those. The conditions to switch automatically between 

5 operation modes include for example a change in location or the occurrence 

or expiry of a selected calendar entry to initiate switching between different 

modes of operation. In this way there is provided a very flexible system to 

switch between different modes of operation. 

Further aspects and advantages of the invention will be set out, by way 

10 of example only, from the fo1lowing description and accompanying drawings, 

wherein: 

15 

Figure 1 is a general schematic outline of a GSM mobile 

communications network in which the present invention can be implemented; 

Figure 2A is a block diagram of a mobile terminal for use in the 

network illustrated in Figure 1 ; 

Figure 2B is a schematic illustration of the mobile terminal in 

figure 2A; 

Figure 3 1s a flowchart diagram illustrating the procedure of 

controlling a mobile terminal according to an illustrative arrangement not 

20 forming an embodiment of the present invention. 

Figure 4 is a flowchart diagram illustrating the procedure of 

controlling a mobile terminal according to an embodiment of the present 

invention. 
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Figures SA to C are schematic diagrams of display screens illustrating 

the procedure of controlling a mobile terminal according to an illustrative 

arrangement not forming an embodiment of the present invention. 

Figure 6 is a schematic diagram of a display screen according to 

5 embodiments of the present invention. 

Figure 7 is a flowchart diagram illustrating the procedure of 

controlling a mobile terminal according to another illustrative arrangement 

not forming an embodiment of the present invention. 

In Figure 1 a schematic outline of a mobile telecommunications 

10 network according to the GSM standard is shown. A Mobile Switching 

Centre (MSC) is connected via communication links to a number of Base 

Station Controllers (BSCs) 4. The BSCs are dispersed geographically across 

areas served by the Mobile Switching Centre 2. Each BSC 4 controls one or 

more Base Transceiver Stations (BTSs) 6 located remote from, and connected 

15 

20 

by further communication links to, the BSC 4. Each BTS 6 transmits radio 

signals to, and receives signals from, mobile stations 8 which are in an area 

served by that BTS 6. The area is referred to as a "cell". A GSM network is 

provided with a large number of such cells, which are ideally contiguous to 

provide continuous coverage over the whole network territory. 

A MSC 2 is also connected via communications links to other mobile 

switching centres in the remainder of the mobile communications network 10, 

and to a public service telephone network (PSTN), which is not illustrated. 
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It is appreciated that the invention may alternatively be implemented 

in other cellular networks, such as GPRS, UMTS or CDMA2000 networks. 

Referring to Figure 2A and B, a mobile station 8 comprises a 

transmit/receive aerial 16, a radio frequency transceiver 18, a speech 

5 coder/decoder 20 connected to a loudspeaker 22 and a microphone 24, a 

processor circuit 26 and its associated memory 28, an LCD display 30 and a 

manual input port (keypad) 32. The mobile station is connected to a 

removable SIM 34 via electrical contacts 35. 

The SIM 34 connected to the mobile station has a SIM processor 36 

10 and SIM memory 38. 

15 

The SIM 34 is used for the storage and retrieval of data items by the 

processor 26 of the mobile station 8. The command set, data file structure and 

data coding formal for data communicated via the interface between the 

mobile station processor 26 and the SIM processor 36 are all specified, in the 

GSM system, in GSM technical specification 11.11 (3GPP TS 51.011 for 

release 4 onwards). In a similar manner, the Universal Subscriber Identity 

Module USIM is used in UMTS networks, see the Technical Specification 

3GPP TS 31.102. 

In the past, the SIM had a purely passive function and was used for 

20 storing data, mainly relating to the identification of a particular user, to 

authentication and security procedures. 

Today, SIM cards have extended functionality and allow applications 

to be stored on the SIM card and interactions between the SIM card and the 
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mobile equipment (ME). Such mechanisms can either be provided by the 

SIM application toolkit or by a SIM card, for which software can be written in 

'JM a computer programming language such as Java . 

Referring now to Figure 3, the process of setting a mobile terminal to 

5 "sleep mode" is described for an illustrative arrangement not forming an 

embodiment of the invention. Sleep mode is a particular mode of operation, 

which allows a user to set the following settings on the mobile terminal: "call 

diversion to a voice mail box on no answer", "silent mode for incoming calls" 

and "silent mode for short message reception". The method also provides for 

10 automatic switching to sleep mode according to a condition selected or 

specified by the user of said terminal. 

15 

The process starts in step 101 by the user wanting to set the mobile 

terminal to sleep mode. In order to activate sleep mode in step 103, the user 

needs to press a predetermined key or a combination of keys on the terminals 

keypad. The terminal then notifies the user via the display that the user needs 

to set a time t' at which the terminal switches off the sleep mode and re-enters 

the normal mode. The user enters the desired time t' in step 105 via the 

terminal's keypad. In steps 107 and 109 the terminal now enables the sleep 

mode; In step 107 the terminal sets voice call diversion to a voice mail box if 

20 no answer is received after 5 seconds. In step 109 the terminal sets silent 

mode for calls and SMS reception. 

In step 111, the terminal continuously monitors the current time in 

order to determine in step 113 whether the terminal is required to stay in sleep 
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mode (step 115) or whether the time t' has arrived for switching back from 

sleep mode to normal mode. 

In the latter case, the terminal continues by notifying the user via the 

terminal's display that the terminal is about to switch off sleep mode in 

5 step 117. The terminal may further notify the user ( step 119) that they can 

extend the time period of the mobile terminal being in sleep mode by 

activating a predetermined key or a combination of keys. If the user decides 

in step 119 that the silent mode is required for an extended period, the process 

continues in step I 05 and the user can again set a new time t' at which the 

10 terminal switches back to normal mode. 

15 

If, on the other hand, the time period does not need to be extended in 

step 119, in step 121 the terminal displays to the user cal] information of any 

calls which were received during the time period the terminal was set to sleep 

mode. The terminal also notifies the user of any received SMS messages . 

In steps 123 and 125, the terminal disables the sleep mode by 

switching off the call diversion to the voice mail box on no answer (step 123), 

and by switching off the silent mode (for incoming calls and SMS) in 

step 125. fu step 131, the terminal is now again in normal mode. 

If, in step 127, a voice call is received by the mobile terminal while 

20 being set to sleep mode, the call information like the calling party's identity is 

stored in the terminal as a missed call prior to the call being diverted. In 

step 129, the terminal displays this information to the user during sleep mode, 

but no audible warning is given. The terminal may for example display a 
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screen to the user as illustrated in Figure 6. Similarly, if in step 127 a SMS 

message is received, the user is visually notified of the event in step 129. 

In this way the user is notified by the terminal of incoming calls or 

messages without being disturbed by the terminal alerting the user. 

The terminal stores the call information of all calls received during 

sleep mode (see step 121) and displays the information to the user when 

switched back to normal mode. The user may also easily access the stored 

information and use it for returning the missed calls after the l\1MFE. 

As an alternative to switching off the call diversion in step 123, the 

10 terminal may extend the time before a call is diverted ifno answer is received, 

such as by changing the time period from 5 to 15 seconds, thus allowing more 

time for the user to answer incoming calls . 

15 

It is appreciated that the user may at any time during sleep mode re

awake the terminal to switch it back to normal mode by activating a 

predetermined key or a combination of keys. 

In this way the user may for example re-awaken the mobile terminal 

after the terminal informed the user of a received call by displaying the call 

information as described above with reference to Figure 6. The user may, for 

example, recognise from the information that an awaited call or a particular 

20 important call was directed to the terminal and return the call after the 

terminal has been re-awaken. 

In a similar manner, the user may at any time during sleep mode re

awaken the terminal for extending the sleep period. 
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According to an embodiment of the present invention, the user can 

specify a change in location to trigger the terminal to switch off the sleep 

mode and to return to normal mode. 

Such an embodiment might be especially useful for events where the 

5 duration of time might be difficult to predict such as certain business 

meetings, and where the user changes location after the event, for example 

leaves a conference or meeting after the event to go back to the user's office. 

For such an event, it is convenient to relate the automatic switching to or from 

sleep mode dependent on the mobile terminal's location. 

15 

Referring to Figure 4, we will now describe a process similar to that 

described above with reference to Figure 3 but using a location trigger rather 

than a time trigger to switch from sleep mode to normal mode. Steps 201 and 

203 are analogous to steps 101 and 103 described above. In step 205 the user 

defines that the terminal is to switch off the sleep mode when it has 

determined a change in location. Steps 207 and 209 are again analogous to 

steps 107 and 109. 

In step 211, the terminal monitors the location of the terminal. This 

can be done by using information from a global positioning system (GPS) or 

simply using information from which cell of the network the mobile is 

20 currently provided services. This information is for example available from 

the location information elementary file on the SIM. As long as no change to 

the mobile's location occurs, the process continues with step 215 and 211 by 

staying in sleep mode and further monitoring the location. If a call or 
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message is received while the terminal is set to sleep mode (step 227), the 

terminal displays the all information to the user in step 229. 

If the mobile determines in step 213 that its location has changed, the 

process continues in step 217. Again, steps 217 to 227 are analogous to 

5 step 117 to 127 described above. 

Also in this embodiment the terminal may prompt the user to "extend" 

the sleep mode and to enter a new event to trigger the return to the normal 

mode. The user may for example set the terminal to sleep mode before 

attending a business meeting. However, the user might change location 

10 during the meeting without wanting the terminal to switch back to normal 

mode. Thus, the user may after being prompted to do so in step 219, re-enter 

in step 205 that the terminal switches back to normal mode as soon as a 

further change in location is detected. 

15 Instead of setting the trigger to a change in location, the user may also 

specify that the terminal switches back to normal mode if the terminal has 

determined that it is at a particular location, for example at the office or at 

home. In order to achieve this the user may define a particular cell as his 

"home" or "office" cell if the user is at home or in the office. The terminal 

20 then memorises and stores the according information for that particular cell 

and refers to this information as the "home" or "office" cell. 

According to a further embodiment, the user is presented with a 

display as illustrated in Figure SA after the user has activated the sleep mode. 
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The user is prompted to enter or select a particular "event" to be used as a 

trigger for switching from sleep mode to normal mode as soon as this "event" 

occurs. 

The user may for example choose between the listed options "'time", 

5 "location" or others. By activating the navigation keys of the terminal, the 

user may select one of the options. 

If the user selects the listed highlighted option "time" in Figure SA, 

the terminal displays a screen as illustrated in Figure 5B. The user is again 

offered two options, i.e. either to set a time at which the terminal switches 

10 back from sleep mode or to set a time period during which the terminal stays 

in sleep mode. 

15 

If the user selects to set a time in Figure 5B, a screen as illustrated in 

Figure 5C is subsequently presented to the user. The user may then enter the 

hours and minutes of the desired time into the two predefined fields by using 

the terminal's keypad. 

Although in the above described arrangements and embodiments a 

sleep mode has been described to include a call diversion to a voice mail box 

on no answer, a silent mode for incoming call and SMS reception and a visual 

notification of missed call information for incoming calls, it is appreciated 

20 that alternatively other predetermined modes of operation may be utilised. A 

similar sleep mode like the one described above may for example be achieved 

by replacing the call diversion function by a call barring function for all 

incoming calls. 
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More generally, the user may define "profiles" of operation modes 

according to the present invention. These profiles consist of several network 

settings or a combination of network settings and terminal settings. The user 

may define as many different modes of operation as he likes. Also, the user 

5 may define the modes of operation including as many settings as he likes. The 

user is not restricted in the choice of the settings he may want to include in the 

defined modes of operation. 

Terminal settings are functions which are set directly on the terminal, 

such as the volume of a ring tone, the type of alert etc. Network settings are 

10 implemented by the service provider. These functions include for example 

call diversion, call barring, call holding, access to caller identity or cell 

identity information, etc . 

15 

20 

By providing these predefined modes of operation, the user can switch 

easily between different modes of operations without requiring the user to set 

these commands or functions individually. Also, an application running on 

the terminal or the SIM can make use of the predefined profiles to switch 

between them. Preferably, both the network and terminal settings are 

standard commands and/or settings. In this way the "profiles" can be 

implemented easily into existing mobile terminals. 

A further example for such a profile of an operation mode is a "noisy 

mode". This mode is set up particularly for use in high noise environments, 

such as factory floors, airports, etc. In the noisy mode, the call and SMS 

indication tones are set to the maximum volume, vibration and visua] alerting 
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modes are switched on in addition to the audible alerts, and call diversion to a 

voice mail box on no answer is switched off. 

In this way the user is provided with a maximum of incoming call or 

message alerting. At the same time, the user has the maximum amount of time 

5 to answer an incoming voice call. 

Other modes of operation include for example a "sales mode", in 

which no information relating to outgoing calls is displayed, and call waiting 

and call divert on busy subscriber is disabled, a "business mode", which 

includes the browser settings for connection to an office server and call 

10 forwarding to a secretary's number on busy or no answer, or a "leisure mode", 

which enables the information about the caller identity to be displayed, sets a 

particular "fun" ring tone, and includes browser settings for connection to a 

personal internet service provider and e-mail. 

15 

Preferably, the terminal provides a number of predefined modes, such 

as the sleep mode and the noisy mode. However, the user can also create new 

modes or customise existing profiles. These modes may be defined either via 

the menu option by listing the desired settings or by setting the terminal 

manually to the desired mode of operation and subsequently defining this 

mode of operation as a profile. By defining a name access to the operation 

20 modes is facilitated. 

As an alternative to using location information to initiate switching 

between different modes of operation, the user can set the terminal to use 
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information entered to a calendar stored on the terminal to trigger the terminal 

to switch the terminal to a preferred mode of operation. 

Many mobile terminals provide for a calendar option to store 

information about meetings or other events. A further embodiment of the 

5 present invention, in which the user may select a particular mode of operation 

for an event scheduled in the user's calendar will now be described with 

reference to the flowchart diagram of Figure 7. 

In step 303, the user enters a new entry m his mobile terminal's 

calendar. In step 305, the user is presented with a screen asking whether a 

10 change in operation mode is required for the event entered into the calendar in 

step 303. If no change in operation mode is desired, the process ends in step 

304. If the user wants to change the mode of operation for the time of the 

entered event, he may select a mode of operation in step 307. In order to 

facilitate the selection, the mobile terminal presents a screen with all the pre-

15 defined operation modes, such that the user can select the desired mode by 

operating the navigation and/or confirmation keys . 

The terminal then checks in step 309 whether the entered event is 

scheduled in the calendar for a predetermined time period. If this is not the 

case, the user can set a time period t' for which the terminal will stay in the 

20 selected operation mode (step 311). If, on the other hand, the duration is 

already scheduled in the calendar, the process continues in step 313. 

In step 313, the terminal monitors the time and compares the current 

time with the calendar entries. If, in step 315, the time for the entered entry 
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arrives, the terminal is automatically set to the selected operation mode in 

step 317. Otherwise, the terminal keeps monitoring the time in step 313. 

After the terminal is set to the selected mode in step 31 7, the terminal 

again monitors the time in step 319, in order to determine when the terminal is 

5 to be switched back to normal mode or the mode in which the terminal has 

been before switching to the selected mode in step 317. As long as the 

scheduled time for the end of the selected event has not yet arrived or the time 

period set in step 311 has not yet expired, the terminal stays in the selected 

mode (step 323) and keeps monitoring the time in step 319. 

10 

15 

If the terminal determines in step 321 that the scheduled time period 

for the selected event is over or that the time period set in step 311 expired, 

the terminal notifies the user visually that its mode of operation is changed to 

normal mode (step 325). The terminal is switched back to normal mode in 

step 327 and the process ends in step 329 . 

The embodiments of the present invention are preferably implemented 

m the mobile terminal by means such as an application stored in the 

memory 28 of the mobile terminal 8, which is running on the terminal's 

processor 28. The application may for example be activated by the user when 

he selects a particular mode of operation by pressing a predetermined key or 

20 combination of keys. If more than one profile is defined for a particular 

terminal, the user may access a menu for these profiles and select the desired 

profile via that menu. 
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As an alternative to storing and running the application for controlling 

the terminal via a profile for a mode of operation on the processor of the 

mobile terminal, the application may be stored and run on the SIM, for 

example as a SIM Toolkit or a J avaTM application. 

It is to be understood that the embodiments described above are 

preferred embodiments only. Various features may be omitted, modified or 

substituted by equivalents, without departing from the scope of the present 

invention . 
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CLAIMS: 

1. A method of operation of a mobile terminal for use m a mobile 

communication network, 

the method comprising the steps of: 

storing a plurality of predefined profiles; and 

automatically switching to or from one of said profiles according to a 

condition selected or specified by the user of said terminal, wherein said 

condition is a change in location of the mobile terminal, 

wherein the method :further comprises notifying the user when the 

terminal is about to switch off said one profile . 

2 . A method according to claim 1, :further comprising changing said 

condition while the terminal is set to said one profile in response to a user 

instruction. 

3. A method according to claim 2, wherein the user instruction specifies 

a change in location for switching off said one profile. 

4. A method of operation of a mobile terminal for use m a mobile 

communication network, 

the method comprising the steps of: 

storing a plurality of predefined profiles; and 
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automatically switching to or from one of said profiles according to a 

condition selected or specified by the user of said terminal, wherein said 

condition is the occurrence or expiry of a calendar entry, 

wherein the method further comprises notifying the user when the 

5 terminal is about to switch off said one profile. 

10 

15 

5. A method according to claim 4, further comprising changing said 

condition while the terminal is set to said one profile in response to a user 

instruction. 

6. A method according to claim 5, wherein the user instruction specifies 

the occurrence or expiry of a calendar entry for switching off said one profile . 

7. A method according to any of claims 1 to 6, further comprising 

providing a plurality of different events for selection, said events being used 

to set a condition relating to said events for switching to and/or from said one 

profile . 

8. A method according to claim 7, wherein these events comprise time 

20 events, location events or scheduled events. 

9. A method according to any of claims 1 to 8, wherein said one profile 

comprises the settings: 
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call diversion to a voice mail box; and 

silent mode for short message reception. 

10. A method according to any of claims 1 to 9, wherein, in said one 

5 profile, an incoming call is diverted to a voice mail if no answer has been 

received within a specified time period. 

10 

15 

11. A method according to any of claims 1 to 10, wherein, in said one 

profile, information regarding an incoming call is accessible to the terminal. 

12. A mobile terminal adapted to perform the method of any of claims 1 to 

11. 

13. An application for installation on a subscriber identity module for use 

in a mobile communications network, said application being adapted to 

perform the method of any of claims 1 to 11 . 

14. An application for installation on a mobile terminal for use in a mobile 

communications network, said application being adapted to perform the 

20 method of any of claims 1 to 11. 
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for a connection procedure from the terminal, input data are 
inserted from the interface part 2 through a communication 
line 3 to an interface part 5. The information processor 4 
checks the data from the interface part 5, confirms the 
justifiability of a connection request, sends the connection 
confirmation completing data to the terminal side, and then, 
sets the transmitting system of the said user registered in 
the interface part 5 beforehand. On the other hand, when 
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registered into the interface part 2 is set, and thereafter, the data are exchanged. 
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(57)Abstract: 
PURPOSE: To provide information necessary for the 
synthesis of a rule by obtaining the pattern of the if part of 
a new rule from the if part of an old rule so as to change 
the if part of the rule. 
CONSTITUTION: This method consists of a computer 201, a 
display device 202, a rule file 203 and a data file 204. The 
computer 201 calculates through the use of an if-then rule 
stored in the rule file 203 and time series data stored in the 
data file 204 and outputs the result to the display device 
202. 
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PURPOSE: To prevent ciphering algorithm security from 
being deteriorated by providing a ciphering communication 
section applying ciphering to an original in the forward 
direction and the reverse direction. 
CONSTITUTION: An operation section 5, a MODEM 8, an 
NCU 9, a scanner 11 a, a print section 15a, a real time clock 
16 and a CPU 2 are interconnected via a data bus 17, each 
component using the CPU 2 as a center functions like a 
ciphering communication section to cipher an original in the 
forward direction and the reverse direction and a process 
for ciphering communication in both the transmission and 
reception is programmed by a control section. A sender side 
sends a signal to a specific receiver by regularly changing 
the forward ciphering and the reverse ciphering such as 
forward ciphering for 1st time and reverse ciphering for 2nd 
time .... The rule of the ciphering direction change is 
determined in advance between a sender and a receiver. 
Furthermore, a counter being a program stores the 
communication sequence for the sender and the receiver, 
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the sender side implements ciphering and the receiver implements decoding according to the 
predetermined rule and to the counter representing the past communication number of times. 
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PURPOSE: To support a method which synthesizes a rule 
that is suited well to a specific pattern of the time sries 
data from existing rules by a simple operation of a user. 
CONSTITUTION: The rule synthesizing method consists of 
a synthetic rule 301, an inference function 302, a rule file 
303, a result display function 304, an input/ output device 
305, and a rule synthesization function 306. An inference is 
carried out by the function 302 via the file 303, and the 
result of this inference is displayed by the function 304. The 
function 306 retrieves a rule t,hat is suited to the rule 
synthesizing area inputted to a display out of the file 303 
and generates a rule 301 based on the retrieved rule. The 
function 302 carries out the inference based on the rule 
301, and the result of this inference is displayed by the 
function 304. When a new registered rule is selected out of 
those rules 301, the rules 301 are added to the file 303. 
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CONSTITUTION: Three grades (VB, ME, and VS) are 
provided, and the presence/ absence of each grade is 
expressed by binarized data (0,1) (presence/absence). For 
example, the fuzzy rule has three input parts (input 1, input 
2, and input 3) and two output parts (output 1 and output 2), 
and 16-bit data is made correspond to this fuzzy rule. 
Relations of input data and output data of the fuzzy rule are 
expressed by binary data in this manner, and this 
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continuous binary bit string is handled as one binary 
number, and this binary number is ciphered by prescribed 
operation processing. Thus, encryption is performed by the 
simple method. 
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PURPOSE: To correct the fault of a point pitch model, to 
generate a natural pitch pattern and to produce a high 
quality synthesized sound in a voice synthesizer. 
CONSTITUTION: The voice synthesizer is provided with a 
first database section 21 which stores accent type point 
pitch patterns, a second database section 24 which stores 
the rule corresponding to the combination of the accent 
type and phoneme and a pitch pattern generating section 8 
which retrieves a point pitch pattern corresponding to the 
paragraph, that is an object of the voice synthesis, from the 
section 21 and generates a new point pitch pattern based 
on the rule of the section 24 from the obtained point pitch 
pattern. Thus, pitches are given to not only the vowel 
centroid point but also to a phoneme boundary and the 
naturality in a head word in a synthesized sound and the 
vowel chain in an accent kernel is improved. 
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Information: 

592687 

10 Non Patent Literature NPL9_Phail.pdf no 8 
7f7240b83f4f0530c640c69d37a0a 185fe32E 

410 
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Warnings: 

Information: 

1114554 

11 Non Patent Literature NPL 1 0_Dingus.pdf no 7 
484064b26d 7 52 00d c3 2d cba6fbecd e6e 1 5 c 

ed3b6 

Warnings: 

Information: 

700311 

12 Non Patent Literature NPL 1 l_Muffat.pdf no 8 
65b9544cb798cb3a461 de4f7a013d8a71 e2 

34b32 

Warnings: 

Information: 

1025573 

13 Non Patent Literature NPL 12_HighPerformance.pdf no 2 
a 13627a0973aff8dc6ffb9d5346c8956fe6a4 

e83 

Warnings: 

Information: 

197438 

14 Non Patent Literature NPL 13_MobileStar.pdf no 4 
ceS 5 b68b08bf4e84c5 6f63 09848e0ac3f1 2e 

cObf 

Warnings: 

Information: 

5698220 

15 Non Patent Literature NPL 14_ORiNCOAP1000.pdf no 38 
9d59de3c4b431602a24844dc7d65aa67dd 

372f30 

Warnings: 

Information: 

1020321 

16 Non Patent Literature NPL 1 S_Chen.pdf no 11 
df7ccaf9a24f81be51f09b647 e4e09734fb08 

88d 

Warnings: 

Information: 

18322767 

17 Non Patent Literature NPL 16_3rdGeneration.pdf no 47 
abc26d 1 024fbbddf3bcdcd840cfc6422c4bf 

496a 

Warnings: 

Information: 

188087 

18 Non Patent Literature 
NPL 17 _openwave-announces-

no 3 
avai.pdf 

bc796c733efcd99508b38ee0d70b4ba0758 
48294 

Warnings: 

Information: 

107029 

19 Non Patent Literature 
NPL 18_wireless-products-arm-

no 5 
r.pdf 

9c6f58284e2a3986f8f8638a9e42402997ab 
92b 
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Warnings: 

Information: 

56745 

20 Non Patent Literature NPL 19_Antonio.pdf no 1 
e8c6b3606596c4 7f8175040092fcbea8b065 

eabl 

Warnings: 

Information: 

1043238 

21 Foreign Reference FPDl _09006361800248ea.pdf no 26 
42ebe1 e 199235339379d7dffad05f3544f94 

c03c 

Warnings: 

Information: 

796027 

22 Foreign Reference FPD2_EP0779752A2.pdf no 14 
394439401 cc 7 e 3a5 0 7 d b2862d4c6be 59f87 

0d595 

Warnings: 

Information: 

771633 

23 Foreign Reference FPD3_EP0838933A 1.pdf no 18 
fc3 df6d46c271 aaSd 6 7 400caa5 796d46839E 

adfa 

Warnings: 

Information: 

1270579 

24 Foreign Reference FPD4_EP0915590A2.pdf no 22 
8a6d06c7507bab8f1 78f67819bfeb 1 d56c0 

c4c0 

Warnings: 

Information: 

3512735 

25 Foreign Reference FPD5_EP0917320A2.pdf no 66 
87 5 20cc 4a2 6e0 7 ce048b928bf8cafe 3 efa85 

b6c1 

Warnings: 

Information: 

433356 

26 Foreign Reference FPD6_EP0924914A2.pdf no 7 
061 ab4ac5f66b40179d7 e057bbd2a368fdc 

8851b 

Warnings: 

Information: 

2553718 

27 Foreign Reference FPD7 _EP0935364A2.pdf no 51 
b9f89d932c0a61 e4096ac2a546294ca3e20f 

6b06 

Warnings: 

Information: 

188615 

28 Foreign Reference FPD8_WO9916263A3.pdf no 5 
6915dd52a 13a4 714d3eab5c6646215f317d 

0ed02 
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Warnings: 

Information: 

1840225 

29 Foreign Reference FPD9 _WO9951005.pdf no 54 
e69205be29376041 af363dcdac39439a2dfc 

3814 

Warnings: 

Information: 

372286 

30 Foreign Reference FPDl 0_EP0712227 A3.pdf no 3 
43c52cce68f81188f0a2d100c3fb201125bb 

c817 

Warnings: 

Information: 

2311139 

31 Foreign Reference FPD1 l_EP1435749.pdf no 12 
4b05e 11 dabd6a39aab829b2bdcf0c88a4c3 

cf87c 

Warnings: 

Information: 

462296 

32 Foreign Reference FPDl 2_EP1445923.pdf no 35 
a69bc1 7e 7d709330607f9fbc4d2cbb620c2 

9cf4f 

Warnings: 

Information: 

838172 

33 Foreign Reference FPDl 3_GB2396779B.pdf no 29 
02cc00684e35d 14eb7a0003782a50c1 c639 

45e0c 

Warnings: 

Information: 

115472 

34 Foreign Reference FPD14_11168478.pdf no 1 
69dbd4b7a373e 77aa 12735cff00ee824851 

81fa1 

Warnings: 

Information: 

97410 

35 Foreign Reference FPDl 5_01194628.pdf no 1 
ca92e535f51 be3b2350d28494785f5c2721 

55dea 

Warnings: 

Information: 

95336 

36 Foreign Reference FPDl 6_03128540.pdf no 1 
9b743aa21 aa80c709006c4a 1 fce462708ffff 

378 

Warnings: 

Information: 

107560 

37 Foreign Reference FPDl 7 _07234789.pdf no 1 
66fedf30623a3e4af2e242eee96a8d02a283 

0136 
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Warnings: 

Information: 

102262 

38 Foreign Reference FPDl 8_07288514.pdf no 1 
a3515b69509de4ef278dd4c38fe8a8564bfS 

bcd7 

Warnings: 

Information: 

99134 

39 Foreign Reference FPDl 9_07319706.pdf no 1 
5 fed be8c0c628fbc5 ffd3 98a9814 9e4d d3 7 a 

bd33 

Warnings: 

Information: 

94153 

40 Foreign Reference FPD20_0844568.pdf no 1 
de640bc1 cbb21284050bb274e42de44092 

574b2c 

Warnings: 

Information: 

116894 

41 Foreign Reference FPD21_0887296.pdf no 1 
85 a03 e 39213 cd 7 ad 64-d 0efdf4d46b4d 803 7 

c9370 

Warnings: 

Information: 

2283988 

42 Non Patent Literature FPD22_WO00002365A 1.pdf no 58 
9f07f8ebb00ac87d09bf1 26eae6445d0c253 

d332 

Warnings: 

Information: 

1517418 

43 Non Patent Literature FPD23_WO00211407 A2.pdf no 34 
ed0c3ae235b0733d90066f216b24df2454b 

c3592 

Warnings: 

Information: 

1434647 

44 Non Patent Literature FPD24_WO2004080092.pdf no 35 
e05c99d975ac8c556c9ffa5f1 3cb80bd8ec1 

6fa5 

Warnings: 

The page size in the PDF is too large. The pages should be 8.5 x 11 or A4. If this PDF is submitted, the pages will be resized upon entry into the 
Image File Wrapper and may affect subsequent processing 

Information: 

959590 

45 Non Patent Literature FPD25_WO09819484A2.pdf no 23 
2360d 19f977 eb2addd7 c896c6159b48861 f 

b5987 

Warnings: 

Information: 
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1197641 

46 Non Patent Literature FPD26_WO09927716A 1.pdf no 31 
e541634f506f961 a368625c7b03a3768606c 

Sdcb 

Warnings: 

Information: 

820743 

47 Non Patent Literature FPD27 _WO09955012A2.pdf no 22 
9fc3dc65e3cce8def2025ec9e08dce83e45b 

06db 

Warnings: 

Information: 

Total Files Size (in bytes) 61369526 

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents, 
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a 
Post Card, as described in MPEP 503. 

New A~~lications Under 35 U.S.C. 111 
If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR 
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this 
Acknowledgement Receipt will establish the filing date of the application. 

National Stage of an International A~~lication under 35 U.S.C. 371 
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35 
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a 
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course. 

New International A~~lication Filed with the USPTO as a Receiving Office 
If a new international application is being filed and the international application includes the necessary components for 
an international filing date (see PCT Article 11 and MPEP 181 O), a Notification of the International Application Number 
and of the International Filing Date (Form PCT/RO/1 OS) will be issued in due course, subject to prescriptions concerning 
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of 
the application. 
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UNITED STA TES p A TENT AND TRADEMARK OFFICE 
UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria., Virginia 22313-1450 
www.uspto.gov 

NOTICE OF ALLOWANCE AND FEE(S) DUE 

42640 7590 01/06/2014 

Yudell Isidore Ng Russell PLLC 
8911 N. Capital of Texas Hwy., 
Suite 2110 
Austin, TX 78759 

APPLICATION NO. FILING DATE 

14/033,540 09/23/2013 

FIRST NAMED INVENTOR 

William J. Johnson 

EXAMINER 

BATISTA, MARCOS 

ART UNIT PAPER NUMBER 

2642 

DATE MAILED: 01/06/2014 

ATTORNEY DOCKET NO. CONFIRMATION NO. 

JOHNS-001US3 1470 

TITLE OF INVENTION: System and Method for Location Based Exchanges of Data Facilitating Distributed Locational Applications 

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE 

nonprovisional SMALL $480 $0 $0 $480 04/07/2014 

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT. 
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS. 
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON 
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308. 

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE 
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS 
STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE DOES 
NOT REFLECT A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS 
PREVIOUSLY BEEN PAID IN THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM 
WILL BE CONSIDERED A REQUEST TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW 
DUE. 

HOW TO REPLY TO THIS NOTICE: 

I. Review the ENTITY STATUS shown above. If the ENTITY STATUS is shown as SMALL or MICRO, verify whether entitlement to that 
entity status still applies. 

If the ENTITY STATUS is the same as shown above, pay the TOTAL FEE(S) DUE shown above. 

If the ENTITY STATUS is changed from that shown above, on PART B - FEE(S) TRANSMITTAL, complete section number 5 titled 
"Change in Entity Status (from status indicated above)". 

For purposes of this notice, small entity fees are 1/2 the amount of undiscounted fees, and micro entity fees are 1/2 the amount of small entity 
fees. 

IL PART B - FEE(S) TRANSMITTAL, or its equivalent, must be completed and returned to the United States Patent and Trademark Office 
(USPTO) with your ISSUE FEE and PUBLICATION FEE (if required). If you are charging the fee(s) to your deposit account, section "4b" 
of Part B - Fee(s) Transmittal should be completed and an extra copy of the form should be submitted. If an equivalent of Part B is filed, a 
request to reapply a previously paid issue fee must be clearly made, and delays in processing may occur due to the difficulty in recognizing 
the paper as an equivalent of Part B. 

III. All communications regarding this application must give the application number. Please direct all communications prior to issuance to 
Mail Stop ISSUE FEE unless advised to the contrary. 

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of 
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due. 

Page 1 of 3 

PTOL-85 (Rev. 02/11) 
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PART B - FEE(S) TRANSMITTAL 

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE 
Commissioner for Patents 
P.O. Box 1450 

or Fax 
Alexandria, Virginia 22313-1450 
(571)-273-2885 

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks I through 5 should be completed where 
appropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as 
indicated unless corrected below or directed otherwise in Block I, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for 
maintenance fee notifications. 

CURRENT CORRESPONDENCE ADDRESS (Note: Use Block I for any change of address) 

Note: A certificate of mailing can only be used for domestic mailings of the 
Fee(s) Transmittal. This certificate cannot be used for any other accompanying 
papers. Each additional paper, such as an assignment or formal drawing, must 
have its own certificate of mailing or transmission. 

42640 7590 01/06/2014 

Yudell Isidore Ng Russell PLLC 
8911 N. Capital of Texas Hwy., 
Suite 2110 
Austin, TX 78759 

APPLICATION NO. FILING DATE 

14/033,540 09/23/2013 

Certificate of Mailing or Transmission 
I hereby certify that this Fee(s) Transmittal is being deposited with the United 
States Postal Service with sufficient postage for first class mail in an envelope 
addressed to the Mail Stop ISSUE FEE address above, or being facsimile 
transmitted to the USPTO (571) 273-2885, on the date indicated below. 

(Depositor's name) 

(Signature) 

(Date) 

FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO. 

William J. Johnson JOHNS-001 US3 1470 

TITLE OF INVENTION: System and Method for Location Based Exchanges of Data Facilitating Distributed Locational Applications 

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE 

nonprovisional SMALL $480 

EXAMINER ART UNIT 

BATISTA, MARCOS 2642 

I. Change of correspondence address or indication of "Fee Address" (37 
CFR 1.363). 

0 Change of correspondence address ( or Change of Correspondence 
Address form PTO/SB/122) attached. 

0 "Fee Address" indication (or "Fee Address" Indication form 
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer 
Number is required. 

PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE 

$0 $0 

CLASS-SUBCLASS 

455-456300 

2. For printing on the patent front page, list 

(I) The names of up to 3 registered patent attorneys 
or agents OR, alternatively, 

(2) The name of a single firm (having as a member a 
registered attorney or agent) and the names of up to 
2 registered patent attorneys or agents. If no name is 
listed, no name will be printed. 

$480 04/07/2014 

2 ______________ _ 

3 ______________ _ 

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type) 

PLEASE NOTE: Unless an assignee 1s 1dent1f1ed below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for 
recordatJon as set forth m 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment. 

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY) 

Please check the appropriate assignee category or categories (will not be printed on the patent) : 0 Individual O Corporation or other private group entity O Government 

4a. The following fee(s) are submitted: 

0 Issue Fee 

0 Publication Fee (No small entity discount permitted) 

0 Advance Order - # of Copies _________ _ 

5. Change in Entity Status (from status indicated above) 

0 Applicant certifying micro entity status. See 37 CFR 1.29 

0 Applicant asserting small entity status. See 37 CFR 1.27 

0 Applicant changing to regular undiscounted fee status. 

4b. Payment ofFee(s): (Please first reapply any previously paid issue fee shown above) 

0 A check is enclosed. 

0 Payment by credit card. Form PTO-2038 is attached. 
0 The Director is hereby authorized to charge the required fee(s), any deficiency, or credits any 

overpayment, to Deposit Account Number ( enclose an extra copy of this form). 

NOTE: Absent a valid certification of Micro Entity Status (see forms PTO/SB/15A and 15B), issue 
fee payment in the micro entity amount will not be accepted at the risk of application abandonment. 

NOTE: If the application was previously under micro entity status, checking this box will be taken 
to be a notification of loss of entitlement to micro entity status. 

NOTE: Checking this box will be taken to be a notification of loss of entitlement to small or micro 
entity status, as applicable. 

NOTE: This form must be signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 1.4 for signature requirements and certifications. 

Authorized Signature _______________________ _ 

Typed or printed name ______________________ _ 

PTOL-85 Part B (10-13) Approved for use through 10/31/2013. 

Page 2 of3 

0MB 0651-0033 

Date ____________________ _ 

Registration No. ________________ _ 

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
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UNITED STA TES p A TENT AND TRADEMARK OFFICE 

APPLICATION NO. FILING DATE 

14/033,540 09/23/2013 

42640 7590 01/06/2014 

Yudell Isidore Ng Russell PLLC 
8911 N. Capital of Texas Hwy., 
Suite 2110 
Austin, TX 78759 

FIRST NAMED INVENTOR 

William J. Johnson 

UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria., Virginia 22313-1450 
www.uspto.gov 

ATTORNEY DOCKET NO. CONFIRMATION NO. 

JOHNS-001US3 1470 

EXAMINER 

BATISTA, MARCOS 

ART UNIT PAPER NUMBER 

2642 

DATE MAILED: 01/06/2014 

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b) 
(application filed on or after May 29, 2000) 

The Patent Term Adjustment to date is O day(s). If the issue fee is paid on the date that is three months after the 
mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half 
months) after the mailing date of this notice, the Patent Term Adjustment will be O day(s). 

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that 
determines Patent Term Adjustment is the filing date of the most recent CPA. 

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval 
(PAIR) WEB site (http://pair.uspto.gov). 

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of 
Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments should be 
directed to the Customer Service Center of the Office of Patent Publication at 1-(888)-786-0101 or (571 )-272-4200. 

Page 3 of 3 
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0MB Clearance and PRA Burden Statement for PTOL-85 Part B 

The Paperwork Reduction Act (PRA) of 1995 requires Federal agencies to obtain Office of Management and 
Budget approval before requesting most types of information from the public. When 0MB approves an agency 
request to collect information from the public, 0MB (i) provides a valid 0MB Control Number and expiration 
date for the agency to display on the instrument that will be used to collect the information and (ii) requires the 
agency to inform the public about the 0MB Control Number's legal significance in accordance with 5 CFR 
1320.5(b). 

The information collected by PTOL-85 Part B is required by 37 CFR 1.311. The information is required to obtain 
or retain a benefit by the public which is to file (and by the USPTO to process) an application. Confidentiality is 
governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, 
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary 
depending upon the individual case. Any comments on the amount of time you require to complete this form 
and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and 
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, Virginia 22313-1450. DO NOT 
SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 
1450, Alexandria, Virginia 22313-1450. Under the Paperwork Reduction Act of 1995, no persons are required to 
respond to a collection of information unless it displays a valid 0MB control number. 

Privacy Act Statement 

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your 
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the 
requirements of the Act, please be advised that: (1) the general authority for the collection of this information is 
35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which 
the information is used by the U.S. Patent and Trademark Office is to process and/or examine your submission 
related to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and 
Trademark Office may not be able to process and/or examine your submission, which may result in termination of 
proceedings or abandonment of the application or expiration of the patent. 

The information provided by you in this form will be subject to the following routine uses: 
1. The information on this form will be treated confidentially to the extent allowed under the Freedom of 

Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records 
may be disclosed to the Department of Justice to determine whether disclosure of these records is required 
by the Freedom of Information Act. 

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence 
to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of 
settlement negotiations. 

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a 
request involving an individual, to whom the record pertains, when the individual has requested assistance 
from the Member with respect to the subject matter of the record. 

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having 
need for the information in order to perform a contract. Recipients of information shall be required to 
comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m). 

5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of 
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property 
Organization, pursuant to the Patent Cooperation Treaty. 

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes 
of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 
218(c)). 

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, General 
Services, or his/her designee, during an inspection of records conducted by GSA as part of that agency's 
responsibility to recommend improvements in records management practices and programs, under authority 
of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations 
governing inspection of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive. 
Such disclosure shall not be used to make determinations about individuals. 

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication 
of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a 
record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the 
record was filed in an application which became abandoned or in which the proceedings were terminated 
and which application is referenced by either a published application, an application open to public 
inspection or an issued patent. 

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law 
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation. 
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Notices of Allowance and Fee(s) Due mailed between October 1, 2013 and 
December 31, 2013 

(Addendum to PTOL-85) 

If the "Notice of Allowance and Pee(s) Due" has a mailing date on or after October 1, 2013 and before 
January 1, 2014, the following information is applicable to this application. 

If the issue fee is being timely paid on or after January 1, 2014, the amount due is the issue fee and 
publication fee in effect January 1, 2014. On January 1, 2014, the issue fees set forth in 37 CPR 1.18 
decrease significantly and the publication fee set forth in 37 CPR 1.18(d)(l) decreases to $0. 

If an issue fee or publication fee has been previously paid in this application, applicant is not entitled to a 
refund of the difference between the amount paid and the amount in effect on January 1, 2014. 
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Notice of Allowability 

Application No. 
14/033,540 
Examiner 
MARCOS BATISTA 

Applicant(s) 
JOHNSON, WILLIAM J. 
Art Unit AIA (First Inventor to 

2642 File) Status 

No 

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address-
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included 
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS 
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative 
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308. 

1. [gl This communication is responsive to Applicant's Patent Application filed on September 23. 2013. 

DA declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/were filed on ___ . 

2. D An election was made by the applicant in response to a restriction requirement set forth during the interview on __ ; the restriction 
requirement and election have been incorporated into this action. 

3. [gl The allowed claim(s) is/are 1-21. As a result of the allowed claim(s), you may be eligible to benefit from the Patent Prosecution 
Highway program at a participating intellectual property office for the corresponding application. For more information, please see 
~;ttp://V'vww.uspto.gov/patents/init events/oph/index.iso or send an inquiry to PPHfeedback@usoto.aov . 

4. D Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

Certified copies: 

a) D All b) D Some *c) D None of the: 

1. D Certified copies of the priority documents have been received. 

2. D Certified copies of the priority documents have been received in Application No. __ . 

3. D Copies of the certified copies of the priority documents have been received in this national stage application from the 

International Bureau (PCT Rule 17.2(a)). 

* Certified copies not received: __ . 

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements 
noted below. Failure to timely comply will result in ABANDONMENT of this application. 
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE. 

5. D CORRECTED DRAWINGS ( as "replacement sheets") must be submitted. 

D including changes required by the attached Examiner's Amendment/ Comment or in the Office action of 
Paper No./Mail Date __ . 

Identifying indicia such as the application number {see 37 CFR 1.84{c)) should be written on the drawings in the front {not the back) of 
each sheet. Replacement sheet{s) should be labeled as such in the header according to 37 CFR 1.121 {d). 

6. □ DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the 
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL. 

Attachment(s) 
1. [gl Notice of References Cited (PTO-892) 

2. [gl Information Disclosure Statements (PTO/SB/08), 
Paper No./Mail Date __ 

3. D Examiner's Comment Regarding Requirement for Deposit 
of Biological Material 

4. D Interview Summary (PTO-413), 
Paper No./Mail Date __ . 

U.S. Patent and Trademark Office 

5. D Examiner's Amendment/Comment 

6. [gl Examiner's Statement of Reasons for Allowance 

7. D Other __ . 

PTOL-37 (Rev. 08-13) Notice of Allowability Part of Paper No./Mail Date 20131219 
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1. This Action is in response to Applicant's Patent Application filed on September 

23, 2013. Claims 1-21 are still pending in the present application. 

2. The present application is being examined under the pre-AIA first to invent 

provisions. 

Information Disclosure Statement 

3. The information disclosure statement submitted on 11/12/2013 has been 

considered by the Examiner and made of record in the application file. However, I OS 

entry 14 under the Non-Patent Literature was not considered due missing the date. 

Allowable Subject Matter 

4. Claims 1-21 are allowed. 

5. The following is an Examiner's statement of reasons for allowance: 

Consider claims 1 and 21, the prior art of Bienas et al. (US 20070275730 A 1) in 

view of Blackstock et al. (US 20060010202 A 1 ), discloses a system for determining the 

location and identity of at least one mobile device and exchanging the location 

information and identity with nearby mobile devices. 

However, the combination of Bienas in view of Blackstock failed to disclose or 

suggest each and every limitation recited in claims 1-21 of the claimed invention when 

considered as a whole. 
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Any comments considered necessary by Applicant must be submitted no later 

than the payment of the issue fee and, to avoid processing delays, should preferably 

accompany the issue fee. Such submissions should be clearly labeled "Comments on 

Statement of Reasons for Allowance." 

Conclusion 

6. Any inquiry concerning this communication or earlier communications from 

the Examiner should be directed to Marcos Batista, whose telephone number is (571) 

270-5209. The Examiner can normally be reached on Monday-Thursday from 8:00am to 

5:00pm. 

If attempts to reach the Examiner by telephone are unsuccessful, the Examiner's 

supervisor, Rafael Perez-Gutierrez can be reached at (571) 272-7915. The fax phone 

number for the organization where this application or proceeding is assigned is (571) 

273-8300. 

Information regarding the status of an application may be obtained from the 

Patent Application Information Retrieval (PAIR) system. Status information for published 

applications may be obtained from either Private PAIR or Public PAIR. Status 

information for unpublished applications is available through Private PAIR only. For 

more information about the PAIR system, see http://pair-direct.uspto.gov. Should you 

have questions on access to the Private PAIR system, contact the Electronic Business 

Center (EBC) at 866-217-9197 (toll-free) or 703-305-3028. 
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Any inquiry of a general nature or relating to the status of this application or 

proceeding should be directed to the receptionist/customer service whose telephone 

number is (571) 272-2600. 

/Marcos Batista/ 
Primary Examiner, Art Unit 2642 
December 19, 2013 
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Examiner Art Unit 
I Page 1 of 1 

MARCOS BATISTA 2642 

U.S. PATENT DOCUMENTS 

* 
Document Number Date 

Country Code-Number-Kind Code MM-YYYY Name Classification 

* A US-2006/0010202 A 1 01-2006 Blackstock et al. 709/204 

* B US-2007 /0275730 A 1 11-2007 Bienas et al. 455/456.1 

C US-

D US-

E US-

F US-

G US-
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FOREIGN PATENT DOCUMENTS 
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Document Number Date 

Country Code-Number-Kind Code MM-YYYY Country Name Classification 
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s 

T 

NON-PATENT DOCUMENTS 

* Include as applicable: Author, Title Date, Publisher, Edition or Volume, Pertinent Pages) 

u 

V 

w 

X 

*A copy of this reference 1s not being furnished with this Office action. (See MPEP § 707.05(a).) 
Dates in MM-YYYY format are publication dates. Classifications may be US or foreign. 

U.S. Patent and Trademark Office 

PTO-892 (Rev. 01-2001) Notice of References Cited Part of Paper No. 20131219 
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Examiner Art Unit 

MARCOS BATISTA 2642 

CPC-SEARCHED 

Symbol I Date I Examiner 
h04w4/04, h04w4/06, h04w40/20, h04w4/02 I 12/19/2013 I mb 

CPC COMBINATION SETS - SEARCHED 

Symbol I Date I Examiner 
I I 

US CLASSIFICATION SEARCHED 

Class Subclass Date Examiner 
455 04.2, 456.34 12/19/2013 mb 
370 338 12/19/2013 mb 

SEARCH NOTES 

Search Notes Date Examiner 
lntentor's Name Search 12/19/2013 mb 
East Search 12/19/2013 mb 
IDS Search 12/19/2013 mb 

INTERFERENCE SEARCH 

US Class/ US Subclass / CPC Group Date Examiner 
CPC Symbol 
455 404.2, 456.3 12/19/2013 mb 
370 338 12/19/2013 mb 

/MARCOS BATISTA/ 
Primary Examiner.Art Unit 2642 

U.S. Patent and Trademark Office Part of Paper No.: 20131219 
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Index of Claims 14033540 
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181 Claims renumbered in the same order as presented by applicant 
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Final Original 12/19/2013 
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U.S. Patent and Trademark Office 
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Reexamination 

JOHNSON, WILLIAM J. 

Art Unit 

2642 

Non-Elected A Appeal 

Interference 0 Objected 

□ CPA □ T.D. □ R.1.47 

DATE 

Part of Paper No.: 20131219 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

BIB DATA SHEET 

SERIAL NUMBER FILING or 371 (c) 
DATE 

14/033,540 09/23/2013 

RULE 

APPLICANTS 

INVENTORS 
William J. Johnson, Flower Mound, TX; 

** CONTINUING DATA ************************* 

CLASS 

455 

UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria., Virginia 22313-1450 
www.uspto.gov 

CONFIRMATION NO.1470 

GROUP ART UNIT ATTORNEY DOCKET 
NO. 

2642 JOHNS-001 US3 

This application is a CON of 12/077,041 03/14/2008 PAT 8600341 

** FOREIGN APPLICATIONS ************************* 

** IF REQUIRED, FOREIGN FILING LICENSE GRANTED ** ** SMALL ENTITY ** 
10/08/2013 

Foreign Priority claimed D Yes llNo STATE OR SHEETS TOTAL INDEPENDENT 
35 USC 119(a-d) conditions met D Yes ll No □ X1f~;:;;~e COUNTRY DRAWINGS CLAIMS CLAIMS 
Verified and /MARCOS BATISTN 

TX 70 21 2 Acknowledged ~xam1ner's Signature 7iiitiaJs 

ADDRESS 

Yudell Isidore Ng Russell PLLC 
8911 N. Capital of Texas Hwy., 
Suite 2110 
Austin, TX 78759 
UNITED STATES 

TITLE 

System and Method for Location Based Exchanges of Data Facilitating Distributed Locational Applications 

0 All Fees 

FEES: Authority has been given in Paper 
□ 1.16 Fees (Filing) 

FILING FEE □ 1.17 Fees (Processing Ext. of time) 
RECEIVED No. to charge/credit DEPOSIT ACCOUNT 

1170 No. for following: □ 1.18 Fees (Issue) 

□ Other 

□ Credit 

BIB (Rev. 05/07) 
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I ................ ..J 1 .. ~-~=!!2.~ .. .:J ...................... ..J ................ J ........................ J 
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I,, L10 ................... ~E~+,j ................ L J i 
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! .......... .. ................ ' ............................................................................................. 11 _BM_ TDB .... : ......................... ' ................... , .......................... ' 
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___________________ : pr ot oco I)-------------------------------------------------------------------------I _______ - ______________ ! _________________________ , __________________ J _________________________ , 

146 

119 : S33 and (@rlad< "20080314" or 

'!',,,,, @ad< "20080314") 

1~5 3 

U&PGPUB;: ADJ !,',,,,,,,,,,_ ON ! 2011/03/08j USPAT; : i 18:52 i 
FPRS; : i : 

~~+,j ................ i .................. 1 ......................... 1 
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!L"""' IL""""""'"H"""""""""""""""""""""""""""""""""""""""""""""" 111_BM_ TDB H """""""""" l"""""""" H"""""""""""'"j 
IIS38 1[4584 jl(370/331) .OCLS. I U&PGPUB; :~[OFF ! 2011/03/08: 
i i i i USPAT 1_ ____________________ __] i 20:27 i 
I S39 __ , 13 """"""i S38, and "S20"""""""""""""""""""""""""""""""'"' U& PGPUB; i ADJ """"""'"i ON"""'"" j 2011 / 03/ 08i 

I i USPAT; i i j 20:28 i 

I I :~7;JPO; I I I I 
' ' DERWENT·, , i , 

I """"""""_J 1--~-~=IQ,~ __ J """""""""""_J """"""""J """"""""""""__! 
IS4o 13 :S39 and (@rlad<"20080314" or 
1 

!,,,,,, @ad< "20080314") 

I S41 38 i de1ermin$3 with (location or position) 

U&PGPUB;: ADJ !,',,,,,,,,,,_ ON ! 2011/03/08j USPAT; : i 20:28 i 
FPRS; : i i 

~~~!_,_l_i 
I : with (nearby or neighbor$3 or proxim$4) 

i _I with (peer) 

I S42 25 i S41 and (@rl ad< "20080314" or 

U&PGPUB;: ADJ !,',,,,,,,,,,_ ON j 2011/08/30! USPAT; : l 14:03 : 

~~~l_,_I_I 

1 

!,,,,,, @ad< "20080314") 

I S43 1678 i (wifi or ad$hoc or bluetooth or short 

U&PGPUB;: ADJ !,',,,,,,,,,,_ ON ! 2011/08/30j USPAT; : i 14:03 i 
FPRS; : i i 

~~~!_,_l_i 
I : rage or p2p or peer$2peer or 
I : peer$to$peer) with (transmit$3 or 
I : echang$3 or send$3) with (location or 

I ________________ J position) 

I S44 127 : (wifi or ad$hoc or bluetooth or short 

U&PGPUB;: ADJ !,',,,,,,,,,,_ ON j 2011/08/30! USPAT; : l 15:31 : 

~~~l_,_I_I 

: rage or p2p or peer$2peer or 
: peer$to$peer) with (transmit$3 or 
: exchang$3 or send$3) with (location or ________________ J position) with (identi$4) 

U&PGPUB;: ADJ !,',,,,,,,,,,_ ON ! 2011/08/30j USPAT; : i 15:32 i 
USOCR; : i i 

~~~!_,_l_i 
106 : S44 and (@rlad<"20080314" or _I @>Id< "20080314") U&PGPUB;: ADJ !,',,,,,,,,,,_ ON l 2011/08/30! USPAT; : l 15:32 : 

~~l_,_I_I 

:__1US-20080133336-A1 U&PGPUB;: ADJ i,,,',,,,,,,, ON ! 2011/08/30j USPAT; : i 15:53 i 
FPRS; : i i 

~~~!_,_l_i 
I US-20080132251 -A 1 ~;;,~~B; I ADJ I ON I ~~1~; 08/ 301 

~============.:.:.:;•::o~=k=~=~=Jr=~=:~l_,_I _I 
IIS48 r271 lde1ermin$3 with (location or position) US-R3PUB;ln□J rN 12011/09/01 
I I jwith(sound) USPAT; : : j18:02 

I I : FPRS; : : I 
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i I EPO· JPO· i 

I s I ~4 and ~8 I ~~:r I~ I ~~16~09/0t 

! ---------- ------------------' -------------------------------------------------------------------------------------------__I I_BM_ TDB----: -------------------------' -------------------, --------------------------' 

i S60 25 : ((repel$3 or scar$3)near2 (pest or I U&PGPUB;i ADJ !,',,,,,,,,,, ON l 2011/09/01: I : animal)) with ((sound or acoustic) adj2 I USPAT· i i 21 :01 : 

I !,',,,, wave) I FPRS- ' i l i I ,,1 EPO· ,JPO· ,_, I : 
' I DERWENT·: I I 
1----------- ------------------, ---------------------------------------------------------------------------------------------11_ BM_ TDB --: ! ------------------------, -------------------i --------------------------, 

I ffi1 19 I :d:~io~~~1;,:;2ooso314" or I ~::I ADJ I ~ I ~~1
6f 

0910
11 

! ---------- ------------------' -------------------------------------------------------------------------------------------__i l_BM_ TDB----: -------------------------' -------------------, --------------------------' 

lffi2 6 

1

11/445727 

1

~:r 
1

0N 

1

~~1;;09/01

1 
1----------- ------------------, ---------------------------------------------------------------------------------------------11_ BM_ TDB --: ! ------------------------, -------------------; --------------------------, 

1 

ffiT 

I 

U&20050243820-A1 

1 

~~:r 
I 

ON 

1 

~~1;~o
9
;ot 

I --------J -----------------' -------------------------------------------------------------------------------------------j l_BM_ TDB--,_:-------------------------' -------------------' --------------------------' 
11S64113 :lu&20030060210-A1 llu&PGPUB;:IADJ :ION 112011109102: 
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I USPAT; l 10:45 
I USOCR; i 

I DERWENT;: 
I EPO; JPO; : I,,,, 

, , I I BM TDB i , , , 

3 U&PGPUB;: ADJ !,',,,,,,,,,,_ ON l 2011/09/02! USPAT; : l 11 :55 i 
USOCR; : i i 

~~+,j ................ i .................. 1 ......................... 1 
583 : determin$3 near5 (location or position) U&PGPUB;: ADJ !,',,,,,,,,,, ON i 2011/09/02! 

USPAT· i l 11 :59 i 
FPRS;, j 

1 ' 

~~+,1 ......................... , ............... 1 ......................... i 
i '@ad< "20080314") USPAT; : l 11 :59 i 

1',ffi8 J ~+,j ................ , 11 

8 109/806618 ~~B;IADJ ION 1~~16i09/021 

• IB9 99 ; ("6252544" I "6259405" I "6326918" I I ~~::
1

ADJ 'ON !201:;i03/1{ 
I "6615131" I "20020091991" I "4644351" I USPAT; i 12:32 i 

I "5758049" I "6246948" I "6345288" I I USOCR; 
"6571279" I "7009556" I "20070276587" I EPO; JPO; 
I "20070275730" I "5337044" I I DERWENT; 
"5835061" I "5969678" I "6236365" I I I BM_ TDB 
"6731238" I "20010005188" I I 
"20020035493" I "20020046069" I I 
"20020046077" I "20040228330" I I 
"6759960" I "20060136544" I I 
"20040264442" I "20050004838" I I 
"20070232326" I "20040246940" I I 
"6073062" I "6405123" I "6414635" I I 
"20040252051" "20040201459" 1 I 
"20010281116" "20040151151" 1 I 
"20050002419" "6266615" I I 
"20080030308" "7386396" I I 
"20060240828" "5195031" 1 "5469362" I 
I "6452498" I "6456234" I "6697018" I I 
"20060022048"J."20070233387"). PN. _______ I 

: ( UE or WTRU or subscriber or ( ( radio or I U& PGPUB;: ADJ j 2013/ 03/ 14! 
i i : mobile or wireless or cell or cellular or I USPAT; : l 16:40 : 
I I : portable or hand$held or remote or I USOCR; : i i 
I I : user) adj2 (apparatus or phone or I EPO; JPO; : l i 

I I 1~~1~l~i~t;~f~~i~!fE:g~~iw4 1~~T;I I ! 
I I : user)near2 (id or identity or I : : j : 
I I : identification)) with (ad$hoc) I : : j : 

11SJ1 ln:S70 and (@rlad<"20080314" or I U&PGPUB;:nDJ :nN j2013/03/14: 
! I :@ad<"20080314") !USPAT; : : j16:40 : 
I I : I FPRS; : : I : 
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I EPO; JPO; • 
I DERWENT;! 

.................. , ............................................................................................. i 1 .BM_ TDB .... ! ......................... , .................. J ......................... , 

S72 25 
: (send$3 or provid$3 or transmit$4 or I U&PGPUB;i ADJ !'',,,,,,,. ON l 2013/03/14! 
: exchang$3) with ((subscriber or I USPAT· i : l 16:47 : 
: user) near2 ( id or identity or I USOCR; ! l i 

I identification)) with (ad$hoc) I 6~f I I ! 

.................. ' .......................................................................................... ...11.BM_TDB._'! ........................ ' ................... , .......................... ' 
S73 

S75 295 
: (send$3 or provid$3 or transmit$4 or I U&PGPUB;i ADJ !,',,,,,,,,,,. ON l 2013/03/14! 
: exchang$3) with ( (subscriber or I USPAT· i l 16:54 : 
: user)near2 (id or identity or I USOCR; ! l i 

: identification)) with (ad$hoc or I EPO· JPO· i I,,,_ I,,,. 
j bluetooth or serverless) I DERWENT· i 

.................. ' .......................................................................................... ...11.BM_TDB._'! ........................ ' ................... , .......................... ' 
S76 

: (send$3 or provid$3 or transmit$4 or I U&PGPUB;: ADJ !,',,,,,,. ON l 2013/03/14! 
: exchang$3) with ( (subscriber or i USPAT· i l 16:56 : 

: user) near2 (id or identity or I USOCR; ! I,,_ i,,. 

: identification)) with (ad$hoc or I EPO; JPO; : 
: serverless or peer$pear or I DERWENT;: : i : 

............................. : peer$to$peert ........................................................ .J 1. BM_ TDB ... : ........................ : ................ J .......................... : 

S77 101 

S78 81 : S77 and (@rlad< "20080314" or I U&PGPUB;: ADJ : ON ! 2013/03/14: 
: @ad< "20080314") I USPAT; : : j 16:56 : 

I I :~7;JPO; I I I I 
, i DERWENT·' ' ' ' 
i I I BM TDB , i i ! i 

.......... ,,,,,,,,,,,,,,,,,,: ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,.~ ,,,,,,,,- ,,,,,,,,,,,,,: ,,,,,,,,,,,,,,,,,,,,,,,,,: ,,,,,,,,,,,,,,,,.,.~ ,,,,,,,,,,,,,,,,,,,,,,,,,,: 

S79 2 

1

11/211112 

1

~:r 
1

~ 

1

~~\3;03/

141 
............................. ' .......................................................................................... ...11.BM_TDB._'! ........................ ' ................. ..i .......................... ' 

ffiO 3 I ~20060194589-~ I ~] ~J I ON I ~~1if 07/021 

; l~~T;L ; J I 
((determin$3 or calculat$3) near5 I U&PGPUB;i ADJ l 2013/07/02! 
(locat$3 or position or whereabouts)) I USPAT· i l 12:52 : 
with (UE or WTRU or subscriber or I FPRS- ' i l i 
((radio or mobile or wireless or cell or I EPO· 'JPO· i l i 

S81 77 

;:~1~:~~1::it,~r~:!~~;£~~al 1 ~s:~~t I I I 
1, ........... -,, .................. "~;;~~~~;;:, ho~n=~/1~~~1~~~t;:)J ... ~ ............. ! ......................... , ............... 1 ......................... , 
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1 3636421 1972-03-26 Barker et al. 

2 4021780 1977-05-01 Narey et al. 

3 4445118 1984-04-01 Taylor et al. 

4 4757267 1988-07-01 Riskin 

5 4841560 1989-06-01 Chan et al. 

6 4922516 1990-05-01 Butler et al. 

7 4977399 1990-12-01 Price et al. 

8 5095532 1992-03-10 Mardus 

9 5122795 1992-06-01 Cubley et al. 

10 5185857 1993-02-09 Rozmanith et al 

11 5223844 1993-06-29 Mansell et al. 

12 5243652 1993-09-07 Teare et al. 

13 5303393 1994-04-12 Noreen et al. 
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15 5365516 1994-11-15 Jandrell 

16 5371794 1994-12-06 Diffie et al. 
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21 5451757 1995-09-19 Heath, Jr. 

22 5461627 1995-10-24 Rypinski 

23 5264822 1993-11-23 Vogelman et al. 

24 5475735 1995-12-10 Williams et al. 

25 5485163 1996-01-16 Singer et al. 

26 5487103 1996-01-23 Richardson 

27 5493309 1996-02-20 Bjornholt et al. 

28 5497414 1996-03-01 Bartholomew 

29 5504482 1996-04-02 Schreder 

30 5511111 1996-04-01 Serbetcioglu et al. 

31 5511233 1996-04-23 Otten 

32 5512908 1996-04-01 Herrick 

33 5513263 1996-04-30 White et al. 

34 5528248 1996-06-18 Steiner et al. 

35 5544354 1996-08-06 May et al. 

36 5559520 1996-09-24 Barzegar et al. 

37 5566235 1996-10-15 Hetz 

38 5870555 1999-02-09 Pruett et al. 
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39 5581479 1996-12-03 McLaughlin 

40 5588042 1996-12-24 Comer 

41 5590398 1996-12-31 Matthews 

42 5596625 1997-01-21 LeBlanc 

43 5602843 1997-02-11 Gray 

44 5610973 1997-03-11 Comer 

45 5625364 1997-04-29 Herrick et al. 
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47 5636245 1997-06-03 Ernst et al. 

48 5646632 1997-07-08 Khan et al. 

49 5654959 1997-08-05 Baker et al. 
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59 5712899 1998-01-27 Pace, II, Harold 

60 5713075 1998-01-27 Threadgill et al. 

61 5714948 1998-02-03 Farmakis et al. 

62 5717688 1998-02-10 Belanger et al. 

63 5720033 1998-02-17 Deo 

64 5724521 1998-03-03 Dedrick 

65 5727057 1998-03-10 Emery et al. 

66 5729680 1998-03-17 Belanger et al. 

67 5771283 1998-06-23 Chang et al. 

68 5774534 1998-06-30 Mayer 

69 5778304 1998-07-07 Grube et al. 

70 5790974 1998-08-04 Tognazzini, Bruce 

71 5794210 1998-08-11 Goldhaber et al. 

72 5796727 1998-08-18 Harrison et al. 

73 5798733 1998-08-25 Ethridge 

74 5806018 1998-09-08 Smith et al. 
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76 5819155 1998-10-06 Worthey et al. 
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77 5835061 1998-11-10 Stewart 

78 5838774 1998-11-17 Weisser, Jr. 

79 5842010 1998-11-24 Jain et al. 

80 5845211 1998-12-01 Roach 

81 5852775 1998-12-22 Hidary, Murray 

82 5855007 1998-12-29 Jovicic et al. 

83 5870724 1999-02-09 Lawlor et al. 

84 5875186 1999-02-23 Belanger et al. 

85 5875401 1999-02-23 Rochkind 

86 5878126 1999-03-02 Velamuri et al. 

87 5880958 1999-03-09 Helms et al. 

88 5881131 1999-03-09 Farris et al. 

89 5884284 1999-03-16 Peters et al. 

90 5889953 1999-03-30 Thebaut et al. 

91 5896440 1999-04-20 Reed et al. 

92 5897640 1999-04-27 Veghte et al. 

93 5903636 1999-05-11 Malik 

94 5907544 1999-05-25 Rypinski 

95 5920846 1999-07-06 Storch et al. 

96 5922040 1999-07-13 Prabhakaran 

97 5923702 1999-07-13 Brenner et al. 

98 5933420 1999-08-03 Jaszewski et al. 

99 5938721 1999-08-17 Dussell et al. 

100 5949867 1999-09-07 Sonnenberg 

101 5950130 1999-09-07 Coursey 

102 5961593 1999-10-05 Gabber et al. 

103 5963866 1999-10-05 Palamara et al. 

104 5963913 1999-10-05 Henneuse et al. 

105 5968176 1999-10-19 Nesset! et al. 

106 5969678 1999-10-19 Stewart 

107 5982867 1999-11-09 Urban et al. 

108 5983091 1999-11-09 Rodriguez 

109 5987381 1999-11-16 Oshizawa 

110 5991287 1999-11-23 Diepstraten et al. 

111 5995015 1999-11-30 De Temple et al. 

112 6006090 1999-12-21 Coleman et al. 

113 6009398 1999-12-28 Mueller et al. 

114 6011975 2000-01-04 Emery et al. 
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115 6026151 2000-02-15 Bauer et al. 

116 6028921 2000-02-22 Malik et al. 

117 6047327 2000-04-04 Tso et al. 

118 6055637 2000-04-25 Hudson et al. 

119 6058106 2000-05-02 Cudak et al. 

120 6067297 2000-05-23 Beach 

121 6076080 2000-06-13 Morscheck et al. 

122 6085086 2000-07-04 La Porta et al. 

123 6091956 2000-07-18 Hollenberg 

124 6101381 2000-08-08 Tajima et al. 

125 6101443 2000-08-08 Kato et al. 

126 6112186 2000-08-29 Bergh et al. 

127 6115669 2000-09-05 Watanabe et al. 

128 6122520 2000-09-19 Want et al. 

129 6133853 2000-10-17 Obradovich et al. 

130 6138003 2000-10-24 Kingdon et al. 

131 6138119 2000-10-24 Hall et al. 

132 6141609 2000-10-31 Herdeg et al. 

133 6144645 2000-11-07 Struhsaker et al. 

134 6154152 2000-11-28 Ito 

135 6154637 2000-11-28 Wright et al. 

136 6157829 2000-12-05 Grube et al. 

137 6163274 2000-12-19 Lindgren, Gary L. 
138 6167255 2000-12-26 Kennedy, Ill et al. 

139 6182226 2001-01-30 Reid et al. 

140 6184829 2001-02-06 Stilp 

141 6185426 2001-02-06 Alperovich et al. 

142 6185484 2001-02-06 Rhinehart 

143 6192314 2001-02-20 Khavakh et al. 

144 6202054 2001-03-13 Lawlor et al. 

145 6205478 2001-03-20 Sugano et al. 

146 6208854 2001-03-27 Roberts et al. 

147 6208866 2001-03-27 Rouhollahzadeh et al. 

148 6226277 2001-05-01 Chuah 

149 6229477 2001-05-08 Chang et al. 
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152 6233452 2001-05-15 Nishina 

Page 4 of 17 

ALL REFERENCES CONSIDERED EXCEPT WHERE LINED THROUGH. /M.B./ 



Exhibit 1002 
IPR2022-00426 

Page 684 of 755

14033540 - GAU· 2642 
Substitute for form 1449/PTO 

Complete if Known 

Application Number 14/033,540 

INFORMATION DISCLOSURE STATEMENT BY Filing Date 2013-09-23 

First Named Inventor William J. Johnson 
APPLICANT Examiner Name Not yet assigned 

Art Unit 2668 

Docket No. JOHNS-001US3 

Examiner Cite Issue Date Name of Patentee or Pages, Columns, Lines, 

Initials No. Patent Number Kind Code YYYY-MM-DD Applicant of Cited Document Where Relevant Passages or 
Relevant Figures Appear 

153 6236360 2001-05-22 Rudow et al. 

154 6236940 2001-05-22 Rudow et al. 

155 6246361 2001-06-12 Weill etal. 

156 6259405 2001-07-10 Stewart et al. 

157 6263209 2001-07-17 Reed et al. 

158 6278938 2001-08-21 Alumbaugh 

159 6285665 2001-09-04 Chuah et al. 

180 6285931 2001-09-04 Hattori et al. 

181 6298234 2001-10-02 Brunner 

182 6308273 2001-10-23 Goertzel et al. 

183 6311069 2001-10-30 Havinis et al. 
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185 6321092 2001-11-20 Fitch et al. 

186 6324396 2001-11-27 Vasa et al. 

187 6326918 2001-12-04 Stewart 

188 6327254 2001-12-04 Chuah 
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191 6332163 2001-12-21 Bowman-Amuah 

192 6343290 2002-01-29 Cossins et al. 

193 6353664 2002-03-05 Cannon et al. 

194 6359880 2002-03-19 Curry et al. 

195 6360101 2002-03-19 Irvin 

196 6366561 2002-04-02 Bender 

197 6377548 2002-04-23 Chuah et al. 

198 6377810 2002-04-23 Geiger et al. 

199 6377982 2002-04-23 Rai etal. 

200 6385531 2002-05-07 Bates et al. 

201 6385591 2002-05-07 Mankoff 

202 6389426 2002-05-14 Turnbull et al. 

203 6393482 2002-05-21 Rai etal. 

204 6400722 2002-06-04 Chuah et al. 

205 6414950 2002-07-02 Rai etal. 

206 6415019 2002-07-02 Savaglio et al. 

207 6418308 2002-07-09 Heinonen et al. 

208 6421441 2002-07-16 Dzuban 

209 6421714 2002-07-16 Rai etal. 

210 6427073 2002-07-30 Kortelsalmi et al. 
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211 6427119 2002-07-30 Stefan et al. 

212 6430276 2002-08-06 Bouvier et al. 

213 6430562 2002-08-06 Kardos et al. 

214 6442391 2002-08-27 Johansson et al. 

215 6442687 2002-08-27 Savage, Colin 

216 6449272 2002-09-10 Chuah et al. 

217 6449497 2002-09-10 Kirbas et al. 

218 6463533 2002-10-08 Calamera et al. 

219 6470378 2002-10-22 Tracton et al. 

220 6470447 2002-10-22 Lambert et al. 

221 6473626 2002-10-29 Nevoux et al. 

222 6477382 2002-11-05 Mansfield et al. 

223 6477526 2002-11-05 Hayashi et al. 

224 6484029 2002-11-19 Hughes et al. 

225 6484092 2002-11-19 Seibel 

226 6484148 2002-11-19 Boyd 

227 6490291 2002-12-03 Lee et al. 

228 6496491 2002-12-17 Chuah et al. 

229 6496931 2002-12-17 Rajchel et al. 

230 6505046 2003-01-07 Baker 

231 6505048 2003-01-07 Moles et al. 

232 6505049 2003-01-07 Dorenbosch 

233 6505120 2003-01-07 Yamashita et al. 

234 6505163 2003-01-07 Zhang et al. 

235 6512754 2003-01-28 Feder et al. 

236 6516055 2003-02-04 Bedeski et al. 

237 6516416 2003-02-04 Gregg et al. 

238 6519252 2003-02-11 Sallberg 

239 6519458 2003-02-11 Oh etal. 

240 6522876 2003-02-18 Weiland et al. 

241 6526275 2003-02-25 Calvert 

242 6526349 2003-02-25 Bullock et al. 

243 6532418 2003-03-11 Chun et al. 

244 6545596 2003-04-08 Moon 

245 6546257 2003-04-08 Stewart 

246 6560442 2003-05-06 Yost et al. 

247 6560461 2003-05-06 Fomukong et al. 

248 6577643 2003-06-10 Rai etal. 
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249 6577644 2003-06-10 Chuah et al. 

250 6594482 2003-07-15 Findikli et al. 

251 6618474 2003-09-09 Reese, Morris 

252 6618593 2003-09-09 Drutman et al. 

253 6622016 2003-09-16 Sladek et al. 

254 6628627 2003-09-30 Zendle et al. 

255 6628928 2003-09-30 Crosby et al. 

256 6628938 2003-09-30 Rachabathuni et al. 

257 6633633 2003-10-14 Bedingfield 

258 6640184 2003-10-28 Rabe, Duane Carl 

259 6647257 2003-11-11 Owensby, Craig A. 

260 6647269 2003-11-11 Hendrey et al. 

261 6650901 2003-11-18 Schuster et al. 

262 6654610 2003-11-25 Chen et al. 

263 6662014 2003-12-09 Walsh 

264 6665536 2003-12-16 Mahany 

265 6665718 2003-12-16 Chuah et al. 

266 6671272 2003-12-30 Vaziri et al. 

267 6675017 2004-01-06 Zellner et al. 

268 6675208 2004-01-06 Rai etal. 

269 6677894 2004-01-13 Sheynblat et al. 

270 6697783 2004-02-24 Brinkman et al. 

271 6701160 2004-03-02 Pinder et al. 

272 6701251 2004-03-02 Stefan et al. 

273 6704311 2004-03-09 Chuah et al. 

274 6716101 2004-04-06 Meadows et al. 

275 6721406 2004-04-13 Contractor 

276 6725048 2004-04-20 Mao et al. 

277 6732080 2004-05-04 Slants 

278 6732101 2004-05-04 Cook 

279 6732176 2004-05-04 Stewart et al. 

280 6738808 2004-05-18 Zellner et al. 

281 6754504 2004-06-22 Reed 

282 6754582 2004-06-22 Smith et al. 

283 6772064 2004-08-03 Smith et al. 

284 6799049 2004-09-28 Zellner et al. 

285 6801509 2004-10-05 Chuah et al. 

286 6816720 2004-11-09 Hussain et al. 
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287 6819929 2004-11-16 Antonucci et al. 

288 6829475 2004-12-07 Lee et al. 

289 6850758 2005-02-01 Paul et al. 

290 6867733 2005-03-15 Sandhu et al. 

291 6868074 2005-03-15 Hanson, Joel 

292 6874011 2005-03-29 Spielman 

293 6876858 2005-04-15 Duvall et al. 

294 6898569 2005-05-24 Bansal et al. 

295 6937869 2005-08-30 Rayburn 

296 6954147 2005-10-11 Cromer et al. 

297 6985747 2006-01-10 Chithambaram 

298 6999572 2006-02-04 Shaffer et al. 

299 7005985 2006-02-28 Steeves 

300 7023995 2006-04-04 Olsson 

301 7043231 2006-05-09 Bhatia et al. 

302 7069319 2006-06-27 Zellner et al. 

303 7085555 2006-08-01 Zellner et al. 

304 7103368 2006-09-05 Teshima 

305 7103476 2006-09-05 Smith et al. 

306 7106843 2006-09-12 Gainsboro et al. 

307 7110749 2006-09-19 Zellner et al. 

308 7116977 2006-10-03 Moton et al. 

309 7124101 2006-10-17 Mikurak 

310 7130631 2006-10-31 Enzmann et al. 

311 7139722 2006-11-21 Perrella et al. 

312 7181225 2007-02-20 Moton et al. 

313 7181529 2007-02-20 Bhatia et al. 

314 7188027 2007-03-06 Smith et al. 

315 7190960 2007-03-13 Wilson et al. 

316 7203502 2007-04-10 Wilson et al. 

317 7212829 2007-05-01 Lau et al. 

318 7224978 2007-05-29 Zellner et al. 

319 7236799 2007-06-26 Wilson et al. 

320 7245925 2007-07-17 Zellner 

321 7260378 2007-08-21 Holland et al. 

322 7272493 2007-09-18 Hamrick et al. 

323 7292939 2007-11-06 Smith et al. 

324 7295924 2007-11-13 Smith et al. 
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325 7362851 2008-04-22 Contractor 

326 7383052 2008-06-03 Moton et al. 

327 RE39717 2007-07-03 Yates et al. 

328 5363377 1994-11-08 Sharpe 

329 5625668 1997-04-29 Loomis 

330 5455807 1995-10-03 Nepple 

331 5586254 1996-12-07 Kondo et al. 

332 5089814 1992-02-18 Deluca et al. 

333 5265070 1993-11-23 Minowa 

334 5131020 1992-07-14 Liebesny et al. 

335 5245608 1993-09-14 Deaton et al. 

336 5583864 1996-12-10 Lightfoot et al. 

337 5590196 1996-12-13 Moreau 

338 5594779 1997-01-14 Goodman 

339 5592470 1997-01-07 Rudrapatna et al. 

340 5664948 1997-09-09 Dimitriadis et al. 

341 5677905 1997-10-14 Bigham 

342 5704049 1997-12-30 Briechle 

342 5887259 1999-03-23 Zicker et al. 

343 6067082 2000-05-23 Enmei 

344 6157946 2000-12-05 ltakura et al. 

345 7155199 2006-12-26 Zalewski et al. 

346 5121126 1992-06-09 Clagett 

347 5608854 1997-03-04 Labedz et al. 

348 5561704 1996-10-01 Samilando 

349 5892454 1999-04-06 Schipper et al. 

350 6340958 2002-01-22 Cantu et al. 

351 5347632 1994-09-13 Filepp et al. 

352 6018293 2000-01-25 Smith et al. 

353 5539395 1996-07-23 Buss et al. 

354 5214793 1993-05-25 Conway et al. 

355 5826195 1998-10-20 Westerlage et al. 

356 6820062 2004-11-05 Gupta et al. 

357 6937998 2005-08-30 Swartz et al. 

358 6759960 2004-07-06 Stewart et al. 

359 6697018 2004-02-24 Stewart et al. 

360 7058594 2006-06-06 Stewart et al. 

361 7009556 2006-03-07 Stewart et al. 
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362 4255619 1981-03-10 Saito 

363 4536647 1985-08-20 Atalla et al. 

364 4845504 1989-07-04 Roberts, et al. 

365 4973952 1990-11-27 Malec et al. 

366 4974170 1990-11-27 Bouve et al. 

367 5363245 1997-06-03 Ernst et al. 

368 5870724 1999-02-09 Lawlor et al. 

369 6407673 2002-06-18 Lane 

370 6408307 2002-06-18 Semple et al. 

371 6414635 2002-07-02 Stewart et al. 

372 6442479 2002-08-27 Barton 

373 6452498 2002-09-17 Stewart 

374 6615131 2003-09-02 Rennard et al. 

375 6405123 2002-06-11 Rennard et al. 

376 626615 2001-07-24 Jin 

377 4644351 1987-02-17 Zabarsky et al. 

378 5337044 1944-08-09 Folger et al. 

379 5469362 1995-11-23 Hunt et al. 

380 5758049 1998-11-10 Johnson et al. 

381 5835061 1998-11-10 Stewart 

382 5969678 1998-10-19 Stewart 

383 6073062 2000-06-06 Hoshino et al. 

384 6236362 2001-05-22 Leblanc et al. 

385 6326918 2001-12-04 Stewart 

386 6259405 2001-07-10 Stewart et al. 

387 6252544 2001-06-26 Hoffberg 

388 6414635 2002-07-02 Stewart et al. 

389 6452498 2002-09-17 Stewart 

390 6697018 2004-02-24 Stewart 

391 6731238 2004-05-04 Johnson 

392 6759960 2004-07-06 Stewart 

393 7009556 2006-03-07 Stewart 

394 5196031 1993-03-16 Ordish 

395 6345288 2002-02-05 Reed et al. 

396 6571279 2003-05-27 Herz et al. 

397 6456234 2002-09-24 Johnson 

398 6246948 2001-06-12 Thakker 

399 7386396 2008-06-10 Johnson 
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400 7177651 2007-02-13 

401 7787887 2010-08-31 

402 6427115 2002-07-30 

403 6370389 2002-04-09 

404 6381311 2002-04-30 

405 6389055 2002-05-14 
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1 2001 /0021646 2001-09-13 Antonucci et al. 

2 2001/0034709 2001-10-25 Stoifo et al. 

3 2001/0049275 2001-12-06 Pierry et al. 

4 2001/0051911 2001-12-13 Marks et al. 

5 2002/0037709 2002-03-28 Bhatia et al. 

6 2002/0037722 2002-03-28 Hussain et al. 

7 2002/0037731 2002-03-28 Mao et al. 

8 2002/00377 44 2002-03-28 Bhatia et al. 
9 2002/0037750 2002-03-28 Hussain et al. 
10 2002/0038362 2002-03-28 Bhatia et al. 
11 2002/0038384 2002-03-28 Khan et al. 
12 2002/0038386 2002-03-28 Bhatia et al. 
13 2002/0052781 2002-05-02 Aufricht et al. 
14 2002/0077083 2002-06-20 Zellner et al. 
15 2002/0077084 2002-06-20 Zellner et al. 
16 2002/0077118 2002-06-20 Zellner et al. 
17 2002/0077130 2002-06-20 Owensby 
18 2002/0077897 2002-06-20 Zellner et al. 
19 2002/0087335 2002-07-01 Meyers et al. 
20 2002/0090932 2002-07-04 Bhatia et al. 
21 2002/0095312 2002-07-18 Wheat 
22 2002/0102993 2002-08-01 Hendrey et al. 
23 2002/0107027 2002-08-08 O'Neil 
24 2002/0120713 2002-08-29 Gupta et al. 
25 2002/0161637 2002-10-31 Sugaya 
26 2002/0174147 2002-11-21 Wang et al. 
27 2003/0016233 2003-01-23 Charpentier 
28 2003/0140088 2003-07-24 Robinson et al. 
29 2003/0169151 2003-09-11 Eblinq et al. 
30 2004/0002329 2004-01-01 Bhatia et al. 
31 2004/0097243 2004-05-20 Zellner et al. 
32 2004/0111269 2004-06-10 Koch 
33 2004/0164898 2004-08-26 Stewart 
34 2004/0203903 2004-10-14 Wilson et al. 
35 2004/0205198 2004-10-14 Zellner et al. 
36 2004/0266453 2004-12-30 Maanoja et al. 
37 2005/0043036 2005-02-24 loppe et al. 
38 2005/0060365 2005-03-17 Robinson et al. 
39 2005/0096067 2005-05-05 Martin, Dannie E. 
40 2005/0114777 2005-05-26 Szeto 
41 2005/0151655 2005-07-14 Hamrick et al. 
42 2005/0246097 2005-11-03 Hamrick et al. 
43 2005/0272445 2005-12-08 Zellner, Samuel 
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44 2006/0030335 2006-02-09 Zellner et al. 
45 2006/0030339 2006-02-09 Zhovnirovsky et al. 
46 2006/0059043 2006-03-16 Chan et al. 
47 2006/0089134 2006-04-27 Moton et al. 
48 2006/009444 7 2006-05-04 Zellner, Samuel 
49 2006/0099966 2006-05-11 Moton et al. 
50 2006/0105784 2006-05-18 Zellner et al. 
51 2006/010653 7 2006-05-18 Hamrick et al. 
52 2006/0167986 2006-07-27 Trzyna et al. 
53 2006/0189327 2006-08-24 Zellner et al. 
54 2006/0189332 2006-08-24 Benco et al. 
55 2006/0195570 2006-08-31 Zellner et al. 
56 2006/0253252 2006-11-09 Hamrick et al. 
57 2007/0010260 2007-01-11 Zellner et al. 
58 2007 /0042789 2007-02-22 Moton et al. 
59 2007/0105565 2007-05-10 Enzmann et al. 
60 2007/0124721 2007-05-31 Cowing et al. 
61 2007/0136603 2007-06-14 Kuecuekyan 
62 2007 /0250920 2007-10-25 Lindsay 
63 2008/0096529 2008-04-24 Zellner 
64 2005/0017068 2005-01-27 Zalewski et al. 
65 2001/0028301 2001-10-11 Geiqer et al. 
66 2001/0007 450 2001-07-12 Bequm 
67 2004/0186902 2004-09-23 Stewart et al. 
68 2006/0164302 2006-07-27 Stewart et al. 
69 2006/0183467 2006-08-17 Stewart et al. 
70 2006/0059043 2006-03-16 Stewart et al. 
71 2002/00354 7 4 2002-03-31 Alpdemir 
72 2001/0001239 2001-05-17 Stewart 
73 2002/0046090 2002-04-18 Stewart 
74 2003/0003990 2003-01-02 Von Kohorn 
75 2003/0018527 2003-01-23 Filepp et al. 
76 2002/0035493 2002-03-21 Mozayeny et al. 
77 2002/0046069 2002-04-18 Mozayeny et al. 
78 2002/0046077 2002-04-18 Mozayeny et al. 
79 2002/0091991 2002-07-11 Castro 
80 2005/0004838 2005-01-06 Perkowski et al. 
81 2005/0002419 2005-01-06 Doviak et al. 
82 2004/0264442 2004-12-30 Kubler et al. 
83 2004/0246940 2004-12-09 Kubler et al. 
84 2004/0228330 2004-11-18 Kubler et al. 
85 2004/0151151 2004-08-05 Kubler et al. 
86 2004/0252051 2004-12-16 Johnson 
87 200 7 /0005188 2007-01-04 Johnson 
88 2007 /0233387 2007-10-04 Johnson 
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89 2007 /0276587 2007-11-29 Johnson 
90 2007 /0232326 2007-10-04 Johnson 
91 2008/0030308 2008-02-07 Johnson 
92 2006/0022048 2006-02-02 Johnson 
93 2009/0233622 2009-09-17 Johnson 
94 2009/0233633 2009-09-17 Johnson 
95 2010/0069035 2010-03-18 Johnson 
96 2010/0227595 2010-09-09 Johnson 
97 2006/0010202 2006-01-12 Blackstock et al. 
98 2004/0201459 2004-10-14 Rich et al. 
99 2006/0136544 2006-06-22 Atsmon et al. 
100 2007/0281716 2007-12-06 Altman et al. 
101 2006/0240828 2006-10-26 Jain et al. 
102 2007 /0275730 2007-11-29 Bienas et al. 
103 2006/0194589 2006-08-31 Sankisa 
104 2007/0287473 2007-12-13 Dupray 
105 2008/0071761 2008-03-20 Singh et al. 
106 2004/0116131 2004-06-17 Hochrainer et al. 
107 2007 /0275730 2007-11-29 Bienas et al. 
108 2007 /0244633 2007-10-18 Phillips et al. 
109 2008/0170679 2008-07-17 Sheha et al. 
110 2005/0050227 2005-03-03 Michelman 
111 2003/0030731 2003-02-13 Colby 
112 2006/0009190 2006-01-12 Laliberte 
113 2006/0198359 2006-09-07 Fok et al. 
114 2001 /0005864 2001-06-28 Mousseau et al. 
115 2010/0146160 2010-06-10 Piekarski 
116 2005/0283833 2005-12-22 Lalonde et al. 
117 2010/0159946 2010-06-24 Cheung et al. 
118 2002/0095454 2002-07-18 Reed et al. 
119 2006/0252465 2006-11-09 Karstens et al. 
120 2008/0301561 2008-12-04 Bain 
121 2009/0067593 2009-03-12 Ahlin 
122 2009/0167524 2009-07-02 Chesnutt et al. 
123 2009/0190734 2009-07-16 White et al. 
124 2009/0054077 2009-02-26 Gauthier et al. 
125 2006/0194589 2006-08-31 Sankisa 
126 2011/0021145 2011-01-27 Johnson et al. 
127 2010/0235748 2010-09-16 Johnson et al. 
128 2009/0233623 2009-09-17 Johnson et al. 
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WO 00/076249 2000-12-14 Telefonaktiebolaqet LM Ericsson 

2 EP 779752 2004-06-16 AT&T Corp. 

3 EP 838933 2008-04-29 IBM Corporation 

4 EP 915590 1999-05-12 Unwired Planet, Inc. 

5 EP 917320 1999-05-19 Lucent Technologies, Inc. 

6 EP 924914 2003-04-23 Nokia Corporation 

7 EP 935364 1999-08-11 AT&T Corp. 

8 WO 99/16263 1999-04-01 Nokia Telecommunications 

9 WO 99/51005 1999-10-07 Transaccess Corp. 

10 EP 0712227 1996-05-01 Harris Corporation 

11 EP 1435749 2004-07-01 Evolium SAS. 

12 EP 1445923 2004-08-01 NEC Corporation 

13 GB 2396779 2004-06-01 Samsung Electronics Co., Ltd 

14 JP 11-168478 1999-06-01 Prone! Trackinq System, Inc. 

15 JP 01-194628 1989-08-01 NEC Corporation 

16 JP 03-128540 1991-05-01 Hitachi Comm. Syst., Inc. 

17 JP 07-234789 1995-09-01 Hitachi Ltd 

18 JP 07-288514 1995-10-01 Mita Ind. Co., Ltd 

19 JP 07-319706 1995-12-01 Hitachi Ltd 

20 JP 08-44568 1996-02-01 Hitachi Zosen Group 
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CLAIMS 

1. (Previously Presented) A method by a sending data processing system, the method 

compnsmg: 

accessing, by the sending data processing system, identity information for describing an 

originator identity associated with the sending data processing system; 

accessing, by the sending data processing system, application information for an 

application in use at the sending data processing system; 

accessing, by the sending data processing system, location information associated with 

the sending data processing system; 

accessing, by the sending data processmg system, reference information for further 

describing the location information associated with the sending data processing system; 

preparing, by the sending data processing system, a broadcast unidirectional wireless data 

record including: 

the identity information for describing the originator identity associated 

with the sending data processing system, 

the application information for the application in use at the sending data 

processing system, 

the location information associated with the sending data processmg 

system, and 

the reference information for further describing the location information 

associated with the sending data processing system; 

maintaining, by the sending data processing system, a configuration for when to perform 

beaconing of the broadcast unidirectional wireless data record; and 

transmitting, by the sending data processing system, the broadcast unidirectional wireless 

data record for receipt by a plurality of receiving mobile data processing systems in a wireless 

vicinity of the sending data processing system wherein the broadcast unidirectional wireless data 

record is beaconed by the sending data processing system in accordance with the configuration 

for when to perform beaconing, and wherein the broadcast unidirectional wireless data record 

includes at least: 
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the identity information for describing the originator identity associated 

with the sending data processing system wherein the identity information is for an 

alert determined by each receiving mobile data processing system of the plurality 

of receiving mobile data processing systems that the each receiving mobile data 

processmg system is in the wireless vicinity of the sending data processing 

system, 

the application information for the application in use at the sending data 

processing system, 

the location information associated with the sending data processmg 

system to be used by the each receiving mobile data processing system for 

determining their own location relative to the location information, and 

the reference information for further describing the location information 

associated with the sending data processing system for describing to the each 

receiving mobile data processing system useful information associated with the 

sending data processing system. 

2. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes web site information associated with the sending data processing 

system. 

3. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes environmental condition information associated with the sending 

data processing system. 

4. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes information for at least one service associated with the sending data 

processing system. 

5. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes information for at least one transaction associated with the sending 

data processing system. 
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6. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes information for one or more data processing systems remote to the 

sending data processing system. 

7. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes information for distinguishing an elevation or altitude. 

8. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes confidence information for describing a reliability of data in the 

broadcast unidirectional wireless data record. 

9. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes information that is presented to a user interface of the each 

receiving mobile data processing system. 

10. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes information that is processed by the each receiving mobile data 

processing system for determining by the each receiving mobile data processing system what to 

present to a user interface. 

11. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes at least one of: 

information for a location technology used to locate the sending data processing system, 

information for a triangulation measurement associated with the sending data processing 

system, 

information for a time difference of arrival measurement associated with the sending data 

processing system, 

information for a time of arrival measurement associated with the sending data 

processing system, 
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information for an angle of arrival measurement associated with the sending data 

processing system, 

information for a yaw measurement associated with the sending data processing system, 

information for a pitch measurement associated with the sending data processing system, 

information for a roll measurement associated with the sending data processing system, 

information for an accelerometer measurement associated with the sending data 

processing system, 

information for a communications signal strength of a transmission associated with the 

sending data processing system, 

information for a communications wave spectrum characteristic of a transmission 

associated with the sending data processing system, 

information for a communications wave spectrum class of a transmission associated with 

the sending data processing system, 

information for a communications wave spectrum frequency of a transmission associated 

with the sending data processing system, 

information associated with a wireless data record received by the sending data 

processing system from a particular data processing system, 

information maintained by an application associated with the sending data processing 

system, 

information for an application in use at the sending data processing system, 

information for an application context of an application associated with the sending data 

processing system, 

information for a navigation Application Programming Interface associated with the 

sending data processing system, 

information for a situational location associated with the sending data processing system, 

information for a speed associated with the sending data processing system, 

information for a heading associated with the sending data processing system, 

time information associated with the sending data processing system, 

information for a service condition associated with the sending data processing system, 

information for a physical address associated with the sending data processing system, 

information for a logical address associated with the sending data processing system, 
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information for a user configuration associated with the sending data processing system, 

information for monitoring movement of the sending data processing system, 

information for an identifier associated with the sending data processing system, or 

information in accordance with one or more permissions configured by a user associated 

with the sending data processing system. 

12. (Previously Presented) The method of claim 1 wherein the broadcast unidirectional 

wireless data record includes information that can be processed according to a user configured 

permission maintained at the each receiving mobile data processing system. 

13. (Previously Presented) The method of claim 12 wherein the user configured permission is 

configured by a user of the sending data processing system for providing permission to an 

identity of at least one of the plurality of receiving mobile data processing systems. 

14. (Previously Presented) The method of claim 12 wherein the user configured permission is 

configured by a user of at least one of the plurality of receiving mobile data processing systems 

for providing permission to an identity associated with the sending data processing system. 

15. (Previously Presented) The method of claim 12 wherein the user configured permission 

enables providing an alert for who is nearby. 

16. (Previously Presented) The method of claim 1 wherein the identity information is a 

dependable and recognizable derivative of the originator identity associated with the sending 

data processing system. 

17. (Previously Presented) The method of claim 1 wherein the location information 

associated with the sending data processing system is determined by the sending data processing 

system with a direct location method, or an indirect location method, or with information 

communicated to the sending data processing system by a remote data processing system. 
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18. (Previously Presented) The method of claim 1 wherein the transmitting, by the sending 

data processing system, the broadcast unidirectional wireless data record for receipt by the 

plurality of receiving mobile data processing systems in the wireless vicinity of the sending data 

processing system includes transmitting the broadcast unidirectional wireless data record by a 

plurality of distinctly different radio communication interfaces of the sending data processing 

system. 

19. (Previously Presented) The method of claim 1 including: 

searching, by the sending data processing system, a plurality of data records m a 

historical collection; and 

retrieving, by the sending data processing system, one of the plurality of data records for 

the preparing, by the sending data processing system, the broadcast unidirectional wireless data 

record. 

20. (Previously Presented) The method of claim 1 including presenting information for the 

broadcast unidirectional wireless data record to a user interface for a user to manage the 

information for the broadcast unidirectional wireless data record by at least one of: view the 

information for the broadcast unidirectional wireless data record, delete the information for the 

broadcast unidirectional wireless data record, modify the information for the broadcast 

unidirectional wireless data record, or add to the information for the broadcast unidirectional 

wireless data record. 

21. (Previously Presented) A sending data processing system, comprising: 

one or more processors; and 

at least one memory coupled to the one or more processors, wherein the at least one 

memory includes executable instructions, which when executed by the one or more processors, 

results in the system: 

accessmg, by the sending data processmg system, identity information for 

describing an originator identity associated with the sending data processing system; 

accessing, by the sending data processing system, application information for an 

application in use at the sending data processing system; 
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accessing, by the sending data processing system, location information associated 

with the sending data processing system; 

accessing, by the sending data processmg system, reference information for 

further describing the location information associated with the sending data processing 

system; 

prepanng, by the sending data processmg system, a broadcast unidirectional 

wireless data record including: 

the identity information for describing the originator identity 

associated with the sending data processing system, 

the application information for the application in use at the sending 

data processing system, 

the location information associated with the sending data 

processing system, and 

the reference information for further describing the location 

information associated with the sending data processing system; 

maintaining, by the sending data processing system, a configuration for when to 

perform beaconing of the broadcast unidirectional wireless data record; and 

transmitting, by the sending data processing system, the broadcast unidirectional 

wireless data record for receipt by a plurality of receiving mobile data processing systems 

in a wireless vicinity of the sending data processing system wherein the broadcast 

unidirectional wireless data record is beaconed by the sending data processing system in 

accordance with the configuration for when to perform beaconing, and wherein the 

broadcast unidirectional wireless data record includes at least: 

JOHNS-001 US3 

the identity information for describing the originator identity 

associated with the sending data processing system wherein the identity 

information is for an alert determined by each receiving mobile data 

processing system of the plurality of receiving mobile data processing 

systems that the each receiving mobile data processing system is in the 

wireless vicinity of the sending data processing system, 

the application information for the application in use at the sending 

data processing system, 
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the location information associated with the sending data 

processing system to be used by the each receiving mobile data processing 

system for determining their own location relative to the location 

information, and 

the reference information for further describing the location 

information associated with the sending data processing system for 

describing to the each receiving mobile data processing system useful 

information associated with the sending data processing system. 

22. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes web site information associated with the sending 

data processing system. 

23. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes environmental condition information associated with 

the sending data processing system. 

24. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes information for at least one service associated with 

the sending data processing system. 

25. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes information for at least one transaction associated 

with the sending data processing system. 

26. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes information for one or more data processing systems 

remote to the sending data processing system. 
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27. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes information for distinguishing an elevation or 

altitude. 

28. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes confidence information for describing a reliability of 

data in the broadcast unidirectional wireless data record. 

29. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes information that is presented to a user interface of 

the each receiving mobile data processing system. 

30. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes information that is processed by the each receiving 

mobile data processing system for determining by the each receiving mobile data processing 

system what to present to a user interface. 

31. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes at least one of: 

information for a location technology used to locate the sending data processing system, 

information for a triangulation measurement associated with the sending data processing 

system, 

information for a time difference of arrival measurement associated with the sending data 

processing system, 

information for a time of arrival measurement associated with the sending data 

processing system, 

information for an angle of arrival measurement associated with the sending data 

processing system, 

information for a yaw measurement associated with the sending data processing system, 

information for a pitch measurement associated with the sending data processing system, 

information for a roll measurement associated with the sending data processing system, 
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information for an accelerometer measurement associated with the sending data 

processing system, 

information for a communications signal strength of a transmission associated with the 

sending data processing system, 

information for a communications wave spectrum characteristic of a transmission 

associated with the sending data processing system, 

information for a communications wave spectrum class of a transmission associated with 

the sending data processing system, 

information for a communications wave spectrum frequency of a transmission associated 

with the sending data processing system, 

information associated with a wireless data record received by the sending data 

processing system from a particular data processing system, 

information maintained by an application associated with the sending data processing 

system, 

information for an application in use at the sending data processing system, 

information for an application context of an application associated with the sending data 

processing system, 

information for a navigation Application Programming Interface associated with the 

sending data processing system, 

information for a situational location associated with the sending data processing system, 

information for a speed associated with the sending data processing system, 

information for a heading associated with the sending data processing system, 

time information associated with the sending data processing system, 

information for a service condition associated with the sending data processing system, 

information for a physical address associated with the sending data processing system, 

information for a logical address associated with the sending data processing system, 

information for a user configuration associated with the sending data processing system, 

information for monitoring movement of the sending data processing system, 

information for an identifier associated with the sending data processing system, or 

information in accordance with one or more permissions configured by a user associated 

with the sending data processing system. 
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32. (New) The sending data processmg system of claim 21 wherein the broadcast 

unidirectional wireless data record includes information that can be processed according to a user 

configured permission maintained at the each receiving mobile data processing system. 

33. (New) The sending data processing system of claim 32 wherein the user configured 

permission is configured by a user of the sending data processing system for providing 

permission to an identity of at least one of the plurality of receiving mobile data processing 

systems. 

34. (New) The sending data processing system of claim 32 wherein the user configured 

permission is configured by a user of at least one of the plurality of receiving mobile data 

processing systems for providing permission to an identity associated with the sending data 

processing system. 

35. (New) The sending data processing system of claim 32 wherein the user configured 

permission enables providing an alert for who is nearby. 

36. (New) The sending data processing system of claim 21 wherein the identity information 

is a dependable and recognizable derivative of the originator identity associated with the sending 

data processing system. 

37. (New) The sending data processing system of claim 21 wherein the location information 

associated with the sending data processing system is determined by the sending data processing 

system with a direct location method, or an indirect location method, or with information 

communicated to the sending data processing system by a remote data processing system. 

38. (New) The sending data processing system of claim 21 wherein the transmitting, by the 

sending data processing system, the broadcast unidirectional wireless data record for receipt by 

the plurality of receiving mobile data processing systems in the wireless vicinity of the sending 

data processing system includes transmitting the broadcast unidirectional wireless data record by 

JOHNS-001 US3 12 14/033,540 
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a plurality of distinctly different radio communication interfaces of the sending data processing 

system. 

39. (New) The sending data processing system of claim 21 including: 

searching, by the sending data processing system, a plurality of data records m a 

historical collection; and 

retrieving, by the sending data processing system, one of the plurality of data records for 

the preparing, by the sending data processing system, the broadcast unidirectional wireless data 

record. 

40. (New) The sending data processing system of claim 21 including presenting information 

for the broadcast unidirectional wireless data record to a user interface for a user to manage the 

information for the broadcast unidirectional wireless data record by at least one of: view the 

information for the broadcast unidirectional wireless data record, delete the information for the 

broadcast unidirectional wireless data record, modify the information for the broadcast 

unidirectional wireless data record, or add to the information for the broadcast unidirectional 

wireless data record. 

JOHNS-001 US3 13 14/033,540 
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REMARKS 

Applicant has added new dependent claims 22-40. No new matter has been entered by 

these amendments. 

Specifically, new claims 22-40 are clones of allowed claims 2-20, respectively, followed 

by minimal editing to depend from allowed independent claim 21. Allowed independent claim 

21 is a system version of allowed independent claim 1. Allowed claims 2-20 depend from 

allowed claim 1. New claims are dependent on allowed claims and should therefore be in 

condition for allowance. 

Applicant invites the Examiner to contact the undersigned at the below listed telephone 

number if a telephone conference would expedite prosecution of this application. 

JOHNS-001 US3 

Respectfully submitted, 

/Craig J. Yudell/ 

Craig J. Yudell 
Reg. No. 39,083 
YUDELL ISIDORE NG RUSSELL PLLC 
8911 N. Capital of Texas Highway, Suite 2110 
Austin, Texas 78759 
512.343.6116 
ATTORNEY FOR APPLICANT 

14 14/033,540 
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Distributed Locational Applications 

First Named Inventor/Applicant Name: William J. Johnson 

Filer: Craig Jeffrey Yudell/Shenise Ramdeen 

Attorney Docket Number: JOHNS-001 US3 

Filed as Small Entity 

Utility under 35 USC 111 (a) Filing Fees 

Description Fee Code Quantity Amount 
Sub-Total in 

USO($) 

Basic Filing: 

Pages: 

Claims: 

Claims in excess of 20 2202 19 40 760 

Miscellaneous-Filing: 

Petition: 

Patent-Appeals-and-Interference: 

Post-Allowance-and-Post-Issuance: 

Extension-of-Time: 
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Description Fee Code Quantity Amount 
Sub-Total in 

USO($) 
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Total in USD ($) 760 
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Electronic Acknowledgement Receipt 

EFSID: 18049140 

Application Number: 14033540 

International Application Number: 

Confirmation Number: 1470 
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System and Method for Location Based Exchanges of Data Facilitating 
Distributed Locational Applications 

First Named Inventor/Applicant Name: William J. Johnson 

Customer Number: 42640 

Filer: Craig Jeffrey Yudell/Shenise Ramdeen 

Filer Authorized By: Craig Jeffrey Yudell 

Attorney Docket Number: JOHNS-001 US3 

Receipt Date: 28-JAN-2014 

Filing Date: 23-SEP-2013 

Time Stamp: 16:27:35 

Application Type: Utility under 35 USC 111 (a) 

Payment information: 

Submitted with Payment yes 

Payment Type Deposit Account 

Payment was successfully received in RAM $760 

RAM confirmation Number 2955 

Deposit Account 503083 

Authorized User 

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows: 

Charge any Additional Fees required under 37 C.F.R. Section 1.16 (National application filing, search, and examination fees) 

Charge any Additional Fees required under 37 C.F.R. Section 1.17 (Patent application and reexamination processing fees) 
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Charge any Additional Fees required under 37 C.F.R. Section 1.19 (Document supply fees) 

Charge any Additional Fees required under 37 C.F.R. Section 1.20 (Post Issuance fees) 

Charge any Additional Fees required under 37 C.F.R. Section 1.21 (Miscellaneous fees and charges) 
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Amendment after Notice of Allowance JOHNS-001 US3_Rule312Amen 
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(Rule312) dment0l-28-14.pdf 
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447d 

Warnings: 

Information: 

30474 

2 Fee Worksheet (SB06) fee-info.pdf no 2 
c7e 70d 1 e74b42f9ef36e 7b804f558c934d5f 

leaf 

Warnings: 

Information: 

Total Files Size (in bytes) 142708 

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents, 
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a 
Post Card, as described in MPEP 503. 

New A~~lications Under 35 U.S.C. 111 
If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR 
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this 
Acknowledgement Receipt will establish the filing date of the application. 

National Stage of an International A~~lication under 35 U.S.C. 371 
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35 
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a 
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course. 

New International A~~lication Filed with the USPTO as a Receiving Office 
If a new international application is being filed and the international application includes the necessary components for 
an international filing date (see PCT Article 11 and MPEP 181 O), a Notification of the International Application Number 
and of the International Filing Date (Form PCT/RO/1 OS) will be issued in due course, subject to prescriptions concerning 
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of 
the application. 
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UNITED STA TES p A TENT AND TRADEMARK OFFICE 

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR 

14/033,540 09/23/2013 William J. Johnson 

42640 7590 03/26/2014 

Yudell Isidore Ng Russell PLLC 
8911 N. Capital of Texas Hwy., 
Suite 2110 
Austin, TX 78759 

UNITED STA TES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria., Virginia 22313-1450 
www.uspto.gov 

ATTORNEY DOCKET NO. CONFIRMATION NO. 

JOHNS-001US3 1470 

EXAMINER 

BATISTA, MARCOS 

ART UNIT PAPER NUMBER 

2642 

NOTIFICATION DATE DELIVERY MODE 

03/26/2014 ELECTRONIC 

Please find below and/or attached an Office communication concerning this application or proceeding. 

The time period for reply, if any, is set in the attached communication. 

Notice of the Office communication was sent electronically on above-indicated "Notification Date" to the 
following e-mail address(es): 

Patents@yudellisidore.com 

PTOL-90A (Rev. 04/07) 
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Response to Rule 312 Communication 

Application No. 

14/033,540 

Examiner 

Marcos Batista 

Applicant(s) 

JOHNSON, WILLIAM J. 

Art Unit 

2642 

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address -

1. [8J The amendment filed on 28 Januarv2014 under 37 CFR 1.312 has been considered, and has been: 

a) [8J entered. 

b) D entered as directed to matters of form not affecting the scope of the invention. 

c) D disapproved because the amendment was filed after the payment of the issue fee. 

Any amendment filed after the date the issue fee is paid must be accompanied by a petition under 37 CFR 1.313(c)(1) 

and the required fee to withdraw the application from issue. 

d) D disapproved. See explanation below. 

e) D entered in part. See explanation below. 

/Marcos Batista/ 
Primary Examiner, Art Unit 2642 

U.S. Patent and Trademark Office 

PTOL-271 (Rev. 04-01) Reponse to Rule 312 Communication Part of Paper No. 20140321 
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OK TO ENTER: /M.B./ 

03/21/2014 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

In Re Application Of: 

JOHNSON 

Serial No.: 14/033,540 

Filed: SEPTEMBER 23, 2013 

For: SYSTEM AND METHOD FOR 
LOCATION BASED 
EXCHANGES OF DATA 
FACILITATING DISTRIBUTED 
LOCATIONAL APPLICATIONS 

ATTY. DOCKET NO.: JOHNS-001US3 
§ 
§ 
§ Examiner: BATISTA, MARCOS 
§ 
§ Art Unit: 2642 
§ 
§ Confirmation No. 1470 
§ 
§ 
§ 
§ 
§ 
§ 

AMENDMENT A UNDER 37 C.F.R. § 1.312 

Mail Stop Amendment 
Commissioner for Patents 
P.O. Box 1450 
Arlington, Virginia 22313-1450 

Sir: 

A Notice of Allowance was issued in the subject application on January 6, 2014. Please 

amend the above-identified application as indicated below. No new matter has been entered by 

these amendments. Please charge additional claim fees to Deposit Account Number 50-3083. 
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UNITED STA TES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria., Virginia 22313-1450 
www.uspto.gov 

ATTORNEY DOCKET NO. CONFIRMATION NO. 

JOHNS-001US3 1470 

EXAMINER 

BATISTA, MARCOS 

ART UNIT PAPER NUMBER 

2642 

NOTIFICATION DATE DELIVERY MODE 

05/15/2014 ELECTRONIC 

Please find below and/or attached an Office communication concerning this application or proceeding. 

The time period for reply, if any, is set in the attached communication. 

Notice of the Office communication was sent electronically on above-indicated "Notification Date" to the 
following e-mail address(es): 

Patents@yudellisidore.com 

PTOL-90A (Rev. 04/07) 
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Examiner 
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Applicant(s) 
JOHNSON, WILLIAM J. 
Art Unit AIA (First Inventor to 

2642 File) Status 

No 

-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address-
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included 
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS 
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative 
of the Office or upon petition by the applicant. See 37 CFR 1.313 and M PEP 1308. 

1. [8J This communication is responsive to Amendment after Notice of Allowance (Rule 312) filed on 1/28/2014. 

DA declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/were filed on ___ . 

2. D An election was made by the applicant in response to a restriction requirement set forth during the interview on __ ; the restriction 
requirement and election have been incorporated into this action. 

3. [8J The allowed claim(s) is/are 1-40. As a result of the allowed claim(s), you may be eligible to benefit from the Patent Prosecution 
Highway program at a participating intellectual property office for the corresponding application. For more information, please see 
~;ttp://www.usoto.gov/patents/init events/oph/index.iso or send an inquiry to PPHfeedback@usoto.aov. 

4. D Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

Certified copies: 

a) D All b) D Some *c) D None of the: 

1. D Certified copies of the priority documents have been received. 

2. D Certified copies of the priority documents have been received in Application No. __ . 

3. D Copies of the certified copies of the priority documents have been received in this national stage application from the 

International Bureau (PCT Rule 17.2(a)). 

* Certified copies not received: __ . 

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements 
noted below. Failure to timely comply will result in ABANDONMENT of this application. 
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE. 

5. D CORRECTED DRAWINGS ( as "replacement sheets") must be submitted. 

D including changes required by the attached Examiner's Amendment/ Comment or in the Office action of 
Paper No./Mail Date __ . 

Identifying indicia such as the application number {see 37 CFR 1.84{c)) should be written on the drawings in the front {not the back) of 
each sheet. Replacement sheet{s) should be labeled as such in the header according to 37 CFR 1.121{d). 

6. □ DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the 
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL. 

Attachment(s) 
1. D Notice of References Cited (PTO-892) 

2. D Information Disclosure Statements (PTO/SB/08), 
Paper No./Mail Date __ 

3. D Examiner's Comment Regarding Requirement for Deposit 
of Biological Material 

4. D Interview Summary (PTO-413), 
Paper No./Mail Date __ . 

U.S. Patent and Trademark Office 

5. D Examiner's Amendment/Comment 

6. [8J Examiner's Statement of Reasons for Allowance 

7. D Other __ . 

PTOL-37 (Rev. 08-13) Notice of Allowability Part of Paper No./Mail Date 20140512 
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1. This Action is in response to Applicant's Amendment after Notice of Allowance 

(Rule 312) filed on January 28, 2014. Claims 22-40 have been added, therefore, 

claims 1-40 are now pending in the present application. 

2. The present application is being examined under the pre-AIA first to invent 

provisions. 

Information Disclosure Statement 

3. The information disclosure statement submitted on 11/12/2013 has been 

considered by the Examiner and made of record in the application file. However, I OS 

entry 14 under the Non-Patent Literature was not considered due missing the date. 

Allowable Subject Matter 

4. Claims 1-40 are allowed. 

5. The following is an Examiner's statement of reasons for allowance: 

Consider claims 1 and 21, the prior art of Bienas et al. (US 20070275730 A 1) in 

view of Blackstock et al. (US 20060010202 A 1 ), discloses a system for determining the 

location and identity of at least one mobile device and exchanging the location 

information and identity with nearby mobile devices. 
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However, the combination of Bienas in view of Blackstock failed to disclose or 

suggest each and every limitation recited in claims 1-40 of the claimed invention when 

considered as a whole. 

Any comments considered necessary by Applicant must be submitted no later 

than the payment of the issue fee and, to avoid processing delays, should preferably 

accompany the issue fee. Such submissions should be clearly labeled "Comments on 

Statement of Reasons for Allowance." 

Conclusion 

6. Any inquiry concerning this communication or earlier communications from 

the Examiner should be directed to Marcos Batista, whose telephone number is (571) 

270-5209. The Examiner can normally be reached on Monday-Thursday from 8:00am to 

5:00pm. 

If attempts to reach the Examiner by telephone are unsuccessful, the Examiner's 

supervisor, Rafael Perez-Gutierrez can be reached at (571) 272-7915. The fax phone 

number for the organization where this application or proceeding is assigned is (571) 

273-8300. 

Information regarding the status of an application may be obtained from the 

Patent Application Information Retrieval (PAIR) system. Status information for published 

applications may be obtained from either Private PAIR or Public PAIR. Status 

information for unpublished applications is available through Private PAIR only. For 

more information about the PAIR system, see http://pair-direct.uspto.gov. Should you 
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have questions on access to the Private PAIR system, contact the Electronic Business 

Center (EBC) at 866-217-9197 (toll-free) or 703-305-3028. 

Any inquiry of a general nature or relating to the status of this application or 

proceeding should be directed to the receptionist/customer service whose telephone 

number is (571) 272-2600. 

/Marcos Batista/ 
Primary Examiner, Art Unit 2642 
May 12, 2014 
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UNITED STA TES p A TENT AND TRADEMARK OFFICE 

APPLICATION NO. ISSUE DATE 

14/033,540 06/24/2014 

42640 7590 06/04/2014 

Yudell Isidore Ng Russell PLLC 
8911 N. Capital of Texas Hwy., 
Suite 2110 
Austin, TX 78759 

PATENT NO. 

8761804 

UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria, Virginia 22313-1450 
www .uspto.gov 

ATTORNEY DOCKET NO. CONFIRMATION NO. 

JOHNS-001 US3 1470 

ISSUE NOTIFICATION 

The projected patent number and issue date are specified above. 

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b) 
(application filed on or after May 29, 2000) 

The Patent Term Adjustment is O day(s). Any patent to issue from the above-identified application will include 
an indication of the adjustment on the front page. 

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that 
determines Patent Term Adjustment is the filing date of the most recent CPA. 

Applicant will be able to obtain more detailed information by accessing the Patent Application Information 
Retrieval (PAIR) WEB site (http://pair.uspto.gov). 

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the 
Office of Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee 
payments should be directed to the Application Assistance Unit (AAU) of the Office of Data Management 
(ODM) at (571)-272-4200. 

APPLICANT(s) (Please see PAIR WEB site http://pair.uspto.gov for additional applicants): 

William J. Johnson, Flower Mound, TX; 

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location 
for business investment, innovation, and commercialization of new technologies. The USA offers tremendous 
resources and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation 
works to encourage and facilitate business investment. To learn more about why the USA is the best country in 
the world to develop technology, manufacture products, and grow your business, visit SelectUSA.gov. 

IR103 (Rev. 10/09) 
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382740.00001 PATENT 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Inventor(s): William J. Johnson 

Serial No.: 14/033,540, Filed September 23, 2013 

Patent No.: 8,761,804, Issued June 24, 2014 

Confirmation No.: 1470 

Art Unit: 2642 

Examiner: M. Batista 

Title: SYSTEM AND METHOD FOR LOCATION BASED EXCHANGES 

OF DATA FACILITATING DISTRIBUTED LOCATIONAL APPLICATIONS 

Filed via EFS W eh 

TO: Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

SUBMISSION UNDER 37 C.F.R. § 1.28(c) TO PAY FEE(S) AT 
LARGE ENTITY RATE DUE TO CORRECTION OF ENTITY STATUS 

This paper is being filed in order to correct fee amounts paid due to an incorrect 
designation of small entity in this application made upon payment of the second maintenance 
fee. This error was made inadvertently, in good faith, and with no intent to deceive. The error 
was not caught until recently. Consistent with 37 C.F.R. § l.28(c), a calculation of the 
deficiency owed, and an itemization of the same, is set forth in the table below. The 
itemization of the deficiency owed is as follows: 

Fee/Code Current Fee Amount Fee Paid/Date Deficiency Owed 
Maintenance fee due at 3. 5 $2,000 $800 $1,200 
years (Fee code 1551) November 2, 2017 

Per the undersigned's calculations, a total deficiency of $1,200 is owed. The 
undersigned authorizes the Office to charge this amount, and to charge any additional fees 
that may be due, or credit any overpayment, to Deposit Account 50-4364 (382740.00001). 

May 19, 2021 
Date 

SAUL EWING ARNSTEIN & LEHR LLP 
Centre Square West 
1500 Market Street, 38th Floor 
Philadelphia, PA 19102-2189 
Telephone: 215 972 7880 
Facsimile: 215 972 4169 
Email: Mark.Simpson@saul.com 

38496240.1 

Respectfully submitted, 

/Mark D. Simpson/ 
Mark D. Simpson, Esquire 
Registration No. 32,942 
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Electronic Acknowledgement Receipt 

EFSID: 42766267 

Application Number: 14033540 

International Application Number: 

Confirmation Number: 1470 

Title of Invention: 
System and Method for Location Based Exchanges of Data Facilitating 
Distributed Locational Applications 

First Named Inventor/Applicant Name: William J. Johnson 

Customer Number: 42640 

Filer: Mark D. Simpson/Lynn White 

Filer Authorized By: Mark D. Simpson 

Attorney Docket Number: JOHNS-001 US3 

Receipt Date: 19-MAY-2021 

Filing Date: 23-SEP-2013 

Time Stamp: 15:33:16 

Application Type: Utility under 35 USC 111 (a) 

Payment information: 

Submitted with Payment I no 

File Listing: 

Document 
Document Description File Name 

File Size(Bytes}/ Multi Pages 
Number Message Digest Part /.zip (if appl.) 

1115305 

1 Power of Attorney 38528050_ l .PDF no 1 
b60df2ddd7c55597bed66f4b45a939d997C 

153d 

Warnings: 
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Information: 

290445 

2 
Assignee showing of ownership per 37 

38522305_ l .PDF no 3 
CFR 3.73 

Sf2e4d1135d63d650b24d2df30b1 dad3463 
27859 

Warnings: 

Information: 

97535 

3 
Notification of loss of entitlement to 

38528051 l.PDF 1 
small entity status - no 

8083c425296e73da08dc04db5875291781 E 
33746 

Warnings: 

Information: 

Total Files Size (in bytes) 1503285 

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents, 
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a 
Post Card, as described in MPEP 503. 

New Agglications Under 35 U.S.C. 111 
If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR 
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this 
Acknowledgement Receipt will establish the filing date of the application. 
National Stage of an International Agglication under 35 U.S.C. 371 
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35 
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a 
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course. 
New International Agglication Filed with the USPTO as a Receiving Office 
If a new international application is being filed and the international application includes the necessary components for 
an international filing date (see PCT Article 11 and MPEP 181 O), a Notification of the International Application Number 
and of the International Filing Date (Form PCT/RO/1 OS) will be issued in due course, subject to prescriptions concerning 
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of 
the application. 
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PTO/AIA/96 (08-12) 
Approved for use through 11/30/2020. 0MB 0651-0031 

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid 0MB control number. 

STATEMENT UNDER 37 CFR 3.73(c) 

Applicant!Patent Owner: _B_I_L_LJ_C_O_L_L_C ___________________________ _ 

Application No./Patent No.: _8_7_6_1_8_04 __________ Filed/Issue Date: _2_0_1_4_-0_6_-_24 ________ _ 

Titled: LOCATION BASED EXCHANGE PERMISSIONS 

BILLJCO LLC , a LLC 
---------------------------

(Name of Assignee) (Type of Assignee, e.g., corporation, partnership, university, government agency, etc.) 

states that, for the patent application/patent identified above, it is (choose one of options 1, 2, 3 or 4 below): 

1. 0 The assignee of the entire right, title, and interest. 

2. D An assignee of less than the entire right, title, and interest (check applicable box): 

LJ The extent (by percentage) of its ownership interest is ______ %. Additional Statement(s) by the owners 
holding the balance of the interest must be submitted to account for 100% of the ownership interest. 

D There are unspecified percentages of ownership. The other parties, including inventors, who together own the entire 
right, title and interest are: 

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to account for the entire 
right, title, and interest. 

3. D The assignee of an undivided interest in the entirety (a complete assignment from one of the joint inventors was made). 
The other parties, including inventors, who together own the entire right, title, and interest are: 

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to account for the entire 
right, title, and interest. 

4. D The recipient, via a court proceeding or the like (e.g., bankruptcy, probate), of an undivided interest in the entirety (a 
complete transfer of ownership interest was made). The certified document(s) showing the transfer is attached. 

The interest identified in option 1, 2 or 3 above (not option 4) is evidenced by either (choose one of options A or B below): 

A. 0 An assignment from the inventor(s) of the patent application/patent identified above. The assignment was recorded in 
the United States Patent and Trademark Office at Reel 043147 , Frame 0643 , or for which a copy 

thereof is attached. 

B. D A chain of title from the inventor(s), of the patent application/patent identified above, to the current assignee as follows: 

1. From: __________________ To: 

The document was recorded in the United States Patent and Trademark Office at 

Reel ______ , Frame ______ , or for which a copy thereof is attached. 

2. From: __________________ To: 

The document was recorded in the United States Patent and Trademark Office at 

Reel ______ , Frame ______ , or for which a copy thereof is attached. 

[Page 1 of 2] 
This collection of information is required by 37 CFR 3.73(b). The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to 
process) an application. Confidentiality is governed by 35 U .S.C. 122 and 37 CFR 1 .11 and 1.14. This collection is estimated to take 12 minutes to complete, including 
gathering, preparing, and submitting the completed application form to the US PTO. Time will vary depending upon the individual case. Any comments on the amount 
of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark 
Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND 
TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450. 

If you need assistance in completing the form, call I-800-PTO-9!99 and select option 2. 
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PTO/AIA/96 (08-12) 
Approved for use through 11/30/2020. 0MB 0651-0031 

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid 0MB control number. 

STATEMENT UNDER 37 CFR 3.73(c) 

3. From: ___________________ To: __________________ _ 

The document was recorded in the United States Patent and Trademark Office at 

Reel ______ , Frame ______ , or for which a copy thereof is attached. 

4. From: ___________________ To: __________________ _ 

The document was recorded in the United States Patent and Trademark Office at 

Reel ______ , Frame ______ , or for which a copy thereof is attached. 

5. From: To: ------------------- -------------------

The document was recorded in the United States Patent and Trademark Office at 

Reel ______ , Frame ______ , or for which a copy thereof is attached. 

6. From: ___________________ To: __________________ _ 

The document was recorded in the United States Patent and Trademark Office at 

Reel ______ , Frame ______ , or for which a copy thereof is attached. 

D Additional documents in the chain of title are listed on a supplemental sheet(s). 

0 As required by 37 CFR 3. 73(c)(1 )(i), the documentary evidence of the chain of title from the original owner to the 
assignee was, or concurrently is being, submitted for recordation pursuant to 37 CFR 3.11. 

[NOTE: A separate copy (i.e., a true copy of the original assignment document(s)) must be submitted to Assignment 
Division in accordance with 37 CFR Part 3, to record the assignment in the records of the USPTO. See MPEP 302.08] 

The undersigned (whose title is supplied below) is authorized to act on behalf of the assignee. 

/Mark D. Simpson/ 

Signature 

Mark D. Simpson 
Printed or Typed Name 

[Page 2 of 2] 

19 May 2021 
Date 

32942 
Title or Registration Number 
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Privacy Act Statement 

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your 
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the 
requirements of the Act, please be advised that: (1) the general authority for the collection of this information is 35 
U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the 
information is used by the U.S. Patent and Trademark Office is to process and/or examine your submission related 
to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and Trademark 
Office may not be able to process and/or examine your submission, which may result in termination of proceedings 
or abandonment of the application or expiration of the patent. 

The information provided by you in this form will be subject to the following routine uses: 

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of 
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records 
may be disclosed to the Department of Justice to determine whether disclosure of these records is 
required by the Freedom of Information Act. 

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting 
evidence to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the 
course of settlement negotiations. 

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress 
submitting a request involving an individual, to whom the record pertains, when the individual has 
requested assistance from the Member with respect to the subject matter of the record. 

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency 
having need for the information in order to perform a contract. Recipients of information shall be required 
to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m). 

5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of 
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property 
Organization, pursuant to the Patent Cooperation Treaty. 

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for 
purposes of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act 
(42 U.S.C. 218(c)). 

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, General 
Services, or his/her designee, during an inspection of records conducted by GSA as part of that agency's 
responsibility to recommend improvements in records management practices and programs, under 
authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA 
regulations governing inspection of records for this purpose, and any other relevant (i.e., GSA or 
Commerce) directive. Such disclosure shall not be used to make determinations about individuals. 

8. A record from this system of records may be disclosed, as a routine use, to the public after either 
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 
151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the 
public if the record was filed in an application which became abandoned or in which the proceedings were 
terminated and which application is referenced by either a published application, an application open to 
public inspection or an issued patent. 

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law 
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation. 
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• 382740.00001 PATENT 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Inventor(s): William J. Johnson 

Serial No.: 14/033,540, Filed September 23, 2013 

Patent No.: 8,761,804, Issued June 24, 2014 

Confirmation No.: 1470 

Art Unit: 2642 

Examiner: M. Batista 

Title: SYSTEM AND METHOD FOR LOCATION BASED EXCHANGES 

OF DATA FACILITATING DISTRIBUTED LOCATIONAL APPLICATIONS 

Filed via EFS Web 

TO: Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

SUBMISSION UNDER 37 C.F.R. § 1.28(c) TO PAY FEE(S) AT 
LARGE ENTITY RATE DUE TO CORRECTION OF ENTITY STATUS 

This paper is being filed in order to correct fee amounts paid due to an incorrect 
designation of small entity in this application made upon payment of the second maintenance 
fee. This error was made inadvertently, in good faith, and with no intent to deceive. The error 
was not caught until recently. Consistent with 37 C.F.R. § 1.28(c), a calculation of the 
deficiency owed, and an itemization of the same, is set forth in the table below. The 
itemization of the deficiency owed is as follows: 

Fee/Code Current Fee Amount Fee Paid/Date Deficiency Owed 
Maintenance fee due at 3. 5 $2,000 $800 $1,200 
years (Fee code 1551) November 2, 2017 

Per the undersigned's calculations, a total deficiency of $1,200 is owed. The 
undersigned authorizes the Office to charge this amount, and to charge any additional fees 
that may be due, or credit any overpayment, to Deposit Account 50-4364 (382740.00001). 

May 19, 2021 
Date 

SAUL EWING ARNSTEIN & LEHR LLP 
Centre Square West 
1500 Market Street, 38th Floor 
Philadelphia, PA 19102-2189 
Telephone: 215 972 7880 
Facsimile: 215 972 4169 
Email: Mark.Simpson@saul.com 

38496240 1 

Respectfully submitted, 

/Mark D. Simpson/ 
Mark D. Simpson, Esquire 
Registration No. 32,942 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

APPLICATION NUMBER FILING OR 3 71 (C) DATE 

14/033,540 09/23/2013 

78905 

Ul\TfED STATES DEPA RTME'IT OF COMMERCE 
United States Patent and Trademark Office 
Addn,ss. ~?1:f!JI:'3,~i~O'.!ER FOR PATENTS 

FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE 

William l Johnson JOHNS-001US3 
CONFIRMATION NO.1470 

POA ACCEPTANCE LETTER 
Saul Ewing Arnstein & Lehr LLP (Philadelphia) 
Attn: Patent Docket Clerk 11111111111111111 lllll ll]~!l]!~l!~IU!~~!l!II~ !I] 111111111111111 IIII IIII 
Centre Square West 
1500 Market Street, 38th Floor 
Philadelphia, PA 19102-2186 

Date Mailed: 05/24/2021 

NOTICE OF ACCEPTANCE OF POWER OF ATTORNEY 

This is in response to the Power of Attorney filed 05/19/2021. 

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the 
above address as provided by 37 CFR 1.33. 

/thaile/ 

Questions about the contents of this notice and the 
requirements it sets forth should be directed to the Office 

of Data Management, Application Assistance Unit, at 
(571) 272-4000 or (571) 272-4200 or 1-888-786-0101. 

page 1 of 1 
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Case 2:21-cv-00181-JRG Document 2 Filed 05/25/21 Page 1 of 1 PagelD #: 1286 

AO 120 (Rev. 08/10) 

Mail Stop 8 REPORT ON THE 
TO: 

Director of the U.S. Patent and Trademark Office 
P.O. Box 1450 

FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK Alexandria, VA 22313-1450 

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been 

filed in the U.S. District Court Eastern District of Texas on the following 

D Trademarks or ~Patents. ( D the patent action involves 35 U.S.C. § 292.): 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
2:21-cv-181 5/25/2021 Eastern District of Texas 

PLAINTIFF DEFENDANT 

BILLJCO, LLC CISCO SYSTEMS, INC. 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

1 8,761,804 6/24/2014 BILLJCO, LLC 

2 10,292,011 5/14/2019 BILLJCO, LLC 

3 10,477,994 11/19/2019 BILLJCO, LLC 

4 

5 

In the above-entitled case, the following patent(s)/ trademark(s) have been included: 

DATE INCLUDED INCLUDED BY 

D Amendment D Answer D Cross Bill D Other Pleading 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

1 

2 

3 

4 

5 

In the above-entitled case, the following decision has been rendered or judgement issued: 

I DECISION/JUDGEMENT 

I (BY) DEPUTY CLERK 

Copy 1-Upon initiation of action, mail this copy to Director Copy 3-Upon termination of action, mail this copy to Director 
Copy 2-Upon filing document adding patent(s), mail this copy to Director Copy 4-Case file copy 
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Case 2:21-cv-00183-JRG Document 2 Filed 05/25/21 Page 1 of 1 PagelD #: 1296 

AO 120 (Rev. 08/10) 

Mail Stop 8 REPORT ON THE 
TO: 

Director of the U.S. Patent and Trademark Office 
P.O. Box 1450 

FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK Alexandria, VA 22313-1450 

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been 

filed in the U.S. District Court Eastern District of Texas on the following 

D Trademarks or ~Patents. ( D the patent action involves 35 U.S.C. § 292.): 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
2:21-cv-183 5/25/2021 Eastern District of Texas 

PLAINTIFF DEFENDANT 

BILLJCO, LLC HEWLETT PACKARD ENTERPRISE 
COMPANY, ARUBA NETWORKS, INC. 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

1 8,761,804 6/24/2014 BILLJCO, LLC 

2 10,292,011 5/14/2019 BILLJCO, LLC 

3 10,477,994 11/19/2019 BILLJCO, LLC 

4 

5 

In the above-entitled case, the following patent(s)/ trademark(s) have been included: 

DATE INCLUDED INCLUDED BY 

D Amendment D Answer D Cross Bill D Other Pleading 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

1 

2 

3 

4 

5 

In the above-entitled case, the following decision has been rendered or judgement issued: 

I DECISION/JUDGEMENT 

I (BY) DEPUTY CLERK 

Copy 1-Upon initiation of action, mail this copy to Director Copy 3-Upon termination of action, mail this copy to Director 
Copy 2-Upon filing document adding patent(s), mail this copy to Director Copy 4-Case file copy 
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Case 6:21-cv-00528-ADA Document 2 Filed 05/25/21 Page 1 of 1 

AO 120 (Rev 08/lfl} 

Mail Stop 8 REPORT ON THE 
TO: 

Director of the U.S. Patent and Trademark Office 
P,O. Box 1450 

FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK Alexandria, VA 22313-1450 

[n Compliance with 35 1-LS.C. § 290 and/or 15 U.S.C. § l l J 6 you are hereby advised that a court action has been 

filed in the U.S District Court Western District of Texas on the following 

D Trademarks or ~Patents. ( D the patent ac110n invoives 35 U.S.C:. § 292.): 

DOCKET NO. DATEHLED U.S. D[STRlCT COURT 
6:21-cv-528 5/25/2021 Western District of Texas 

PLAfNTIFF DEFENDANT 

BILLJCO, LLC APPLE INC. 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

l 8,566,839 i 0/22/2013 BILLJCO, LLC 

2 8,639,267 i/28/2014 BILLJCO, LLC 

3 8,761,804 6/24/2014 BILLJCO, LLC 

4 9,088,868 7/21/2015 BILLJCO, LLC 

5 i 0,292,011 5/14/2019 BILLJCO, LLC 

In the above-entitled case, the following patent(s)/ trademark(s) have been included: 

DA TE I~h~Bb~1 INCLUDED BY 
[J Amendment □ Answer □ Cross Bill ~ Other Pleadrng 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

l 10,477,994 i i/19/2019 BILLJGO, LLC 

2 

3 

4 

5 

[n the above-----entitled case, the following decision has been rendered or judgement issued: 

IDECI SION/JUDGEMENT 

I (]lY) DEPUTY CLERK 

Co1iy 1-----Upon initiatioll of action, mail this copy to Director Copy 3-----l) iion termination of ad ion, mail this copy to Director 
Copy 2-----1J1io11 filing documellt adding patellt(s), mail this copy to Director Copy 4-----Case file copy 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

APPLICATION NUMBER FILING OR 37l(C) DATE FIRST NAMED APPLICANT 

14/033,540 09/23/2013 William J. Johnson 

UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria, Virginia 22313-1450 
www.uspto.gov 

ATTY.DOCKET NO./TITLE 

JOHNS-001US3 

REQUEST ID 

154384 

Acknowledgement of Loss of Entitlement to Entity Status Discount 

The entity status change request below filed through Private PAIR on 12/14/2021 has been accepted. 

CERTIFICATIONS: 

Change of Entity Status: 

X Applicant changing to regular undiscounted fee status. 
NOTE: Checking this box will be taken to be notification of loss of entitlement to small or micro entity status, as 
applicable. 

This portion must be completed by the signatory or signatories making the entity status change in accordance 
with 37 CFR 1.4( d)( 4). 

Signature: I/Mark D. Simpson/ 

Name: Mark D. Simpson 

[Registration Number: 32942 


