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coordinate calculating section that calculates transformed
coordinates for each of a plurality of superimposed images
associated with coordinates in a background image, by trans-
forming coordinates of other superimposed images with
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INFORMATION PROCESSING APPARATUS,
INFORMATION PROCESSING METHOD,

AND PROGRAM

BACKGROUND OF THE INVENTION

[0001] 1. Field of the Invention

[0002] The present invention relates to an information pro-
cessing apparatus, in particular, an information processing
apparatus which displays contents such as image files, an
information processing method, and a program for causing a
computer to execute the information processing method.
[0003] 2. Description of the Related Art
[0004] In recent years, there has been a proliferation of
image capturing apparatuses such as a digital still camera and
a digital video camera (for example, an integrated camera-
recorder) which capture a subject such as a landscape or a
person to generate an image, and record the generated image
as an image file (content). Also, there are image capturing
apparatuses which can record a generated image in associa-
tion with positional information on the position where the
image is captured. There have been proposed information
processing apparatuses with which, whendisplaying contents
generated in this way, the generated positions of the contents
identified by their positional information are displayed in
association with the contents.

[0005] For example, there has been proposed an informa-
tion processing apparatus which arranges thumbnail icons of
imagesside byside in timeseries and displays the thumbnail
icons in a film window,displays position icons indicating the
shooting locations of these images in a map window,and
displays these icons in association with each other (see, for
example, Japanese Unexamined Patent Application Publica-
tion No. 2001-160058 (FIG. 12)). This information process-
ing apparatus is configured such that, for example, when a
click operation on a thumbnail icon is performedbythe user,
a position icon indicating the shooting location of an image
corresponding to the clicked thumbnail icon is displayed at
the center of the map window.
[0006] Also, there has been proposed an information pro-
cessing system which arranges thumbnail imagesside by side
in time series and displays the thumbnail images on an image
list display section, displays markers at positions on a map
corresponding to the shooting locations of these images, and
displays these images and markers in association with each
other (see, for example, Japanese Unexamined Patent Appli-
cation Publication No. 2007-323544 (FIG.7)). In this infor-
mation processing system, when a click operation on a
marker displayed on the map is performed by the user, an
imageassociated with the clicked markeris displayed on the
map as a pop-up.

SUMMARYOF THE INVENTION

[0007] Accordingto the related art described above, images
representing contents are displayed while being arranged side
by side, and marksindicating the generatedpositions ofthese
contents are displayed on a map. Thus, the user can grasp the
correspondence between individual contents and their gener-
ated positions on a single screen. Also, the correspondence
between each individual content and its generated position
can be grasped moreclearly through a click operation on an
image representing a content or a mark indicating its gener-
ated position.
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[0008] However, in the related art described above, images
representing contents, and marks indicating the generated
positions of these contents are displayed relatively far apart
from each other, which supposedly makes it difficult to intu-
itively grasp the geographical correspondence between indi-
vidual contents.

[0009] Also, for example,it is supposed that images taken
by a personliving in Tokyoincluderelatively many images of
Tokyo andits vicinity (for example, Shinagawa ward, Seta-
gaya ward, and Saitamacity), and relatively few images of
other regions (for example, United States or United Kingdom
visited by the person onatrip). Accordingly, when displaying
the correspondence between images taken in Tokyo andits
vicinity and images taken in other regions, and their gener-
ated positions, for example,it is necessary to display the map
at a scale sufficiently large to show the countries ofthe world.
In this case, marks indicating the generated positions of the
images taken in Tokyo andits vicinity (for example, Shina-
gawa ward, Setagaya ward, and Saitamacity)are displayed at
substantially the same position on the map, which may make
it difficult to grasp the geographical correspondence between
the images taken in Tokyo andits vicinity.
[0010] On the other hand, for example, when the map is
displayed at a scale sufficiently small to show regions in the
vicinity ofTokyo, marks indicating the generated positions of
the images taken in Tokyo andits vicinity (for example,
Shinagawa ward, Setagaya ward, and Saitamacity) are dis-
played in suitable placement on the map. Therefore, the gen-
erated positions of the images taken in Tokyo andits vicinity
can be grasped. However, in this case, it is not possible to
display the generated positions of images taken in other
regions (for example, the United States or United Kingdom)
on the map, makingit difficult to grasp the generated posi-
tions of individual images.
[0011] Accordingly, when displaying images representing
contents associated with positions on a map,it is important to
beable to easily grasp the correspondence betweenaplurality
of contents on the map, and each individual content.

[0012] It is thus desirable to be able to easily grasp, when
displaying superimposed imagesassociated with positions in
a background image, the correspondence betweena plurality
of superimposed images in the background image, and each
individual superimposed image.

[0013] According to an embodimentof the present inven-
tion, there are provided an information processing apparatus,
an information processing method, and a program for causing
acomputer to execute the information processing method, the
information processing apparatus including: a transformed-
coordinate calculating section that calculates transformed
coordinates for each of a plurality of superimposed images
associated with coordinates in a background image,by taking
one superimposed image of the plurality of superimposed
imagesas a reference image, and transforming coordinates of
other superimposed images on the basis of corresponding
coordinates of the reference image in the background image,
distances in the background image from the reference image
to the other superimposed images, and a distance in the back-
ground image from the reference image to a boundary within
a predetermined area with respect to the reference image, the
coordinates of the other superimposed images being trans-
formed in such a way that coordinate intervals within the
predetermined area becomedenser with increasing distance
from the reference image toward the boundary within the
predetermined area; a coordinate setting section that sets
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coordinates of the reference image on the basis of a mean
value obtained by calculating a mean ofthe calculated coor-
dinates of the other superimposed images with respect to the
reference image; and a display control section that displays
the background image and the plurality of superimposed
images on a display section in such a waythat the reference
image is placed at the set coordinates in the background
image. Therefore, transformed coordinates are calculated for
each of superimposed imagesby transforming coordinates of
other superimposed images in such a way that coordinate
intervals within a predetermined area become denser with
increasing distance from a reference image toward a bound-
ary within the predetermined area, and coordinates of the
reference imageareset on the basis of a mean value obtained
by calculating a mean of the calculated coordinates of the
other superimposed images with respect to the reference
image, and a background image anda plurality of superim-
posed imagesare displayed in such a way that the reference
image is placed at the set coordinates in the background
image.

[0014] Also, inan embodimentofthe presentinvention,the
information processing apparatus may further include a sec-
ond transformed-coordinate calculating section that calcu-
lates transformed coordinates for each of the superimposed
images by transforming the set coordinates on the basis of a
size of the background image on a display screen of the
display section, the numberofthe superimposed images, and
distances between the superimposed images in the back-
ground image,the set coordinates being transformed in such
a way that the distances between the superimposed images
increase under a predetermined condition in accordance with
the distances between the superimposed imagesin the back-
ground image,andthe display control section may display the
background imageandthe plurality of superimposed images
in such a waythat the superimposed imagesare placedat the
coordinates in the background image calculated by the sec-
ond transformed-coordinate calculating section. Therefore,
transformed coordinates are calculated for each of the super-
imposed images by transforming the coordinates in such a
way that the distances between the superimposed images
increase under a predetermined condition in accordance with
the distances between the superimposed imagesin the back-
ground image, and the background imageand theplurality of
superimposed images are displayed in such a way that the
superimposed imagesare placedat the calculated coordinates
in the background image.

[0015] Also, inan embodimentofthe presentinvention,the
information processing apparatus may further include a mag-
nification/shrinkage processing section that magnifies or
shrinks the coordinates calculated by the secondtransformed-
coordinate calculating section with reference to a specific
position on the display screen, on the basis of a coordinate
size subject to coordinate transformation by the secondtrans-
formed-coordinate calculating section, and a size ofthe back-
ground imageon thedisplay screen ofthe display section, and
the display control section maydisplay the background image
and the plurality of superimposed images in such a waythat
the superimposed imagesare placedat the coordinates in the
background image magnified or shrunk by the magnification/
shrinkage processing section. Therefore, the coordinates of
the superimposed images are magnified or shrunk with refer-
ence to a specific position on the display screen, and the
background imageandthe plurality of superimposed images
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are displayed in such a way that the superimposed imagesare
placed at the magnified or shrunk coordinates in the back-
ground image.
[0016] Also, in an embodimentofthe present invention,the
background image maybe an image representing a map, and
the superimposed images may be images representing a plu-
rality of contents with each of which positional information
indicating a position in the map is associated. Therefore,
images representing a map anda plurality of contents are
displayed so that the reference image is placed at the set
coordinates on the map.
[0017] Also, in an embodimentofthe presentinvention,the
information processing apparatus may further include a
group setting section that sets a plurality of groups byclassi-
fying the plurality of contents on the basis of the positional
information, and a mark generating section that generates
marks representing the groups on the basis of the positional
information associated with each ofcontents belonging to the
set groups, and the display control section may display a
listing of the marks representing the groups as the superim-
posed images. Therefore, a plurality of groups are set by
classifying the plurality of contents on the basis of the posi-
tional information, marks representing the groups are gener-
ated on thebasisofthe positional information associated with
each of contents belongingto the set groups, and a listing of
the marks representing the groups is displayed as the super-
imposed images.
[0018] Also, in an embodimentofthe present invention,the
mark generating section may generate maps as the marks
representing the groups, the maps each corresponding to an
area including a position identified by the positional informa-
tion associated with each of the contents belonging to the set
groups. Therefore, maps are generated as the marks repre-
senting the groups, the maps each corresponding to an area
including a position identified by the positional information
associated with each of the contents belonging to the set
groups.

[0019] Also, in an embodimentofthe presentinvention,the
mark generating section may generate the marks representing
the groups by changing a mapscale for each ofthe set groups
so that each of the maps becomes an image with a predeter-
minedsize. Therefore, the marks representing the groups are
generated by changing a mapscale for each ofthe set groups
so that each of the maps becomes an image with a predeter-
minedsize.

[0020] Also, in an embodimentofthe presentinvention,the
information processing apparatus mayfurther includeaback-
ground map generating section that generates a background
map correspondingto each ofthe groupsat a scale determined
in accordance with a scale of each of maps generated as the
marksrepresenting the groups, and the display control section
may display, as the background image, the background map
generated with respect to a group corresponding to a map
selected from among the displayed listing of maps. There-
fore, a background map corresponding to each of the groups
is generated at a scale determined in accordance with a scale
of each of maps generated as the marks representing the
groups, and as the background image, the background map
generated with respect to a group corresponding to a map
selected from among the displayed listing of maps is dis-
played.

BRIEF DESCRIPTION OF THE DRAWINGS

[0021] FIG. 1isablock diagram showing an example ofthe
functional configuration of an information processing appa-
ratus according to a first embodimentofthe present invention;
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[0022] FIGS. 2A and 2Bare diagrams showing an example
ofthe file structure of an imagefile stored in a contentstoring
section according to the first embodiment of the present
invention;

[0023] FIG.3 isa diagram schematically showing informa-
tion stored in an address information storing section accord-
ing to the first embodimentofthe present invention;

[0024] FIG.4isadiagram schematically showing a method
ofdetermining addresses assignedto cluster information gen-
erated by a cluster information generating section according
to the first embodimentof the present invention;

[0025] FIG.5isa diagram schematically showing informa-
tion stored in a cluster information storing section according
to the first embodimentof the present invention;

[0026] FIGS. 6A to 6D are diagrams showing an example
of distances in the case when a tree having a binary tree
structure is generated by a tree generating section according
to the first embodimentof the present invention;

[0027] FIG. 7 is a diagram schematically showing contents
stored in a content storing section according to the first
embodimentof the present invention;

[0028] FIG. 8 is a diagram schematically showing how
contents are clusteredby a tree generating section on the basis
of positional information according to the first embodiment
of the present invention;

[0029] FIG. 9 is a conceptual clustering tree diagram of a
binary tree structure representing binary tree structured data
generated with respect to contents by a tree generating section
according to the first embodimentof the present invention;

[0030] FIG. 10 is a conceptual clustering tree diagram of a
binary tree structure representing binary tree structured data
generated on the basis of data and time information by an
event cluster generating section according to the first embodi-
mentof the present invention;

[0031] FIGS. 11A to 11F are diagrams each showing an
example ofa histogram generated by a hierarchy determining
section according to the first embodiment of the present
invention;

[0032] FIGS. 12A and 12B are diagrams each showing an
example of comparison of histograms generated by a hierar-
chy determining section according tothefirst embodiment of
the present invention;

[0033] FIGS. 13A and 13B are diagrams schematically
showing the flow of a tree restructuring process by a tree
restructuring section accordingto the first embodimentofthe
present invention;

[0034] FIG. 14 is a diagram showing a correspondence
table used for generating map information by a cluster infor-
mation generating section according to the first embodiment
of the present invention;

[0035] FIGS. 15A and 15B are diagrams each showing an
example of a map generated by a cluster information gener-
ating section according tothefirst embodimentofthe present
invention;

[0036] FIGS. 16A and 16B are diagrams each showing an
example of a map generated by a cluster information gener-
ating section according tothefirst embodimentofthe present
invention;

[0037] FIG. 17 isa diagram showing an exampleoftransi-
tion of the display screen of a display section which is per-
formed by a display control section according to the first
embodimentof the present invention;
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[0038] FIG. 18 is an example of display of an index screen
displayed by a display control section according tothefirst
embodimentof the present invention;
[0039] FIG. 19 is an example of display of an index screen
displayed by a display control section according tothefirst
embodimentof the present invention;
[0040] FIG. 20 is an example of display of an index screen
displayed by a display control section according tothefirst
embodimentof the present invention;
[0041] FIG. 21 is an example of display of an index screen
displayed by a display control section according tothefirst
embodimentof the present invention;
[0042] FIG. 22 isa diagram showing an example ofdisplay
of a content playback screen displayed by a display control
section according to the first embodiment of the present
invention;

[0043] FIG. 23 isa diagram showing an example ofdisplay
of a content playback screen displayed by a display control
section according to the first embodiment of the present
invention;
[0044] FIG. 24 isa diagram showing an example ofdisplay
of a content playback screen displayed by a display control
section according to the first embodiment of the present
invention;

[0045] FIG. 25 isa diagram showing an example ofdisplay
of a content playback screen displayed by a display control
section according to the first embodiment of the present
invention;

[0046] FIG. 26 isa diagram showing an example ofdisplay
of a content playback screen displayed by a display control
section according to the first embodiment of the present
invention;
[0047] FIGS. 27A and 27Bare diagrams each showing an
example of display ofa cluster map display screen displayed
by a display control section accordingtothe first embodiment
of the present invention;
[0048] FIG. 28 is a flowchart showing an example of the
procedure of a content information generation process by an
information processing apparatus according to the first
embodimentof the present invention;
[0049] FIG. 29 is a flowchart showing an example of a
hierarchy determination process ofthe procedure ofa content
information generation process by an information processing
apparatus according to the first embodimentof the present
invention;
[0050] FIG. 30 is a flowchart showing an example ofa tree
restructuring process of the procedure of a content informa-
tion generation process by an information processing appa-
ratus according to the first embodimentof the present inven-
tion;

[0051] FIG. 31 is a flowchart showing an example of the
procedure of a content playback process by an information
processing apparatus accordingto the first embodimentofthe
present invention;
[0052] FIG. 32 is a flowchart showing an example of a
content playback screen display process ofthe procedure of a
content playback process by an information processing appa-
ratus according to the first embodimentof the present inven-
tion;
[0053] FIG. 33 is a flowchart showing an example of a
content playback screen display process ofthe procedure of a
content playback process by an information processing appa-
ratus according to the first embodimentof the present inven-
tion;
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[0054] FIG. 34 is a block diagram showing an example of
the functional configuration of an information processing
apparatus according to a second embodimentofthe present
invention;
[0055] FIG. 35 is a diagram schematically showing a case
in which cluster maps to be coordinate-transformed by a
non-linear zoom processing section are placed on coordinates
according to the second embodimentofthe present invention;
[0056] FIG. 36 is a diagram schematically showing the
relationship between a background map and a cluster map
displayed on a display section according to the second
embodimentof the present invention;
[0057] FIG. 37 is a diagram schematically showing the
relationship between a background map and a cluster map
displayed on a display section according to the second
embodimentof the present invention;
[0058] FIG. 38 is a diagram schematically showing a case
in which cluster maps subject to a non-linear zoom process by
a non-linear zoom processing section are placed on coordi-
nates according to the second embodiment of the present
invention;

[0059] FIG. 39 isa diagram schematically showing a coor-
dinate transformation process by a non-linear zoom process-
ing section according to the second embodiment of the
present invention;
[0060] FIG. 40 is a diagram schematically showing a case
in which cluster maps that have been coordinate-transformed
by anon-linear zoom processing section are placed on coor-
dinates according to the second embodimentof the present
invention;

[0061] FIG. 41 is a diagram showing an example of a map
view screen displayed on a display section according to the
second embodimentofthe present invention;
[0062] FIG. 42 is a diagram schematically showing cluster
maps thatare subject to a force-directed relocation process by
a relocation processing section according to the second
embodimentof the present invention;
[0063] FIGS. 43A and 43B are diagrams schematically
showing cluster mapsthat are subjectto a relocation process
by a magnification/shrinkage processing section according to
the second embodimentof the present invention;
[0064] FIGS. 44A and 44B are diagrams schematically
showing a background map generation process by a back-
ground map generating section according to the second
embodimentof the present invention;
[0065] FIG. 45 is a diagram showing the relationship
between the diameter of a wide-area map generated by a
background map generating section, and the diameter of a
cluster map according to the second embodiment of the
present invention;
[0066] FIG. 46 is a diagram showing an example ofa scatter
view screen displayed on a display section according to the
second embodimentofthe present invention;
[0067] FIG. 47 isa diagram showing an example ofa scatter
view screen displayed on a display section according to the
second embodimentofthe present invention;
[0068] FIGS. 48A and 48Bare diagrams each showing an
example of a scatter view screen displayed on a display sec-
tion according to the second embodiment of the present
invention;

[0069] FIG. 49 is a diagram showing an exampleoftransi-
tion of the display screen of a display section which is per-
formed bya display control section according to the second
embodimentof the present invention;
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[0070] FIG. 50 is a diagram showing an example of a play
view screen displayed on a display section according to the
second embodimentof the present invention;

[0071] FIG. 51 is a flowchart showing an example of the
procedure of a background map generation process by an
information processing apparatus according to the second
embodimentof the present invention;

[0072] FIG. 52 is a flowchart showing an example of the
procedure of a content playback process by an information
processing apparatus according to the second embodimentof
the present invention;

[0073] FIG. 53 is a flowchart showing an example of a map
view processof the procedure of a content playback process
by an information processing apparatus according to the sec-
ond embodimentof the present invention;

[0074] FIG. 54 is a flowchart showing an example of a
non-linear zoom processof the procedure of a content play-
back process by an information processing apparatus accord-
ing to the second embodimentofthe present invention;

[0075] FIG. 55 is a flowchart showing an example of a
scatter view process of the procedure of a content playback
process by an information processing apparatus according to
the second embodimentofthe present invention;

[0076] FIG. 56 is a flowchart showing an example of a
force-directed relocation process of the procedure of a con-
tent playback process by an information processing apparatus
according to the second embodimentofthe present invention;

[0077] FIGS. 57A and 57B are diagrams for explaining a
tree generation process performed by a tree generating sec-
tion according to a modification ofthe first embodimentofthe
present invention;

[0078] FIGS. 58A and 58Bare diagrams for explaining a
tree generation process performed by a tree generating sec-
tion according to a modification ofthe first embodimentofthe
present invention;

[0079] FIG. 59A to 59H are diagramsfor explaining a tree
generation process performed by a tree generating section
according to a modification of the first embodimentof the
present invention;

[0080] FIGS. 60A to 60C are diagramsfor explaining a tree
generation process performed by a tree generating section
according to a modification of the first embodiment of the
present invention;

[0081] FIGS. 61A and 61Bare diagrams for explaining a
tree generation process performed by a tree generating sec-
tion according to a modification ofthe first embodimentofthe
present invention;

[0082] FIG. 62 is a flowchart showing an example of the
procedure ofa clustering process by an information process-
ing apparatus according to a modification ofthe first embodi-
mentof the present invention;

[0083] FIG. 63 is a flowchart showing an example of the
procedure ofa clustering process according to a modification
of the first embodimentofthe present invention;

[0084] FIG. 64 is a flowchart showing an example of the
procedure ofa clustering process according to a modification
of the first embodimentofthe present invention;

[0085] FIG. 65 is a flowchart showing an example of the
procedure ofa clustering process according to a modification
of the first embodimentof the present invention; and
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[0086] FIG. 66 is a flowchart showing an example of the
procedure of a clustering process according to a modification
of the first embodimentof the present invention.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

[0087] Hereinbelow, modes for carrying out the present
invention (hereinafter, referred to as embodiments) will be
described. The description will be given in the following
order.

[0088] 1. First Embodiment (cluster information genera-
tion control; example ofgenerating cluster information on the
basis of positional information and date and time informa-
tion)
[0089] 2. Second Embodiment(cluster information display
control; example of displaying cluster information whiletak-
ing geographicalposition relationship into consideration)
[0090] 3. Modifications

1. First Embodiment

Example of Configuration of Information Processing
Apparatus

[0091] FIG.1isa block diagram showing an exampleofthe
functional configuration of an information processing appa-
ratus 100 according to a first embodiment of the present
invention. The information processing apparatus 100
includesan attribute information acquiring section 110, a tree
generating section 120, an event cluster generating section
130, a face cluster generating section 140, a hierarchy deter-
mining section 150, a tree restructuring section 160, and a
cluster information generating section 170. In addition, the
information processing apparatus 100 includesa display con-
trol section 180, a display section 181, a condition setting
section 190, an operation accepting section 200, a content
storing section 210, amap informationstoring section 220, an
address information storing section 230, and a cluster infor-
mation storing section 240. The information processing appa-
ratus 100 can be realized by, for example, an information
processing apparatus such as a personal computer capable of
managing contents such as imagefiles recorded by an image
capturing apparatus such as a digital still camera.
[0092] Thecontent storing section 210 stores contents such
as imagefiles recorded by an image capturing apparatus such
as a digital still camera, and supplies the stored contents to the
attribute information acquiring section 110 and the display
control section 180. Also, attribute information including
positional information and date and time information is
recorded in association with each content stored in the con-

tent storing section 210. It should be notedthat a description
of contents stored in the content storing section 210 will be
given later in detail with reference to FIGS. 2A and 2B.
[0093] The map information storing section 220 stores map
data related to maps displayed on the display section 181. The
map information storing section 220 supplies the stored map
data to the cluster information generating section 170. For
example, the map data stored in the map information storing
section 220 is data identified by latitude and longitude, and
divided into a plurality of areas in units of predetermined
latitude and longitude widths. Also, the map information
storing section 220 stores map data corresponding to a plu-
rality of scales.
[0094] The address information storing section 230 stores
conversion information for converting positional information
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into addresses, and supplies the stored conversion informa-
tion to the cluster information generating section 170. It
should be noted that information stored in the address infor-

mation storing section 230 will be described later with refer-
ence to FIG.3.

[0095] The cluster information storing section 240 stores
cluster information generated by the cluster information gen-
erating section 170, and supplies the stored cluster informa-
tion to the display control section 180. It should be noted that
information stored in the cluster information storing section
240 will be described later with reference to FIG. 5.

[0096] The attribute information acquiring section 110
acquires attribute information associated with contents stored
in the content storing section 210, in accordance with an
operational input accepted by the operation accepting section
200. Then, the attribute information acquiring section 110
outputs the acquired attribute information to the tree gener-
ating section 120, the event cluster generating section 130, or
the face cluster generating section 140.
[0097] The tree generating section 120 generates binary
tree structured data on the basis ofattribute information (posi-
tional information) outputted from the attribute information
acquiring section 110, and outputs the generated binary tree
structured data to the hierarchy determining section 150. The
method of generating this binary tree structured data will be
described later in detail with reference to FIGS. 8 and 9.

[0098] The event cluster generating section 130 generates
binary tree structured data on the basis ofattribute informa-
tion (date and time information) outputted from the attribute
information acquiring section 110, and generates event clus-
ters (clusters based on date and time information) onthe basis
of this binary tree structured data. Then, the event cluster
generating section 130 outputs information related to the
generated eventclusters to the hierarchy determining section
150 andthe cluster information generating section 170. The
event clusters are generated on the basis of various kinds of
condition corresponding to a user operation outputted from
the condition setting section 190. It should be noted that the
methodofgenerating the eventclusters will be described later
in detail with reference to FIG. 10.

[0099] The face cluster generating section 140 generates
face clusters related to faces on the basis of attribute infor-

mation (face information and the like) outputted from the
attribute information acquiring section 110, and outputs
information related to the generated face clusters to the clus-
ter information generating section 170. The face clusters are
generated on the basis of various kinds of condition corre-
sponding to a user operation outputted from the condition
setting section 190. For example, the face clusters are gener-
ated in such a waythat on the basis of the similarity between
faces, similar faces belong to the sameface cluster.
[0100] The hierarchy determining section 150 determinesa
plurality of groups related to contents, on the basis of infor-
mation related to event clusters outputted from the event
cluster generating section 130, and binary tree structured data
outputted from the tree generating section 120. Specifically,
the hierarchy determining section 150 calculates the fre-
quencydistributions ofa plurality of contents with respect to
aplurality ofgroups identified by the event clusters generated
by the event cluster generating section 130, for individual
nodesin the binary tree structured data generated by the tree
generating section 120. Then, the hierarchy determining sec-
tion 150 comparesthe calculated frequencydistributions with
each other, extracts nodes that satisfy a predetermined con-



73

US 2011/0122153 Al

dition from amongthe nodesin the binary tree structured data
on the basis of this comparisonresult, and determinesa plu-
rality of groups correspondingto the extracted nodes. Then,
the hierarchy determining section 150 outputs tree informa-
tion generated by the determination ofthe plurality ofgroups
(for example, the binary tree structured data and information
related to the extracted nodes)to thetree restructuring section
160. The extraction ofnodesin the binary tree structured data
is performed onthe basis of various kinds of condition cor-
responding to a user operation outputted from the condition
setting section 190. Also, the method of extracting nodes in
the binary true structured data will be describedlater in detail
with reference to FIGS. 11A to 11F and FIGS. 12A and 12B.

[0101] The tree restructuring section 160 generates clusters
by restructuring tree information outputted from the hierar-
chy determining section, on the basis of various kinds of
condition corresponding to a user operation outputted from
the condition setting section 190. Then, the tree restructuring
section 160 outputs informationrelated to the generated clus-
ters to the cluster information generating section 170. It
should be noted that the method ofrestructuring tree infor-
mation will be described later in detail with reference to

FIGS. 13A and 13B. The tree generating section 120, the
hierarchy determining section 150, and thetree restructuring
section 160 each represent an example of a group setting
section described in the claims.

[0102] The cluster information generating section 170
records the information related to clusters outputted from the
tree restructuring section 160, to the cluster informationstor-
ing section 240 as cluster information.In addition, the cluster
information generating section 170 generates individual
pieces of attribute information related to clusters on the basis
of the information related to clusters outputted from the tree
restructuring section 160, causes these pieces of attribute
information to be included in cluster information, and stores
the cluster information into the cluster information storing
section 240. These pieces of attribute information (such as
Cluster Map 247 and Cluster Title 248 shown in FIG.5) are
generated on the basis of map data stored in the map infor-
mation storing section 220, or conversion information stored
in the address information storing section 230. In addition,
the cluster information generating section 170 also records
information related to clusters outputted from the event clus-
ter generating section 130 and the face cluster generating
section 140, to the cluster information storing section 240 as
cluster information. It should be noted that the method of

generating cluster maps will be describedlater in detail with
reference to FIGS.14 to 16B. Also, the method of generating
clustertitles will be describedlater in detail with reference to

FIG.4. It should be noted that the cluster information gener-
ating section 170 represents an example ofa mark generating
section described in the claims.

[0103] The display control section 180 displays various
kinds of imageonthe display section 181 in accordance with
an operational input accepted by the operation accepting sec-
tion 200. For example, in accordance with an operational
input accepted by the operation accepting section 200, the
display control section 180 displays on the display section
181 cluster information (for example, a listing of cluster
maps) stored in the cluster information storing section 240.
Also, in accordance with an operational input accepted by the
operation accepting section 200, the display control section
180 displays contents stored in the content storing section 210
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on the display section 181. These examplesofdisplay will be
describedlater in detail with reference to FIGS. 18 to 27B and
the like.

[0104] The display section 181 is a display section that
displays various kinds of imageonthe basis of control of the
display control section 180.
[0105] The condition setting section 190 sets various kinds
ofcondition in accordance with an operational input accepted
by the operation accepting section 200, and outputs informa-
tion related to the set condition to individual sections. Thatis,
the condition setting section 190 outputs information related
to the set condition to the event cluster generating section 130,
the face cluster generating section 140, the hierarchy deter-
mining section 150, andthetree restructuring section 160.
[0106] The operation accepting section 200 is an operation
accepting section that accepts an operational input from the
user, and outputs information on an operation corresponding
to the accepted operational input to theattribute information
acquiring section 110, the display control section 180, and the
condition setting section 190.

[Example of Image File Configuration]

[0107] FIGS. 2A and 2Bare diagrams showing an example
of the file structure of an imagefile stored in the content
storing section 210 accordingto thefirst embodimentof the
present invention. The example shownin FIGS. 2A and 2B
schematically illustrates the file structure ofa still imagefile
recorded in the DCF (Design rule for Camera File system)
standard. The DCFis a file system standard for realizing
mutual use of images between devices such as a digital still
camera anda printer via a recording medium.Also, the DCF
definesthefile naming method andfolder configurationin the
case of recording onto a recording medium on the basis of
Exif (Exchangeable imagefile format). The Exifis a standard
for adding image data and camera information into an image
file, and defines a format(file format) for recording an image
file. FIG. 2A shows an example of the configuration of an
imagefile 211, and FIG. 2B shows an example of the con-
figuration of attached information 212.
[0108] Theimage file 211 isa still imagefile recorded in the
DCF standard. As shown in FIG. 2A, the imagefile 211
includesthe attached information 212 and image information
215. The image information 215 is, for example, image data
generated by an image capturing apparatus suchas a digital
still camera. This image data is image data that has been
captured by the imaging capturing device of the image cap-
turing apparatus, subjected to resolution conversion by a digi-
tal signal processing section, and compressed in the JPEG
format.

[0109] As shown in FIG.2B,the attached information 212
includesattribute information 213 and a maker note 214. The
attribute information 213 is attribute information or the like

related to the imagefile 211, and includes, for example, GPS
information, date and time of shooting update, picture size,
color space information, and maker name. The GPS informa-
tion includes, for example, positional information such as
latitude and longitude (for example, TAGID=1000001 to
100004).
[0110] The maker note 214 is generally an area in which
data uniqueto the user is recorded, andis an extension area in
which each maker can freely record information
(TAGID=37500, MakerNote). It should be noted that date and
time information such as time of shooting, positional infor-
mation such as GPS information, or face information related
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to a face includedin an image(for example, the position and
size ofthe face) may be recorded in the maker note 214. While
the first embodimentis directed to the case in which cluster

information is generated by using positional information
recorded in an imagefile, it is also possible to record posi-
tional information into a managementfile for managing con-
tents, and generate cluster information by using this posi-
tional information.

[Example ofInformation Stored inAddress Information Stor-
ing Section]

[0111] FIG.3isadiagram schematically showing informa-
tion stored in the address information storing section 230
according to the first embodiment of the present invention.
The address information storing section 230 stores conver-
sion information for converting positional information into
addresses. Specifically, the address information storing sec-
tion 230 stores Positional Information 231 andAddressInfor-
mation 232 in association with each other.

[0112] Inthe Positional Information 231, data for identify-
ing each of locations corresponding to addresses stored in the
Address Information 232 is stored. The example shown in
FIG. 3 illustrates a case in which each of locations corre-

sponding to addresses stored in the Address Information 232
is specified by a single position (latitude and longitude).It
should be noted that the specific numeric values of latitude
and longitudestoredin the Positional Information 231 are not
shown.

[0113] In the Address Information 232, data related to
addresses assigned to cluster information generated by the
cluster information generating section 170 is stored. As each
address assignedto cluster information generated by the clus-
ter information generating section 170, for example, a place
name corresponding to administrative divisions, and a build-
ing nameetc. can be used. The units of such administrative
divisions can be, for example, countries, prefectures, and
municipalities. It should be notedthat in the first embodiment
of the present invention, it is assumed that the prefecture,
municipality, chome (district in Japanese)/banchi (block in
Japanese), and building name etc. are divided into corre-
sponding hierarchical levels, and data thus separated by hier-
archicallevels is stored in the Address Information 232. Thus,
each piece ofdata dividedinto hierarchical levels can be used.
An example of using each piece of data divided into hierar-
chicallevels in this way will be describedlater in detail with
reference to FIG.4.

[Example of Determination of Addresses Assigned to Clus-
ters]

[0114] FIG. 4isadiagram schematically showing a method
ofdetermining addresses assignedto cluster information gen-
erated by the cluster information generating section 170
according to the first embodiment of the present invention.
This example is directed to a case in which on the basis of
address information converted with respect to each content
belonging to a target cluster, the address of the cluster is
determined.

[0115] The cluster information generating section 170
acquires address information from the address information
storing section 230 shown in FIG. 3, on the basis of the
latitudes and longitudes of individual contents belonging to a
cluster generated by the tree restructuring section 160. For
example, the cluster information generating section 170
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extracts, from among the latitudes and longitudes stored in
the Positional Information 231 (shown in FIG.3), latitudes
and longitudes that are the sameas those of individual con-
tents belongingto a cluster, for each ofthe contents. Then, the
cluster information generating section 170 acquires address
information stored in the Address Information 232 (shownin
FIG.3) in association with the extracted latitudes and longi-
tudes, as address information ofindividual contents. It should
be noted that for a content with no matching latitudes and
longitudes storedin the Positional Information 231,a latitude
and a longitude thatare closestto the latitude and longitude of
the content are extracted, and address information can be
acquired by using the extracted latitude and longitude.

[0116] Subsequently, on the basis of the address informa-
tion acquired with respect to the individual contents belong-
ing to the target cluster, the cluster information generating
section 170 determines an address to be assignedto the clus-
ter. It should be noted that as the address information used for

this determination, for example, all the pieces of address
information acquired with respect to the individual contents
belonging to the cluster can be used. However, it is also
possible to use only a predetermined numberof pieces of
address information selected in accordance with a preset rule
(for example, randomly selecting a predetermined numberof
pieces of address information) from amongall the pieces of
acquired address information. Also, if another cluster (child
node) belongsto a level below a target cluster (parent node),
only address information acquired with respect to a content
correspondingto the center position (or in its close proximity)
of the other cluster (child node) maybe used.

[0117] As described above, address information acquired
from the address information storing section 230 can be
divided into hierarchical levels such as Prefecture 251,
Municipality 252, Chome/Banchi 253, and Building Name
etc. 254 for use, for example. Accordingly,in the first embodi-
mentofthe present invention, each piece of address informa-
tion acquired with respect to each of contents belonging to a
target cluster is divided into hierarchical levels, and an
addressto be assigned to the group is determined onthe basis
offrequencies calculated at each level. Thatis, frequencies of
individual pieces of address information are calculated at
each level, and of the calculated frequencies, the most fre-
quentvalue is calculated at each level. Then, if the calculated
most frequent value accounts for a fixed percentage (AD-
DRESS_ADOPT_RATE)ormore withinthe entire level, it is
determined to use the address information corresponding to
the most frequent value. This fixed percentage can besetas,
for example, 70%. This fixed percentage may be changed by
a user operation to suit the user’s preferences. If it is deter-
mined to use address information at a given level, then an
address determination process is performed similarly with
respect to levels below that level. On the other hand, if the
calculated most frequent value accounts for less than the fixed
percentage within the entire level, it is determined not to use
the address information corresponding to the most frequent
value. If it is determined notto use address information cor-

responding to the most frequentvalue in this way, the address
determination process with respect to levels below that level
is discontinued. Thatis, if it is determined not to use address
information corresponding to the most frequent value, the
address determination process is discontinued because there
is supposedly a strong possibility that a determination not to
use address information corresponding to the most frequent
value will be similarly made with respectto levels below that
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level. For example, if it is determined not to use address
information at the level of the Prefecture 251, it is supposed
that a determination not to use address information will be

similarly made with respect to levels (the Municipality 252,
the Chome/Banchi 253, and the Building Name etc. 254)
below thatlevel.

[0118] For example, with respectto thefirst level (the Pre-
fecture 251), the prefecture representing the most frequent
value is identified from among 34 pieces of address informa-
tion. In the example shownin FIG.4, the prefecture repre-
senting the most frequent value is “Tokyo-prefecture”
bounded bythick dotted lines 255. Since there are 34 pieces
of the address information “Tokyo-prefecture” representing
the most frequent value out of 34 pieces of address informa-
tion, its percentage at the entire level is 100%. In this way,
since the percentage (100%) of “Tokyo-prefecture” repre-
senting the most frequent value at the entire level of the
Prefecture 251 is equal to or more than a fixed percentage
(70%), it is determinedto use “Tokyo-prefecture” as address
information.

[0119] Subsequently, with respect to the level (the Munici-
pality 252) below the Prefecture 251, the municipality repre-
senting the most frequent valueis identified from among 34
pieces of address information. In the example shownin FIG.
4, the municipality representing the most frequent value is
“Shinagawa-ward” boundedbythick dotted lines 256. Since
there are 34 pieces of the address information “Shinagawa-
ward”representing the most frequent value out of34 pieces of
address information,its percentage at the entire level is 100%.
In this way, since the percentage (100%) of “Shinagawa-
ward”representing the most frequentvalueat the entire level
of the Municipality 252 is equal to or more than a fixed
percentage (70%), it is determined to use “Shinagawa-ward”
as address information.

[0120] Subsequently, with respect to the level (the Chome/
Banchi 253) below the Municipality 252, the chome/banchi
representing the most frequentvalue is identified from among
34 pieces of address information. In the example shown in
FIG. 4, the chome/banchi representing the most frequent
value is “Osaki 1-chome” boundedbythick dotted lines 257.
Since there are 30 pieces of the address information “Osaki
1-chome”representing the most frequent value out of 34
pieces of address information, its percentage at the entire
level is approximately 88%. In this way, since the percentage
(approximately 88%) of “Osaki 1-chome” representing the
most frequent value at the entire level of the Chome/Banchi
253 is equal to or more than a fixed percentage (70%), it is
determined to use “Osaki 1-chome”as address information.

[0121] Subsequently, with respectto the level (the Building
Nameetc. 254) below the Chome/Banchi 253, the building
nameetc. representing the most frequent value is identified
from among 34 pieces ofaddress information.In the example
shownin FIG.4, the building nameetc. representing the most
frequent value is “O© City Osaki WT” bounded by thick
dotted lines 258. However, since there are 10 pieces of the
address information “O OCity Osaki WT”representing the
most frequent value out of 34 pieces of address information,
its percentageat the entire level is approximately 29%.In this
way, since the percentage (approximately 29%) of“OO City
Osaki WT”representing the most frequentvalueat the entire
level of the Building Nameetc. 254 is less than a fixed
percentage (70%), it is determined not to use “OO City
Osaki WT”as address information. Whenitis determined not

to use address information in this way, even ifthere is another
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level that exists below the level ofthe Building Nameetc. 254,
processing with respect to the lowerlevel is discontinued.
[0122] As described above, “Tokyo-prefecture Shinagawa-
ward Osaki 1-chome” is determined as the place name
assignedto the target group.
[0123] By determining a place name assignedto each group
in this way, for example, “Tokyo-prefecture”is determined as
the place name for a group including imagefiles (so-called
photographs) shot throughout the Tokyo-prefecture. Also, for
example, even in the case of a group including imagefiles
captured throughout the Tokyo-prefecture, if the group
includes many images shot mostly throughout the Shina-
gawa-ward, a place name such as “Tokyo-prefecture Shina-
gawa-ward”is determined for the group.
[0124] Since in many cases the person who has shot the
images knowsthe place name, there are supposedly cases
whereit is redundantto write the place namestarting with the
prefecture name. For this reason, address display may be
simplified in such a way that if a place nameincludes only a
prefecture name,the place nameis displayedas it is, andifa
place name continues downto the municipality name and so
on, the place name maybe displayed with the prefecture name
omitted.

[0125] If, for example, the above-described address deter-
mination method is used with respect to a cluster including
image files shot throughout a plurality of prefectures (for
example, Tokyo-prefecture and Saitama-prefecture), cases
can also be supposed where an address is not determined.In
such cases, for example, with respect to the first level (Pre-
fecture), the prefecture representing the most frequent value
and the prefecture representing the second most frequent
value are identified from amongaplurality of pieces of
address information. Then, it is judged whether or not the
percentages ofthese two prefectures are equal to or more than
a fixed percentage, and the prefecture part of address infor-
mation may be determined on the basis of this judgment
result. The sameappliesto the case of determining an address
with respect to three or more prefectures. Also, each of these
place name determination methods may be set by a user
operation. Also, if a plurality of prefectures (for example,
Tokyo-prefecture, Chiba-prefecture, and Saitama-prefec-
ture) are determinedas address information, for example, the
top two prefectures ranked in order ofhighest frequency may
be displayed. For example, the display may be in the manner
of “Tokyo-prefecture, Chiba-prefecture, and Others”.
[0126] While this example is directed to the case in which
an addressin Japan is assignedas a place nameto be assigned
to a group, the same applies to the case where an address in a
foreign country is assigned as a place nameto be assigned to
a group. An address in a foreign country often differs from an
address in Japan in the order in which the address is written
but is the samein that the address is made upof a plurality of
hierarchical levels. Therefore, a place name can be deter-
mined by the same method as the address determination
method described above.

[0127] While the first embodimentofthe present invention
is directed to the case in which address information is stored

in the information processing apparatus 100 in advance, and
an address assignedto a cluster is determined on the basis of
this address information, an address assignedto a cluster may
be determined by using address information stored in an
external apparatus.

[Example of Information Stored in Cluster Information Stor-
ing Section]

[0128] FIG.5isa diagram schematically showing informa-
tion stored in the cluster information storing section 240
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according to the first embodiment of the present invention.
The cluster information storing section 240 stores cluster
information related to clusters generated by the cluster infor-
mation generating section 170. Specifically, the cluster infor-
mation storing section 240 stores Cluster Identification Infor-
mation 241, Cluster Position Information 242, Cluster Size
243, and Content List 244. In addition,the cluster information
storing section 240 stores Parent Cluster Identification Infor-
mation 245, Child Cluster Identification Information 246,
Cluster Map 247, and Cluster Title 248. These pieces of
information are stored in association with each other.

[0129] The Cluster Identification Information 241 stores
identification information for identifying each cluster. For
example, identification information “#2001”, identification
information “#2002”, and so on are storedin order of genera-
tion by the cluster information generating section 170.
[0130] The Cluster Position Information 242 stores posi-
tional information related to each cluster. As the positional
information, for example, the latitude and longitude of the
center position of a circle corresponding to each clusteris
stored.

[0131] The Cluster Size 243 stores a size related to each
cluster. As this size, for example, the value ofthe radius of a
circle corresponding to each cluster is stored. Here, if, for
example, the great-circle distance is used as the distance
between two points as shown in FIG.6A,the unit ofthe value
of the radius of a circle is set as [radian]. If, for example, the
Euclideandistance is used as the distance between twopoints,
the unit of the value of the radius of a circle is set as [m].
[0132] The Content List 244 stores information (for
example, content addresses and the like) for acquiring con-
tents belong to each cluster. It should be noted that in FIG. 5,
“#1011”, “#1015”, and so on are schematically shown as the
Content List 244.

[0133] The Parent Cluster Identification Information 245
stores identification information for identifying another clus-
ter (parent cluster) to which each cluster belongs. It should be
noted that since there is normally a single parent cluster, the
Parent Cluster Identification Information 245 stores identifi-

cation information for a single parentcluster.
[0134] The Child Cluster Identification Information 246
stores identification information for identifying other clusters
(child clusters) that belong to each cluster. That is, all the
pieces of identification information for one ora plurality of
clusters belongingto each cluster and existing at levels below
the cluster are stored. It should be noted that since there are

normally a plurality of child clusters, the Child Cluster Iden-
tification Information 246 stores identification information

for each of a plurality of child clusters.
[0135] The Cluster Map 247 stores the image data of a
thumbnail image representing each cluster. This thumbnail
image is, for example, amap image formed by a map included
in a circle corresponding to each cluster. The thumbnail
imageis generated bythe cluster information generating sec-
tion 170. In FIG. 5, the thumbnail imagerepresenting a clus-
ter is schematically indicated by a void circle. The method of
generating this thumbnail image will be described later in
detail with reference to FIGS. 14 to 16B.

[0136] The Cluster Title 248 stores a title assigned to each
cluster. For example, an address “Tokyo-prefecture Shina-
gawa-ward Osaki 1-chome”determined by the cluster infor-
mation generating section 170 as shownin FIG. 4 is stored.
[0137] It should be noted that depending on the content or
application, cluster information may include, in addition to
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the data shownin FIG.5, the metadata of contents belonging
to a cluster themselves (for example, event IDs shown in
FIGS.10 to 12B), statistical information thereof, and the like.
To each ofcontents, a content ID and a cluster ID to which the
corresponding content belongs are attached as metadata.
Whenattaching a cluster ID as the metadata of each content,
althoughthe suitable methodis to embedthe cluster ID in the
content itself by using a file area such as Exif, it is also
possible to separately manage only the metadata of the con-
tent.

[Example of Cluster Generation]

[0138] Next, a clustering methodfor clustering (hierarchi-
cal clustering) a plurality of contents will be described in
detail with reference to the drawings.
[0139] Clustering refers to grouping (classifying) together
aplurality ofpieces of data within a short distance from each
other in a dataset. It should be notedthat in the first embodi-

mentof the present invention, contents (for example, image
contents such asstill image files) are used as data. The dis-
tance between contents refers to the distance between the

positions (such as geographical positions, positions along the
temporal axis, or positions along the axis representing the
similarity between faces) oftwo points corresponding to con-
tents. A cluster is a unit in which contents are grouped
together by clustering. Through an operation such as linking
or splitting of such clusters, it finally becomes possible to
handle grouped contents. It should be noted that the first
embodimentofthe present invention is directed to a case in
which such grouping is performed by using binary tree struc-
tured data as described below.

{Example of Calculation of Distances Between Contents,
Clusters,etc.|

[0140] FIGS. 6A to 6D are diagrams showing an example
of distances in the case when a tree having a binary tree
structure is generated by the tree generating section 120
according to the first embodiment of the present invention.
FIG. 6A shows an example of a content-to-content distance
identified by two contents. FIGS. 6B and 6C each show an
example of a cluster-to-cluster distance identified by two
clusters. FIG. 6D shows an example of a content-to-cluster
distance identified by a single content and a single cluster.

[0141] FIG. 6A schematically shows an example in which
contents 311 and 312 are placedat their respective generated
positions on Earth 300. Also, the latitude and longitude ofthe
content 311 are x1 and y1, respectively, and the latitude and
longitude of the content 312 are x2 and y2, respectively. The
first embodimentofthe present invention 1s directed to a case
in which the great-circle distance is used as the distance
between two points. When the Earth 300 is taken as a sphere,
this great-circle distance is the angle between two points as
seen from a center 301 of the sphere which is measured as a
distance. The distance d1 [radian] between the contents 311
and 312 shown in FIG. 6A can be foundbyusing the follow-
ing equation:

d@1=arccos(sin(x1 )sin(w2)+cos(w1)cos(x2)cos(y1-y2))

where arccos(x)=cos7'(x).
[0142] In the case where clustering is performed with
respect to such localized contents that all the target contents
can be approximated to exist on a plane, for example, the
Euclidean distance may be used as the distance between two
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points. Also, for example, the Manhattan distance may be
used as the distance between two points.

[0143] FIGS. 6B and 6C show an example in which clusters
313 to 316 generated by the tree generating section 120 are
placed on a two-dimensionalplane on the basis of the gener-
ated positions of contents included in the respective clusters.
Here, for example, the area of a cluster to which a plurality of
contents belong can be represented as an area having the
shape of a circle identified by the positions of all of the
contents belongingto the cluster. The clusterhas, as attribute
information, the center position (center point) and radius of
the circle.

[0144] The first embodiment of the present invention is
directed to a case in which, as a cluster-to-cluster distance
identified by two clusters, the distance between the farthest
edges oftwo circles correspondingto the twoclustersis used.
Specifically, as shown in FIG.6B, asthe distance d2 between
the clusters 313 and 314, the distance between the farthest
edgesofthe twocircles correspondingto the clusters 313 and
314 is used. For example, supposethatthe radius ofthe circle
correspondingto the cluster 313 is a radius r11, and the radius
of the circle correspondingto the cluster 314 is a radius r12.
Also, supposethatthe distance indicated by a straight line 304
connecting between a center position 302 ofthe circle corre-
sponding to the cluster 313 and a center position 303 of the
circle corresponding to the cluster 314 is a distance d10. In
this case, the distance d2 between the clusters 313 and 314 can
be found by the following equation.

d2=d10+r11+r12

[0145] Here, for example, the area of a cluster made up of
two contents can be representedas the area of a circle includ-
ing the two contents and in which the two contents are
inscribed. The center position of the cluster made up of the
two contents can be represented as the middle position on a
straight line connecting between the positions of the two
contents. The radius of the cluster can be represented as half
of the straight line connecting between the positions of the
twocontents.

[0146] Also, for example, the area of a cluster 305 made up
of the two clusters 313 and 314 shown in FIG. 6B can be

representedas the area of a circle which includesthe clusters
313 and 314 andinwhichthe respectivecircles ofthe clusters
313 and 314 are inscribed. It should be noted that FIG. 6B

only showsa part of the circle corresponding to the cluster
305. Also, an example of clusters each made up of two clus-
ters is shownin FIG.8 (for example, a cluster 330 made up of
clusters 327 and 328 shownin FIG.8). Also, a center position
306 ofthe cluster 305 is the middle position onastraight line
connecting between positions 307 and 308 where the respec-
tive circles of the clusters 313 and 314 are inscribed in the

circle correspondingto the cluster 305. It should be noted that
the center position 306 ofthe cluster 305 lies onastraight line
connecting between the respective center positions 302 and
303 of the clusters 313 and 314.

[0147] If, as shown in FIG. 6C, one of the twocircles
corresponding to the clusters 315 and 316 is completely
included in the other, the distance between the clusters is
regarded as 0. Also, the cluster made up of the two clusters
315 and 316 shownin FIG. 6C can be regarded as the same as
the cluster 315. That is, the center position and radius of the
cluster made up of the two clusters 315 and 316 can be
regarded as the sameas those ofthe cluster 315.
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[0148] FIG. 6D showsan example in which a content 317
and a cluster 318 generated by the tree generating section 120
are placed on the basisofthe positions ofcontents included in
these. Here, a content can be also considered as a cluster
corresponding to a circle whose radiusis 0. Accordingly, for
example, as shown in FIG. 6D,the distance d4 between the
content 317 and the cluster 318 can be also calculated in a
manner similar to the cluster-to-cluster distance described

above. For example, supposethat the radius ofacircle corre-
sponding to the cluster 318 is a radius r41, and the distance
indicated by a straight line connecting between the center
position ofthe circle correspondingto the cluster 318 and the
position of the content 317 is a distance d40. In this case, the
distance d4 between the content 317 and the cluster 318 can

be foundby the following equation.
d4=d40+r41

{Example of Contents]

[0149] FIG. 7is a diagram schematically showing contents
stored in the content storing section 210 according to thefirst
embodiment of the present invention. Contents #1 to #14
shown in FIG.7 are, for example, still image files recorded
with an image capturing apparatus. It should be noted that in
FIG.7, for the ease of explanation, only the corresponding
symbols (#1 to #14) are depicted inside the respective circles
representing the contents #1 to #14. Also, in FIG. 7, the
contents #1 to #14 are depicted as being arranged in time
series on the basis of date and time information (shooting
time) recorded in association with each of the contents #1 to
#14. It should be noted that while the vertical axis represents
the temporal axis, this temporal axis is only a schematic
representation, and does not accurately represent the time
intervals between individual contents.

[0150] For example, the contents #1 and #2 are generated
during a wedding ceremony 381 attended by Goro Koda(the
user of the information processing apparatus 100), and the
contents #3 to #5 are generated during a 2007 Sports Day 382
in which a Goro Koda’s child participated. Also, the contents
#6 to #8 are generated during a OO trip 383 done by Goro
Koda, and the contents #9 to #12 are generated during a 2008
Sports Day 384 in which the Goro Koda’s child participated.
Further, the contents #13 and #14 are generated during a AA
trip 385 done by Goro Koda.

[Example of Binary Tree Generation Based on Positional
Information]

[0151] FIG. 8 is a diagram schematically showing how the
contents #1 to #14 are clustered by the tree generating section
120 on the basis of positional information according to the
first embodimentofthe present invention. FIG. 8 shows a case
in which the contents #1 to #14 stored in the content storing
section 210 are virtually placed on a plane on thebasisoftheir
positional information. It should be noted that the contents #1
to #14 are the same as those shownin FIG.7. Also, in FIG.8,
for the ease of explanation, the distances between individual
contents and between individual clusters are depicted as
being relatively short.

[0152] In the first embodiment of the present invention,
clustering performedbythe tree generating section 120 gen-
erates binary tree structured data with each content asa leaf.
Each nodein this binary tree structured data corresponds to a
cluster.
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[0153] First, the tree generating section 120 calculates dis-
tances between individual contents on the basis ofpositional
information. On the basis of the calculation results, the tree

generating section 120 extracts two contents with the smallest
inter-content distance, and generates a new node having these
two contents as its child elements. Subsequently, the tree
generating section 120 calculates distances between the gen-
erated new nodeandthe other individual contents on the basis

of positional information. Then, on the basis of the calcula-
tion results, and the results of calculation of the distances

between individual contents described above, the tree gener-
ating section 120 extracts a pair of two elements with the
smallest distance, and generates a new node havingthis pair
of two elements as its child elements. Here, the pair of two
elements to be extracted is one of a pair of a node and a
content, a pair of two contents, and a pair of two nodes.

[0154] Subsequently, the tree generating section 120
repetitively performs the new node generation processin the
same manner until the number of nodes to be extracted

becomes 1. Thus, binary tree structured data with respect to
the contents #1 to #14 is generated. For example, as shown in
FIG.8, clusters 321 to 326 are each generated as a pair of two
contents. Also, clusters 328 and 329 are each generated as a
pair ofanode anda content. Also, clusters 327, 330, 331, 332,
and 333 are each generated as a pair oftwo nodes.It should be
noted that the cluster 333 is a cluster correspondingto the root
node to which the contents #1 to #14 belong,and the cluster
333 is not shownin FIG.8.

[0155] The above exampleis directed to the case in which
distances between individual contents are calculated, and

binary tree structured data is generated while keeping on
extracting a pair with the smallest distance. However, when
shooting photographs or moving images, for example, in
many cases shooting is performed successively within a pre-
determined range. For example, when shooting photographs
at a destination visited on a trip, in many cases group photo-
graphsor landscape photographsare shot in the same region.
For this reason, for example, an initial grouping process may
be performedto group together those contents which are shot
within a short distance from each other in advance. By per-
formingan initial grouping processin this way, the number of
nodes to be processed can be reduced, thereby enabling a
faster clustering process. This initial grouping processwill be
describedlater in detail with reference to FIGS. 57A and 57B

and FIG. 63. Also, a modification (sequential clustering) of
the tree generation process will be described later in detail
with reference to FIGS. 58A to 62, and FIGS.64 to 66.

[0156] FIG. 9 is a conceptual clustering tree diagram of a
binary tree structure representing binary tree structured data
generated with respect to the contents #1 to #14 bythetree
generating section 120 accordingto the first embodimentof
the present invention. When, as shownin FIG.8, the contents
#1 to #14 are clustered to generate the clusters 321 to 333,
binary tree structured data corresponding to the generated
clusters 321 to 333 is generated. It should be noted thatin this
binary tree, each content corresponds to a leaf, and each
cluster corresponds to a node. Thus, in the clustering tree
diagram shown in FIG. 9, leaves corresponding to the con-
tents #1 to #14 are denoted by the same symbols as those of
the corresponding contents, and nodes corresponding to the
clusters 321 to 333 are denoted by the same symbols as those
ofthe correspondingclusters. It should be noted that while the
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contents #1 to #14 independently constitute clusters, the clus-
ter numbers ofthese clusters are not particularly shown in
FIG.9.

[0157] For example, the contents #1 and #2 are generated in
a wedding ceremony hall 386 (corresponding to the wedding
ceremony 381 shown in FIG. 7) Goro Koda went to. The
contents #3 to #5, and #9 to #12 are generated in an elemen-
tary school 387 (corresponding to the 2007 Sports Day 382
and the 2008 Sports Day 384 shownin FIG. 7) a Goro Koda’s
child goes to. Also, the contents #13 and #14 are generated at
a AA trip destination 388 (corresponding to the AA trip 385
shown in FIG. 7) Goro Kodavisited. Also, the contents #6 to
#8 are generated ata OO trip destination 389 (corresponding
to the O©trip 383 shown in FIG. 7) Goro Koda visited.

[Example ofEvent Clustering Based on Date and TimeInfor-
mation]

[0158] The above exampleis directed to the case in which
binary tree structured data is generated on the basis of posi-
tional information. Next, a description will be given of event
clustering performed on the basis of date and time informa-
tion. This event clustering generates binary tree structured
data on the basis of date and time information (see, for
example, Japanese Unexamined Patent Application Publica-
tion No. 2007-94762). Also, event clusters generated bythis
event clustering are used to generate event IDs used to extract
desired nodes by the user from among nodes in binary tree
structured data generated on the basis of positional informa-
tion.

[0159] FIG. 10 is a conceptual clustering tree diagram of a
binary tree structure representing binary tree structured data
generated on the basis of data and time information by the
event cluster generating section 130 according to thefirst
embodimentofthe present invention. This example illustrates
a case in which binary tree structured data is generated with
respect to the contents #1 to #14 shownin FIG.8.
[0160] In the first embodiment of the present invention,
separately from the binary tree structured data generated on
the basis of positional information (shown in FIG. 9), the
event cluster generating section 130 generates binary tree
structured data on the basis of date and time information

related to contents outputted from the attribute information
acquiring section 110. This binary tree structured data can be
generated by the same method as that used in the above-
described clustering based on positional information, except
in that as the distance between contents, a distance (time
interval) along the temporal axis is used instead of a geo-
graphical distance. It should be noted that in the example
accordingto the first embodimentofthe present invention, as
the distance between nodes when generating event clusters,
the distance between the nearest edges oftwo segments along
the temporal axis corresponding to two nodes is used. For
example, of the two nodes to be compared, the time interval
between the rear end position of a segment corresponding to
the nodelocated earlier along the temporal axis and the front
end position of a segment corresponding to the node located
later along the temporalaxisis taken as the distance between
the two nodes.

[0161] Now, the method of generating binary tree struc-
tured data on the basis of date and time information will be

specifically described. The event cluster generating section
130 calculates time intervals between individual contents on
the basis of date and time information. On the basis of the

calculation results, the event cluster generating section 130
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extracts two contents that make the inter-content time interval

smallest, and generates a new node having these two contents
as its child elements. Subsequently, the event cluster gener-
ating section 130 calculates time intervals between the gen-
erated new nodeandthe other individual contents on the basis

of date and time information. Then, on the basis of this cal-
culation results, and the results of calculation of the time
intervals between individual contents described above, the
event cluster generating section 130 extracts a pair of two
elements with the smallest time interval, and generates a new
node having this pair of two elements as its child elements.
Here, the pair of two elements to be extracted is one of a pair
of a node and a content, a pair of two contents, and a pair of
two nodes.

[0162] Subsequently, the event cluster generating section
130 repetitively performs the new node generation process in
the same manneruntil the number of nodes to be extracted

becomes 1. Thus, binary tree structured data with respect to
the contents #1 to #14 is generated. For example, as shown in
FIG. 10, clusters 341 to 346 are each generated as a pair oftwo
contents. Also, clusters 347 and 348 are each generated as a
pair ofanode anda content. Also, clusters 349 to 353 are each
generated as a pair of two nodes. It should be noted that the
cluster 353 is a cluster corresponding to the root node to
which the contents #1 to #14 belong.
[0163] It should be noted that the leaves in the binary tree
shown in FIG. 10 correspond to the respective contents #1 to
#14 shownin FIG.7, and are denoted by the same symbols as
those shown in FIG.7. Also, td, to td,, are values each indi-
cating the time interval between adjacent contents along the
temporal axis. Thatis, td, is a value indicating the timeinter-
val between adjacent contents #n and #(n+1) (the n-th time
interval along the temporal axis) in the binary tree shown in
FIG. 10.

[0164] After the binary tree structured data corresponding
to the binary tree shown in FIG. 10 is generated, the event
cluster generating section 130 performsclustering based on a
grouping condition with respect to the binary tree.
[0165] First, the event cluster generating section 130 cal-
culates the standard deviation of the time intervals between

individual contents, with respect to each of nodes in the
binary tree generated on the basis of date and time informa-
tion. Specifically, by taking one nodein the binary tree gen-
erated by the event cluster generating section 130 as a focus
node,the standard deviation sd of time intervals between the
times of shooting associated with all of individual contents
belonging to this focus nodeis calculated by using equation
(1) below.

N (1)

Yd, - 1d"i=l
sd=

N

[0166] Here, N denotes the number of time intervals
between the times of shooting of contents, and N=(the num-
ber of contents belonging to the focus node)-1. Also, td with
“°* attached denotes the mean value of the time intervalstd,
(13nN)between contents belonging to the focus node.
[0167] Subsequently, with respect to two child nodes
whoseparent nodeis the focus node, the deviationofthe time
interval between these two nodes(the absolute value of the
difference betweenthe time interval between the child nodes
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and the mean of the time intervals between the times of

shooting) is calculated. Specifically, the deviation dev of the
time interval between the two nodesis calculated by using
equation (2) below.

dev=|td,-tdl| (2)

[0168] Here, td, is a value indicating the time interval
between the two child nodes whose parent node is the focus
node. Specifically, the time interval td, is the time interval
between the time of shooting of the last content of contents
belonging to the child node of the two child nodes whichis
located earlier along the temporal axis, and thetime of shoot-
ing ofthefirst content ofcontents belongingto the child node
located later along the temporal axis.
[0169] Subsequently, the event cluster generating section
130 calculates the value ofthe ratio between the deviation dev

calculated using equation (2), and the standard deviation sd
calculated using equation (1), as a splitting parameter th1 for
the focus node. Specifically, the splitting parameter th1 as the
value of the ratio between the deviation dev and the standard

deviation sd is calculated by using equation (3) below.

thl=dev/sd (3)

[0170] The splitting parameter th1 calculated by using
equation (3) in this way is a parameterthat servesas a crite-
rion for determining whether or not to split the two child
nodes whoseparent nodeis the focus node from each other as
belongingto different clusters. That is, the event cluster gen-
erating section 130 comparesthe splitting parameter thl with
a threshold th2thatis set as a grouping condition, andjudges
whetheror notthe splitting parameter th1 exceeds the thresh-
old th2. Then, if the splitting parameter thl exceeds the
threshold th2, the event cluster generating section 130 splits
the two child nodes whoseparent node is the focus node, as
child nodes belongingto different clusters. On the other hand,
if the splitting parameter th1 does not exceed the threshold
th2, the event cluster generating section 130 judges the two
child nodes whoseparent nodeis the focus node as belonging
to the samecluster. It should be notedthat the threshold th2 is

set by the condition setting section 190 in accordance with a
user operation, and is held by the event cluster generating
section 130. In the following, a description will be given ofa
specific example of event clustering, by using the binary tree
structured data shown in FIG. 10.

[0171] For example, of the nodes constituting the binary
tree structured data shown in FIG.10, the node corresponding
to the cluster 350 (hereinafter, referred to as focus node 350)
is taken as a focus node.First, with respect to the focus node
350 in the binary tree generated on the basis of date and time
information, the event cluster generating section 130 calcu-
lates the deviations of the time intervals between individual

contents. Then, the standard deviation sdofthe timeintervals
between the times of shooting associated with the respective
contents #1 to #5 belonging to the focus node 350 is calcu-
lated by using equation (1) below. Specifically, the standard
deviation sd is calculated by the following equation.

oe]

[0172] Here, N=4 since the number of time intervals
between the timesofshooting ofthe contents #1 to #5 belong-
ing to the focus node 350 is 4. Also, the mean value (td

 

(dy — id)’ + (tdy —7dY + (tds —7d° + (ty — TY
4
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attached with ‘°’) of the time intervalstd,, (1:n==N) between
the contents belonging to the focus node 350 is found by the
following equation.

td, + td, + td3 + tdyd=
" 4

[0173] Subsequently, with respect to the two child nodes
341 and 347 whose parent nodeis the focus node 350, the
event cluster generating section 130 calculates the deviation
dev of the time interval between the two nodes by using
equation (2). Specifically, the deviation dv is calculated by the
following equation.

dev=|td;-td|

[0174] Here, the last content belonging to the child node
341 located earlier along the temporal axisis the content #2,
and the first content belonging to the child node 347 located
later along the temporalaxis is the content #3. Therefore, the
time interval td, between the two child nodes 341 and 347
whoseparent node is the focus node 350 is the time interval
td;.

[0175] Subsequently, by using equation (3), the event clus-
ter generating section 130 calculates the value (the splitting
parameter th1 for the focus node 350)ofthe ratio between the
deviation dev calculated using equation (2), and the standard
deviation sd calculated using equation (1). The splitting
parameter th1 calculated in this way is held by the event
cluster generating section 130 as the splitting parameter thl
for the focus node 350. Also, the event cluster generating
section 130 similarly calculates the splitting parameter th1
with respect to each of the other nodes in the binary tree
structured data.

[0176] Subsequently, the event cluster generating section
130 compares the splitting parameter th1 calculated with
respect to each ofnodesin the binary tree structured data, with
the threshold th2, thereby sequentially judging whetherornot
to split two child nodes belonging to each node. Then, with
respect to a node for which the splitting parameter th1
exceedsthe threshold th2, the event cluster generating section
130 splits two child nodes having this node as their parent
node from each other as belonging to different clusters. On
the other hand, with respect to a node for which the splitting
parameter th1 does not exceed the threshold th2, the event
cluster generating section 130 judges two child nodes having
this node as their parent node as belongingto the same cluster.

[0177] That is, if the value of a calculated splitting param-
eter is equal to or smaller than the threshold, individual con-
tents belonging to the node with respect to whichthe splitting
parameter has been calculated are regarded as nodes belong-
ing to a single cluster. That is, the node with respect to which
the splitting parameter has been calculated serves as a bound-
ary. Therefore, for example, the larger the threshold, the less
likely each node becomes a boundary, so the granularity of
clusters in the binary tree as a whole becomescoarser. On the
other hand, if the value of a calculated splitting parameteris
larger than the threshold, two child nodes belonging to the
node with respect to whichthe splitting parameter has been
calculated are classified into different clusters. That is, a
boundary is set between the two child nodes belonging to the
node with respect to whichthe splitting parameter has been
calculated. Therefore, for example, the smaller the threshold,
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the more likely each node becomes the boundary between
clusters, so the granularity of clusters in the binary tree as a
whole becomesfiner.

[0178] In this way, with respect to each node in the binary
tree structured data, the event cluster generating section 130
sequentially judges whether or not to split two child nodes
belonging to each node, and generates clusters based on date
and time information onthe basis ofthe judgmentresults. For
example,itis determined to split two child nodes belonging to
each ofthe respective nodes correspondingto the clusters 350
to 353. That is, respective event clusters (clusters based on
date and time information) corresponding to the wedding
ceremony 381, the 2007 Sports Day 382, the © Otrip 383, the
2008 Sports Day 384, and the AAtrip 385 are generated.
[0179] Here, each of the clusters generated by the event
cluster generating section 130 is referred to as event. Also,
letting the numberofsuch events be M,event IDs(id1 to idM)
are assignedto the respective events. Then, the event cluster
generating section 130 associates the generated event clusters
and the event IDs assigned to these event clusters with each
other, and outputs the event clusters and the event IDs to the
hierarchy determining section 150. In FIG. 10, event IDs
assigned to individual events are shown inside the brackets
below the names indicating the respective events. The fre-
quencies of individual events are calculated with the event
IDsassigned in this way taken as classes. An exampleofthis
calculation is shown in FIGS. 11A to 11F.

[Example of Histogram Generation]

[0180] FIGS. 11A to 11F are diagrams each showing an
example of a histogram generated by the hierarchy determin-
ing section 150 according to the first embodiment of the
present invention. FIGS. 11A to 11F show histogramsgener-
ated with respect to respective nodesin the binary tree struc-
tured data (shownin FIG.9) based on positional information,
by using the binary tree structured data based on date and time
information (shown in FIG. 10). Specifically, FIG. 11A
shows a histogram generated with respect to the node 327
shown in FIG. 9, and FIG. 11B showsa histogram generated
with respect to the node 328 shownin FIG.9. Also, FIG. 11C
shows a histogram generated with respect to the node 329
shown in FIG. 9, and FIG. 11D showsa histogram generated
with respect to the node 330 shownin FIG.9. Further, FIG.
11E showsa histogram generated with respectto the node 331
shown in FIG. 9, and FIG. 11F showsa histogram generated
with respect to the node 332 shownin FIG.9. In each of the
histograms shown in FIGS. 11A to 11F, the horizontal axis is
an axis indicating event IDs, and the vertical axis is an axis
indicating the frequencies of contents.
[0181] In this example, as the classes in a frequencydistri-
bution, individual events (event IDs) of event clusters gener-
ated by the event cluster generating section 130 are defined.
Then, the hierarchy determining section 150 calculates the
numberofcontents with respect to each ofevent IDs, for each
of nodes in the binary tree structured data generated by the
tree generating section 120. For example, contents belonging
to the node 327 in the binary tree structured data based on
positional information shown in FIG. 9 are the contents #3,
#4, #9, and #10. As shownin FIG.10, the event ID assigned
to each of the contents #3 and #4 is “id2”, and the event ID
assignedto each ofthe contents #9 and #10 is “id4”. Thus, for
the node 327 in the binary tree structured data based on
positional information shown in FIG.9, the number of con-
tents with respect to the event ID “id2”is 2, and the numberof



81

US 2011/0122153 Al

contents with respect to the event ID “id4” is 2. Also, the
numberofcontents with respect to each ofthe other event IDs
“id1”, “id3”, and “id5”is 0.

[0182] Then, the hierarchy determining section 150 calcu-
lates the frequency distribution of contents with the cluster
IDs generated by the event cluster generating section 130
taken as classes, with respect to each of nodes in the binary
tree structured data generated by the tree generating section
120. For example, as shown in FIG. 11A,the hierarchy deter-
mining section 150 calculates the frequency distribution of
individual contents with the cluster IDs generated by the
event cluster generating section 130 taken as classes, with
respect to the node 327 in the binary tree structured data
generated by the tree generating section 120.
[0183] The frequency distribution of individual contents
calculated in this way can be expressed by an M-th order
vector like H1=(v1, v2, ..., vM). That is, this M-th order
vector is generated with respect to each ofnodesin the binary
tree structured data generated by the tree generating section
120. For example, the histogram generated with respect to the
node 327 shown in FIG. 11A can be expressed as H11=(0,2,
0, 2, 0).
[0184] A linking process ofnodesis performedon thebasis
of the frequency distribution calculated with respect to each
of nodes in the binary tree structured data generated by the
tree generating section 120 in this way. This linking process
will be describedlater in detail with reference to FIGS. 12A
and 12B.

[0185] It should be noted that while histograms can be
similarly generated for the nodes 321 to 326, and 333 shown
in FIG. 9 as well, the histograms with respect to the nodes 321
to 326 and 333 are not shown in FIGS. 11Ato 11F.

[Example of Cluster Extraction Using Event Clusters]

[0186] FIGS. 12A and 12Bare diagrams each showing an
example of comparison of histograms generated by the hier-
archy determining section 150 according tothe first embodi-
ment ofthe present invention. FIG. 12A shows an example of
comparison of histograms in the case when there is high
relevance between two child nodes belonging to a parent
node. Also, FIG. 12B shows an example of comparison of
histograms in the case when there is low relevance between
two child nodes belonging to a parent node.
[0187] As shown in FIGS. 11Ato 11F, frequencydistribu-
tions are calculated with respect to individual nodes in the
binary tree structured data generated by the tree generating
section 120, and histogramsare generated. Each ofthe histo-
grams generated in this way represents the characteristics of
contents belonging to the node with respect to which the
histogram is generated.

[0188] For example, the contents #3 to #5, and #9 to #12
belonging to the nodes 327, 328, and 330 shownin FIG.9 are
contents generated in the elementary school 387 shown in
FIG.9. Therefore, the respective histograms generated with
respect to the nodes 327, 328, and 330 shown in FIGS. 11A,
11B, and 11D are similar to each other. Specifically, the
frequencies of the class “id2” and class “id4” are high,
whereasthe frequencies of the otherclasses “id1”, “1d3”, and
“4d5”are 0.

[0189] Inthis way, by comparison between histograms gen-
erated with respect to individual nodes in the binary tree
structured data generated by the tree generating section 120,
the degree of relevance between two nodes to be compared
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can be determined. This determination process is performed
by comparing between two child nodes belongingto a single
parent node.
[0190] For example, as shown in FIG. 124A,if classes with
relatively high frequencies are substantially the same, and
classes with relatively low frequencies are also substantially
the same between two child nodes, the relevance between
these two child nodesis considered to be high.In this case, the
hierarchy determining section 150 links these two nodes
together.
[0191] Also, for example, as shown in FIG.12B,if classes
with relatively high frequencies are completely different, and
classes with relatively low frequencies are also completely
different between two child nodes, the relevance between
these two child nodes is considered to be low. In this case,
withoutlinking these two child nodes together, the hierarchy
determining section 150 performs a judgment process with
respect to two child nodes having each of these child nodesas
their parent node.
[0192] Specifically, the hierarchy determining section 150
calculates a linkage score S with respect to each of nodes in
the binary tree structured data generated by the tree generat-
ing section 120. This linkage score S is calculated by using,
for example, an M-th order vector generated with respect to
each of two child nodes belonging to a target node (parent
node) for which to calculate the linkage score S.
[0193] For example, the hierarchy determining section 150
normalizes the inner product between an M-th order vector
H,, which is calculated with respect to one of the two child
nodes belonging to a parent node as a calculation target, and
an M-th order vector H, calculated with respect to the other
child node, by the vector size. Then, the hierarchy determin-
ing section 150 calculates the normalized value (thatis, the
cosine betweenthe vectors) as the linkage score S. Thatis, the
linkage score is calculated by using equation (4) below.

S=(H,:Hp)/|Hz|p! (4)

[0194] At this time, the value of the cosine between the
vectors is -1==x==1. Also, the M-th order vector H, and the
M-th order vector H, for which to calculate the linkage score
S are both vectors including only non-negative values. There-
fore, the value of the linkage score S is O=S=1. Also, the
linkage score S of a leaf is defined as 1.0.

[0195] On thebasis of the linkage score S calculatedin this
way, the degree ofrelevance between two child nodes belong-
ing to a parent node as a calculation target can be determined.
For example, if the linkage score S of the parent node as a
calculation target is relatively small, the relevance between
two child nodes belongingto the parent node can bejudged to
be low. On the other hand,ifthe linkage score S of the parent
nodeas a calculation targetis relatively large, the relevance
between two child nodes belongingto the parent node can be
judgedto be high.

[0196] Specifically, the hierarchy determining section 150
calculates the linkage score S with respect to each ofnodesin
binary tree structured data generated by the tree generating
section 120. Then, the hierarchy determining section 150
compares the calculated linkage score S with a linkage
threshold (Linkage_Threshold) th3, and performs a node
linking process on the basis of this calculation result. In this
case,the hierarchy determining section 150 sequentially per-
forms calculation and comparison processes of the linkage
score S from the root node in the binary tree structured data
generatedbythe tree generating section 120 toward the lower
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levels. Then, ifthe calculated linkagescoreSis larger than the
linkage threshold th3, the hierarchy determining section 150
determines the corresponding node as an extraction node. On
the other hand, if the calculated linkage score S is not larger
than the linkage threshold th3, the hierarchy determining
section 150 does not determine the corresponding node as an
extraction node but repeats the same linking process with
respect to each of two child nodes belonging to that node.
These linking processes are repeated until there is no more
node whoselinkage score S is equal to the linkage threshold
th3 or smaller, or until the node (content) at the bottom level
is reached.It should be notedthat the linkage thresholdth3 is
set by the condition setting section 190 in accordance with a
user operation, and held by the hierarchy determining section
150. As the linkage threshold th3, for example, 0.25 can be
used.

[0197] By performing linking processes in this way, for
example, the nodes 321, 325, 329, and 330 shownin FIG. 9
are determined as extraction nodes.

[0198] Subsequently, the hierarchy determining section
150 generates a root node whosechild elements (child nodes)
are the extraction nodes determined by the linkage score
calculation and comparison processes, thereby generating a
tree. An example of a tree generated in this way is shown in
FIG. 13A.Thistree is a tree including the root node, clusters,
and contents. Then, the hierarchy determining section 150
outputs the generated tree to the tree restructuring section
160. By correcting the binary tree generated bythe tree gen-
erating section 120 in this way, clusters with high event-based
linkage score can be linked together. Also, on the basis of the
tree generated by the hierarchy determining section 150, a
listing of marks (for example, cluster maps) representing
individual clusters (groups) can be displayed. As a result,
grouping can be performed in an appropriate mannerin accor-
dance with the user’s preferences, anda listing of the corre-
sponding groups can be displayed.

[0199] The above-described exampleis directed to the case
in which,as the method ofcalculating the linkage score S, the
cosine between vectors related to two child nodes belonging
to a parent node as a calculationtarget is calculated. However,
for example, it is also possible to calculate the Euclidean
distance between vectorsrelated to two child nodes belonging
to a parent nodeas a calculation target, and use this Euclidean
distance as the linkage score S. In the case where the Euclid-
ean distance is used as the linkage score S in this way,if the
value of the linkage score S is relatively large, for example,
the relevance between two child nodes belongingto the par-
ent node as a calculation target is judged to be high. On the
other hand, if the value of the linkage score S is relatively
small, for example, the relevance between the two child nodes
belonging to the parent nodeas a calculation target is judged
to be low. Also, a similarity may be calculated by using
another similarity calculation method (for example, a method
using the sum of histogram differencesin individual classes)
that can calculate the similarity between two frequency dis-
tributions to be compared (degree of how similar the two
frequency distributions are), and this similarity may be used
as the linkage score.

[0200] Extraction nodes determinedbythe hierarchy deter-
mining section 150 are determined on the basis of event
clustering based on date and time information. Thus, by
adjusting the parameterfor clustering based on date and time,
the granularity of extraction nodes can be adjusted. For
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example, if the granularity of event clusters is set relatively
small, relatively small nodes are determined as extraction
nodes.

{Example of Tree Restructuring]

[0201] By linking twoclusters (nodes) together through the
linking process described above, contents belongingto a plu-
rality of clusters ofhigh mutual event-based relevance can be
classified into the same cluster. However, when displaying a
listing of marks (for example, cluster maps) representing
individual clusters, it is supposed that unless the number of
cluster mapsis appropriate, the numberofpages will become
large, making it difficult to view the cluster maps. For this
reason, for example,it is preferable to set an upper limit for
the numberofclusters, and perform a further linking process
if the numberofclusters generated by the hierarchy deter-
mining section 150 exceeds this upper limit. This upper limit
maybeset in accordancewith the size ofthe display screen on
the display section 181, or user’s preferences.
[0202] Also, for example, a case can be supposed wherethe
precision of positional information (for example, GPS infor-
mation) acquiredatthe time ofgeneration ofa contentis poor,
and suchpositional informationis associated with the content
in that state. In such a case, if the distance between two
adjacent clusters is very short, then there will not be much
point in clearly separating those clusters from each other.
Also, even whenthe relevance between two adjacentclusters
is low, if these clusters are within a very short distance from
each other, then in somecasesit will be more convenient for
the user to regard the two clusters as the same cluster. For
example, if clusters (two adjacent clusters) corresponding to
a region far from the region wherethe user lives are within a
moderate distance (for example, 100 m) from each other, in
somecasesit will be more convenient for the user to regard
these twoclusters as the same cluster. For example, even ifhot
springtrips to two hot spring areas (OO hotspring and AA
hot spring) separated by a moderate distance (for example,
500 m) are taken on different dates, it will be better in some
cases to regard those two clusters as the samecluster so that
the user can view them asa single hot spring trip cluster.
[0203] Accordingly, after the linking processbythe hierar-
chy determining section 150is finished,thetree restructuring
section 160 restructures the tree generated by the hierarchy
determining section 150, on the basis of a specified con-
straint.

[0204] As this constraint, a minimum cluster size (MINI-
MUM_LOCATION_DISTANCE)or a tree’s child element
count (MAXIMUM_CHILD_NUM)can bespecified. This
constraint is set by the condition setting section 190 in accor-
dance with a user operation, andheld by the tree restructuring
section 160.

[0205] Here, when a minimum cluster size is set as the
constraint, it is possible to generate a tree in which the diam-
eter of each cluster is larger than the minimum cluster size.
For example, if a node whose diameter is equal to or smaller
than the minimum cluster size exists among nodesin the tree
generated by the hierarchy determining section 150, the node
and another node located at the shortest distance to the node

are linked together to generate a new node.In this way, for
example, in cases when the accuracy of positional informa-
tion associated with each content is poor, or whenthere is no
muchpoint in clearly separating two adjacent clusters from
each other, these clusters can be linked together as the same
cluster. Also, for example, if the AA trip destination 388 and
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the OO trip destination 389 are both narrow regions and
located very close to each other, by linking the respective
corresponding nodes 325 and 329 together as the same clus-
ter, easy-to-view cluster information can be provided to theuser.

[0206] Whenachild element countis specified as the con-
straint, it is possible to generate a tree whose numberofnodes
is equal to orless than the child element count. Each ofthese
examples of tree restructuring is shown is FIGS. 13A and
13B.

[0207] FIGS. 13A and 13B are diagrams schematically
showing the flow of a tree restructuring process by the tree
restructuring section 160 accordingto the first embodiment of
the present invention. FIG. 13A shows a tree made up of
extraction nodes determined by the hierarchy determining
section 150 in the clustering tree diagram having the binary
tree structured shownin FIG.9. It should be noted that since

the method of generating this tree is the same as the method
described above, description thereof is omitted here.
[0208] FIG. 13B showsa tree made up of nodes generated
by a tree restructuring process by the tree restructuring sec-
tion 160. This exampleillustrates a case in which 3 is speci-
fied as a tree’s child element count (MAXIMUM_CHILD_
NUM).
[0209] If, for example, the numberofnodes determined by
the hierarchy determining section 150is larger than the child
element countthat is a specified constraint, the tree restruc-
turing section 160 extracts a pair of nodes with the smallest
distance from among those nodes, and mergesthis pair. If the
numberof nodes after this merging is larger than the child
element count as a specified constraint, the tree restructuring
section 160 extracts a pair ofnodes with the smallest distance
from amongthe nodesobtainedafter the merging, and merges
this pair. These merging processesare repeated until the num-
ber of child nodes belonging to the root node becomes equal
to or less than the child element count.

[0210] For example, as shown in FIG. 13A, the number of
nodes determined by the hierarchy determining section 150,
namely the nodes 321, 325, 329, and 330,is larger than the
child element count (3) as a specified constraint. Therefore,
the tree restructuring section 160 extracts a pair ofnodes with
the smallest distance from among the nodes 321, 325, 329,
and 330, and mergesthis pair. In this case, as shown in FIG.
8, the nodes 325 and 329 are the pair with the smallest dis-
tance. Thus,thetree restructuring section 160 extracts the pair
ofthe nodes 325 and 329, and merges the nodes 325 and 329.
Asthe nodes 325 and 329 are mergedin this way, the number
of nodes after this merging becomes equal to the child ele-
ment count (3) as a specified constraint. Thus, the merging
process ends. FIG. 13B showsa tree in the case when the
numberofnodes is set equal to the child element count (3) as
a specified constraint in this way.
[0211] As shown in FIG. 13B, by the tree restructuring
section 160, the numberofnodesis set equal to the numberof
child elements (3) as a specified constraint, and nodes 355,
356, and 357 are determined.It should be noted that the node
355 correspondsto the wedding ceremonyhall 386, the node
356 corresponds to the elementary school 387, and the node
357 correspondsto each ofthe AAtrip destination 388 and the
OO trip destination 389. Also, the node 355 correspondsto
the node 321 shownin FIG.9, the node 356 corresponds to the
node 330 shownin FIG.9, and the node 357 correspondsto
the node 331 shown in FIG. 9. Here, since the contents
belonging to the node 357 are generated at the AA trip desti-
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nation 388 or the OO trip destination 389, it is possible to
consider these contents as having low mutual relevance.
However, as described above, even when nodes have low
mutual relevance as events, if the nodes are located close to
each other, there is a possibility that it is better to group such
nodes together for the ease of viewing by the user. For
example, if the AA trip destination 388 and the OO trip
destination 389 are within close proximity ofeach other in the
*x prefecture, the respective corresponding nodes 325 and
329 are linked together as a singletrip cluster for the **
prefecture, thereby making it possible to provide easy-to-
view cluster informationto the user.

[0212] By performing these tree restructuring processes,
grouping can be performedin an appropriate mannerin accor-
dance with the user’s preferences. It should be notedthat the
first embodiment of the present invention is directed to the
case in which positional information(first attribute informa-
tion) and date and time information (secondattribute infor-
mation) are used as two different pieces ofattribute informa-
tion. However, among the pieces of attribute information
associated with contents, other pieces ofattribute information
that can identify the relationship between contents may be
usedasthefirst attribute information and the secondattribute

information. For example,the first embodimentofthe present
invention can be applied to a case in which, with respect to
song contents,attribute information corresponding to coordi-
nates in the xy-coordinate system with the moodofeach song
taken along the x-axis and the tempoofeach song taken along
the y-axis is used as the first attribute information, and
attribute informationrelated to the writer ofeach song is used
as the secondattribute information. In this case, for example,
binary tree structured data with respectto a plurality of songs
is generated on the basis of distances on the xy-coordinates,
and the songs are groupedbytheir characteristics on the basis
ofattribute informationrelated to the writers of the songs (for
example, age, sex, nationality, and the numberof songs writ-
ten). Then, on the basis of the binary tree structured data
based on the first attribute information, and the song groups
based on the second attribute information, a plurality of
groups are determined with respect to the songs.It should be
noted that the above example is directed to the case in which
a plurality of groups are set by classifying individual con-
tents. In the following, a description will be given ofa case in
which marks (for example, cluster maps) representing the set
groups are generated.

[Method of Generating Maps Corresponding to Clusters]

[0213] As described above, for clusters generated by the
three stages of clustering process, for example, marks repre-
senting individual clusters are displayed on the display sec-
tion 181, thereby makingit possibleto select a desired cluster
from a plurality of clusters. Here, as images representing
individualclusters, for example, maps correspondingto indi-
vidual clusters can be used. For example, on the basis of
positional information associated with each of contents
belonging to a cluster, an area correspondingto the cluster can
be identified, and a map covering this identified area can be
used as a map (cluster map) corresponding to thecluster.
[0214] However, the size ofa cluster generated through the
three stages of clustering process is based on the positions of
contents belonging to each cluster. Thus, as for the size of
each cluster, there is no relevance whatsoever between clus-
ters. Therefore, the size of an area (for example, a circle)
specified by such a cluster varies from cluster to cluster.
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[0215] Here, suppose that, when using a map as a mark
representing each cluster, for example, a map at a specific
scale is used.In this case, the position corresponding to each
cluster can be grasped from a map corresponding to each
cluster. However,it is supposed that by changingthe scale of
amap representing each cluster in accordance with thesize of
acircle correspondingto each cluster, the shooting area or the
like of each of contents belonging to each cluster can be also
easily grasped by the user. Accordingly, in the first embodi-
mentofthe present invention, a case is illustrated in which the
scale of a map stored in association with each cluster is
changed in accordancewiththe size ofa circle corresponding
to each cluster. In the following, with reference to the draw-
ings, a detailed description will be given of the method of
generating a map associated with each of clusters generated
by thetree restructuring section 160.
[0216] FIG. 14 is a diagram showing a correspondence
table used for generating map information by the cluster
information generating section 170 according to the first
embodiment of the present invention. This correspondence
table is held by the cluster information generating section
170.

[0217] The correspondence table shown in FIG. 14 is a
table showing the correspondence between the diameter
(Cluster Diameter 171) of a circle corresponding to each of
clusters generated by the tree restructuring section 160, and
MapScale 172.
[0218] The Cluster Diameter 171 is a value indicating the
range of the size of each cluster generated bythe tree restruc-
turing section 160. The size of a cluster is identified by the
diameterof a circle correspondingto the cluster.
[0219] The Map Scale 172 is a mapscalethatis to be stored
in association with each cluster generated by thetree restruc-
turing section 160. It should be noted that in this example, a
plurality of segments are set in advancefor the Cluster Diam-
eter 171, and these segments and a plurality of scales corre-
sponding to these segments are prepared in advance. How-
ever, it is also possible, for example, to sequentially calculate
a mapscale corresponding to a cluster diameter, and use this
calculated mapscale.
[0220] When generating a map correspondingto a cluster
generated by the tree restructuring section 160, the cluster
information generating section 170 uses the correspondence
table shown in FIG.14to identify a mapscale to be assigned
to the cluster from the size of the cluster. For example, if the
diameter of a circle corresponding to a cluster generated by
the tree restructuring section 160 is 3.5 km, this corresponds
to “2 km to 4 km”of the Cluster Diameter 171 in the corre-

spondence table shownin FIG. 14. Thus, “1/200000”is iden-
tified as the mapscale to be assignedto the cluster.
[0221] Subsequently, with respect to the cluster for which
the map scale has been identified, the cluster information
generating section 170 identifies the center position of the
cluster, and extracts from the map information storing section
220 a map covering a predetermined area from the center
position (a map of the identified scale). Then, the cluster
information generating section 170 records the extracted map
as a thumbnail in association with the cluster to the cluster

information storing section 240 (the Cluster Map 247 shown
in FIG. 5).
[0222] Itis also possible to set a circle correspondingto the
radius of a cluster from the center position of the cluster as an
extraction range, extract a map coveringthis extraction range
from a map of a predetermined scale, and magnify or shrink
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the extracted map in accordance with the size ofthe cluster to
thereby generate a cluster map. In this way, in the same
manneras in the above-described case, a thumbnail image of
a cluster map according to the size of the corresponding
cluster can be generated.

[0223] Now, consider a case where the size of a cluster
generatedby thetree restructuring section 160 is small. Ifthe
size of a cluster is small as in this case, when a map is
extracted by using the map extraction method described
above, a map coveringarelatively small area is generated. In
the case of such a map covering a relatively small area, a case
can be supposed where no landmark (for example, a public
facility or a park) is present in the map. In such a case, for
example, there is a possibility that when a mapis displayed as
a thumbnail image, although the details of the map can be
grasped, it is hard to easily grasp what region the map is
showing. Accordingly, when creating the correspondence
table shown in FIG. 14, it is preferable to set a lower limit
value for the cluster size. That is, if the size of a cluster is
smaller than the lower limit value, a map with a size equalto
the lowerlimit value is used. In this case, although a map with
the size equal to the lower limit value may be usedasit is as
a thumbnail image for display, for example, the contour of a
circle correspondingto the area of the cluster may be drawn
on the extracted map.In this way, by using a map covering a
relatively large area, the region corresponding to the map can
be easily grasped, and thearea ofthe cluster can be also easily
grasped.

[0224] FIGS. 15A and 15B and FIGS. 16A and 16B are
diagrams each showing an example ofa map generated by the
cluster information generating section 170 according to the
first embodimentof the present invention. It should be noted
that in FIGS. 15A and 15B and FIGS. 16A and 16B, an
extraction area ofthe mapis indicated by a thick dottedcircle.

[0225] FIG. 15A showsan extraction area 262 at which a
cluster map is extracted from a map 261ofthe vicinity of the
Shinagawastation. The cluster corresponding to the extrac-
tion area 262 is a cluster made up of contents generated in the
vicinity of the Shinagawastation.

[0226] FIG. 15B shows extraction areas 264 and 265 at
which cluster maps are extracted from a map 263 of the
Japanese archipelago. The cluster corresponding to the
extraction area 264 is a cluster made up ofcontents generated
in Hokkaido (for example, Hokkaido trip). Also, the cluster
correspondingto the extraction area 265 is a cluster made up
of contents generated in the Kansai region (for example,
Kansaitrip).

[0227] FIG. 16A shows extraction areas 267 and 268 at
which cluster maps are extracted from a map 266 of the
Europe region. The cluster corresponding to the extraction
area 267 is a cluster made up of contents generated in the
vicinity of Germany (for example, Germanytrip). Also, the
cluster corresponding to the extraction area 268 is a cluster
made up of contents generated in the vicinity of Spain (for
example, Spain/Portugaltrip).

[0228] FIG. 16B shows extraction areas 270 and 271 at
which cluster mapsare extracted from a map 269 ofthe South
America region. The cluster corresponding to the extraction
area 270 is a cluster made up of contents generated within
Brazil (for example, Brazil business trip). Also, the cluster
corresponding to the extraction area 271 is a cluster made up
of contents generated in the vicinity ofArgentine/Chile (for
example, Argentine/Chiletrip).
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[0229] AsshowninFIGS. 15A and 15B and FIGS. 16A and
16B,with respect to each cluster generated by thetree restruc-
turing section 160, a thumbnail image (cluster map) to be
stored in association with this cluster is generated. Also, as
shownin FIG.4, with respect to each cluster generated by the
tree restructuring section 160, a cluster title (address) to be
stored in association with this cluster is determined.

[0230] Then, the cluster information generating section
170 records the thumbnail image (cluster map) generated in
this way into the cluster information storing section 240 in
association with the corresponding cluster (the Cluster Map
247 shownin FIG.5). Also, the cluster information generat-
ing section 170 recordsthe clustertitle (address) generated in
this way into the cluster information storing section 240 in
association with the corresponding cluster (the Cluster Title
248 shownin FIG.5). Also, the cluster information generat-
ing section 170 records individual pieces of cluster informa-
tion related to a cluster generated by the tree restructuring
section 160 into the cluster information storing section 240 in
association with the correspondingcluster (the Cluster Posi-
tion Information 242, the Cluster Size 243, and so on shown
in FIG. 5).
[0231] It should be notedthat in the case where map infor-
mation stored in the map information storing section 220 is
the map information of a vector map, and the positions of
landmarksorthe like can be detected on the basis of the map
information, the position ofthe area that has been cut out or
the scale may be adjusted so that the landmarksor the like are
included. For example, even ifno landmark1s included in the
extraction area from which to extract a cluster map, if a
landmark exists in the vicinity of the extraction area, the
position of the extraction area or the scale of the map from
which to extract the extraction area is changed so that the
landmarkis included.Also, the size ofthe extraction area may
be changed. In the case where the information processing
apparatus 100 can access a database in whichthe positions of
landmarksorthe like are stored, likewise, the position of the
area that has been cut out or the scale may be adjusted so that
the landmarksor the like are included. With landmarksor the

like included in the map cut out in this way,it is possible to
create a thumbnail image which makesit easy for the user to
grasp the region corresponding to the map, as compared with
a mapinclusive of only roads.

[Example of Display Screen Transition]

[0232] FIG.17 isa diagram showing an exampleoftransi-
tion of the display screen of the display section 181 whichis
performedbythe display control section 180 according to the
first embodimentof the present invention. The first embodi-
ment of the present invention is directed to the case of dis-
playing an index screen and a content playback screen.
[0233] For example, when an operational input for activat-
ing a content playback application is accepted by the opera-
tion accepting section 200 in the information processing
apparatus 100, the display control section 180 displays an
index screen 401 on the display section 181. The index screen
401 is a display screen that displaysa listing of clusters from
whichto select a desired cluster. Examples of display of the
index screen 401 are shown in FIGS.18 to 21. Also, when an
operational input for determining a desired cluster is accepted
by the operation accepting section 200 on the index screen
401 displayed on the display section 181, the display control
section 180 displays a content playback screen 402 on the
display section 181. The content playback screen 402 is a
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display screen that displays contents belonging to the cluster
on which a determining operation has been made. Examples
of display of the content playback screen 402 are shown in
FIGS.22 to 27B.

[0234] FIGS. 18 to 21 are diagrams each showing an
example of display of an index screen displayed by the dis-
play control section 180 according tothefirst embodiment of
the present invention. FIGS. 18 and 19 each show an example
of display of an index screen that displays cluster maps as
index images. FIG. 20 shows an example of display of an
index screen that displays index images generated on the
basis of date and time information, and FIG. 21 shows an
example of display of an index screen that displays index
images generated on the basis of face information. It should
be notedthat a cursor (mouse pointer) 419 that moves with the
movement of a mouse (not shown) is displayed on the screen
displayed on the display section 181. The cursor 419 is a
mouse pointer used to point to an object of instruction or
operation on the screen displayed on the display section 181.
[0235] Onan index screen 410 shownin FIG.18, there are
provided an “EVENT” tab 411, a “FACE” tab 412, a
“PLACE”tab 413, a cluster map display area 414, andleft and
right buttons 415 and 416.
[0236] The“EVENT”tab 411, the “FACE”tab 412, and the
“PLACE”tab 413 are tabs for displaying another index
screen. For example, when the “FACE”tab 412 is depressed
using the cursor 419 by a user operation, an index screen 420
shown in FIG. 20 is displayed. Also, when the “PLACE”tab
413 is depressed using the cursor 419 by a user operation, an
index screen 430 shownin FIG.21 is displayed. Also, when
the “EVENT”tab 411 is depressed using the cursor 419 by a
user operation on the index screen 420 shown in FIG. 20 or
the index screen 430 shown in FIG. 21, the index screen 410
shown in FIG. 18 is displayed.
[0237] In the cluster map display area 414, a listing of
marks (cluster maps) representing clusters generated by the
tree restructuring section 160 and stored in the cluster infor-
mation storing section 240 is displayed. For example, as
shownin FIG. 18, cluster maps of the samesize are displayed
in a 3x5 matrix fashion, for example.
[0238] Theleft and right buttons 415 and 416 are operating
buttons that are displayed when there are cluster maps other
than the cluster maps being displayed in the cluster map
display area 414. For example, whenthe left button 415 or the
right button 416is depressed, in accordancewith this depress-
ing operation, the cluster maps being displayed in the cluster
map display area 414 are movedto the left or right, thereby
making it possible to display other cluster maps.
[0239] Here, a description will be given of a case in which
a mouse-overis performed on a desired cluster map by a user
operation on the index screen 410 shownin FIG. 18. A mouse-
over refers to a visual effect that performs display control
such as changing the color of a desired image when a cursor
is placed over the image.
[0240] For example, when the mouseis placed over a clus-
ter map 417 by a user operation on the index screen 410
shown in FIG.18, as shown in FIG. 19, the color ofthe cluster
map 417 is changed, and pieces of information 418 related to
the cluster map 417 are displayed. For example, the entire
cluster map 417 is changed to a conspicuous color (for
example, grey) and displayed. As the pieces of information
418 related to the cluster map 417, for example, the number of
contents “28” belonging to a cluster corresponding to the
cluster map 417, andthe clustertitle “Mt. Fuji” of the cluster
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are displayed.Also, as the pieces ofinformation 418related to
the cluster map 417, for example, information on thelatitude
and longitude ofthe center position ofthe cluster correspond-
ing to the cluster map 417, “Lat.35°21'N, Long. 138°43'E”, is
displayed.
[0241] Asthe pieces of information 418related to the clus-
ter map 417, information indicatingthe size ofthe cluster may
be also displayed together. For example, the diameter of a
circle corresponding to the cluster can be displayed as “OO
km”. Also, for example, in order to allow the user to intu-
itively grasp whether the size of a circle corresponding to a
clusteris large or small, display of icons or color can be made
to differ depending on whetherthe size is large or not. For
example, when comparing an urban area and a rural area with
each other, it is supposed that while buildings, roads, and the
like are densely packed in the urban area, in the rural area,
there are relatively many mountains, farms, and the like, and
there are relatively few buildings, roads, andthe like. For this
reason, the amount of information in a map often differs
between the urban area and the rural area. Dueto this differ-

ence in the amountofinformation in a map,it is supposedthat
whencluster maps of the urban area and rural area are dis-
played simultaneously, the user feels a difference in the per-
ceived sense of scale between the urban area and the rural

area. Accordingly, for example, by displaying these cluster
mapsin different manners depending on whetherthe size of a
circle corresponding to aclusteris large or small, it is possible
to prevent a difference in the perceived senseofscale between
the urban area and the rural area, and intuitively grasp
whetherthesize of a circle correspondingto a clusteris large
or small. Also, as the pieces of information 418 related to the
cluster map 417, other pieces of information such asthe time
range of the corresponding contents may be displayed.
[0242] On the index screen 420 shownin FIG.20, there are
provided the “EVENT”tab 411, the “FACE” tab 412, the
“PLACE”tab 413, the left and right buttons 415 and 416, and
an event cluster image display area 421.
[0243] On the index screen 430 shownin FIG.21, there are
provided the “EVENT”tab 411, the “FACE” tab 412, the
“PLACE”tab 413, the left and right buttons 415 and 416, and
a face cluster image display area 421. It should be noted that
since the “EVENT” tab 411, the “FACE” tab 412, the
“PLACE”tab 413, andthe left and right buttons 415 and 416
shown in FIGS. 20 and 21 are the same as those shown in

FIGS. 18 and 19, these are denoted by the same reference
numerals, and their description is omitted.

[0244] Inthe event cluster image display area 421 shown in
FIG.20, images representing event clusters generated by the
event cluster generating section 130 and stored in the cluster
information storing section 240 are displayed. As each of
these images representing event clusters, for example, a
thumbnail image of a single representative image extracted
from amongthe contents belonging to each event cluster can
be used. Also, a thumbnail image obtained by applying pre-
determined imageprocessing (for example, image processing
for shaping the boundary of each imagearea into an aestheti-
cally pleasing geometrical contour as shown in FIG. 20) to the
representative image can be used. Such thumbnail images are
displayed, for example, in a 3x5 matrix fashion in the same
manneras in FIG.18.

[0245] Also, for example, when the mouseis placed over a
thumbnail image 422 by a user operation on the index screen
420 shownin FIG.20, the color of the thumbnail image 422
changes, and pieces of information 423 related to the thumb-
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nail image 422 are displayed. As the pieces of information
423 related to the thumbnail image 422, for example, the
numberofcontents “35” belonging to a cluster corresponding
to the thumbnail image 422, and the time range “02.03-01.
04.2004”of the contents belonging to the cluster are dis-
played. Also, as the pieces of information 423 related to the
thumbnail image 422, other pieces of information such as a
title may be displayed as well.
[0246] In the face cluster image display area 431 shown in
FIG.21, images representing face clusters generated by the
face cluster generating section 140 and stored in the cluster
information storing section 240 are displayed. As such an
image representing a face cluster, for example, a thumbnail
imageof each of faces included in contents belonging to the
face cluster can be used. For example, as such a thumbnail
imageof a face, faces included in the contents belonging to
the face cluster are extracted, the best-shot face is selected
from amongthese extracted faces, and the thumbnail image
of this selected face can be used. Such thumbnail images are
displayed, for example, in a 3x5 matrix fashion in the same
manneras in FIG.18.

[0247] Also, for example, when the mouseis placed over a
thumbnail image 432 by a user operation on the index screen
430 shown in FIG.21, the color of the thumbnail image 432
changes, and pieces of information 433 related to the thumb-
nail image 432 are displayed. As the pieces of information
433 related to the thumbnail image 432, for example, the
numberofcontents “28” belonging to a cluster corresponding
to the thumbnail image 432 is displayed. Also,as the pieces of
information 433 related to the thumbnail image 432, for
example, other pieces of information such as the nameofthe
person correspondingto the face may be displayed as well.
[0248] When a desired cluster is determined by a user
operation on the index screen shownin each of FIGS. 18 to
21, the display control section 180 displays a content play-
back screen on the display section 181.
[0249] FIGS. 22 to 26 are diagrams each showing an
example ofdisplay of a content playback screen displayed by
the display control section 180 accordingto thefirst embodi-
mentof the present invention.
[0250] FIG. 22 shows a content playback screen 440 that
automatically displays contents belonging to a cluster deter-
mined by a useroperation in slide show. The content playback
screen 440 is provided with a content display area 441, a
preceding content display area 442, and a succeeding content
display area 443. Contents are sequentially displayed on the
content playback screen 440 on the basis of a predetermined
rule (for example, in timeseries).
[0251] The content display area 441 is an area for display-
ing a content in the central portion of the content playback
screen 440. The preceding content display area 442 is an area
for displaying a content positioned before the content being
displayed in the content display area 441. The succeeding
content display area 443 is an area for displaying a content
positioned after the content being displayed in the content
display area 441. Thatis, in the content display area 441, the
preceding content display area 442, and the succeeding con-
tent display area 443, successive contents are displayed while
being arranged side by side in accordance with a predeter-
minedrule. Also, when no user operation is madefor a pre-
determinedperiod oftime (for example, three seconds) in the
state with the content playback screen 440 displayed on the
display section 181, the content displayed in the succeeding
content display area 443 is displayed in the content display
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area 441. Thatis, the contents displayed in the content display
area 441, the preceding content display area 442, and the
succeeding content display area 443 are displayed while
being madeto slide over one another.
[0252] When auser operation (for example, a mouse opera-
tion) is madein thestate with the content playback screen 440
displayed on the display section 181, a content playback
screen 450 shown in FIG. 23 is displayed.
[0253] On the content playback screen 450, display mode
information 451, content information 452, an index screen
transition button 453, a date and timeclustertransition button
454, anda position clustertransition button 455are displayed.
That is, various kinds of operation assistance information are
displayed on the content playback screen 440 shownin FIG.
22.

[0254] The display mode information 451 is information
indicating the current display mode. For example, when
“FACE”is displayed as the display mode information 451 as
shownin FIG.23, this indicates that the current display mode
is the display modefor face clusters. Also, for example, when
“LOCATION?”is displayed as the display mode information
451, this indicates that the current display modeis the display
modeforposition cluster. Also, for example, when “EVENT”
is displayed as the display mode information 451, this indi-
cates that the current display modeis the display mode for
date and time cluster.

[0255] The content information 452 is information related
to the content being displayed in the contentdisplay area 441.
In the content information 452, as information related to a
content, for example, the time of generation of the content,
the time rangeofthe contents ofa cluster to which the content
belongs, andthe like are displayed.
[0256] The index screen transition button 453 is a button
that is depressed when transitioning to an index screen. For
example, as shown in FIG. 23, a house-shaped icon can be
used as the index screentransition button 453. Whenthe index

screen transition button 453 is depressed, the index screen for
a cluster corresponding to the display mode displayed in the
display mode information 451 is displayed. For example, in
the case where the content playback screen 450 shownin FIG.
23 is displayed, whenthe index screentransition button 453 is
depressed, the index screen 420 shown in FIG. 21 is dis-
played.
[0257] The date and timecluster transition button 454 is a
button that is depressed when transitioning to the content
playback screen for date and timecluster. In the date and time
cluster transition button 454, the time range ofa date and time
cluster to which the content displayed in the content display
area 441 belongs is displayed inside a rectangular box indi-
cated by brokenlines. It should be noted that in the date and
time cluster transition button 454,other pieces of information
related to the date and time cluster to which the content

displayed in the content display area 441 belongs may be
displayed as well. Also, an example of display when the
mouse is placed over the date and time cluster transition
button 454 is shown in FIG. 25.

[0258] The position clustertransition button 455is a button
that is depressed whentransitioning to the content playback
screen for position cluster. In the position cluster transition
button 455, an icon representing a compass depicted in
graphic form is displayed inside a rectangular box indicated
by broken lines. It should be notedthat in the position cluster
transition button 455, informationrelatedto a position cluster
to whichthe content displayed in the content display area 441
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belongs maybe displayed as well. It should be noted that an
example of display when the mouseis placed over the posi-
tion cluster transition button 455 is shown in FIG.26.

[0259] When a person’s face is included in the content
displayed in the content display area 441, a face box (for
example, a rectangular box indicated by broken lines) is
attachedto the face and displayed. This face box is used as a
button that is depressed when transitioning to the content
playback screen for face cluster. For example, since the faces
of four persons are included in the content displayed in the
contentdisplay area 441 shownin FIG.23, face boxes 456 to
459 are attached to the respective faces. It should be noted that
as the method of detecting a face included in a content, for
example, a face detection method based on matching between
a template in which face brightness distribution information
is recorded, and a content image(see, for example, Japanese
Unexamined Patent Application Publication No. 2004-
133637) can be used. Also,it is possible to use a face detec-
tion method based on a skin color portion included in a
content image, or the features of a human face. Such face
detection may be performedevery time a contentis displayed,
or may be performed in advanceas part of content attribute
information and this content attribute information may be
used.

[0260] An example of display when the mouse is placed
over the face portion included in the face box 458 on the
content playback screen 450 shown in FIG. 23 is shown in
FIG. 24.

[0261] FIG. 24 showsacontent playback screen 460 that is
displayed when the mouse is placed over the face portion
included in the face box 458 on the content playback screen
450 shownin FIG. 23. As shown in FIG. 24, when the mouse
is placed overthe face portion includedin the face box 458 on
the content playback screen 450, an image 461ofthe vicinity
of the face included in the face box 458 is displayed in
magnified form. Also, a content listing display area 462 is
displayed on the image ofthe content displayed in the content
display area 441. The content listing display area 462 is an
area where a listing of contents includedin the face cluster to
which the content displayed in the content display area 441
belongsis displayed. For example, the thumbnail image ofthe
content being displayed in the content display area 441 is
displayedat the left end portion of the contentlisting display
area 462, and the thumbnail images of the other contents
included in the same face cluster are displayed while being
arranged side by side in theleft-right direction on thebasis of
a predeterminedrule. If the numberof contents included in
the sameclusteris large, the contents maybescroll-displayed
by a user operation.
[0262] Also, for example, as shown in FIG.24, in the state
with the mouse placed over the face portion included in the
face box 458 on the content playback screen 460, when a
determining operation (for example, a click operation with
the mouse) is made onthe face, the screen transitions to the
content playback screen for face cluster. On this content play-
back screen, contents includedin the face cluster to which the
face on which the determining operation has been made
belongsare automatically displayed in slide show as shown in
FIG.22, for example.
[0263] FIG. 25 showsa content playback screen 465 that is
displayed when the mouse is placed over the date and time
cluster transition button 454 on the content playback screen
450 shownin FIG. 23. As shown in FIG. 25, when the mouse
is placed over the date and timeclustertransition button 454
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on the content playback screen 450, date and time informa-
tion (for example, the time range of the corresponding date
and time cluster) 466 included in the date and time cluster
transition button 454is displayed in magnified form. Also, as
in the case shown in FIG.24, a contentlisting display area 467
is displayed on the imageofthe content being displayed in the
contentdisplay area 441. The contentlisting display area 467
is an area wherealisting of contents includedin the date and
time cluster to which the content displayed in the content
display area 441 belongsis displayed.It should be noted that
since the methodofdisplay in the contentlisting display area
467 is substantially the same as the example shown in FIG.
24, description thereof is omitted here.
[0264] Also, for example, as shown in FIG.25,in the state
with the mouseplaced overthe date and time information 466
on the content playback screen 465, when a determining
operation (for example, a click operation with the mouse) is
madeon the date and time information 466, the screen tran-
sitions to the content playback screen for date and time clus-
ter. On this content playback screen, contents included in the
date and time cluster to which the content displayed in the
contentdisplay area 441at the time ofthe determining opera-
tion belongs are automatically displayed in slide show as
shown in FIG. 22, for example.
[0265] FIG. 26 showsa content playback screen 470 thatis
displayed when the mouseis placed over the position cluster
transition button 455 on the content playback screen 450
shown in FIG. 23. As shown in FIG. 26, when the mouse is
placed over the position cluster transition button 455 on the
content playback screen 450, a cluster map 471 correspond-
ing to the position cluster to which the content displayed in
the content display area 441 belongsis displayed in magnified
form. Also, as in the case shown in FIG.24, a contentlisting
display area 472 is displayed on the image of the content
displayed in the content display area 441. The contentlisting
display area 472 is an area wherea listing ofcontents included
in the position cluster to which the content displayed in the
content display area 441 belongs is displayed. It should be
noted that since the method of display in the content listing
display area 472 is substantially the same as the example
shown in FIG. 24, description thereof is omitted here.
[0266] Also, for example, as shown in FIG.26,in the state
with the mouseplaced overthe cluster map 471 on the content
playback screen 470, when a determining operation (for
example, a click operation with the mouse) is made on the
cluster map 471, the screen transitions to the content playback
screen for position cluster. On this content playback screen,
contents includedin the position cluster to which the content
displayed in the content display area 441 at the time of the
determining operation belongs are automatically displayed in
slide show as shown in FIG. 22, for example.

[0267] Each one of contents stored in the content storing
section 210 belongs to any one cluster of each of position
clusters, event clusters, and face clusters. That is, each one of
contents belongs to any one cluster of positional clusters,
belongs to any one cluster of event clusters, and belongs to
any one cluster of face clusters. For this reason, with one of
the contents stored in the content storing section 210 taken as
a base point, display can be madeto transition from a given
cluster to anothercluster.

[0268] For example, suppose a case in which a desired
cluster map is selected on the index screen 420 shownin FIG.
18. In this case, contents belonging to a position cluster cor-
responding to the selected cluster map are sequentially dis-
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played on the content playback screen 440 shownin FIG.22,
for example. A case can be supposed where among the con-
tents displayed in this way, it is desired to see other contents
related to a given person. For example, suppose a case in
which amongthe persons displayed on the content playback
screen 440 shown in FIG.22, the useris to view other contents
related to the second person from the right. In this case, by
performinga user operation in the state in which the content
playback screen 440 is displayed, as shown in FIG.23, the
content playback screen 450 provided with various pieces of
operation assistance informationis displayed. On the content
playback screen 450 displayed, face boxes are attached to the
faces of persons included in the content displayed in the
content display area 441. Accordingly, to see other contents
related to the second person from the right (the person
attached with the face box 458), the face box 458is selected
and a determining operation is made. With this determining
operation, contents includedin the face cluster to which the
face of the person attached with the face box 458 belongsare
sequentially displayed on the content playback screen 440
shown in FIG. 22, for example.

[0269] Also, a case can be supposed where among contents
belonging to a face cluster to which a desired face belongs,it
is desired to see other contents generated at times close to the
time of generation of a given content. In this case, by per-
forming a user operation in the state in which the content
playback screen 440 is displayed, as shown in FIG.23, the
content playback screen 450 provided with various pieces of
operation assistance informationis displayed. On the content
playback screen 450, there is provided the date and time
cluster transition button 454 for transitioning to the content
playback screen for date and time cluster. Accordingly, to see
other contents generated at times close to the time of genera-
tion of the content displayed in the content display area 441,
the date and timeclustertransition button 454is selected and

a determining operation is made. With this determining
operation, contents included in the date and time cluster to
which the content displayed in the content display area 441
belongs are sequentially displayed on the content playback
screen 440 shown in FIG. 22, for example.

[0270] Also, a case can be supposed where among the
contents belonging to a date and time cluster to which a
content generated during a desired time period belongs,it is
desired to see other contents generated at places close to the
place of generation of a given content. In this case, by per-
forming a user operation in the state in which the content
playback screen 440 is displayed, as shown in FIG.23, the
content playback screen 450 provided with various pieces of
operation assistance informationis displayed. On the content
playback screen 450, there is provided the position cluster
transition button 455 for transitioning to the content playback
screen for position cluster. Accordingly, to see other contents
generated at places close to the place of generation of the
contentdisplayed in the contentdisplay area 441, the position
cluster transition button 455 is selected and a determining
operation is made. With this determining operation, contents
includedinthe position cluster to which the content displayed
in the content display area 441 belongs are sequentially dis-
played on the content playback screen 440 shownin FIG.22,
for example.

[0271] In this way, with one of the contents stored in the
contentstoring section 210 taken as a base point, transition of
display from a given cluster to another cluster can be easily
performed, thereby making it possible to enhance interest
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during content playback. In addition, since content search can
be performed quickly, and searching can be performed from
a variety of perspectives, it is possible to enhance the fun of
content playback.
[0272] The foregoing description is directed to the case in
which cluster mapsare displayed on an index screen or con-
tent playbackscreen. In this regard, a cluster map includes the
generated positions of contents belonging to a cluster corre-
spondingto the cluster map. Accordingly, on the cluster map
to be displayed, generated-position marks (for example,
inverted triangles) indicating the generated positions of con-
tents belonging to a cluster correspondingto this cluster map
maybe displayed in a superimposed fashion. The generated-
position marks may be superimposed when, for example, a
cluster map is generatedbythe cluster information generating
section 170, or may be superimposed when the display con-
trol section 180 displays a cluster map. When marksindicat-
ing the generated positions of contents are displayed while
being superimposed on a cluster map in this way, in addition
to an overview ofthe corresponding position cluster, the user
can easily graspthe distribution ofthe locations ofgeneration
of contents includedin the position cluster, and the like.
[0273] Also, for example, by using event IDs calculatedat
the time of eventclustering, contents belonging to a position
cluster can be classified by event within the position cluster to
generate sub-clusters. For example, as for contents generated
in an annual themepark event held every year on a hugesite,
the contents can be classified by year to generate sub-clusters.
Accordingly, for example, each generated-position mark
superimposed on a cluster map can be displayedin a different
mannerfor each event ID (for example, in a different color).
Also, a case can be supposed where there are many overlap-
ping areas. In this case, for example, a circle corresponding to
each sub-cluster may be displayed so as to be superimposed
ona cluster map. Such a circle corresponding to a sub-cluster
can be displayed in a different manner for each event ID, for
example, like the generated-position mark. Thus, the distri-
bution of the generated positions of contents generated in
different years can be easily grasped.
[0274] Also, when displaying pieces of informationrelated
to the cluster being displayed, as sub-items related to the
cluster map, for example, pieces of attribute information on a
sub-cluster basis may be displayed. Such piecesofattribute
information on a sub-cluster basis are, for example, the range
of the times of generation of contents belonging to a sub-
cluster (the start time and the end time), the number of the
contents, and the center position and radius ofa circle corre-
sponding to the sub-cluster.

[0275] For example, as the pieces of information 418
related to the cluster map 417 displayed when the mouseis
placed over the cluster map 417 by a user operation on the
index screen 410 shown in FIG.18, pieces of attribute infor-
mation on a sub-cluster basis may be displayed. Also, an
example of pieces of attribute information displayed on a
sub-cluster basis in the case of displaying position clusters in
list form is shown in FIG. 27B.

[0276] FIGS. 27A and 27Bare diagrams each showing an
example of display of a cluster map display screen displayed
by the display control section 180 according to the first
embodimentofthe present invention. A cluster map display
screen 480 shown in FIG. 27A is a modification of the index

screen shown in each of FIGS. 18 and 19. The cluster map
display screen 480 is provided withalist display area 481 and
a map display area 482.
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[0277] The list display area 481 is an area in whicha listing
of the cluster titles of position clusters is displayed. For
example, by placing the mouse over a desired clustertitle
amongthe clustertitles displayed in the list display area 481,
the desired cluster title can be selected. In FIG. 27A, the
display area of the cluster title being selected, “Downtown
Walk”, is shown in grey. It should be noted that a scroll bar
484, and up and downbuttons 485 the 486 can be used to
move up and down throughtheclustertitles displayed in the
list display area 481 to thereby display anotherclustertitle.

[0278] The map display area 482 is an area for displaying a
cluster map correspondingto the clustertitle being currently
selected from amongthe listing of the position clusters dis-
playedin the list display area 481. For example, a wide-area
map including a cluster map correspondingtothe clustertitle
“Downtown Walk” being selected is displayed, and within
this wide-area map,a circle corresponding to the cluster map
is displayed by a dotted circle 483. Also, on the wide-area
map displayed in the map display area 482, generated-posi-
tion marks having the shape of an inverted triangle are dis-
played in a superimposed manner. Each of the generated-
position marks is displayed in a different manner for each
event ID. For example, for every three event IDs,it is possible
to use an inverted triangle with oblique lines drawninside, an
invertedtriangle that is painted black inside, and an inverted
triangle that is painted white inside. This makesit possible to
easily grasp the distribution of generated positions of con-
tents correspondingto different events. While this exampleis
directed to the case in which a wide-area map including a
cluster map correspondingto the clustertitle being selectedis
displayed in the map display area 482, it is also possible to
display a cluster map corresponding tothe clustertitle being
selected. Also,itis also possible to display a wide-area map of
acertain size (for example, a map of the entire Tokyo-prefec-
ture), and display all the position clusters included withinthis
wide-area map.

[0279] FIG. 27B showsa sub-clusterattribute information
display area 487 that is displayed when a predetermined
operation (for example, a mouse-over performedfor a prede-
termined period of time or more) is made on theclustertitle
“Downtown Walk” being displayed in the list display area
481 shown in FIG. 27A.

[0280] The sub-cluster attribute information display area
487 is an area in which, when a predetermined operation is
made on the cluster title being displayed in the list display
area 481, piecesofattribute information on a sub-cluster basis
correspondingto thecluster title are displayed. For example,
when a predetermined operation is made on the clustertitle
“Downtown Walk” being displayed in the list display area
481, pieces of attribute information on a sub-cluster basis
corresponding to the cluster title “Downtown Walk”are dis-
played in the sub-cluster attribute information display area
487. As the pieces of attribute information on a sub-cluster
basis, for example, the date and time ofcontents belonging to
a sub-cluster, and the numberof the contents are displayed.
The example shownin FIG. 27Billustrates a case in which, as
the pieces of attribute information on a sub-cluster basis
corresponding to the cluster title “Downtown Walk”, pieces
of attribute information corresponding to three sub-clusters
are displayed. Also, for example, among the pieces of
attribute information displayed in the sub-cluster attribute
information display area 487, for the piece of attribute infor-
mation that has been selected, the generated-position mark of
the corresponding sub-cluster displayed in the map display
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area 482 may be changedso as to be displayed in a different
mannerofdisplay. It should be notedthat a scroll bar, and up
and down buttons can be used to move up and downthrough
the pieces of attribute information displayed in the sub-clus-
ter attribute information display area 487 to thereby display
anotherpiece ofattribute information.
[0281] For example, when a desiredclustertitle is selected
from amongtheclustertitles displayed in the list display area
481, contents belonging to a position cluster corresponding to
the selected clustertitle are sequentially displayed on a con-
tent playback screen.

[Example ofOperation ofInformation ProcessingApparatus]

[0282] FIG. 28 is a flowchart showing an example of the
procedure of a content information generation process by the
information processing apparatus 100 accordingto thefirst
embodimentof the present invention.
[0283] First, it is judged whether or not an instructing
operation for generating content information has been per-
formed (step $901). Ifan instruction operation for generating
content information has not been performed, monitoring is
continuously performed until an instructing operation for
generating content information is performed.Ifan instruction
operation for generating content information has been per-
formed (step S901), the attribute information acquiring sec-
tion 110 acquires attribute information associated with con-
tents stored in the content storing section 210 (step S902).
[0284] Subsequently, the tree generating section 120 per-
forms a tree generation process of generating binary tree
structured data on the basis of the acquired attribute informa-
tion (positional information) (step $910). Subsequently, the
event cluster generating section 130 generates binary tree
structured data on the basis of the acquired attribute informa-
tion (date and time information), and generates event clusters
(clusters based on date and time information) on the basis of
this binary tree structured data (step S903).
[0285] Subsequently, the hierarchy determining section
150 performs a hierarchy determination process of linking
and correcting nodes in the binary tree structured data gener-
atedby thetree generating section (step $970). This hierarchy
determination process will be described later in detail with
reference to FIG. 29.

[0286] Subsequently, the tree restructuring section 160 per-
forms a tree restructuring process of restructuring the tree
generated by the hierarchy determining section 150 to gener-
ate clusters (step $990). This tree restructuring process will
be describedlater in detail with reference to FIG. 30.

[0287] Subsequently, on the basis of informationrelated to
the clusters generated by the tree restructuring section 160,
the cluster information generating section 170 generates indi-
vidual pieces of attribute information related to the clusters
(for example, cluster maps and cluster titles) (step S904).
Subsequently, the cluster information generating section 170
records information (cluster information)related to the clus-
ters generated by the tree restructuring section 160, and the
individual pieces of attribute information related to these
clusters, into the cluster information storing section 240 (step
S905).
[0288] FIG. 29 is a flowchart showing an example of the
hierarchy determination process (the procedure in step S970
showninFIG.28) ofthe procedure ofthe content information
generation process by the information processing apparatus
100 according to the first embodimentof the present inven-
tion.
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[0289] First, individual events (event IDs) ofthe event clus-
ters generated by the event cluster generating section 130 are
set (step S971). Subsequently, the hierarchy determining sec-
tion 150 calculates the frequency distribution of individual
contents with the cluster IDs generated by the event cluster
generating section 130 taken as classes, with respect to each
of nodes in the binary tree structured data generated by the
tree generating section 120 (step S972).

[0290] Subsequently, the hierarchy determining section
150 calculates a linkage score S with respect to each of the
nodesin the binary tree structured data generated by the tree
generating section 120 (step $973). This linkage score S is
calculated by using, for example, an M-th order vector gen-
erated with respect to each of two child nodes belonging to a
target node (parent node) for which to calculate the linkage
score S.

[0291] Subsequently, the hierarchy determining section
150 selects one node from amongthe nodesin the binary tree
structured data generated by the tree generating section 120,
and sets this node as a target node (step S974). For example,
with each of the nodes in the binary tree structured data
generated by the tree generating section 120 as a node to be
selected, each node is sequentially selected, beginning with
the nodes at upperlevels.

[0292] Subsequently, the hierarchy determining section
150 comparesthe calculated linkage score S with the linkage
threshold th3, andjudges whetherornot S<th3 (step $975). If
S<th3 (step S975), the corresponding target node is excluded
from the nodesto be selected (step S976), and the process
returns to step S974. On the other hand, ifS=th3 (step S975),
the hierarchy determining section 150 determinesthe corre-
sponding target node as an extraction node, and excludes the
target node and child nodes belongingtothis target node from
the nodes to be selected (step S977). That is, for the target
node determined as an extraction node, since its child nodes
are linked together, no comparison process is performed with
respect to other lower-level nodes belongingto the extraction
node.

[0293] Subsequently, it is judged whether or not another
nodeto be selected exists among the nodesin the binary tree
structured data generated by the tree generating section 120
(step S978). If there is another node to be selected (step
$978), the process returns to step S974, in which one nodeis
selected from the nodesto be selected, andset as a target node.
On the other hand, if there is no another nodeto be selected
(step S978), the hierarchy determining section 150 generates
a tree with each of determined extraction nodes as a child

element (child node) (step S979).

[0294] FIG. 30 is a flowchart showing an example of the
tree restructuring process (the procedure in step $990 shown
in FIG. 28) of the procedure of the content information gen-
eration process by the information processing apparatus 100
according to the first embodimentof the present invention.

[0295] First, with the root node of the tree generated by the
hierarchy determining section 150 as a target node, the tree
restructuring section 160 judges whether or not the number of
child nodes belongingto this target node is equal to or smaller
than 1 (step S991). If the numberof child nodes belonging to
the target node is equal to or smaller than 1 (step $991), the
operation of the tree restructuring process is ended. On the
other hand, if the number of child nodes belonging to the
target node is equalto or larger than 2 (step $991), the tree
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restructuring section 160 extracts a pair with the smallest
distance from amongthe child nodes belonging to the target
node (step S992).
[0296] Subsequently, it is judged whether or not the
extracted pair satisfies a specified constraint (step $993). If
the extracted pair does not satisfy the specified constraint, the
tree restructuring section 160 merges the pair into a single
node (step $994). On the other hand, if the extracted pair
satisfies the specified constraint (step $993), the operation of
the tree restructuring process is ended. While this exampleis
directedto a tree restructuring process with respect to a one-
level tree, the same can be appliedto the case of performing
a tree restructuring process with respect to a multi-level tree
(for example, a tree with a binary tree structure). When per-
forminga tree restructuring process with respect to a multi-
level tree, if it is determined that the extracted pairsatisfies a
specified constraint (step $993), each of the nodes of the
extracted pair is set as a new target node. Then, with respect to
the newly set target node, the above-mentionedtree restruc-
turing process (steps $991 to S994)is repeated.
[0297] FIG. 31 is a flowchart showing an example of the
procedure of a content playback process by the information
processing apparatus 100 according to the first embodiment
of the present invention.
[0298] First, it is judged whetheror not a content playback
instructing operation for instructing content playback has
been performed (step S1001). If a content playback instruct-
ing operation has not been performed, monitoring is continu-
ously performed until a content playback instructing opera-
tion is performed.Ifa content playback instructing operation
has been performed (step S1001), an index screen that dis-
plays a listing of cluster maps is displayed (step $1002).
Subsequently, it is judged whether or not a switching opera-
tion of the index screen has been performed (step $1003). If
a switching operation of the index screen has been performed
(step $1003), the index screen is switched in accordance with
the switching operation (step $1004), and the process returns
to step $1003.
[0299] Ifa switching operation of the index screen has not
been performed (step $1003), it is judged whether or not a
scroll operation has been performed (step $1005). Ifa scroll
operation has been performed (step $1005), display of the
index screen is switched in accordance with the scroll opera-
tion (step $1006). Ifa scroll operation has not been performed
(step $1005), the process proceeds to step $1007.
[0300] If display of the index screen has been switched in
accordance with the scroll operation (step $1006), it is judge
whetheror not a selecting operation (for example, a mouse-
over) of selecting any one of index images has been per-
formed (step S1007). If the selecting operation has been
performed (step $1007), pieces of information related to a
cluster corresponding to the index image on whichtheselect-
ing operation has been performedare displayed (step $1008).
If the selecting operation has not been performed (step
$1007), the process returns to step $1003.
[0301] Subsequently, it is judged whether or not a deter-
mining operation has been performed on the index image on
which the selecting operation has been performed (step
$1009). If the determining operation has been performed
(step S1009), a content playback screen display process is
performed (step $1020). This content playback screen dis-
play process will be describedlater in detail with reference to
FIGS. 32 and 33. If the determining operation has not been
performed (step $1009), the process returns to step $1003.
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[0302] Subsequently, after the content playback screen dis-
play process is performed (step $1020), it is judged whether
or not a content playback ending operation for instructing the
end of content playback has been performed(step S1010). If
the content playback ending operation has not been per-
formed,the process returns to step $1003. Onthe other hand,
if the content playback ending operation has been performed
(step $1010), the operation of the content playback processis
ended.

[0303] FIGS. 32 and 33 are each a flowchart showing an
example of the content playback screen display process (the
procedure in step $1020 shown in FIG. 31) of the procedure
of the content playback process by the information process-
ing apparatus 100 according to the first embodiment of the
present invention.
[0304] First, itis judged whetherornot an operational input
(for example, a mouse operation) has been made (step
$1021). If an operational input has been made (step $1021),
face boxes are attached to faces included in the content dis-

played on the content playback screen (step $1022), and
content information and operation assistance information are
displayed (step $1023). It should be noted that no face box is
displayed if there is no face included in the content displayed
on the content playback screen.
[0305] Subsequently, it is determined whetheror not a dis-
play switching operation to an index screen has been per-
formed (step $1024). Ifthe display switching operation to an
index screen has been performed(step $1024), the operation
ofthe content playback screen display process is ended. Ifthe
display switching operation to an index screen has not been
performed (step $1024), the process proceeds to step $1031.
[0306] Also, ifan operational input has not been made (step
$1021), it is judged whether or not content information and
operation assistance information are displayed (step $1025).
If content information and operation assistance information
are displayed (step $1025), it is judged whether or not no
operational input has been made within a predetermined
period of time (step $1026), and if an operational input has
been made within a predetermined period oftime, the process
proceeds to step $1031. On the other hand,ifno operational
input has been made within a predetermined period of time
(step $1026), the displayed face boxes are erased (step
$1027), the displayed content information and operation
assistance information are erased (step $1028), and the pro-
cess returns to step $1021.
[0307] Also, if content information and operation assis-
tance information are not displayed (step $1025), it is judged
whether or not no operational input has been made within a
predeterminedperiod of time (step S1029). Ifno operational
input has been made within a predetermined period of time
(step $1029), the next contentis displayed (step $1030). That
is, a slide display is performed. On the other hand, if an
operational input has been made within a predetermined
period oftime (step $1029), the process returnsto step $1021.
[0308] Subsequently, it is judged whetheror not a content
playback screen for event cluster is displayed (step $1031),
and if the content playback screen of event cluster is not
displayed, event icons are displayed (step $1032). Also,it is
judged whetheror not a content playback screen for position
cluster is displayed (step $1033), and if the content playback
screen for position clusteris not displayed, position icons are
displayed (step $1034).
[0309] Subsequently, it is judged whetheror not a selecting
operation (for example, a mouse-over) on a face has been
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performed(step $1035). If the selecting operation on a face
has not been performed, the process proceeds to step $1040.
Onthe other hand, ifthe selecting operation ona face has been
performed (step $1035), informationrelated to a face cluster
related to the face on whichthe selecting operation has been
performed (for example, a listing of the thumbnail images of
contents belonging to the face cluster) is displayed (step
$1036). Subsequently, the image ofthe vicinity ofthe face on
which the selecting operation has been performed is dis-
played in magnified form (step $1037). Subsequently, it is
judged whetheror not a determining operation (for example,
a mouseclick operation) onthe face has been performed(step
$1038). Ifthe determining operation has not been performed,
the process proceeds to step $1040. On the other hand, if the
determining operation on the face has been performed (step
$1038), a content playback screen for the face cluster to
which the face on which the determining operation has been
performed belongsis displayed (step $1039).

[0310] Subsequently, it is judged whetheror not a selecting
operation (for example, a mouse-over) on an event icon has
been performed(step $1040). Ifthe selecting operation on an
event icon has not been performed, the process proceeds to
step $1045. On the other hand, ifthe selecting operation on an
event icon has been performed (step $1040), information
related to an eventcluster to which the content being currently
displayed belongsis displayed (step $1041). As this informa-
tion related to the event cluster, for example, a listing of the
thumbnail imagesofcontents belongingto the eventclusteris
displayed. Subsequently, the mannerof display of the event
icon is changed (step $1042). For example, information
related to the event cluster to which the content being cur-
rently displayed belongs (for example, the representative
image and date and time information ofthe event cluster) is
displayed. Subsequently, it is judged whetheror not a deter-
mining operation (for example, a mouse click operation) on
the event icon has been performed (step $1043). If the deter-
mining operation has not been performed, the process pro-
ceeds to step $1045. On the other hand, if the determining
operation on the event icon has been performed(step $1043),
a content playback screen for the event cluster to which the
content being currently displayed belongsis displayed (step
$1044).

[0311] Subsequently, it is judged whetheror not a selecting
operation (for example, a mouse-over) on a position icon has
been performed (step $1045). If the selecting operation on a
position icon has not been performed, the process returns to
step $1021. On the other hand,ifthe selecting operation on a
position icon has been performed (step $1045), information
related to a position cluster to which the content being cur-
rently displayed belongs (for example, a listing ofthe thumb-
nail images of contents belonging to the position cluster) is
displayed (step $1046). Subsequently, the mannerofdisplay
of the position icon is changed (step $1047). For example,
information related to the position cluster to which the con-
tent being currently displayed belongs (for example, the clus-
ter mapofthe position cluster) is displayed. Subsequently, it
is judged whether or not a determining operation (for
example, a mouseclick operation) on the position icon has
been performed (step $1048). If the determining operation
has not been performed,the process returns to step $1021. On
the other hand, if the determining operation on the position
icon has been performed (step $1048), a content playback
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screen for the position cluster to which the content being
currently displayed belongsis displayed (step $1049), andthe
process returns to step $1021.

2. Second Embodiment

[0312] The first embodiment of the present invention is
directed to the case of displaying a listing of cluster maps or
the case of displaying cluster maps together with contents.In
this regard, for example, in the case whena listing of cluster
mapshaving the samesize is displayed in a matrix fashion,
there is a fear that it may not be possible to intuitively grasp
the geographical correspondence between the cluster maps.
Also, for example, in the case when cluster mapsare dis-
played so as to be placed at their corresponding positions on
a map, there is a fear that not all the cluster maps can be
displayed unless a map ofan area correspondingtothe cluster
mapsis displayed. Accordingly, for example, itis conceivable
to display a world mapsothatit is possible to get a bird’s eye
view of the entire world. Although all cluster maps can be
displayed when a world mapis displayed in this way, in a
region where cluster mapsare concentrated,there is a fear that
the cluster maps overlap each other, andthusit is not possible
to display some cluster maps. Accordingly, in a second
embodiment of the present invention, by taking the geo-
graphical correspondence between cluster mapsinto consid-
eration, the cluster maps are displayed while being placed in
such a waythat the geographical correspondence between the
cluster maps can be graspedintuitively.

[Example of Configuration of Information Processing Appa-
ratus]

[0313] FIG. 34 is a block diagram showing an example of
the functional configuration of an information processing
apparatus 600 according to the second embodiment of the
present invention. The information processing apparatus 600
includesthe content storing section 210, the map information
storing section 220, and the cluster information storing sec-
tion 240. In addition, the information processing apparatus
600 includes a background map generating section 610, a
background map information storing section 620, a coordi-
nate calculating section 630, a non-linear zoom processing
section 640, a relocation processing section 650, a magnifi-
cation/shrinkage processing section 660, a display control
section 670, and a display section 680. The information pro-
cessing apparatus 600 can be realized by, for example, an
information processing apparatus such as a personal com-
puter capable of managing contents such as imagefiles
recorded by an image capturing apparatus such as a digital
still camera. It should be noted that since the content storing
section 210, the map information storing section 220, and the
cluster information storing section 240 are substantially the
same as those described abovein thefirst embodimentofthe

present invention, these components are denoted by the same
reference numerals, andtheir description is omitted. Also, itis
assumed that cluster information generated by the cluster
information generating section 170 shownin FIG.1 is stored
in the cluster information string section 240.
[0314] The background map generating section 610 gener-
ates a background map(cluster wide-area map) correspond-
ing to each clusteron thebasis ofcluster information stored in
the cluster information storing section 240, and stores the
generated background map into the background map infor-
mation storing section 620 in association with each cluster.
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Specifically, on the basis ofthe cluster information stored in
the cluster information storing section 240, the background
map generating section 610 acquires map information from
the map information storing section 220, and generates a
background map correspondingto the cluster information on
the basis ofthis acquired map information.It should be noted
that the method of generating a background map will be
described later in detail with reference to FIGS. 44 and 45.

[0315] The background map information storing section
620 stores the background mapgenerated by the background
map generating section 610 in associated with each cluster,
and supplies the stored background map tothedisplay control
section 670.

[0316] The coordinate calculating section 630 calculates
the coordinates of the center positions of cluster maps on a
display screen in accordance with an alteration input accepted
by an operation accepting section 690, on the basis of cluster
information stored in the cluster information storing section
240. Then, the coordinate calculating section 630 outputs the
calculated coordinatesto the non-linear zoom processing sec-
tion 640.

[0317] The non-linear zoom processing section 640 per-
forms coordinate transformation on the coordinates outputted
from the coordinate calculating section 630 (the coordinates
of the center positions of cluster maps on the display screen)
by a non-linear zoom process, and outputs the transformed
coordinates to the relocation processing section 650 or the
display control section 670. This non-linear zoom processis
a process which performs coordinate transformation so that
the coordinates of the center positions of cluster maps asso-
ciated with a highly concentrated region are scattered apart
from each other. This non-linear zoom process will be
described later in detail with reference to FIGS. 35 to 40. It

should be noted that the non-linear zoom processing section
640 is an example of each of a transformed-coordinate cal-
culating section and a coordinate setting section described in
the claims.

[0318] The relocation processing section 650 performs
coordinate transformation by a force-directed relocation pro-
cess on the coordinates outputted from the non-linear zoom
processing section 640, on the basis of the distances between
individual coordinates, the size of the display screen on the
display section 680, and the numberof cluster maps to be
displayed. Then, the relocation processing section 650 out-
puts the transformed coordinates to the magnification/shrink-
age processing section 660. This force-directed relocation
process will be described later in detail with reference to FIG.
42. It should be notedthat the relocation processing section
650 is an example of a second transformed-coordinate calcu-
lating section described in the claims.
[0319] The magnification/shrinkage processing section
660 performs coordinate transformation by magnification or
shrinking, on the coordinates outputted from the relocation
processing section 650, on the basis of the size of an area
subject to coordinate transformation by the relocation pro-
cess, andthe size of the display screen on the display section
680. Then, the magnification/shrinkage processing section
660 outputs the transformed coordinates to the display con-
trol section 670. This magnification/shrinkage process will be
describedlater in detail with reference to FIGS. 43A and 43B.

[0320] Each of the coordinate transformations by the non-
linear zoom processing section 640, the relocation processing
section 650, and the magnification/shrinkage processing sec-
tion 660 is a coordinate transformation with respect to the
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center positions of cluster maps. Therefore, in these coordi-
nate transformations, the cluster maps themselves do not
undergo deformation (for example, magnification/shrinkage
of their circular shape, or deformation from a circle to an
ellipse).
[0321] The display control section 670 displays various
kinds of image on the display section 680 in accordance with
an operational input accepted by the operation accepting sec-
tion 690. For example, in accordance with an operational
input accepted by the operation accepting section 690, the
display control section 670 displays on the display section
680 cluster information (for example, a listing of cluster
maps) stored in the cluster information storing section 240.
When a predetermined user operation is performed in the
state with a listing of cluster maps displayed on the display
section 680, the display control section 670 displays a back-
ground map(cluster wide-area map)storedin the background
map information storing section 620 on the display section
680. Also, in accordance with an operational input accepted
by the operation accepting section 690, the display control
section 670 displays contents stored in the content storing
section 210 on the display section 680. These examples of
display will be described later in detail with reference to
FIGS.41, 46 to 48B, and 50.

[0322] The display section 680 is a display section that
displays various kinds of image onthe basis of control by the
display control section 670.
[0323] The operation accepting section 690 is an operation
accepting section that accepts an operational input from the
user, and outputs information on an operation corresponding
to the accepted operational input to the coordinate calculating
section 630 and the display control section 670.

[Example of Display in which Cluster Maps are Superim-
posed on Generated Positions of Contents]

[0324] FIG. 35 is a diagram schematically showing a case
in which cluster maps to be coordinate-transformed by the
non-linear zoom processing section 640 are placed on coor-
dinates according to the second embodimentof the present
invention. FIG.35 illustrates a case in which, with a map 760
being a mapat a scale allowing regions including Tokyo and
Kyoto to be displayed onthe display section 680, cluster maps
stored in the cluster information storing section 240 are dis-
played at corresponding positions in the map 760. Also,in this
example, a case is supposed where contents are generated by
the userintensively in the neighborhood of Tokyo and in the
neighborhood of Kyoto, and a plurality of clusters are gener-
ated for these contents. It should be noted that coordinates

(grid-like points (points where two dotted lines intersect)) in
the map 760 are schematically indicated by grad-like straight
lines in the map 760. It should be noted that for the ease of
explanation, these coordinates are depicted in a simplified
fashion with a relatively large interval between the coordi-
nates. The samealso appliesto grid-like straight lines in each
ofthe drawings described below. Whenclusters are generated
in this way, clusters whose center positions are located within
relatively narrow ranges in Tokyo and Kyoto are generated.In
this case, it is supposedthat for example, as shown in FIG. 35,
whendisplaying cluster mapsat the corresponding positions
in the map 760, the generated cluster mapsare displayed in an
overlaid manner. Specifically, in FIG. 35, there are shown a
cluster map group 761 indicating a set ofcluster mapsrelated
to contents generated in Kyoto, and a cluster map group 762
indicating a set of cluster maps related to contents generated
in Tokyo.
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[0325] Inthe case whenthescale ofthe background mapis
set relatively large in this way,it is supposedthatthe cluster
maps overlap each other, making it difficult to grasp indi-
vidual cluster maps in regions where the cluster maps are
densely concentrated. Accordingly, for example, it is also
conceivable to display individual cluster maps in a smaller
size. However,it is necessary for cluster maps to be somewhat
large for the user to recognize these cluster maps. Thatis, if
cluster mapsare reducedin size, it is supposed that the cluster
maps become hard to see, making it difficult to grasp the
details of the cluster maps.
[0326] Accordingly, the second embodimentofthe present
invention is directed to optimal placementof individualclus-
ter maps on a map which makesit possible to avoid overlap-
ping of cluster maps in regions where the cluster maps are
densely concentrated, without changingthe size ofthe cluster
maps. When placing the cluster maps in this way, the place-
ment is performed in accordance with the following place-
mentcriteria (1) to (3).
[0327] (1) For cluster maps overlapping each other on the
background map,their center positions are to be spaced apart
by someinterval.
[0328] (2) The positional relationship between cluster
maps is to be maintained. This positional relationship
includes, for example, the distances between the cluster
maps, and their orientations.
[0329] (3) When cluster maps overlap each other, the order
(precedence) in which individual cluster mapsare overlaid at
the upperside are determined in accordance with a predeter-
mined condition.

[0330] As the predetermined condition mentioned in (3)
above, for example, it is possible to adopt such a condition
that the larger the number of contents belonging toa cluster,
the higher the precedence. That is, the cluster map of the
cluster to which the largest number of contents belong is
assigned the first precedence. Also, as the predetermined
condition, for example,itis possible to use a condition suchas
the relative size ofa cluster, the relative number ofevents (the
numberoftimesofvisit) corresponding to contents belonging
to a cluster, or the frequency of the numberoftimes a cluster
is browsed. Such a predetermined condition can be set by a
user operation. Thus, cluster maps with higher precedence
can be overlaid at the upper side, and it is possible to prevent
part of the cluster maps with higher precedence from being
hidden, and quickly grasp their details.
[0331] In this regard, a cluster map is a map related to a
location where contents belonging to the corresponding clus-
ter are generated. Therefore, even whenlatitudes and longi-
tudes on a background map do not completely matchlatitudes
and longitudes on cluster maps, it is possible to grasp the
geographical relationship between individual cluster maps.
As described above, although it is not necessary to match
latitudes and longitudes on a background map withlatitudes
and longitudes on cluster maps, ifthe cluster maps are spaced
too far apart, it may become no longer possible to recognize
where on the background mapthe cluster maps correspond to
in the first place. Accordingly, it is important to minimize
overlaps while still allowing the geographical correspon-
dence to be recognized.
[0332] Here, the second embodimentofthe present inven-
tion is directed to a case in whichin orderto satisfy the criteria
(1) and (2) mentioned above, on a map with a scale specified
by a user operation, the coordinatesofthe center positions of
cluster maps associated with a highly concentrated region are
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transformed. For example, in the related art, there exists a
fisheye coordinate transformation method for displaying
coordinates within a predetermined area around a focus area
in magnified view in the manner of a fisheye lens. For
example, a fisheye coordinate transformation method
(“Graphical Fisheye Views of Graphs”, Manojit Sarkar and
Mare H. Brown, Mar. 17, 1992) has been proposed. The
second embodimentof the present invention is directed to a
case in whichthis fisheye coordinate transformation method
is applied to a scattering technique for a concentrated region.
Specifically, a description will be given of a case in which the
placement positions of individual cluster maps on a map
which satisfy the criteria (1) and (2) mentioned above are
determined by a non-linear zoom process to whichthe fisheye
coordinate transformation methodis applied.
[0333] For example, suppose a case in which when marks
(for example, cluster maps) having a predetermined surface
area are displayed in an overlaid mannerwithin a background
image (for example, a background map), the fisheye coordi-
nate transformation method alone is applied independently
with respect to each such mark.In this case, the background
map covering a predetermined range around a focus area of
the mark (for example, the center position of the mark) is
magnified. However, since the entire mark also undergoes
coordinate transformation simultaneously with this magnifi-
cation, areas close to the focus area ofthe mark are magnified,
whereasareas far from the focus area are shrunk. In this way,
whenthe fisheye coordinate transformation methodaloneis
applied independently, the background image covering a pre-
determined range aroundthe focus area is magnified, and also
the entire mark undergoes coordinate transformation, with
the result that the mark itself is distorted. In contrast, in the
second embodiment of the present invention, coordinate
transformation is performed only with respect to the focus
area of a mark (for example, the center position of the mark),
thereby making it possible to appropriately scatter individual
marks in accordance with distances from the focus area,
without deforming (magnifying/shrinking) the background
image and the marks.

[Example of Display Transition by Fisheye Coordinate
Transformation]

[0334] FIGS. 36 and 37 are diagrams each schematically
showing the relationship between a background map and a
cluster map displayed on the display section 680 according to
the second embodiment of the present invention. This
example schematically illustrates the relationship between a
background map and a cluster map in the case when the
cluster map is displayed in an overlaid mannerat its corre-
sponding position on the background map.
[0335] FIG. 36 shows a case in which a circle 764 repre-
senting the size of a cluster map is overlaid on a map 763 of
the Kanto region centered about Tokyo. This cluster mapis a
map corresponding to a cluster to which a plurality of con-
tents generated in the neighborhood of Tokyo belong.
[0336] FIG. 37 shows a case in which by applying the
fisheye coordinate transformation method described above,
coordinates are distorted with the center of the cluster map
764 as a focus, with respect to points arranged in a grid shown
in FIG. 36. That is, a case is illustrated in which with the
center position of the cluster map 764 as a focus, coordinates
aroundthe center position ofthe cluster map 764 (coordinates
within a transformation target area 765 indicated by a rect-
angle) are distorted.
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[0337] This fisheye coordinate transformation methodis a
coordinate transformation method which performs coordi-
nate transformation in such a waythatthe rate ofdistortion of
coordinates becomesgreater with increasing proximity to the
focus. Also, the coordinates of the cluster map 764itself do
not change becausethe center position of the cluster map 764
is taken as the focus. In the following, a description will be
given in detail of a non-linear zoom process which performs
coordinate transformation through application ofthis fisheye
coordinate transformation method.

[Example of Non-Linear Zoom Process]

[0338] FIG. 38 is a diagram schematically showing a case
in which cluster maps subject to a non-linear zoom process by
the non-linear zoom processing section 640 are placed on
coordinates according to the second embodiment of the
present invention.In the example shownin FIG.38,the upper
left corner on the background map to be displayed on the
display section 680 is taken asan origin, the horizontal direc-
tion is taken along the x-axis, and the vertical direction is
taken along the y-axis. It should be notedthat for the ease of
explanation, grid-like points (points where two dotted lines
intersect) on the xy coordinates each indicate a coordinate
transformation by a non-linear zoom processin a simplified
manner. Also, this example will be described while supposing
that the center positions ofcluster maps 711 to 714 are placed
at the grid-like points. It should be noted that in FIGS. 38 and
39, as the cluster maps 711 to 714, only circles corresponding
to these cluster maps are schematically shown.
[0339] FIG. 39 is a diagram schematically showing a coor-
dinate transformation process by the non-linear zoom pro-
cessing section 640 according to the second embodimentof
the present invention. In the example shown in FIG. 39,
arrowsandthe like indicating a transformationtarget area and
the relationship between cluster maps are added to the xy
coordinates shown in FIG. 38. Also, the example shown in
FIG. 39 illustrates a coordinate transformation method for

each cluster map in the case where the center position of the
cluster map 710 is taken as a focus P1(x,,, yp,), and an area
within a predetermined range from this focus is taken as a
transformation target area 720.
[0340] Here, the transformation target area 720 is a square
whosecenteris located at the focus and whichhas a side equal
to 2a times the radius r of each cluster map. For example, a
can be set as a=3. Also, let a parameter d be a parameterthat
determines the extent to which the transformation target area
720 is stretched. For example, the larger the value of the
parameterd, the greater the degree ofstretching. For example,
the parameter d can be set as d=1.5.
[0341] Here, let the vector from the focus P1 to a point as a
transformation target (transformation target point) Ei(x,,,
Yn;) be DNi(Xpx, Ypn;)- Also, let the vector determined in
accordance with the position of the transformation target
point Fi(x,.,, ¥z,) (vector from the focus P1 to the boundary of
the transformation target area 720) be DMi(Xpjy. Yona):
Here, in FIG. 39, if the transformation target point Ei is
located to the upper right with reference to the focus P1, a
vector pointing toward the upperright vertex of the boundary
of the transformation target area 720 from the focus P1 is
taken as DMi(for example, DM1 shownin FIG.39). Also, if
the transformation target pointEi is located to the lower right
with reference to the focus P1, a vector pointing toward the
lowerright vertex ofthe boundary ofthe transformationtarget
area 720 from the focus P1 is taken as DMi. Further, if the
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transformation target point E1 is located to the upperleft with
reference to the focus P1, a vector pointing toward the upper
left vertex of the boundary of the transformation target area
720 from the focus P1 is taken as DMi. Also, if the transfor-
mation target point Ei is located to the lower left with refer-
ence to the focus P1, a vector pointing toward the lowerleft
vertex of the boundary of the transformation target area 720
from the focus P1 is taken as DMi(for example, DM2 shown
in FIG. 39). It should be noted that in the example shown in
FIG.39, the cluster maps 711 to 713 are targets for which to
compute transformed coordinates with respect to the focus
Pl.

[0342] Here, g(x)=(d+1)x/(dx+1). In this equation, x
denotes a variable. In this case, coordinates PE(Xp,, Ypr)
obtained after applying coordinate transformation using the
fisheye coordinate transformation methodto the transforma-
tion target point Ei with respect to the focus P1 can be found
by equation (11) below.

PE(Xpe,Ype)=(8@pni*pioatPrS0Dw/Ypui)
Yoait¥p1) qd)

[0343] In this way, by using the fisheye coordinate trans-
formation method described above, the coordinates of the
points arrangedin a grid as shown in FIG.36 can be distorted
as shown in FIG. 37 with the cluster map 764 taken as the
center.

[0344] Inthe case where a plurality of cluster maps exist in
the transformation target area as shown in FIGS. 38 and 39, a
transformation based on each ofthese cluster mapsaffects the
other cluster maps. That is, coordinate transformations based
on a plurality of cluster maps affect each other.
[0345] For this reason, in the second embodimentof the
present invention, in the case when the center coordinates of
a given cluster map are taken as a focus, the coordinates
obtained after coordinate transformationsofthe other cluster

mapsthat exist in the transformation target area with respect
to this focus are calculated for each of cluster maps. Then, by
using the coordinates calculated for each of cluster maps, the
coordinates of each individual cluster map are calculatedanew.

[0346] Specifically, the non-linear zoom processing section
640 selects a cluster map 1 (O=1=N-1: N is the number of
cluster maps). Then, with the center coordinates ofthe cluster
map i taken as a focus, the non-linear zoom processing sec-
tion 640 calculates coordinates PEij with respect to another
cluster map j (i#j, and O=jN-1: N is the numberof cluster
maps) by using equation (11). Here, as for the coordinates
PEy, only the coordinates PE1j for another cluster map j that
exists in the transformation target area with respect to the
focus (the center coordinates of the cluster map i) are calcu-
lated. That is, the coordinates PEij for the cluster map j that
does not exist within the transformation target area are not
calculated. In this way, the coordinates PEij are sequentially
calculated by using equation (11) with respect to N cluster
maps.

[0347] Subsequently, when calculation of the coordinates
PEwith respect to the N cluster mapsis finished, the non-
linear zoom processing section 640 calculates the mean ofthe
individual coordinates PEy, as transformed coordinates with
respectto the cluster map 1. Specifically, the non-linear zoom
processing section 640 calculates the mean value of the indi-
vidual coordinates PEij (i#j, and O=j=N-1: N is the number
of cluster maps). Then, the non-linear zoom processing sec-
tion 640 sets the calculated mean value as the transformed

coordinates of the cluster map i.
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[0348] For example, in the example shownin FIG.39, the
cluster map 710 is selected as the cluster map i (i=0). Then,
with the center coordinates of the cluster map 710 taken as a
focus, the respective coordinates PE01 and PE02ofthe clus-
ter maps 711 and 712 (j=1 to 3) with respectto the cluster map
710 are calculated by using equation (11). It should be noted
that since the center coordinates ofthe cluster map 713 do not
exist within the transformationtarget area 720, its coordinates
PE03 are not calculated. Likewise, the cluster map 711 is
selected as the cluster map i (i=0). Then, with the center
coordinates of the cluster map 711 taken as a focus, the
coordinates PE10 of the cluster map 710 (j=0, 2, 3) with
respect to the cluster map 711 are calculated by using equa-
tion (11). It should be notedthat since the center coordinates
of the cluster maps 712 and 713 do not exist within the
transformation target area with respect to the focus (the center
coordinates of the cluster map 711), their coordinates PE12
and PE13are not calculated. Thereafter, likewise, the cluster
maps 712 and then 713 are each sequentially selected as the
cluster map 1 (i=2, 3), and with the center coordinates of the
selected cluster map taken as a focus, the respective coordi-
nates PEij of the other cluster maps with respect to the
selected cluster map are calculated.

[0349] Subsequently, by using the respective coordinates
PEy calculated with respect to the four cluster maps, the
non-linear zoom processing section 640 calculates the mean
of transformed coordinates with respect to the cluster map i
(i=1 to 3). For example, in the case of the cluster map 710
(i=0), the non-linear zoom processing section 640 calculates
the mean valueofthe coordinates PE10 and PE20. Thatis, the
mean value TM1ofthe coordinates PE10 and PE20is calcu-

lated by the following equation.

TM1=(PE10+PE20)/2

[0350] As described above, transformed coordinates PEij
are calculated only for cluster maps whosecenter coordinates
exist within the transformation target area with respect to a
cluster map selected as a focus. Therefore, the denominator
on the rightside ofthis equation is the numberofcluster maps
for which the transformed coordinates PEij have been calcu-
lated. That is, coordinates PE30 are not calculated with
respect to the cluster map 710 (i=0). Therefore, when calcu-
lating the mean value TM1 ofthe coordinates PE10 and PE20,
not “3”but “2”is used as the denominatorontheright side of
the corresponding equation. Then, the non-linear zoom pro-
cessing section 640 sets the calculated mean value as the
transformed center coordinates of the cluster map 710.

[0351] In this way, cluster maps can be placed onthe basis
of the calculated center coordinates of the cluster maps. FIG.
40 shows an example of the placement of cluster maps after
coordinate transformation.

[0352] FIG. 40 is a diagram schematically showing a case
in which cluster maps that have been coordinate-transformed
by the non-linear zoom processing section 640 are placed on
coordinates according to the second embodiment of the
present invention. The example shown in FIG.40 illustrates a
case in which cluster maps obtained by performing coordi-
nate transformation with respect to the example shown in
FIG. 35 are placed. That is, the individual cluster maps
belonging to the cluster map groups 761 and 762 shown in
FIG. 35 can be placed in such a waythat these cluster maps
are scattered apart from each other, thereby forming new
cluster map groups 771 and 772. Inside near-rectangles 773
and 774, grid-like straight lines after coordinate transforma-
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tion obtained when coordinates are distorted by a non-linear
zoom process are shownin a simplified fashion.

[0353] Inthe case when,for example, as shown in FIG.35,
cluster maps generated on the basis of contents generated
intensively in the neighborhood of Tokyoare placed at posi-
tions on a map corresponding to their center positions, there is
a possibility that the cluster maps placed in the neighborhood
of Tokyo are displayed in an overlaid manner. The sameis
conceivable for contents generated intensively in the neigh-
borhood of Kyoto. When cluster maps are displayed in an
overlaid mannerin this way, although the cluster maps over-
laid at the upper side are entirely visible, for cluster maps
overlaid at the lower side, part or the entirety of the cluster
mapsis not visible. Accordingly, by placing cluster maps in
the manner as shownin FIG. 40, for example, cluster maps
displayed in an overlaid mannercan be scattered apart from
each other. Therefore, even those cluster maps which are not
visible in their entirety becomepartially visible, thereby mak-
ing it possible to recognize cluster maps placed on the map.

[Example of Display of Map View]

[0354] FIG. 41 is a diagram showing an example of a map
view screen displayed on the display section 680 according to
the second embodimentofthe present invention. A map view
screen 780 shown in FIG.41 is a display screen that displays
a map in which cluster maps coordinate-transformed by a
non-linear zoom process are placed. It should be noted that
FIG. 41 shows an example of display in the case where the
cluster maps shown in FIG. 40 coordinate-transformed by a
non-linear zoom process are placed on a map 770. Thatis, the
cluster map groups 771 and 772 shown in FIG.41 are the
same as those shown in FIG. 40. Thus, the cluster maps 771
and 772 are denoted by the same reference numerals, and
their description is omitted.

[0355] The map view screen 780 includes a scale-changing
bar 781. By operating the scale-changing bar 781, the user can
change the scale of a map displayed on the map view screen
780. When the scale of a map is changed in this way, every
time the scale of a map is changed, the above-described
non-linear zoom process is performed, and placement ofmap
clusters is changed.

[0356] Also, when a desired cluster map is selected by a
user operation from among cluster maps displayed on the
map view screen 780, a listing of contents belonging to the
selected cluster map is displayed in a contentlisting display
area 782. FIG. 41 shows an exampleofdisplay ofa listing of
contents in the content listing display area 782 in the case
when a cluster map 784 is selected. Also, in an area 783
connecting between the selected cluster map 784 and the
contentlisting display area 782, various kinds of information
related to the contents belonging to the selected cluster map
784 are displayed. For example,as the various kindsof infor-
mation related to the contents belongingto the selected clus-
ter map 784, the numberof contents “170”is displayed.

[0357] Also, in the cluster map groups 771 and 772, the
display control section 670 overlays cluster maps with higher
precedenceat the upper side fordisplay, on the basis ofpieces
of information stored in the content storing section 210 or the
cluster information storing section 240.

[0358] Byplacing cluster maps on the map in this way for
display, overlapping cluster maps are spread out in accor-
dance with a predetermined condition. Therefore, the geo-
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graphical correspondence between contents can beintuitively
grasped, anda listing screen that is easy for the user to view
can be provided.

[0359] Also, the display control section 670 may display a
background image while changing its display state on the
basis ofthe straight lines corresponding to coordinates shown
in FIG. 40. For example, by changing color in accordance
with the size of distortion in each of the near-rectangles 773
and 774, a content density map can be displayed. For
example,it is supposed that in regions where cluster mapsare
densely packed, the size ofeach cluster is small. Therefore, by
changing display color in accordance with the size of distor-
tion, the relative sizes of clusters can be expressed smoothly
substantially in the manner of contour lines on a map. This
makesit possible to provide the user with additional informa-
tion related to contents andclusters.

[Example of Force-Directed Relocation Process]

[0360] Next, a description will be given of a case in which
a listing of cluster maps is displayed so that the geographical
correspondence between the cluster maps can be intuitively
grasped.

[0361] FIG. 42 is a diagram schematically showing cluster
maps thatare subject to a force-directed relocation process by
the relocation processing section 650 according to the second
embodimentof the present invention.

[0362] Inthis force-directed relocation process, processing
is performedto achieve the criteria (4) to (6) below.

[0363] (4) The positional relationship between cluster
mapsis to be maintained.

[0364] (5) Cluster mapsare not to overlap each other.

[0365] (6) There is to be no unnecessary gap betweenclus-
ter maps.

[0366] FIG. 42 shows acase in which four cluster maps 730
to 733 that have been coordinate-transformed by a non-linear
zoom processare placed on their corresponding coordinates.
Here, in the second embodimentofthe present invention,it is
assumedthat each of the cluster maps receives from each of
the other cluster maps a force acting to cause these cluster
mapsto repel from each other, in accordance with the distance
between the center positions of the corresponding cluster
maps. In the description of this example, the force acting to
cause cluster mapsto repel from each otherwill be referred to
as “repulsive force”. Here, a repulsive force means a force
acting to cause two objects to repel from each other. The
repulsive force according to the second embodimentof the
present invention becomesgreateras the distance between the
center positions of the corresponding clusters becomes
shorter.

[0367] The relocation processing section 650 finds a repul-
sive force vectorF,, exerted on a cluster map i (0=i=N-1:N
is the numberofcluster maps) from another cluster map j (1#j,
and 0j=N-1: N is the numberofcluster maps) by equation
(12) below.

Fyj=KxK/Dy

[0368] Here, D,, is a vector from the center position of the
cluster mapj to the center position of the cluster map 1. Also,
K is a parameter identified by the size of the display screen
and the numberofcluster maps, and can be found by equation
(13) below.

K=V/(DW1xDH1/N)

(12)

(13)
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[0369] Here, DW1is the length in the left-rightdirection of
the display screen of the display section 680 (the width ofthe
display screen), and DH1 is the length in the top-bottom
direction of the display screen of the display section 680 (the
height ofthe display screen). Also, N is the numberofcluster
maps. It should be noted that the width and height of the
display screen correspond to the number of pixels in the
display screen. When the display area of cluster maps on the
display screen is to be magnified or shrunk, the values of
DW1and DH1are changed as appropriate in accordance with
the size of the display area.

[0370] Then, by using equation (12), the relocation pro-
cessing section 650 calculates the repulsive force vectors F,,
with respectto the cluster mapi, forall the other cluster maps.
That is, repulsive force vectors F,,, to F,,, (where iz1, N) with
respectto the cluster map i are calculated.

[0371] Then, after finishing calculation of the repulsive
force vectors F,, to F,,, with respect to all cluster maps, the
relocation processing section 650 calculates the mean of the
repulsive force vectors F,, with respect to the cluster map i
(repulsive force vector F,). The mean of the repulsive force
vectors F',, (repulsive force vector F,) is a value indicating a
repulsive force supposed to be exerted on the cluster map i
from each of the other cluster maps.

[0372] Subsequently, the relocation processing section 650
performs coordinate transformation on the cluster map i by
using the repulsive force vector F,. Specifically, the absolute
value IF,| ofthe repulsive force vector F, is compared with the
parameter K, and coordinate transformation is performed on
the cluster map i on the basis of this comparison result. For
example, if |F,| is equal to or smaller than the parameter K
(thatis, if F,|SK), coordinate transformation is performed so
as to movethe coordinates ofthe center position ofthe cluster
mapi by the repulsive force vector F,. On the other hand,if IF,|
is larger than the parameter K (that is, if IF,|>K), coordinate
transformation is performed so as to move the coordinates of
the center position ofthe cluster map i by the distance of K in
the direction of the repulsive force vector F,. That is, coordi-
nate transformation is performed so as to move the coordi-
nates by a vector K (F,/IF,|). Here, the parameter K is scalar.
Therefore, by multiplying the unit vector of the repulsive
force vector F; by K sothatthe direction becomes the same as
the repulsive force vector F,, the amount ofmovement(vector
K(F/IF,|) is determined.

[0373] In this way, the relocation processing section 650
performs a coordinate transformation process using a repul-
sive force vector with respect to each of cluster maps. Thatis,
until coordinate transformation using a repulsive force vector
is performed with respectto all ofcluster maps, the relocation
processing section 650 sequentially selects a cluster map on
which a coordinate transformation process has not been per-
formed, andrepetitively performs the above-described coor-
dinate transformation process.

[0374] Then, if coordinate transformation using a repulsive
force vector has been performed with respectto all of cluster
maps,it is judged whetheror not the repulsive force vectors
IF,| (QSi1=N-1: N is the number of cluster maps) calculated
with respect to individual cluster mapsare less than a thresh-
old th11. Ifall the repulsive force vectors IF,| are less than the
threshold th11, the coordinate transformation process is
ended.

[0375] Ifany one of the repulsive force vectors IF,| is equal
to or greater than the threshold th11, the coordinate transfor-
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mation process is repeated until all the repulsive force vectors
IF,| becomeless than the threshold th11.
[0376] Here, for example, if the threshold th11 is set to a
relatively large value (for example, th11>1), the iteration
count becomessmall, and thus the computation time becomes
short. Also, since the relocation processis discontinued mid-
way, the probability of overlapping of cluster maps becomes
higher.
[0377] Onthe other hand, for example, ifthe threshold th11
is set to a relatively small value (for example, th11<1), the
iteration count becomeslarge, and thus the computation time
becomeslong. Also, due to the larger numberofiterations, the
probability of overlapping of cluster maps becomes lower.
[0378] For example, the threshold th11 can be set as
th11=1. If the threshold th11 is set as th11=1 in this way, a
plurality of cluster maps can be displayed with substantially
no overlap. Also, for example, if the threshold th11 is set as
th11=0, by appropriately determining the size of each cluster
map with respect to the display area on the display screen, a
plurality of cluster maps can be displayed with no overlap
without fail. In this regard, for example, since cluster maps
have a circular shape, a gap occurs between the cluster maps.
Also, in this example, relocation is performed so as to main-
tain the positionalrelationship between cluster maps. Thus,it
is necessary to makethe total surface area occupied by the
cluster mapsto be displayed smaller thanthe display area. For
this reason, it is necessary to set an appropriate cluster map
size. It should be notedthat a description regarding a cluster
map size will be described later in detail with reference to
FIGS. 43A and 43B.

[0379] It should be noted that while the threshold th11 is
used in this example as the criterion for judging whether or
not to repeat a coordinate transformationprocess, this may be
judged on the basis of whether or not another criterion is
satisfied. For example, whetheror not “IF,|<th11” and “itera-
tion count <upperlimit count”are satisfied with respectto all
repulsive force vectors F, may serve as the criterion for judg-
ing whetheror not to repeat a coordinate transformation pro-
cess. This iteration count is a count indicating how many
times a loop based on this conditional expression has been
passed.
[0380] Now, a description will be given of a case in which,
as shown in FIG. 42, a force-directed relocation process is
performed with respect to the four cluster maps 730 to 733
that have been coordinate-transformed by a coordinate trans-
formation process.
[0381] The relocation processing section 650 calculates
repulsive force vectors F,,, Fg., and Fj, with respect to the
cluster map 730 by using equation (12). It should be noted
that the repulsive force vector F,, is a repulsive force vector
on the cluster map 730 with respect to the cluster map 731.
Also, the repulsive force vector F,, is a repulsive force vector
on the cluster map 730 with respect to the cluster map 732,
and the repulsive force vector F,; is a repulsive force vector
on the cluster map 730 with respect to the cluster map 733.
[0382] Then, upon finishing calculation of the repulsive
force vectors Fy,, Fo2, and F,; with respect to the cluster map
730, the relocation processing section 650 calculates the
mean (repulsive force vector F,) ofthe repulsive force vectors
Fo), Fo.; and Fo;.
[0383] Subsequently, the relocation processing section 650
performs coordinate transformation on the cluster map 730
by using the repulsive force vector F,. Specifically, if IF, is
equal to or smaller than the parameter K, coordinate transfor-
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mation is performed so as to move the coordinates of the
center position of the cluster map 730 bythe repulsive force
vector F,. On the other hand,if IF,| is larger than the param-
eter K, coordinate transformation is performed so as to move
the coordinates of the center position of the cluster map 730
by the distance of K in the direction of the repulsive force
vector Fo.
[0384] Thereafter, likewise, the coordinate transformation
process using a repulsive force vector is repetitively per-
formed for the cluster maps 731 to 733. For example,let the
repulsive force vector calculated with respect to the cluster
map 731 be a repulsive force vector F,, the repulsive force
vector calculated with respect to the cluster map 733 be a
repulsive force vector F,, and the repulsive force vectorcal-
culated with respect to the cluster map 733 be a repulsive
force vector F,.
[0385] Subsequently, when coordinate transformation
using a repulsive force vector has been performed with
respect to all of the cluster maps 730 to 733, it is judged
whether or not all of the repulsive force vectors calculated
with respect to the respective cluster maps 730 to 733 are
smaller than the threshold th11. That is, it is judged whether
or not all of IF,I, IF,I, IF,!, and IF;| are smaller than the
threshold th11. If all of IFo|, IF I, IF2|, and IF3! are smaller
than the threshold th11, the coordinate transformation pro-
cess is ended.

[0386] Ifany one of IFl, IF, |, IFI, and IF3! is equal to or
larger than the threshold th11, the coordinate transformation
processis repeated until all of IFoI, IF ;|, IF,1, and IF] become
smaller than the threshold th11.

[Example of Magnification/Shrinkage Process]

[0387] FIGS. 43A and 43B are diagrams schematically
showing cluster maps that are subject to a magnification/
shrinkage process by the magnification/shrinkage processing
section 660 according to the second embodiment of the
present invention.
[0388] In this magnification/shrinkage process, processing
is performedto achievecriteria (7) and (8) below.
[0389] (7) All cluster mapsareto fit within a single screen.
[0390] (8) Thereis to be no unnecessary gap betweenclus-
ter maps.
[0391] FIGS. 43A and 43B showa case in which 22 cluster
maps (#1 to #22) that have been coordinate-transformed by a
force-directed relocation process are corrected in accordance
with the size of the display screen on the display section 680.
Also, in FIGS. 43.4 and 43B,for the 22 cluster maps (#1 to
#22), pieces of identification information (#1 to #22) corre-
sponding to the respective cluster maps are shown attached
inside the circles representing the respective cluster maps.
[0392] FIG. 43A shows22 cluster maps (#1 to #22) coor-
dinate-transformedby the relocation processing section 650,
and a rectangle 740 correspondingto the coordinates ofthese
cluster maps (#1 to #22) to be transformed. The rectangle 740
is a rectangle corresponding to the coordinates in the case
when the 22 cluster maps (#1 to #22) are coordinate-trans-
formedby the relocation processing section 650. InFIG. 43A,
the size of the rectangle 740 is CW1xCH1. Here, CW1is the
length in the left-right direction ofthe rectangle 740, and CH1
is the length in the top-bottom direction of the rectangle 740.
[0393] In FIG. 43A, a rectangle having a size correspond-
ing to the display screen ofthe display section 680 is indicated
by a dotted rectangle 750, and the size of the rectangle 750 is
set as DW1xDH1. It should be noted that DW1 and DH1are
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the sameas those indicated in equation (13). That is, DW1is
the width ofthe display screen ofthe display section 680, and
DH1isthe heightof the display screen of the display section
680.

[0394] Here, if relocation is performed with respect to the
cluster maps (#1 to #22) by a force-directed relocation pro-
cess as shown in FIG. 42, it is supposed that gaps occur
between individual cluster maps. Also, in the case whenrelo-
cation is performed in this way, it is supposed that therect-
angle including the 22 cluster maps (#1 to #22) becomeslarge
in comparison to the size of the display screen on the display
section 680. Accordingly, a magnification process ora shrink-
age processis performedso asto satisfy the criteria (7) and (8)
described above. In the example shown in FIG. 43A, since
gaps are present between the cluster maps (#1 to #22), for
example, the coordinates of the respective cluster maps (#1 to
#22) can be corrected as indicated by arrows 741 to 744. In
this coordinate transformation, only the center coordinates of
the cluster maps are transformed, andthe size of the cluster
mapsis not changed. By correcting the coordinates sothat the
rectangle 740fits in the rectangle 750 in this way, appropriate
correction can be performed.
[0395] Also, for example, with respect to the center coor-
dinates (x, y) of all cluster maps, the coordinates of the
respective cluster mapsafter correction can be found by using
xy coordinates with the respective minimum values x0 and y0
ofx and y coordinates taken as an origin. For example, in FIG.
43.A, with the left-right direction defined asthe x axis, and the
top-bottom direction defined as the y axis, the respective
minimum values x0 and y0 of the x and y coordinatesare set.
For example, the x coordinate of the center position of the
cluster map #1 locatedat the leftmost end ofthe rectangle 740
is taken as the minimum value x0, andthe y coordinate ofthe
center position ofthe cluster map #8 located at the uppermost
end of the rectangle 740 is taken as the minimum value y0.
Then, in the xy coordinates whose origin is (x0, y0), the
center coordinates CC1(xe¢1; Yec,) of individual cluster
mapsafter correction can be found by equation (14) below,
with respect to the center coordinates (x, y) of the individual
cluster maps. Here,let the radius of each cluster map be R.

CCl con¥eci)=((x-x0)x(DW1-R)(CW1-R)+R/2,
(y-y0)x(DH1-R)/(CH1-R)+R/2)

[0396] Here, the transformation performed using equation
(14) involves transformation of only the center coordinates
CCI (Kee1; Yec:) of each cluster map, and does not change
the size of each cluster map.
[0397] FIG. 43B shows 22 cluster maps (#1 to #22) that
have been coordinate-transformed by using equation (14),
and a display screen 751 ofthe display section 680 on which
these cluster maps (#1 to #22) are displayed. The display
screen 751 has the same size as the rectangle 740 shown in
FIG. 43A.

[0398] As shown in FIG. 43B, by transforming the center
coordinates CC1(Xe¢1; Yec,) of individual cluster maps by
using equation (14), all the cluster maps can be placedso as to
fit in a single screen. Also, since only the center coordinates
CC1 (Kee; Yec,) of cluster maps are transformed, and the
size of the cluster mapsis not changed, the cluster maps can
be placed in such a way that no unnecessary gapsare present
between the cluster maps.
[0399] Here, if the numberof cluster mapsto be displayed
is large, cases can be supposed wherenotall the cluster maps
fit within a single screen. For example, letting the radius of
each cluster map be R, and the numberof cluster maps to be

(14)
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displayed be N, not all the cluster mapsfit within a single
screen if equation (15) below does not hold.

DW1xDH1>NxxxR? (15)

[0400] Here, the left side of equation (15) represents the
surface area of the display screen 751, and the right side of
equation (15) represents the sum ofthe surface areas of clus-
ter mapsto be displayed.
[0401] It should be noted that considering the facts that
relocation is determined by taking the positional correspon-
dence into account to some extent in the force-directed relo-

cation process, and that gaps occur between cluster maps
having a circular shape, it is necessary to set the value of the
right side of equation (15) to a further smaller value.
[0402] Inthe case whenthe valueoftheright side of equa-
tion (15) is set to a further smaller value in this way, if
equation (15) does not hold, it is supposed that notall the
cluster maps fit within a single screen. In this case, for
example, to ensure that the cluster mapscan fit within a single
screen, the cluster maps may be shrunk, and then the above-
mentioned three processes (the non-linear zoom process, the
force-directed relocation process, and the magnification/
shrinkage process) may be performed anew.In this case,it is
preferable to set the shrinkage ratio for cluster maps appro-
priately by taking the size of the display screen 751 and the
numberof cluster maps into account.
[0403] In this regard, if cluster maps are excessively
shrunk,it is supposedthat the cluster maps displayed on the
display screen 751 becomehard to view.For this reason, ifthe
numberofcluster mapsis relatively large (for example, ifthe
numberofcluster maps exceeds a threshold th12), the cluster
mapsmaybeplacedso asto be presented acrossa plurality of
screensto prevent the cluster maps from becoming extremely
small. In this case, for example, cluster maps includedin the
display screens can be displayed by a user’s scroll operation.
[0404] Whendisplaying a listing of cluster maps coordi-
nate-transformed throughthe three processes (the non-linear
zoom process, the force-directed relocation process, and the
magnification/shrinkage process) described above, for
example, a wide-area map corresponding to a cluster map that
has been selected can be displayed as a background image.
Thus, the location where contents constituting each cluster
are generated can be grasped moreeasily. As this wide-area
map, for example, a map with a diameterthat is 10 times the
diameter ofthe corresponding cluster map can be used. How-
ever, it is supposed that depending on the size of the cluster
map selected, this size may not be an appropriate size.
Accordingly, in the following, a description will be given ofa
case in which a wide-area map (cluster wide-area map) cor-
responding to such mapsis generated.

[Example of Wide-Area Map Generation]

[0405] FIGS. 44A and 44B are diagrams schematically
showing a background map generation process by the back-
ground map generating section 610 according to the second
embodimentof the present invention.
[0406] FIG. 44A shows a cluster map 801 corresponding to
cluster information stored in the cluster information storing
section 240. The cluster map 801 is a simplified map corre-
spondingto the regionin the vicinity ofthe Shinagawastation
that exists in the Tokyo-prefecture.
[0407] FIG. 44B shows an example ofa map corresponding
to map data stored in the map information storing section 220.
A map 802 shownin FIG. 44B is a simplified map corre-
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spondingto the regionin the vicinity ofthe Shinagawastation
that exists in the Tokyo-prefecture. It should be notedthat in
the map 802, an area 803 corresponding to the cluster map
801 shownin FIG.44Ais indicated by a dottedcircle.
[0408] First, the background map generating section 610
acquires map data from the map information storing section
220, on the basis of cluster information stored in the cluster
information storing section 240. Then, on the basis of the
acquired map data, the background map generating section
610 generates a background map (cluster wide-area map)
corresponding to the cluster information.
[0409] For example, as shown in FIG. 44B, the background
map generating section 610 sets an area including the area
803 corresponding to the cluster map 801, as an extraction
area 804 out of maps correspondingto the map data stored in
the map information storing section 220. Then, the back-
ground map generating section 610 generates a map included
in the extraction area 804 as a background map(cluster wide-
area map) corresponding to the cluster map 801. Here, the
extraction area can be set as, for example, a rectangle of a
predetermined size centered about the center position of the
cluster map. Also, for example, with the radius of the cluster
map taken as a reference value, the extraction area can be set
as a rectangle whoseoneside has a length equal to predeter-
mined times of the reference value.

[0410] Here, as described above, the scale of each cluster
map varies with the generated position of each content con-
stituting the corresponding cluster. Thatis, the size of a loca-
tion corresponding to a cluster map varies from cluster to
cluster. For example, when the diameter of a cluster map is
relatively large, this means that a map covering a relatively
wide area is included,so the general outline ofthe cluster map
is easy to grasp. Therefore, it is considered that when the
diameter ofa cluster mapis relatively large, it is not necessary
for the background map correspondingto the cluster map to
covera relatively wide area.
[0411] In contrast, for example, when the diameter of a
cluster mapis relatively small, this means that only a map
covering a relatively narrow area is included,so it is supposed
thatthe generaloutline ofthe cluster mapis hard to grasp. For
this reason, when the diameter of a cluster map is relatively
small, it is preferable that the background map corresponding
to the cluster mapberelatively large with respect to the cluster
map.

[0412] Accordingly, for example, the size of an extraction
area may be changed in accordance with the diameter of a
cluster map.In the following, a description will be given of a
case in which the size of an extraction area is changed in
accordance with the diameter of a cluster map.
[0413] FIG. 45 is a diagram showing the relationship
between the diameterofa cluster wide-area map generated by
the background map generating section 610, and the diameter
of a cluster map according to the second embodimentof the
present invention.
[0414] In the graph shown in FIG. 45, the horizontal axis
represents the diameter(s) of a cluster map corresponding to
cluster information stored in the cluster information storing
section 240, and the vertical axis represents the diameter (w)
of a cluster wide-area map generated by the background map
generating section 610.
[0415] Here, for example, let S, be the minimum value of
the diameter of a cluster map generated by the cluster infor-
mation generating section 170 (shown in FIG. 1) according to
the first embodimentofthe present invention, and let R, be the
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magnification ratio with respect to the diameterofthe cluster
map when s=S,. In this case, the diameter w of the cluster
wide-area map generated by the background map generating
section 610 can be found by equation (16) below.

w=a(s-2m)?-+20 (16)

[0416] Here, a=(R,S,-27/(S,-2n)?. Also, equation (16)
correspondsto a curve 805 of the graph shownin FIG.45.
[0417] Inthis way, the minimum valueS, ofthe cluster map
generatedbythe cluster information generating section 170 is
set in advance, and the minimum value R,S, of the diameter
ofthe cluster wide-area map correspondingto this minimum
value S, is set in advance. Then, as the diameter size of the
cluster map becomeslarger, the magnification ratio per unit of
the diameter of the cluster wide-area map with respect to the
diameter of the cluster map is decreased. Asa result, a more
appropriate cluster wide-area map can be generated.

[Example of Display of Scatter View]

[0418] FIGS. 46 and 47 are diagrams each showing an
example of a scatter view screen displayed on the display
section 680 according to the second embodiment of the
present invention. Here, the word scatter means, for example,
the state ofbeing scattered, and the scatter view screen means,
for example, a screen that displays a listing of cluster maps
while scattering the cluster maps apart from each other on the
basis of a predeterminedrule.
[0419] A scatter view screen 820 shown in FIG. 46 is a
display screen that displays a listing of cluster maps coordi-
nate-transformed through the three coordinate transforma-
tion processes (the non-linear zoom process, the force-di-
rected relocation process, and the magnification/shrinkage
process) described above. Onthe scatter view screen 820, the
area (background area) other than the display areas of cluster
maps can be displayed ina relatively inconspicuouscolor(for
example, black color).
[0420] When a desired cluster map is selected by a user
operation from amongthelisting ofcluster maps displayed on
the scatter view screen 820, a background map(cluster wide-
area map) corresponding to the selected cluster map is dis-
played in the backgroundarea.
[0421] FIG. 47 showsan example of display of a scatter
view screen 822 in the case when a cluster map 821 is
selected. As shown in FIG. 47, a background map (cluster
wide-area map) corresponding to the selected cluster map is
displayed in the backgroundarea.
[0422] Also, a listing of contents belonging to the selected
cluster mapis displayed in a contentlisting display area 823.
FIG. 47 shows an example ofdisplay of a listing of contents
in the contentlisting display area 823 when the cluster map
821 is selected. It should be noted that since information

displayedin the content listing display area 823, and various
kinds of information displayed in an area 824 connecting
between the cluster map 821 and the content listing display
area 823 are the sameas those in the case of the map view
screen shown in FIG.41, description thereof is omitted here.
[0423] In this way, the scatter view screen can provide a
display of a listing of contents whichsatisfies the criteria (4)
to (8) mentioned above. This allows a display of a listing of
cluster maps to be viewed by the user while taking the geo-
graphical positional relationship into consideration. Since a
cluster map is a map obtained by extracting only an area
correspondingto a cluster, cases can be supposed where when
there are no characteristic place names, geographical fea-
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tures, or the like within the cluster map. Accordingly, by
displaying a background map (cluster wide-area map) corre-
sponding to a cluster map that has been selected, it becomes
easier to grasp which location 1s indicated bythecluster.
[Example ofDisplay when Plural Cluster Mapsare Selected]
[0424] The above description is directed to the case in
which one cluster map is selected. Here, suppose a case in
which a plurality of cluster maps can be selected simulta-
neously with a single operation (for example, a multi-tap).
For example, when two cluster maps are selected by using
two fingers, it is supposed that the respective background
maps(cluster wide-area maps) correspondingto the selected
cluster mapsare different from each other. In this case, a case
can be also supposed where one ofthe background mapsdoes
not include the position corresponding to the other selected
cluster map. Accordingly, when a plurality ofcluster maps are
selected,it is preferable to display background mapscorre-
spondingto the respective cluster maps selected. Also, when
a plurality of cluster maps are selected in this way, it is
supposedthat the selected cluster maps have different sizes.
Accordingly, when a plurality of cluster mapsare selected, it
is preferable to display the cluster maps at the samescale (or
at such scalesthat allow their relative size comparison) so that
the sizes of the selected cluster maps can be grasped intu-
itively.
[0425] FIGS. 48A and 48Bare diagrams each showing an
example of a scatter view screen displayed on the display
section 680 according to the second embodiment of the
present invention. This example illustrates an example of
display in the case when twocluster mapsare selected on the
scatter view screen. For example, a case is shown in which a
cluster map (cluster map of Italy) 831 to which a cluster
generated throughoutItaly belongs, and a cluster map (cluster
mapofthe vicinity of the Shinagawastation) 832 to which a
cluster generated in the vicinity of the Shinagawastation
belongsare selected.
[0426] FIG. 48A showsan example of display in the case
whentwo cluster maps (the cluster map 831 andthe cluster
map 832)are selected. In this example, with the center posi-
tion of each ofthe two selected cluster maps(the cluster map
831 and the cluster map 832) taken as a reference, a back-
ground map generated on the basis of this reference is dis-
played. For example, a background map 833 whose center
position is the middle position ofthe line segment connecting
the center positions of the two cluster mapsis generated, and
the background map 833 is displayed. This background map
may be generated sequentially every time a plurality of clus-
ter maps are selected, or may be generated in advance for
every combination of cluster maps. Also, for example, a
world map may be usedas the background map.
[0427] Also, for example, the two selected cluster maps
(the cluster map 831 and the cluster map 832)are displayed at
such scales that allow their relative size comparison. For
example, with the cluster map 832 ofthe smaller size taken as
a reference, the other cluster map 831 is displayed in magni-
fied form.

[0428] FIG. 48B showsanother example of display in the
case when two cluster maps (the cluster map 831 and the
cluster map 832) are selected. In this example, the two
selected cluster maps are each set to a scale that allows a
relative size comparison, and the display area of the back-
ground mapis separated for each ofthe two cluster maps. For
example, the background map for the cluster map 831 is
displayed in a background map display area 841, and the
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background map for the cluster map 832 is displayed in a
background map display area 842. While the background
map display areas are divided from each other by an oblique
line running from the upper right to the lower left in this
example, the background map display areas may be divided
from each other by another dividing method. Also, while two
cluster mapsare selected in these examples, the same applies
to the case whenthree or more cluster mapsare selected.

[Example of Display Screen Transition]

[0429] FIG. 49 is a diagram showing an exampleoftransi-
tion of the display screen of the display section 680 whichis
performedbythe display control section 670 according to the
second embodiment of the present invention. The second
embodimentofthe present invention is directed to a case in
which contents are displayed by three different display
screens, a map View screen, a scatter view screen, and a play
view screen.

[0430] For example, when an operational input for activat-
ing a content playback application is accepted by the opera-
tion accepting section 690 in the information processing
apparatus 600, the display control section 670 displays a map
view screen 811 on the display section 680. Also, when the
operational input for activating a content playback applica-
tion is accepted, the coordinate calculating section 630 cal-
culates the coordinates of the center position of each cluster
map onthe display screen, onthe basisofcluster information
stored in the cluster information storing section 240.
[0431] The map view screen 811 is a display screen that
displays cluster maps in an overlaid manner on a map, and
correspondsto the map view screen 780 shown in FIG. 41. By
performing an operational input with the operation accepting
section 690 in the state with the map view screen 811 dis-
played on the display section 680, the user can change the
scaleorlatitudes and longitudes of the displayed background
map for cluster maps.
[0432] Such an operational input can be madebyusing, for
example, an operating membersuch as a mouse including two
left and right buttons, and a wheel placed between these two
buttons. In the following, a description will be given of a case
in which a mouse is used as the operating member. For
example, a cursor (mouse pointer) that moves with each
mouse movementis displayed. The cursor is a mouse pointer
used on the screen displayed on the display section 680 to
point to an object of instruction or operation.
[0433] Forexample, by operating the mouse’s wheel up and
down,the scale of a background map can be changed. Also,
by a drag operation on a background map,the latitudes and
longitudes of the background map can be changed. This drag
operation is, for example, an operation of moving a target
image by moving the mouse while keeping on pressing the
left-side button of the mouse.

[0434] When a changing operation for changing the scale
or latitudes and longitudes of a background map is made by
the userin the state with the map view screen 811 displayed
on the display section 680 in this way, the coordinate calcu-
lating section 630 calculates new coordinates of the corre-
sponding cluster maps in accordance with the changing
operation. That is, in accordance with updating of the back-
ground map, the corresponding coordinates are calculated
and updated.
[0435] A mode switch from the map view screen 811 to the
scatter view screen 812 is effected by performing a rightclick
operation in the state with the map view screen 811 displayed
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on the display section 680. Also, a mode switch from the
scatter view screen 812 to the map view screen 811is effected
by performing a right click operation in the state with the
scatter view screen 812 displayed on the display section 680.
That is, the modes are switched between each other every
time aright click operation is done by the userin the state with
the map view screen 811 or the scatter view screen 812
displayed on the display section 680. The scatter view screen
812 is a display screen that displays a listing of cluster maps,
and correspondsto, for example, the scatter view screens 820
and 822 respectively shown in FIGS.46 and 47.
[0436] In the state with the map view screen 811 or the
scatter view screen 812 displayed on the display section 680,
one of cluster maps can be selected by a user’s mouse opera-
tion. For example, in the state with the map view screen 811
or the scatter view screen 812 displayed on thedisplay section
680, a cursor is moved over (moused-over) one of cluster
mapsbya user’s mouseoperation. By this mouse operation,
the moused-over cluster map becomes selected (focused). It
should be noted that when, in the state with a cluster map
selected, a cursor is moved from the selected cluster map to
another display area by a user’s mouse operation, the selec-
tion is deselected. It should be noted, however, that when a
cursor is moved from a selected cluster map to another cluster
map, the cluster map to which the cursor has been moved
becomes newlyselected.
[0437] Whenaselecting operation is performedin the state
with the map view screen 811 or the scatter view screen 812
displayed on the display section 680 in this way, a content
listing display area is displayed on the view screen on which
the selecting operation has been performed(a content listing
display state 813). This content listing display area is an area
that displays a listing of contents belonging to a cluster cor-
responding to the cluster map being selected. Such an
example of display is shown in each of FIGS.41 and 47.
[0438] Whena left click operation is performedinthe state
with one of cluster maps selected on the map view screen 811
or the scatter view display screen 812, a play view screen 816
is displayed. Thatis, this left click operation correspondsto a
determining operation. The play view screen 816 displays a
listing ofcontents belongingto a cluster correspondingto the
cluster map on which a determining operation has been made,
acontent’s magnified image, andthe like. Also, for example,
whena right click operation is performedin the state with the
play view screen 816 displayed on the display section 680, the
state returns to the state before the display of the play view
screen 816. Thatis, this right click operation correspondsto a
deselecting operation. An example of display of this play
view screen will be describedlater in detail with reference to
FIG. 50.

[Example of Display of Play View]

[0439] FIG. 50 is a diagram showing an example of a play
view screen displayed on the display section 680 according to
the second embodimentof the present invention.
[0440] As described above, a play view screen 890 shown
in FIG. 50 is a screen that is displayed whenaleft click
operation is performedin the state with one of cluster maps
selected on the map view screen or the scatter view screen.
Then,on the play view screen 890, imagesrelatedto a cluster
corresponding to the cluster map on which a determining
operation has been madeare displayed. For example, a listing
of contents belonging to the cluster, a content’s magnified
image,andthelike are displayed.
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[0441] The play view screen 890 includes, for example,
three display areas, a map display area 891, a magnified
imagedisplay area 892, and acontentlisting display area 893.
Tt should be notedthat although not shown in FIG. 50,in the
area other than these three display areas, a wide-area map
(cluster wide-area map) related to the corresponding cluster
can be displayed as a background image. In this case, the
wide-area map may be displayed in an inconspicuous color
(for example, grey).
[0442] In the map display area 891, a map related to the
corresponding cluster (for example, a magnified map of the
cluster map correspondingto the cluster) is displayed. In the
example shown in FIG. 50, a map of the vicinity of the
Yokohama Chinatown is displayed. Also, on the map dis-
played in the map display area 891, marks indicating the
generated positions of contents belonging to the correspond-
ing cluster are displayed. In the example shown in FIG. 50,
inverted triangles (marks 897 to 899 andthe like) having a
thick-lined contour are displayed as such marks. These marks
are plotted while having their placement determined on the
basis of the latitudes and longitudes of the corresponding
contents. The mark 897 indicating the generated position of
the content (the content with a selection box 894 attached)
being selected in the contentlisting display area 893 is dis-
played in a different mannerofdisplay from that of the other
marks. For example, the inverted triangle of the mark 897 is
an inverted triangle with oblique lines drawn inside, and the
invertedtriangle of each ofthe other marks (898, 899, and the
like) is an inverted triangle that is painted with white inside.
[0443] In the magnified imagedisplay area 892, an image
corresponding to the content (the content with the selection
box 894 attached) being selected in the contentlisting display
area 893 is displayed in magnified form.
[0444] In the content listing display area 893,a listing of
contents belonging to the corresponding cluster is displayed
as thumbnails. For example, if there is a large number of
contents to be listed for display, only someofthe contents to
be listed for display may be displayed in the contentlisting
display area 893, and the other contents may be displayed by
a scroll operation. For example, the other contents may be
scroll displayed by a scroll operation using a left button 895
and a right button 896. Also, at least one content can be
selected from amongthelisting of contents displayed in the
contentlisting display area 893. In the example shown in FIG.
50, the content displayed at the center portion of the content
listing display area 893 is selected. The content thus selected
is displayed while being attached with the selection box 894
indicating the selected state. This selection box 894 can bein,
for example, yellow color. A selecting operation on a content
can be madebyusing acursor. An image corresponding to the
content attached with the selection box 894 in the content

listing display area 893is displayed in magnified form in the
magnified image display area 892. Editing, processing, and
the like can be performed on each content by a user operation.

[Example ofOperation ofInformation Processing Apparatus]

[0445] FIG. 51 is a flowchart showing an example of the
procedure of a background map generation process by the
information processing apparatus 600 according to the sec-
ond embodimentof the present invention.
[0446] First, the background map generating section 610
acquires cluster information stored in the cluster information
storing section 240 (step $1101). Subsequently, on the basis
ofthe acquired cluster information, the background map gen-
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erating section 610 generates a background map (cluster
wide-area map) corresponding to the cluster, and stores the
generated background map into the background map infor-
mation storing section 620 in association with the cluster
(step $1102). Subsequently, it is judged whether or not gen-
eration of a background image (cluster wide-area map) has
been finished for every cluster (step $1103). If generation of
a background imagehas not been finished for every cluster,
the process returns to step $1101. On the other hand, if gen-
eration of a background image has been finished for every
cluster (step $1103), the operation of the background map
generation process is ended.
[0447] FIG. 52 is a flowchart showing an example of the
procedure of a content playback process by the information
processing apparatus 600 according to the second embodi-
mentof the present invention.
[0448] First, it is judged whetheror not a content playback
instructing operation for instructing content playback has
been performed (step $1111). If a content playback instruct-
ing operation has not been performed, monitoring is continu-
ously performed until a content playback instructing opera-
tion is performed.Ifa content playback instructing operation
has been performed (step $1111), a map view screenis dis-
played (step $1112).
[0449] Subsequently, it is determined whether or not a
mode switching operation has been performed (step $1113).
If a mode switching operation has been performed (step
$1113), it is determined whether or not a map view screen is
displayed (step S1114). Ifa map view screenis not displayed,
a map view screenis displayed (step $1115). Subsequently, a
map view processis performed (step $1130), and the process
proceeds to step S1117. This map view process will be
described later in detail with reference to FIG. 53.

[0450] If a map view screen is displayed (step S1114), a
scatter view screen is displayed (step $1116), a scatter view
process is performed (step $1160), and the process proceeds
to step S1117. This scatter view process will be described
later in detail with reference to FIG. 55.

[0451] Subsequently, it is judged whether or not the
accepted operation is a mode switching operation (step
$1117). Ifthe accepted operation is a mode switching opera-
tion (step $1117), the process returns to step $1114. If the
accepted operation is not a mode switching operation (step
$1117), it is judged whether or not the operation is a deter-
mining operation on a cluster map (step $1118). If the opera-
tion is a determining operation onacluster map (step $1118),
a play view mapis displayed (step $1119), and a play view
process is performed (step $1120). Subsequently, it is deter-
mined whetheror not a cancelling operation on the play view
screen has been performed (step $1121). If a cancelling
operation on the play view screen has been performed, a
screen (a map View screenor scatter view screen) displayed at
the time ofthe determining operation on the current play view
screen is displayed (step $1122). Subsequently, it is judged
whetherornot the displayed screen 1s amap view screen (step
$1123). If the displayed screen is a map view screen, the
process returns to step $1130. On the other hand, if the dis-
played screen is not a map view screen (that is, if the dis-
played screen is a scatter view screen) (step $1123), the
process returns to step $1160.
[0452] Ifacancelling operation onthe play view screen has
not been performed (step $1121),it is judged whether or not
acontent playback ending operation for instructing the end of
content playback has been performed (step $1124). If the
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content playback ending operation has not been performed,
the process returns to step $1120. On the other hand, if the
content playback ending operation has been performed(step
$1124), the operation of the content playback process is
ended.

[0453] FIG. 53 is a flowchart showing an example of the
mapview process(the procedure ofstep $1130 shown in FIG.
52) of the procedure of the content playback process by the
information processing apparatus 600 according to the sec-
ond embodimentof the present invention.

[0454] First, on the basis ofcluster information stored in the
cluster information storing section 240, the display control
section 670 acquires map data from the map information
storing section 220, and generates a background map (step
$1131). Subsequently,the coordinate calculating section 630
calculates the coordinates of cluster maps corresponding to
the generated background map (step $1132), and the non-
linear zoom processing section 640 performs a non-linear
zoom process (step $1150). This non-linear zoom process
will be describedlater in detail with reference to FIG. 54.

[0455] Subsequently, the display control section 670 dis-
plays the cluster maps while overlaying the cluster maps on
the coordinates on the map found by the non-linear zoom
process (step $1133). It should be notedthat step $1133 is an
example of a display control step described in the claims.
Subsequently, it is judged whether or not a move/scale-
change operation on a map has been performed(step $1134).
If a move/scale-change operation on a map has been per-
formed (step $1134), in accordance with the operation per-
formed, the display control section 670 generates a back-
ground map (step $1135), and the process returns to step
$1132. On the other hand, if a move/scale-change operation
on a map has not been performed (step $1134), it is judged
whetherornota selecting operation on a cluster map has been
performed(step $1136). If a selecting operation on a cluster
map has been performed (step $1136), the display control
section 670 displays a content listing display area on the map
view screen (step $1137), and the process proceeds to step
S1138.

[0456] Ifaselecting operation on acluster map has not been
performed (step $1136), it is judged whether or not a dese-
lecting operation on a cluster map has been performed(step
$1138). Ifa deselecting operation on a cluster map has been
performed (step S1138), the display control section 670
erases the contentlisting display area displayed on the map
view screen (step $1139), and the process returns to step
S1134.

[0457] Ifa deselecting operation on a cluster map has not
been performed (step $1138), it is judged whether or not a
determining operation on a cluster map has been performed
(step $1140). Ifa determining operation on a cluster map has
been performed (step $1140), the operation of the map view
process is ended. On the other hand,if a determining opera-
tion on a cluster map has not been performed (step $1140), it
is judged whetheror not a mode switching operation has been
performed (step $1141). If a mode switching operation has
been performed (step S1141), the operation of the map view
process is ended. On the other hand, if a mode switching
operation has not been performed (step $1141), the process
returns to step $1134.

[0458] FIG. 54 is a flowchart showing an example of the
non-linear zoom process(the procedure of step $1150 shown
in FIG. 53) of the procedure of the content playback process
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by the information processing apparatus 600 according to the
second embodimentof the present invention.

[0459] First, the non-linear zoom processing section 640
selects one cluster map from among cluster maps whose
coordinates have been calculated by the coordinate calculat-
ing section 630, and sets this cluster map as a cluster map i
(step $1151). Subsequently, the non-linear zoom processing
section 640 sets the coordinates (center position) of the clus-
ter map ias a focus (step $1152), and calculates transformed
coordinates PE with respect to every cluster map j existing
within a transformationtarget area (step $1153). It should be
noted that steps $1151 to $1153 are each an example of a
transformed coordinate calculating step described in the
claims.

[0460] Subsequently, it is judged whetherornot calculation
of transformed coordinates has been finished with every one
of the cluster maps whose coordinates have been calculated
by the coordinate calculating section 630 set as a focus (step
$1154). If calculation of transformed coordinates has not
been finished with every cluster map set as a focus (step
$1154), a cluster map for which the calculation has not been
finished is selected, and this cluster mapis set as the cluster
map i (step $1151). On the other hand, if calculation of
transformed coordinates has been finished with every one of
cluster mapsset as a focus (step $1154), one cluster map is
selected from amongthe cluster maps for which calculation
of the transformed coordinates has been finished, and this
cluster map is set as the cluster map i (step $1155). Subse-
quently, the non-linear zoom processing section 640 calcu-
lates the meanofthe calculated transformed coordinates PEy
(step $1156), and set the calculated mean as the coordinates
ofthe cluster map i (step $1157). It should be noted that steps
$1155 to 1157 are each an example of a coordinate setting
step described in the claims.

[0461] Subsequently, it is judged whetheror not setting of
coordinates has been finished with respect to every one of the
cluster maps for which calculation of the transformed coor-
dinates has been finished (step $1158).If setting of coordi-
nates has been finished with respect to every cluster map (step
$1158), a cluster map for which the setting has not been
finished is selected, and this cluster mapis set as the cluster
map i (step $1155). On the other hand,if setting of coordi-
nates has been finished with respect to every cluster map (step
$1158), the operation of the non-linear zoom process is
ended.

[0462] FIG. 55 is a flowchart showing an example of the
scatter view process (the procedure of step $1160 shown in
FIG.52) of the procedure of the content playback process by
the information processing apparatus 600 according to the
second embodimentof the present invention.

[0463] First, the coordinate calculating section 630 calcu-
lates the coordinates of cluster maps on the basis of cluster
information stored in the cluster information storing section
240 (step $1161). Subsequently, the non-linear zoom pro-
cessing section 640 performsa non-linear zoom process(step
$1150). Since this non-linear zoom process is the sameas the
procedure shownin FIG. 54, the non-linear zoom process is
denoted by the same symbol, and description thereof is omit-
ted here.

[0464] Subsequently, the relocation processing section 650
performs a force-directed relocation process (step $1170).
This force-directed relocation process will be described later
in detail with reference to FIG. 56.

May 26, 2011

[0465] Subsequently, the magnification/shrinkage process-
ing section 660 performs coordinate transformation by a
magnification/shrinkage process, on the basis ofthe size ofan
area subject to coordinate transformation by the relocation
process, and the size of the display screen on the display
section 680 (step $1162).
[0466] Subsequently, the display control section 670 dis-
plays the cluster maps while superimposing the cluster maps
on coordinates on the map found by the magnification/shrink-
age process (step $1163). It should be noted that since steps
$1136 to S1141 are the same as those ofthe procedure shown
in FIG. 53, these steps are denoted by the same symbols, and
description thereof is omitted here.
[0467] FIG. 56 is a flowchart showing an example of the
force-directed relocation process (the procedure of step
$1170 shown in FIG. 55) of the procedure of the content
playback process by the information processing apparatus
600 according to the second embodiment of the present
invention.

[0468] First, the relocation processing section 650 selects
one cluster map from among the cluster maps whose coordi-
nates have beenset by the non-linear zoom processing section
640, andsets this cluster map as a cluster map i (step $1171).
Subsequently, the relocation processing section 650 calcu-
lates all of repulsive force vectors F,, exerted on the cluster
map i from cluster maps j (step $1172). Subsequently, the
relocation processing section calculates the mean ofthe cal-
culated repulsive force vectors F,, as a repulsive force vector
F, on the cluster map i (step $1173).
[0469] Subsequently, it is judged whetheror not the abso-
lute value |F,| of the calculated repulsive force vectorF, is
equalto or smaller than K (step $1174). If IF,| is equal to or
smaller than K, the process proceeds to step $1176. On the
other hand,if IF,| is larger than K (step $1174), the relocation
processing section 650 substitutes the repulsive force vector
F, by K(/IF,|) (step $1175).
[0470] Subsequently, it is judged whetherornot calculation
of the repulsive force vector F, has been finished with respect
to every one of the cluster maps whose coordinates have been
set by the non-linear zoom processing section 640 (step
$1176). If calculation of the repulsive force vector F, has not
been finished with respect to every cluster map (step S1176),
a cluster map for which the calculation has not been finished
is selected, andthis cluster mapis set as the cluster map 1 (step
$1171). On the other hand, if calculation of the repulsive
force vector F, has been finished with respect to every cluster
map (step $1176), a cluster map is selected from among the
cluster maps whose coordinates have been set by the non-
linear zoom processing section 640, and this cluster mapis set
as the cluster map i (step S1177). Subsequently,the relocation
processing section 650 adds the repulsive force vector F, to
the coordinates of the cluster map i (step $1178).
[0471] Subsequently, itis judged whetheror not addition of
the repulsive force vector F, has been finished with respect to
every one ofthe cluster maps whose coordinates have beenset
by the non-linear zoom processing section 640 (step S1179).
If addition of the repulsive force vector F,; has not beenfin-
ished with respect to every cluster map (step $1179), a cluster
map for which the addition has not been finishedis selected,
and this cluster map is set as the cluster map i (step $1177).
Onthe other hand, if addition of the repulsive force vectorF,
has been finished with respect to every cluster map (step
$1179),it is judged whetheror not repulsive force vectors IF,|
calculated with respect to individual cluster maps are smaller
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than the threshold th11 (step $1180). Ifall the repulsive force
vectors IF,| are smaller than the threshold th11 (step $1180),
the force-directed relocation process is ended. On the other
hand,if any one of the repulsive force vectors IF,| is equal to
or larger than the threshold th11 (step $1180), the process
returns to step $1171, and the force-directed relocation pro-
cess is repeated (steps $1171 to $1179).
[0472] It should be noted that while the second embodi-
mentof the present inventionis directed to the case in which
a listing of cluster mapsis displayed, the second embodiment
of the present invention is also applicable to a case in which a
listing of superimposed images other than cluster maps is
displayed. For example, the second embodiment of the
present invention is also applicable to a case in which icons
representing individual songs are placed as superimposed
images (for example, a music playback app) on the xy-coor-
dinate system (background image) with the mood of each
song taken along the x-axis and the tempoofeach song taken
along the y-axis. Also, the second embodimentofthe present
invention is applicable to a case in which short-cut icons or
the like superimposed on the wallpaper displayed on a per-
sonal computer or the like are placed as superimposed
images. For example, a non-linear zoom process can be per-
formed with the superimposed imageto be selected taken as
the center. Also, a non-linear zoom process can be performed
also when a plurality of superimposed images are to be
selected.

[0473] Also, forexample, in the case when a specific button
is to be selected with respect to a group ofbuttons placed in a
predetermined positional relationship, a non-linear zoom
process can be performedwith the buttonto be selected taken
as the center. Also, a non-linear zoom process can be per-
formed in the case when a plurality of buttons are to be
selected. By these processes, overlapping of superimposed
images is eliminated, thereby making it possible to provide a
user interface that is easy to view and operate for the user.

3. Modifications

[0474] The first embodiment of the present invention is
directed to the case of generating binary tree structured data
while calculating distances between individual contents and
sequentially extracting a pair with the smallest distance. In
the following, a description will be given of a case in which
binary tree structured data is generated by performing an
initial grouping process and a sequential clustering process.
By performingthis initial clustering process, the number of
pieces of data to be processed in tree generation can be
reduced. Thatis, a faster clustering process can be achieved
by reducing the numberof nodes to be processed. Also, by
performing a sequential clustering process, the amount of
computation can be reduced as compared with a case in which
exhaustive clustering (for example, the tree generation pro-
cess shownin FIG.8 and step S910 of FIG. 28)is performed,
thereby achieving a faster clustering process. Further, a
sequential clustering process can be used even in situations
where notall pieces of data are available at the beginning.
That is, when a new piece of data is added after binary tree
structured data is generated by using pieces of data (content)
that exist at the beginning, a clustering process can be per-
formed with respect to the new piece of data by using the
already-generated binary tree structured data.

[Example of Tree Generation Process]

[0475] FIGS.57A to 61B are diagramsfor explaining a tree
generation process performed by the tree generating section
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120 according to a modification ofthe first embodimentofthe
present invention. FIGS. 57A to 61B will be described in
detail with reference to the flowcharts shown in FIGS.62 to

66. Here, an initial grouping process is a process performed
before the tree generating section 120 performs a tree gen-
eration process, and contributes to faster processing speed.
FIG. 57A shows a case in which contents e to m are placed
virtually at positions identified by respective pieces of posi-
tional information associated with the contents. That is, FIG.
57A shows a case in which the contents e to m are placed
virtually at their generated positions. Also, the times of shoot-
ing identified by respective pieces of date and time informa-
tion associated with the contents e to m are in the orderof the

contents e, f,...,M.

[0476] FIGS. 62 to 66 are flowcharts each showing an
example ofthe procedure ofa clustering process by the infor-
mation processing apparatus 100 according to a modification
of the first embodimentofthe present invention.
[0477] FIG. 62 shows an example of the procedure of the
clustering process. First, an initial grouping processis per-
formed (step $920). This initial grouping process will be
described later in detail with reference to FIG. 63. Subse-

quently, a tree generation process is performed (step S940).
This tree generation process will be describedlater in detail
with reference to FIG. 64. The procedureofthis tree genera-
tion processis a modification of step $910 shownin FIG.28.
Tt should be notedthatthe initial grouping process (step S920)
may be performed before step S910 (shown in FIG. 28)
according to the first embodimentof the present invention.
[0478] FIG. 63 shows an example ofthe initial grouping
process(the procedure of step S920 shown in FIG.62) ofthe
procedure of the clustering process.
[0479] First, a variable i is initialized (step S921), and a
content ni is set in a set S (step $922). Subsequently, “1”is
addedto the variable i (step $923), and a distance d(head(S),
ni) is calculated (step S924). Here, head(S) represents thefirst
content along the temporal axis among contents included in
the set S. Also, the distance d(head(S), ni) is the distance
between head(S) and the contentni.
[0480] Subsequently, it is judged whetheror notthe calcu-
lated distance d(head(S), ni) is smaller than a threshold (INI-
TIAL_GROUPING_DISTANCE) th20 (step S925). If the
calculated distance d(head(S), ni) is smaller than the thresh-
old th20 (step S925), the contentni is addedto the set S (step
$926), and the process proceeds to step $930. On the other
hand,if the calculated distance d(head(S), ni) is equal to or
larger than the threshold th20 (step $925), a tree generation
process is performed with respect to the contents included in
the set S (step S940). This tree generation process will be
describedlater in detail with reference to FIG. 64.

[0481] Subsequently, the results of the tree generation pro-
cess are held (step $927), the contentsin theset S are deleted
(step $928), and the contentni is set in the set S (step $929).
[0482] Subsequently, it is judged whetheror not the vari-
able i is smaller than N (step S930), and if the variable1 is
smaller than N,the process returns to step S923. On the other
hand, if the variable i is equalto or larger than N (step S930),
the held results of the tree generation process are used as
nodes to be processed (step S931), and the operation of the
initial grouping process is ended. In this regard, while indi-
vidual contents are inputted as elementsto be processed in the
tree generation process described above with reference to the
first embodimentof the present invention, in the case when
the initial grouping processis performed,a plurality ofnodes
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held in step S927 are inputted as elements subject to a tree
generation process. That is, nodes inputted as elements sub-
ject to a tree generation process(the plurality ofnodes held in
step $927) serve as the nodesto be processed.

[0483] That is, in the initial grouping process, respective
pieces of positional information of the first content and the
second content along the temporal axis are acquired, and the
distance d between the two contentsis calculated on the basis

of the acquired pieces of positional information of the two
contents. Subsequently, the calculated distance d and the
threshold th20 are compared with each other, andit is judged
whetheror not the distance d is less than the threshold th20. If

the distanced is less than the threshold th20, the two contents
with respect to which the distance d has been calculated are
determined as being subject to initial grouping, and these
contents are addedto the set S.

[0484] Subsequently, respective pieces of positional infor-
mation of the first content and the third content along the
temporal axis are acquired, and the distance d between the
two contents is calculated on the basis of the acquired pieces
of positional information of the two contents. Subsequently,
the calculated distance d and the threshold th20 are compared
with each other, andit is judged whetheror not the distance d
is less than the threshold th20. Ifthe distance d is less than the

threshold th20, the two contents with respect to which the
distance d has been calculated are determined as being sub-
ject to initial grouping, and these contents are addedto the set
S. That is, the first to third contents are set in the set S.
Thereafter, likewise, with respect to the N-th (N is an integer
not smaller than 2) content, addition of the corresponding
contentto the set S is performed until the distance d becomes
larger than the threshold th20. On the other hand, when the
distance d becomes equalto orlarger than the threshold th20,
the N-th content with respect to whichthis distance d has been
calculated is determinedas not being subject to initial group-
ing. Thatis, at the point in time whenthe distance d becomes
equal to or larger than the threshold th20, contents up to the
content ((N-1)-th content) immediately preceding the N-th
content with respect to which this distance d has been calcu-
lated becomesubject to initial grouping. That is, a grouping is
interrupted at the N-th content. Then, by taking the N-th
content where a grouping is interrupted as the first content
along the temporal axis, with respect to the (N+1)-th content
(N is an integer not smaller than 2), addition of the corre-
sponding content to anew set S is performeduntil the distance
d becomeslarger than the threshold th20.

[0485] For example, suppose that in the example shown in
FIG. 57A, respective distances between contents e and f, e
and g, f and g, i andj, and h and m areless than the threshold
th20, and distances between the other contents are equalto or
larger than the threshold th20. Also, in FIG. 57A, each two
contents to be comparedare depicted as being connected by a
dotted arrow.Ifthe distance between contents is less than the

threshold th20, a circle (©) is attached on the corresponding
arrow, and if the distance between contents is equal to or
larger than the threshold th20, an X (x) is attached on the
corresponding arrow.

[0486] In the example shown in FIG. 57A, contents from
the first content e to the content g to be compared with each
other are subject to initial grouping, and set in the set S.
Subsequently, by taking the content i where a grouping is
interrupted as the first content, the contents i and j become
subjectto initial grouping,andare set in anew set S. While the
initial grouping processis thereafter performed in a similar
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way, since the distances between contents are equal to or
larger than the threshold th20, no grouping is performed.It
should be notedthat althoughthe distance between contents h
and m is less than the threshold th20, since contents where a
grouping is interrupted exist between the contents h and m,
and the contents h and m are thus not compared with each
other, the contents h and m do not becomesubject to initial
grouping. An example of grouping in the case wheninitial
grouping is performedinthis way is shown in FIG. 57B. Also,
respective contents that have undergone initial grouping are
depicted as being bounded by circles 531 to 533.
[0487] FIG. 64 shows an example of the tree generation
process(the procedure of step S940 shown in FIG.62) ofthe
procedure of the clustering process.
[0488] First, a node insertion process is performed (step
$950). This node insertion process will be describedlater in
detail with reference to FIG. 65. Subsequently, a tree updating
process after node insertion is performed (step S980). This
tree updating process after node insertion will be described
later in detail with reference to FIG. 66. Subsequently, it is
judged whetherornot processing ofnodesto be processed has
been finished (step S941). If processing of nodes to be pro-
cessed hasnot been finished, the process returns to step S950.
Onthe other hand, ifprocessing ofnodes to be processed has
been finished (step $941), the operation ofthe tree generation
process is ended.
[0489] FIG. 65 shows an example of the node insertion
process(the procedure of step S950 shownin FIG.64) ofthe
procedure ofthe tree generation process. In this example, an
internal tree is generated by using the results of an initial
grouping process as nodesto be processed. Also, for contents
that have undergoneinitial grouping, their root nodes are
regarded as contents to be handledin an internal tree. Further,
in the generation of an internaltree, insertion of one piece of
datato an already-created internal tree at a timeis repeated. In
the following, child nodesor leaves of each node are denoted
by left( ) and right( ) For example, two child nodes of node a
are denoted by left(a) and right(a). In this case, let left(a) be
the first child of the node a,and right(a) be the second child of
the nodea. It should be noted that when noinitial grouping
processis performed, individual contents are inputted as ele-
ments to be processed. Thatis, individual contents are input-
ted as nodesto be processed.
[0490] First, on the basis of two contents at the beginning,
a minimum tree structure is generated with the two contents
taken as leaves, and a new node containing the two contents
taken as root node a. Then, each of the third and subsequent
contents (addition node n) is acquired (step $951). Thatis, a
nodeinsertion process is performed with respect to the root
node a and the addition node n. FIG. 58A schematically
showsthe relationship between the root node a (501) and the
addition node n (504).
[0491] Subsequently, on the basis of the relationship
betweenthe root node a and the addition node n,case analysis
is performed in accordance with the relationships shown in
FIG. 58B and FIGS.59A to 59H (step $952). Specifically,it
is judged which one of Cases 0 to 7 shown in FIGS. 58B and
59A to 59H correspondsto the relationship between the child
elements (node b (502) and node c (503)) of the node a (501)
(the root node in the initial state) with respect to which node
addition is performed, and the addition node n (504).
[0492] Ifthe relationship between the root node a and the
addition node n correspondsto the relationship in Case 4 or 7
shown in FIG. 58B and FIGS. 59A to 59H (step S953), the
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node b (502) and the node c (503) are decomposedinto their
respective child elements (b1, b2, cl, ¢2). It should be noted
that b1=left(b), b2=right(b), cl=left(c), and c2=right(c).
Then, a tree generation process is performed with respect to
{b1, b2, cl, c2} (step $954). This tree generation process is
the sameas the tree generation process described above with
reference to thefirst embodimentof the present invention, in
which with respect to target nodes, a pair with the smallest
distance is detected, and a new node havingthis detected pair
of nodes as child elements is sequentially generated. By
repeating this tree generation process until the number of
target nodes becomes1, binary tree structured data is gener-
ated. Subsequently, the root node ofthe tree generated by the
tree generation processis substituted by the root nodea(step
$955), and the operation of the node insertion process is
ended.

[0493] Also, ifthe relationship betweenthe root node a and
the addition node n is the relationship corresponding to any
one of Cases 0 to 2, 5, and 6 shown in FIG. 58B and FIGS.
59to 59H (step $953), distances between individual nodes
are calculated. That is, distances d(b,n), d(c, n), and d(b, c)
are calculated. It should be noted that the distance d(b, n)
means the distance between the node b and the node n. Sub-

sequently, a pair of nodes with the smallest distance is
extracted from among the calculated distances between indi-
vidual nodes (steps S957 and S961), and as shown in FIGS.
60A to 60C, processing according to each such pair is per-
formed (steps S958 to 5960, and $962 to S965).
[0494] Specifically, when the distance d(b, n) is the small-
est amongthe calculated distances between individual nodes
(step S957), it is judged whetheror not the nodebis a leaf, or
whether or not the radius of the node b is equal to 0 (step
$958). If the radius of a node is equalto 0, this meansthat all
the child elements exist at the same position. If the node b is
not a leaf, and the radius of the node b is not equalto 0 (step
$958), the node b is substituted by “a”, and the process returns
to step $951. On the other hand,if the nodeb is a leaf, or the
radius of the node b is equalto 0 (step S958), a new node m
having the nodes b and n as child elements is generated, and
the position of the original node b is substituted by the new
node m (step S960). Then, the node m is substituted by “a”
(step S960), and the operation of the node insertion processis
ended. A schematic of these processes is shown in FIG. 60B.
[0495] Also, when the distance d(c, n) is the smallest
among the calculated distances between individual nodes
(step S961), by reading “b”in steps S958 to S960 described
above as “c”, the same processes are performed(steps S962
and S963). A schematic of these processes is shown in FIG.
60C.

[0496] Also, when the distance d(b, c) is the smallest
amongthe calculated distances between individual nodes, the
state of the existing tree is held, and a new node m having the
nodes a and n as child nodesis generated (step $965). Then,
the node m is substituted by “a” (step $965), and the operation
of the node insertion process is ended. A schematic of these
processes is shown in FIG. 60A.

[0497] FIG. 66 shows an exampleofthe tree updating pro-
cess after nodeinsertion (the procedure of step S980 shown in
FIG.64) ofthe procedure ofthe tree generation process. This
is a process for adjusting the relationship between the node a
and other nodes whichis affected by an increasein thesize of
the node a due to nodeinsertion. In this example, S and Sb
each denote a set. Also, parent(a) denotes a parent node ofthe
nodea. Further, brother(a) denotes a brother(the other child
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as seen from the parent) of the node a. Also, head(S) denotes
the first element of the set S. Also, tmp denotes an element to
be held. FIGS. 61A and 61B show a schematic ofthe tree

updating process after node insertion. The example shown in
FIG. 61A illustrates the case of {a, b, b11, b12, b2} being
subject to clustering. Also, FIG. 61B showstherelationship
between an insertion position 521 and a portion to be restruc-
tured 522 in the example shownin FIG. 61A.
[0498] First, S={a}, Sb={ }, and p=a are set (step $981).
Subsequently,it is judged whetherornot p is a root node(step
$982). If p is a root node, a tree generation process is per-
formed with respect to elements within S (step $989), and the
operation of the tree updating process after node insertion is
ended. This tree generation processis the sameas the process
described in step S954. On the other hand,if p is not a root
node (step $982), Sb={brother(p)} is set (step $983), andit is
judged whether or not head(Sb) and “a” coincide with each
other (step $984).
[0499] If head(Sb) and “a” coincide with each other (step
$984), tmp=head(Sb), Sb=Sb-{tmp}, and Sb={left(tmp),
right(tmp)}+Sb are set (step S985). Subsequently,it is judged
whether or not Sb={ } (step $987). Thatis, it is judged
whetherornotthe set Sb is empty. If Sb={ } does not hold,the
process returns to step S984. On the other hand, if Sb={ }
(step S987), p=parent(p) is set (step S988), and the process
returns to step $982.
[0500] Also, ifhead(Sb) and“a”do not coincide with each
other (step $984), S=S+head(Sb) and Sb=Sb-head(Sb) are
set (step $986), and the process proceeds to step S987.
[0501] Itshould be noted that while the embodiments ofthe
present invention are directed to the case in whichstill images
are used as contents, for example, the embodiments of the
present invention can be also applied to cases where moving
image contents are used. For example, in a case where one
piece of positional information is assigned to one moving
image content, the embodiments of the present invention can
be applied in the same mannerasin the case ofstill image
contents. Also, in a case wherea plurality of pieces of posi-
tional information (for example, for every frame or for every
predeterminedinterval offrames) are assigned to one moving
image content, by determining onepiece of positional infor-
mation with respect to one moving image content, the
embodiments of the present invention can be applied in the
same manner as in the case of still image contents. For
example, one piece of positional information can be deter-
minedwith respect to one moving image content by using the
start position of shooting of a moving image content, the end
position of shooting of a moving image content, the mean of
positions assigned to a moving image content, or the like.
Also, the embodiments of the present invention can be also
applied to contents such as text files and music files with
which positional information and date and time information
are associated.

[0502] Also, the embodiments of the present invention can
be applied to information processing apparatuses capable of
handling contents, such as a portable telephone with an image
capturing function, a personal computer, a car navigation
system, and a portable media player.
[0503] It should be noted that the embodiments of the
present invention are illustrative of an example for imple-
menting the present invention, and as explicitly stated in the
embodiments of the present invention, there is a mutual cor-
respondence between matters in the embodiments of the
present invention, and invention-defining matters in the
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claims. Likewise, there is a mutual correspondence between
invention-defining matters in the claims, and matters in the
embodiments of the present invention which are denoted by
the same namesas thoseofthe invention-defining matters. It
should be noted, however, that the present invention is not
limited to the embodiments, and the present invention can be
implemented by making various modifications to the embodi-
ments without departing from the scope of the present inven-
tion.

[0504] The process steps described above with reference to
the embodimentsof the present invention may be grasped as
a methodhavinga series of these steps, or may be grasped as
a program for causing a computer to execute a series of these
steps or a recording medium that stores the program. Asthis
recording medium, for example, a CD (Compact Disc), an
MD(MiniDisc), a DVD (Digital Versatile Disk), a memory
card, a Blur-ray Disc (registered trademark), or the like can be
used.

[0505] The present application contains subject matter
related to that disclosed in Japanese Precedence Patent Appli-
cation JP 2009-268661 filed in the Japan Patent Office on
Nov.26, 2009, the entire content of which is hereby incorpo-
rated by reference.
[0506] It should be understood by those skilled in the art
that various modifications, combinations, sub-combinations
and alterations may occur depending on design requirements
and other factors insofar as they are within the scope of the
appendedclaimsor the equivalents thereof.

Whatis claimed is:

1. An information processing apparatus comprising:
a transformed-coordinate calculating section that calcu-

lates transformed coordinates for each of a plurality of
superimposed images associated with coordinates in a
background image, by taking one superimposed image
of the plurality of superimposed imagesas a reference
image, and transforming coordinates of other superim-
posed imageson the basis of corresponding coordinates
of the reference image in the background image, dis-
tances in the background image from the reference
imageto the other superimposed images, and a distance
in the background image from the reference image to a
boundary within a predetermined area with respect to
the reference image, the coordinates of the other super-
imposed images being transformed in such a way that
coordinate intervals within the predetermined area
becomedenser with increasing distance from the refer-
ence image toward the boundary within the predeter-
mined area;

a coordinate setting section that sets coordinates of the
reference imageon the basis ofa mean value obtained by
calculating a mean ofthe calculated coordinates of the
other superimposed images with respect to the reference
image; and

a display control section that displays the background
image and the plurality of superimposed images on a
display section in such a waythat the reference imageis
placed at the set coordinates in the background image.

2. The information processing apparatus according to
claim 1, further comprising:

a second transformed-coordinate calculating section that
calculates transformed coordinates for each ofthe super-
imposed images by transformingthe set coordinates on
the basis ofa size of the background imageon a display
screen of the display section, the numberofthe super-
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imposed images, and distances between the superim-
posed images in the background image,the set coordi-
nates being transformed in such a waythatthe distances
between the superimposed images increase undera pre-
determined condition in accordance with the distances

between the superimposed images in the background
image,

wherein the display control section displays the back-
ground imageandthe plurality of superimposed images
in such a waythat the superimposed imagesare placedat
the coordinates in the background image calculated by
the second transformed-coordinate calculating section.

3. The information processing apparatus according to
claim 2, further comprising:

a magnification/shrinkage processing section that magni-
fies or shrinks the coordinates calculated by the second
transformed-coordinate calculating section with refer-
ence to a specific position on the display screen, on the
basis of a coordinate size subject to coordinate transfor-
mation by the second transformed-coordinate calculat-
ing section, and a size of the background image on the
display screen ofthe display section,

wherein the display control section displays the back-
ground imageandthe plurality of superimposed images
in such a waythat the superimposed imagesare placedat
the coordinates in the background image magnified or
shrunk by the magnification/shrinkage processing sec-
tion.

4. The information processing apparatus according to
claim 1, wherein:

the background image is an image representing a map; and
the superimposed images are images representing a plural-

ity ofcontents with each ofwhich positional information
indicating a position in the mapis associated.

5. The information processing apparatus according to
claim 4, further comprising:

a group setting section that sets a plurality of groups by
classifying the plurality of contents on the basis of the
positional information; and

a mark generating section that generates marks represent-
ing the groupsonthe basis of the positional information
associated with each of contents belonging to the set
groups,

wherein the display control section displays a listing ofthe
marks representing the groups as the superimposed
images.

6. The information processing apparatus according to
claim 5, wherein the mark generating section generates maps
as the marks representing the groups, the maps each corre-
sponding to an area including a position identified by the
positional information associated with each of the contents
belonging to the set groups.

7. The information processing apparatus according to
claim 6, wherein the mark generating section generates the
marks representing the groups by changing a mapscale for
each of the set groups so that each of the maps becomes an
image with a predeterminedsize.

8. The information processing apparatus according to
claim 6, further comprising:

a background map generating section that generates a
background map corresponding to each of the groupsat
a scale determined in accordance with a scale of each of

maps generated as the marks representing the groups;
and
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the display control section displays, as the background 10. A program for causing a computer to execute the steps
image, the background map generated with respect to a of:

group corresponding to a map selected from amongthe calculating transformed coordinates for each of a plurality
displayedlisting of maps.

: : : 1 of superimposed images associated with coordinates in a
9. An information processing method comprising the steps . . . .

of: background image, by taking one superimposed image
calculating transformed coordinatesfor eachof a plurality of the plurality of superimposed imagesas a reference

ofsuperimposed imagesassociated with coordinates in a
background image, by taking one superimposed image
of the plurality of superimposed imagesas a reference
image, and transforming coordinates of other superim-
posed imageson the basis of corresponding coordinates
of the reference image in the background image, dis-
tances in the background image from the reference
imageto the other superimposed images, and a distance
in the background image from the reference image to a
boundary within a predetermined area with respect to
the reference image, the coordinates of the other super-
imposed images being transformed in such a way that
coordinate intervals within the predetermined area
becomedenser with increasing distance from the refer-
ence image toward the boundary within the predeter-
mined area;

setting coordinates of the reference imageonthe basis ofa
mean value obtained by calculating a mean ofthe cal-
culated coordinates of the other superimposed images
with respect to the reference image; and

displaying the background image and the plurality of
superimposed images on a display section in such a way
that the reference imageis placed at the set coordinates
in the background image.
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boundary within a predetermined area with respect to
the reference image, the coordinates of the other super-
imposed images being transformed in such a way that
coordinate intervals within the predetermined area
becomedenser with increasing distance from the refer-
ence image toward the boundary within the predeter-
mined area;

setting coordinates of the reference image onthe basis of a
mean value obtained by calculating a mean ofthe cal-
culated coordinates of the other superimposed images
with respect to the reference image; and

displaying the background image and the plurality of
superimposed images on a display section in such a way
that the reference imageis placed at the set coordinates
in the background image.
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