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In a document retrieval, or other pattern matching
environment where stored entities (documents) are
compared with each other or with incoming patterns
(search requests), it appears that the best indexing
(property) space is one where each entity lies as far away
from the others as possible; in these circumstances the
value of an indexing system may be expressible as a
function of the density of the object space; in particular,
retrieval performance may correlate inversely with space
density. An approach based on space density computations
is used to choose an optimum indexing vocabulary for a
collection of documents. Typical evaluation results are
shown, demonstating the usefulness of the model.
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! Although we speak of documents and index terms, the present
development applies to any set of entities identified by weighted
property vectors.

% Retrieval performance is often measured by parameters such
as recall and precision, reflecting the ratio of relevant items actually
retrieved and of retrieved items actually relevant. The question
concerning optimum space configurations may then be more
conventionally expressed in terms of the relationship between
document indexing, on the one hand, and retrieval performance,
on the other.
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1. Document Space Configurations

Consider a document space consisting of documents
D;, each identified by one or more index terms Tj;
the terms may be weighted according to their im-
portance, or unweighted with weights restricted to 0
and 1. A typical three-dimensional index space is
shown in Figure 1, where each item is identified by up to
three distinct terms. The three-dimensional example
may be extended to ¢ dimensions when ¢ different
index terms are present. In that case, each document
D; is represented by a ¢-dimensional vector

Di = (dily d{g, e ey dil);

#,; representing the weight of the jth term.

Given the index vectors for two documents, it is
possible to compute a similarity coefficient between
them, s(D;, D,), which reflects the degree of similarity
in the corresponding terms and term weights. Such a
similarity measure might be the inner product of the
two vectors, or alternatively an inverse function of the
angle between the corresponding vector pairs; when the
term assignment for two vectors is identical, the angle
will be zero, producing a maximum similarity measure.

Instead of identifying each document by a complete
vector originating at the O-point in the coordinate sys-
tem, the relative distance between the vectors is pre-
served by normalizing all vector lengths to one, and
considering the projection of the vectors onto the en-
velope of the space represented by the unit sphere. In
that case, each document may be depicted by a single
point whose position is specified by the area where the
corresponding document vector touches the envelope
of the space. Two documents with similar index terms
are then represented by points that are very close to-
gether in the space, and, in general, the distance be-
tween two document points in the space is inversely
correlated with the similarity between the correspond-
ing vectors.

Since the configuration of the document space is a
function of the manner in which terms and term weights
are assigned to the various documents of a collection,
one may ask whether an optimum document space
configuration exists, that is, one which produces an
optimum retrieval performance.”

If nothing special is known about the documents
under consideration, one might conjecture that an
ideal document space is one where documents that are
jointly relevant to certain user queries are clustered
together, thus insuring that they would be retrievable
jointly in response to the corresponding queries. Con-

trariwise, documents that are never wanted simul-
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