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21 MOUELING

t-dinensional vectortal space and standard linear algebra operations on vectors.
For the classic probabilisiic model, the framework is composed of sets. starudard
probability operations, and the Buyes' theorem.

In the remainder of this chapter, we discuss the varions TR moedels shown
iy Figure 2.1, Throughont the discussion, we do not cxplicitdy instantiate the
cowponents D, Q, F, and R{g;,d;) of cach model. Sneli components should be
quite clear from the discussion and can be easily inferred.

2.5  Classic Information Retrieval

In this section we briefly preseut the three classic models in information retrieval
nayuely, the Boolean, he vector, and the probabilistie models,

2.5.1 Basic Concepts

The clagsic tmodels ininfonmation resrieval consider thas each doctiment s doe-
seribed by a set of represcutative kevwords called index terns. Au inder term
is simply a {document} word whose semantics helps in rewembering the docn-
wment’s main themes, Thus, udex terins are nsed to index and sunuwuarize the
document. courcnts. Tu general, index terns are mainly nonus Decanse novs
have weaning hy themselves and thos, ther semantics s easier to identily and
L grasp. Adjectives, adverbs, aud consiectives are less usetu] as wdex tenus
because they work maionly ag complements. However, it mighi be interesting
Lo consider all the distinet words n s doenment colleetion as index terms, For
instauce, this approach is adopted by some Web scarch engines as discussed in
Chapter 13 (in whicly case, the docimnent logical view is full ferf). We postpone
a discussion on the problem of how o generate index terms il Chiapter 7.
where the issue iz covered in detail,

Given a set of ndex terms for a document, we notice that uot all terms
arve cqually useful fur deseribing thie docwnent contents. Tu fact, there ace Dudex
terms which are simply vagner than others. Deciding ou the hnportance of a
term for stmarizing Lhe contents of a dociment is not a wrivial zsoe. Despite
this difficulty, there are properties of an dex werm which are ensily moeasured
and which are useful ot evaluating the potential of a Lerm as sueh, For instanes,
consider a collection with a hindred thousaud documnent. A word sbich appears
in each of the one hundred thousand doomnnents is completely useless as an lndex
teri because it does nov tell us anyihing about which documents the user might
be mterested in. Op the other hand. a word which appears injust five docnments
1s guite useful becanse it narrows down considerably the space of documents
which might be of interest to the user. Thus, it shoudd be clear thatl distiner
index terms have varving relevance when used to deseribe docnnient coutents.
This effect is capiured through the assighment of onmerical weights o each index
teri of a document,
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CLASSIC INFORMATION RETRIEVAL 25

Let fy be an index terns, d; be a docmient, and 1wy > U be a weight
asscelaied with the pair Thod; ). This weight quantifies the imporrance of the
index tern for deseribing the lu(:um(_ent seruantic contents,

Definition  Left be the numder of inder terms in the system and &k, be o generic
inder terne Koo koo ke s the set of all index terms. A woight wy o> U
i associated with each der terin ky of o document dp. For oan index term
whirfe docs vt appenr in the documend tert, w; = 00 Wath the docwment o,
is assorinted an ndea terne veetor dT represented by rf, =3 (g ety et g )
Further, Iel gy be w funelion that refurns the meight essorialed with the inder
terme &, 7noang bdimensiovoul cector Jle ga[rf.__:, o= b

)

As we Jater disenss the index term welghes are nsually assumed o be mntu-
ally independent. This means that knowing the weight w, ; assodated with the
padr (R ;1 tells us porling ahowl the weight wyy ), associaled with the pair
{he.d;h This is clearly a simplification becanse ocenrrences of iudex terms iu
a docrment are ot nncorrelated. Clonsider, for tustance, that the terins com-
puder awd nebwork wre wsed to mdex o given doctiment which covers the area of
computer networks. Frequently, in this document, the appearance of one of these
twi words attracts the appearance of the other, Thus. these two words are corre-
lared and their weights conld reflect thix correlation. While inntual independence
seeIns Lo be oo stvong sinplification, it doeg siimplify the task of computing index
term weights and allows for fast ranking computation. Furthermore, taking ad-
vantage of dex term correlations for improving the final doonmeint ranking is
ot a simple task. e facl, none of the many approaches proposed i the past
has clearly 1‘1(’11101)%“11'(‘{1 that index term correlations  are advantageous (for
ranking purposes) with geueral collections, Therefure, unless clearly stated oth-
Erwise, We assumie mntgal itdependence among index terms. In Chapler 5 we
discuss modern rewieva) techniques which are based on ferm eorrelations and
wlich lave been tested suecesstully with particnlar collections. These snceesses
sectu to be slowly shifting the enrrent understanding towards a wre favorable
view of the ngelulness of term correlations for infonnation retrieval systems.

The above definitions provide suppert for discussing the three elassie infor-
wabion retrieval models, namely, the Boolean, the veetor. and the probabilistic
miodels, a5 we now do.

2.5.2 Boolean Model

The Buolean model is a simple retrieval model based on set theory and Booleau
dlgebra, Since the concept of a set is quite intuitive, the Boolean model pro-
ides a framewnork which is easy 1o grasp by a common user of an [R system.
Furthermore, the queries are specified as Buolean expressions which have precise
seniuttics. Given its inherent simplicity and neat formalisi. the Boolean madel
eceived great attention iu past vears and was adopted by mauy of the early
brovinercial hibliographic systems.
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26 MODELING

KIJ // :
. "
\\. I._r
;
k.
Figure 2.3 The three conjunetive componens for the query jg = ko A (ke v =k

Unfortimately, the Boolean model suffers from major drawbacks, First,
itg retrieval strategy is based on a binary decision eriterion {ie., 1 document is
predicted fo be either relevant or non-relevant} without any notion of a grading
seale. which prevents zood rewrieval performance. Thus, the Boolean model is
in reality mpuch more a data {instead of informasion) retrieva) wodel. Second,
while Boolean expressions have precise seinaniics, frequently it is not simple to
translaie an information need into a Boolean expression. Tn fact, most users find
it difficull and awkward {o express thelr query requests it terms of Boolean ex-
pressions. The Boolean expressions actually formulated by users often are quite
simple (sce Chapter 10 for o more thorongh discussion on this lsswe). Despite
these drawbacks. the Boolean modet is still ihie dominant model with commercial
docmment database systems and provides a good starving point for those pew to
the field.

The Boolean model considers thay index terms are presend or absent in a
document, As a result, the ludex term weights are asswned to be all binary. e
wi, € {013 A query g Is composed of index terms linked by three connectives:
not, wnd, or Thus, a query 13 essentially a conveutional Booleat expression which
can be represented as a disjunction of conjunctive vectors (e n disfunciine nor-
maf form — DNF). For instance, she query [q =k, A [ﬂ.";, Wooak)) can be written
in disjunctive pormal forneas (G = (1.1, 1) W (1. 1,0) v (1,0,0)]. where each of
the components is a hinary weighted vector associated mth th. tuple (&, ke, ke
These hinary weighted vectors are called the conjunctive components of @ .
Figure 2.3 illustrates the three conjunctive components for the gquery ¢.

Definition  Far the Boolean model, the indec term weight variables are ol
binary te., wi; € {0.1}. A query ¢ is a conventionel Boolean expression. Let
Fiang o the disjunctive novmal form for the guery . Further, {et o be any of the
conpunctive components of oy, The similarity of a document d; to the query g
5 Adefined ns

sim(dy,q) = ¢ | Y e | oo € Gang) AT 0uldy] = gilGee)]
) : 0 otherwise
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