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The GSM cellular telephony system, and the Personal Mobile Telecommunications option of 
the Japanese cellular telephony system (PDC) support personal mobility within their respective 
networks by separating the subscriber’s identity from the device he uses. However, it is unlikely 
that people will use only one type of network in the future. Therefore, these systems cannot provide 
the full personal mobility support that MPA aims to provide.

Mobile IP [Per96] enables a mobile host to be addressed by a well-known, static IP address and 
to receive communication regardless of its current point of attachment to the Internet. However, it 
provides only host mobility and only within the Internet.

Iceberg [JBK98] aims at integrating cellular telephony networks with the Internet. It shares with 
MPA the view that people will continue to use multiple devices for communication. However, Iceberg 
approaches the problem primarily at the network layer, rather than the people layer. Moreover, 
it does not provide location privacy. We believe location privacy is a key goal when supporting 
personal mobility.

A related project is NINJA [GWBC99], which focuses on providing an infrastructure for the 
construction of flexible and adaptable services in a clustered environment. This infrastructure 
could provide a solid foundation for new, pluggable Application Drivers in our Personal Proxy.

The Presence Information Protocol [ADM98] (PIP) and the IDentity Infrastructure Protocol [FM98] 
(IDIP) provide some support for personal online identities and tracking of people. Both allow peo­
ple to advertise dynamic information about their online presence and to exchange instant messages 
with each other. IDIP goes a step further, by permitting more specific negotiation of multimedia 
communication formats. Neither of the two approaches addresses location privacy.

VII. Conclusions

People-centric communication is the next big step for mobile computing. Whereas existing mech­
anisms have addressed mobility in the network, none has fully addressed the issue of providing 
mobility support to people, who are the ultimate and most important endpoints of communication.

We propose an architecture called the Mobile People Architecture (MPA), which provides support 
for instant and convenient communication between people, as they move from place to place and 
make use of multiple heterogeneous communication devices, including laptops, PDAs, or cellular 
phones. MPA makes it possible for people to protect their location privacy and for application 
designers to facilitate the deployment of their applications within this framework. We identify 
the key components within this architecture and their corresponding functionalities. Finally, we 
illustrate a potential prototype design of the system.

People cannot be the outsiders in the communication landscape any longer. We firmly believe 
that with the help of the mobile computing research community, this challenge will be met.

VIII. Persistent Mobile Data

A. Design Issues

While MPA mainly focuses on delivering messages, it is important to consider what happens to 
a message once it arrives at the recipient’s device. Most people do not simply throw messages away 
after reading or hearing them; some people diligently categorize and archive all their messages, 
while others just let them pile up in an “inbox.” Email and voicemail systems currently fulfill this 
need by allowing users to manage archives of their messages. However, they don’t allow users to 
keep one consistent message archive that may be distributed among multiple devices. Instead, they 
force users to act as the consistency mechanism between multiple message archives.
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We propose a personal distributed file system (DFS) that allows people to locate, access and 
manage their personal data—including message archives—regardless of where they are or what 
devices they use.

Multi-user constraints of earlier DFS systems (see Section VI) are relaxed in the personal DFS 
case. This is because one person is unlikely to be modifying two copies of a file at the exact same 
time, or at least by nature, avoids doing so.

In a personal DFS, users will have data and files spread over several devices, and should be able 
to control which subsets are propagated where. Some devices are more resource-poor than others. 
For example, a palmtop device is unlikely to have the same amount of computational power and 
storage as a laptop. Therefore, users will want to store or view only a subset of all their personal 
data on each device.

A persistent mobile data mechanism could be used to synchronize a user’s message store, as well 
as his or her files.

While the personal DFS does not have the multi-user constraints of previous systems, it does 
present other challenges, because:
• not all hosts are up and running and connected.
• not all devices run on the same platform or share the same principal file system.
• there may be no general mechanism to guide the data traversal from device to device. Sometimes 
we will need application-specific mechanisms to do this.
A.O.a Rumor. Rumor[GRR+98), from UCLA’s File Mobility Group, is a software package that 
allows users to keep multiple copies of their files synchronized on different machines automatically. 
For example, Rumor would allows a user to keep one copy of her files on her desktop machine at 
work, a second copy on a portable machine, and a third copy on a machine at home. Rumor could 
also be used at different sites to share files, with each site storing its own local copy. It detects 
changes made to any files under its control and propagates the changes made at any replica to all 
other replicas. Rumor permits users to update any of their replicas freely, while guaranteeing that 
the updates will be properly propagated to all replicas.
A.O.b Distributed File Systems. Existing distributed file system protocols (e.g. NFS, AFS, SMB, 
Coda) have unnecessarily strict consistency requirements, and treat disconnected operation as a 
special case. They also force a distinction between clients and servers.

Coda at least allows replication of data among several servers. Coda has the best support for 
disconnected operation: clients record a log of all file system calls while disconnected, which is then 
replayed upon reconnection.

Some of the key differences in motivation between traditional distributed file systems and our 
work can be found in the Coda paper: “Servers are like public utilities...they are carefully monitored 
and administered by professional staff.” “Disconnected operation...represents a temporary deviation 
from normal operation.” We expect that neither of these assertions will hold true in the future.
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We describe an extension to SIP for subscription, 
notification, fetching, and indication of presence 
events. The extensions consist of two new methods, 
SUBSCRIBE and NOTIFY.

1 Introduction

An event notification service allows a user (called the subscriber) 
to subscribe to some entity. Associated with the entity is some 
state. The subscription is a request to be informed about changes to 
the state. When state changes occur, a notification is delivered 
asynchronously to the subscriber. The applicability of the service is 
extremely broad; events could include things like network management 
events, presence information, device status, system failures, etc. 
Subscriptions can be as simple as "notify me when person X logs in"

J.Rosenberg,H.Schulzrinne 
1]

[Page

Internet Draft 
1998

SIP Presence November 13,

or as complicated as "notify me when event X in state machine Y 
occurs if the day is Tuesday and the temperature in Zimbabwe is 85 
degrees fahrenheit".

Furthermore, different events and subscriptions will vary in their 
requirements for reliability, scalability (in terms of number of 
subscribers for some event), timeliness (in terms of the latency 
between an event and delivery of the notification to the 
subscribers), and control (in terms of the complexity of the 
description of events which may be subscribed to). For example, 
subscribing to a service which notifies you when concert tickets 
become available requires a supporting protocol to be scalable, and 
may mandate multicast. However, reliability is not a concern. On the 
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