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registration/alignment of subscans, two subscans of the same surface may
incorrectly look like two different surfaces.

The near threshold distance may be such as 0.01 mm, 0.05 mm, 0.09 mm,
0.10 mm, 0.15 mm, 0.20 mm etc.

In some embodiments a far threshold distance is defined, which determines a
distance from the captured surface, where the volume outside the far
threshold distance is not included in the excluded volume of a representation.

Thus the volume outside the far threshold distance is not included in the first
excluded volume of the first 3D representation, and the volume outside the
far threshold distance is not included in the second excluded volume of the

second 3D representation.

According to this embodiment any acquired data or surface or surface points
of the first or second representation, which is/are present or located outside
the far threshold distance, is not used to determine or define the first or

second excluded volume, respectively.

It is an advantage because a surface or surface points from a movable object
or from another part of the tooth surface can actually be present outside the
far threshold distance without being detected by the scanner, due to the
geometry and optical properties of the scanner. The light rays from the
scanner head may be transmitted in any directions and with any angle or
inclination from a normal plane of the scanner head, and therefore a light ray
can be transmitted from the scanner head to a point which is placed behind
the movable object or the other part of the tooth surface, when the movable
object or the other part of the tooth surface is present partly in front of the

scanner head.
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Thus the volume outside the far threshold distance is not included in the
excluded volume, because in the volume outside the far threshold distance a

surface can be present even though no surface is detected by the scanner.

The far threshold distance defines or determines a distance from the
captured surface, where the volume or region within the far threshold

distance is included in the excluded volume.

Thus if utilizing or applying the far threshold distance, the excluded volume
for a representation will be smaller than if not applying the far threshold
distance, and therefore less volume can be excluded.

However, the advantage of applying a far threshold distance is that only
volumes which can truly be excluded, will be excluded, meaning that the

general scan data will have a higher quality.

Thus even though no surface or surface points has/have been detected in a
volume or region between the scanner and the tooth surface, the whole
region cannot be defined as excluded volume, because the light rays from
and to the scanner may travel with inclined angles relative to a normal of the
scan head, which means that the scanner can detect a point on the tooth
surface even though another part of the tooth is actually placed, at least
partly, between the detected tooth surface and the scanner. Therefore a far
threshold distance is defined, and no data detected outside this far threshold
distance from the tooth surface is used to define the excluded volume of a
representation. Only data detected inside the far threshold distance is used
to define the excluded volume, because only within this distance can one be
certain that the data detected actually corresponds to the real physical

situation.

The scanner may detect that no surface is present in the volume or region
outside the far threshold distance between the tooth surface and the scanner,
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but this data or information cannot be used to define the excluded volume of
the representation, because there may actually be a movable object or
another part of the tooth surface in this region or volume which the scanner

overlooks because of its inclined light rays.

Furthermore, the scanner may overlook a surface part even though the
surface part is in the scan volume. This can be caused by that the surface
part is outside the focus region of the scanner, for example if the surface part
is too close to the opening of the scanner head and/or scanner body, as the
focus region may begin some distance from the scanner head and/or
scanner body. Alternatively and/or additionally this can be caused by the
lightning conditions, which may not be optimal for the given material of the
surface, whereby the surface is not properly illuminated and thus can
become invisible for the scanner. Thus in any case the scanner may overlook
or look through the surface part. Hereby a volume in space may erroneously
be excluded, since the scanner detects that no surface is present, and
therefore a surface portion captured in this excluded volume in another 3D
representation or scan would be disregarded. For avoiding that this happens,
which would be unfavorably if the surface part was a true tooth surface, the
far threshold distance can be defined, such that the excluded volume
becomes smaller, such that only volume which really can be excluded is
excluded.

It is an advantage that real surface points of a tooth are not erroneously
disregarded, whereby fewer holes, i.e. regions with no scan data, are created
in the scans. Thus the excluded volume is reduced by means of the far
threshold distance for avoiding that too much surface information is

incorrectly disregarded.

The light rays from the scan head of the scanner may spread or scatter or

disperse in any directions.

013

0812



WO 2013/010910 PCT/EP2012/063687

10

15

20

25

30

13

Even if an object, such as a movable object, is arranged between the scan
head and the surface of a rigid object, e.g. a tooth, the scanner may still
capture a surface point on the tooth surface which is present or hidden
“under” the object, because of the angled or inclined light rays. A surface
point or area may just have to be visible for one or a small number of light
rays from and/or to the scanner in order for that surface point or area to be
detected.

Since the far threshold distance determines a distance from the captured
surface in a representation, where any acquired data or surface or surface
points, which is/are present or located outside the far threshold distance, is
not used to define the excluded volume of the representation, any acquired
data or surface or surface points in the volume between the far threshold
distance and the scan head is not included in the definition of the excluded
volume.

The actual distance of the far threshold may depend or be calculated based
on the optics of the scanner. The far threshold distance may be a fixed
number, such as about 0.5 mm, 1 mm, 2 mm, 3 mm, 4 mm, 5 mm, 6 mm, 7
mm, 8 mm, 9 mm, 10 mm, 20 mm, 30 mm, 40 mm, 50 mm, 60 mm, 70 mm,
80 mm, 90 mm, or 100 mm. Alternatively, the far threshold distance may be a
percentage or a fraction of the length of the scan volume, such as about
20%, 25%, 30%, 35%, 40%, 45%, or 50% of the length of the scan volume,
or such as V2, 1/3, V4, 1/5 of the length of the scan volume.

The far threshold distance may be based on a determination of how far a
distance from a detected point of the surface it is possible to scan, i.e. how
much of the surface around a detected point that is visible for the scanner. If
the visible distance in one direction from a surface point is short, then the far
threshold distance will be smaller than if the distance in all directions from a
surface point is long.

In some embodiments the first representation of at least part of a surface is a
first subscan of at least part of the location, and the second representation of
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at least part of the surface is a second subscan of at least part of the

location.

In some embodiments the first representation of at least part of a surface is a
provisional virtual 3D model comprising the subscans of the location acquired
already, and the second representation of at least part of the surface is a

second subscan of at least part of the location.

In some embodiments acquired subscans of the location are adapted to be
added to the provisional virtual 3D model concurrently with the acquisition of
the subscans.

In some embodiments the provisional virtual 3D model is termed as the

virtual 3D model, when the scanning of the rigid object is finished.

In some embodiments the method comprises:

- providing a third 3D representation of at least part of a surface by scanning
at least part of the location;

- determine for the third 3D representation a third excluded volume in space
where no surface can be present;

- if a portion of the surface in the first 3D representation is located in space in
the third excluded volume, the portion of the surface in the first 3D
representation is disregarded in the generation of the virtual 3D model,
and/or

- if a portion of the surface in the second 3D representation is located in
space in the third excluded volume, the portion of the surface in the second
3D representation is disregarded in the generation of the virtual 3D model,
and/or

- if a portion of the surface in the third 3D representation is located in space

in the first excluded volume and/or in the second excluded volume, the
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portion of the surface in the third 3D representation is disregarded in the
generation of the virtual 3D model.

In some embodiments the provisional virtual 3D model comprises the first
representation of at least part of the surface and the second representation of
at least part of the surface, and where the third representation of at least part
of the surface is added to the provisional virtual 3D model.

Thus the timewise first acquired representation, which is not necessarily the
first representation, and the timewise second acquired representation, which
is not necessarily the second representation, may be combined to create the
provisional virtual 3D model, and each time a new representation is acquired
or provided, the new representation may be added to the provisional virtual
3D model, whereby the provisional virtual 3D model grows for each added

representation.

In some embodiments the virtual 3D model is used for virtually designing a

restoration for one or more of the patient’s teeth.

Thus the purpose of scanning is to obtain a virtual 3D model of the patient’s
teeth. If the patient should have a restoration, e.g. a crown, a bridge, a
denture, a partial removable etc., the restoration can be digitally or virtually
designed on or relative to the 3D virtual model.

In some embodiments the virtual 3D model is used for virtually planning and
designing an orthodontic treatment for the patient.

In some embodiments the relative motion of the scanner and the rigid object

is determined.

In some embodiments the relative motion of the scanner and the rigid object

is determined by means of motion sensors.
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If the scanner used for acquiring the sub-scans is a handheld scanner, then
the relative position, orientation or motion of scanner and the object which is
scanned must be known. The relative position, orientation and motion of the
scanner can be determined by means of position, orientation and/or motion
sensors. However, if these sensors are not accurate enough for the purpose,
the precise relative position of scanner and object can be determined by
comparing the obtained 3D surfaces in the sub-scans, such as by means of
alignment/registration.

A motion sensor is a device that can perform motion measurement, such as
an accelerometer. Furthermore the motion sensor may be defined as a
device which works as a position and orientation sensor as well.

A position sensor is a device that permits position measurement. It can be an
absolute position sensor or a relative position sensor, also denoted
displacement sensor. Position sensors can be linear or angular.

An orientation sensor is a device that can perform orientation measurement,

such as a gyrosscope.

In some embodiments the relative motion of the scanner and the rigid object
is determined by registering/aligning the first representation and the second

representation.

In some embodiments the first representation and the second representation
are aligned/registered before the first excluded volume and the second
excluded volume are determined.

Thus after the first and the second representation are provided, they may be
aligned/registered, and after this, the first and second excluded volume may
be determined, and then it is detected whether a portion of the surface in the
first 3D representation or in the second 3D representation is located in space
in the second excluded volume or in the first excluded volume, respectively,
such that such portion of the surface in the representation is disregarded in
the generation of the virtual 3D model.
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Alignment or registration may comprise bringing the 3D representations or
subscans together in a common reference system, and then merging them to
create the virtual 3D model or a provisional virtual 3D model. For each
representation or subscan which is aligned/registered to the provisional
virtual 3D model, the model grows and finally it becomes the virtual 3D model

of the object.

In some embodiments the relative motion of the scanner and the rigid object
determined by means of the motions sensors is verified and potentially
adjusted by registering/aligning the first representation and the second

representation.

In some embodiments motion sensors are used for an initial determination of
the relative motion of the scanner and the rigid object, and where
registering/aligning is used for the final determination of the relative motion of
the scanner and the rigid object.

Thus in practice the motion sensors may be used as a first guess for the
motion, and based on this the alignment/registration may be used for testing
the determined motion and/or determining the precise motion or adjusting the

determined motion.

In some embodiments the optical system of the scanner is telecentric.

A telecentric system is an optical system that provides imaging in such a way
that the chief rays are parallel to the optical axis of said optical system. In a
telecentric system out-of-focus points have substantially same magnification
as in-focus points. This may provide an advantage in the data processing. A
perfectly telecentric optical system may be difficult to achieve, however an
optical system which is substantially telecentric or near telecentric may be
provided by careful optical design. Thus, when referring to a telecentric
optical system it is to be understood that it may be only near telecentric.
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As the chief rays in a telecentric optical system are parallel to the optical axis,

the scan volume becomes rectangular or cylindrical.

In some embodiments the optical system of the scanner is perspective.
If the optical system is a perspective system, the chief rays are angled
relative to the optical axis, and the scan volume thus becomes cone shaped.

Note that the scan volume is typically a 3D shape.

In some embodiments a mirror in a scan head of the scanner provides that
the light rays from the light source in the scanner are transmitted with an
angle relative to the opening of the scan head.

The scan volume may be defined not as rectangular but rather as resembling
a parallelogram.
The light reflected back from a point on the surface may be projected as rays

forming a cone or as parallel rays.

In some embodiments the 3D scanner is a hand-held scanner.

The 3D scanner may for example be a hand-held intraoral scanner.

In some embodiments the scanner is a pinhole scanner.

A pinhole scanner comprises a pinhole camera having a single small
aperture. The size of the aperture may be such as 1/100 or less of the
distance between it and the projected image. Furthermore, the pinhole size
may be determined by the formula d=2V(2fA), where d is pinhole diameter, f
is focal length, i.e. the distance from pinhole to image plane, and A is the
wavelength of light.

It is an advantage to use the present method for detecting a movable object
in a location in a pinhole scanner, since determining the first excluded
volume and the second excluded volume is very fast, easy and accurate due
to the pinhole setup, where the camera and the light source/projected
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pattern, respectively, of the scanner are well-defined points in space relative

to the captured surface.

Furthermore, if the scanner is a pinhole scanner, the excluded volume may
be bigger, compared to if the scanner is not a pinhole scanner. The reason
for this is because no far threshold distance can or should be defined when
using a pinhole scanner, since no volume between the scanner and the
captured tooth surface may not be included in the excluded volume due to
the geometry and optical properties of the scanner. The pinhole scanner
cannot overlook a surface or surface points from e.g. a movable object due to
its geometry and optical properties.

In some embodiments the scanner comprises an aperture, and the size of
the aperture is less than 1/100 of the distance between it and the projected
image.

This size of aperture corresponds to a pinhole scanner.

In some embodiments the scanner comprises an aperture, and the size of
the aperture is more than 1/100 of the distance between it and the projected
image.

This size of aperture corresponds to a scanner which is not a pinhole

scanner.

Further aspects

According to another aspect of the invention, disclosed is a method for
detecting movable objects in the mouth of a patient, when scanning the
patient’s set of teeth in the mouth by means of a 3D scanner for generating a

virtual 3D model of the set of teeth, wherein the method comprises:
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- providing a first 3D representation of at least part of a surface by scanning
at least part of the teeth;

- providing a second 3D representation of at least part of the surface by
scanning at least part of the teeth;

- determining for the first 3D representation a first excluded volume in space
where no surface can be present;

- determining for the second 3D representation a second excluded volume in
space where no surface can be present;

- if a portion of the surface in the first 3D representation is located in space in
the second excluded volume, the portion of the surface in the first 3D
representation is disregarded in the generation of the virtual 3D model,
and/or

- if a portion of the surface in the second 3D representation is located in
space in the first excluded volume, the portion of the surface in the second
3D representation is disregarded in the generation of the virtual 3D model.

According to another aspect of the invention, disclosed is a method for
detecting a movable object in a location, when scanning a rigid object in the
location by means of a 3D scanner for generating a virtual 3D model of the

rigid object, wherein the method comprises:

- providing a first representation of at least part of a surface by scanning the
rigid object;

- determining a first scan volume in space related to the first representation of
at least part of the surface;

- providing a second representation of at least part of the surface by scanning
the rigid object;

- determining a second scan volume in space related to the second
representation of at least part of the surface;

- if there is a common scan volume, where the first scan volume and the

second scan volume are overlapping, then:
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- determine whether there is a volume region in the common
scan volume which in at least one of the first representation or
the second representation is empty and comprises no surface;
and

- if there is a volume region in the common scan volume which in
at least one of the first representation or the second
representation is empty and comprises no surface, then exclude
the volume region by disregarding in the generation of the virtual
3D model any surface portion in the second representation or in
the first representation, respectively, which is detected in the
excluded volume region, since a surface portion detected in the
excluded volume region represents a movable object which is

not part of the rigid object.

According to another aspect of the invention, disclosed is a method for
detecting a movable object in a location, when scanning a rigid object in the
location by means of a 3D scanner for generating a virtual 3D model of the
rigid object, wherein the method comprises:

- providing a first surface by scanning the rigid object;

- determining a first scan volume related to the first surface;

- providing a second surface by scanning the rigid object;

- determining a second scan volume related to the second surface;

where the first scan volume and the second scan volume are overlapping in
an overlapping/common scan volume;

- if at least a portion of the first surface and a portion of the second surface
are not coincident in the overlapping/common scan volume, then disregard
the portion of either the first surface or the second surface in the
overlapping/common scan volume which is closest to the focusing optics of
the 3D scanner, as this portion of the first surface or second surface
represents a movable object which is not part of the rigid object.
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According to another aspect of the invention, disclosed is a method for
detecting a movable object in the mouth of the patient, when scanning the
patient’s set of teeth by means of a 3D scanner for generating a virtual 3D
model of the set of teeth, wherein the method comprises:

- providing a first surface by scanning the set of teeth;

- determining a first scan volume related to the first surface;

- providing a second surface by scanning the set of teeth;

- determining a second scan volume related to the second surface;

where the first scan volume and the second scan volume are overlapping in
an overlapping/common scan volume;

- if at least a portion of the first surface and a portion of the second surface
are not coincident in the overlapping/common scan volume, then disregard
the portion of either the first surface or the second surface in the
overlapping/common scan volume which is closest to the focusing optics of
the 3D scanner, as this portion of the first surface or second surface
represents a movable object which is not part of the set of teeth.

According to another aspect of the invention, disclosed is a method for
detecting movable objects recorded in subscans, when scanning a set of
teeth by means of a scanner for generating a virtual 3D model of the set of
teeth, where the virtual 3D model is made up of the already acquired
subscans of the surface of the set of teeth, and where new subscans are
adapted to be added to the 3D virtual model, when they are acquired,

wherein the method comprises:

- acquiring at least a first subscan of at least a first surface of part of the set
of teeth, where the at least first subscan is defined as the 3D virtual model;
- acquiring a first subscan of a first surface of part of the set of teeth;

- determining a first scan volume of the first subscan;
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- determining a scan volume of the virtual 3D model;
- if the first scan volume of the first subscan and the scan volume of the
virtual 3D model are at least partly overlapping in a common scan volume;
then:
- calculate whether at least a portion of the first surface lies
within the common scan volume;
- calculate whether at least a portion of the surface of the virtual
3D model lies within the common scan volume, and
- determine whether at least a portion of a surface is present in
the overlapping volume only in one subscan and not the other
subscan/3D virtual model;
- if at least a portion of a surface is present in only one subscan,
then disregard the portion of the surface in the overlapping
volume which is closest to the focusing optics of the scanner,
since the portion of the surface represents a movable object
which is not part of the set of teeth, and the portion of the surface
is disregarded in the creation of the virtual 3D model of the set of
teeth.

According to another aspect of the invention, disclosed is s method for
detecting movable objects recorded in subscans, when scanning a set of
teeth by means of a scanner for generating a virtual 3D model of the set of
teeth, wherein the method comprises:

a) providing a first subscan of a first surface of part of the set of teeth;

b) calculating a first scan volume of the first subscan;

¢) providing a second subscan of a second surface of part of the set of teeth;
d) calculating a second scan volume of the second subscan; and

e) if the first scan volume and the second scan volume are at least partly

overlapping in a common scan volume; then:
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f) calculate whether at least a portion of the first surface lies
within the common scan volume;

g) calculate whether at least a portion of the second surface lies
within the common scan volume, and

h) if at least a portion of the first surface or at least a portion of
the second surface lie within the common scan volume, and the
portion of the first surface or the portion of the second surface is
located in space between the scanner and at least a portion of
the second surface or at least a portion of the first surface,
respectively;

then the portion of the surface represents a movable object
which is not part of the set of teeth, and the portion of the surface
is disregarded in the creation of the virtual 3D model of the set of
teeth.

In some embodiments the method above further comprises:

- providing a third subscan of a third surface of part of the set of teeth;

- calculating a third scan volume of the third subscan;

- if the third scan volume is at least partly overlapping with the first scan

volume and/or with the second scan volume in a common scan volume; then

repeat steps f) - h) for the third subscan with respect to the first subscan

and/or the second subscan.

Further embodiments are disclosed in the following sections:

Focus scanning and motion determination

In some embodiments the 3D scanning comprises the steps of:

generating a probe light,

transmitting the probe light towards the object thereby

illuminating at least a part of the object,
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- transmitting light returned from the object to a camera
comprising an array of sensor elements,
- imaging on the camera at least part of the transmitted light
returned from the object to the camera by means of an optical system,
- varying the position of the focus plane on the object by means of
focusing optics,
- obtaining at least one image from said array of sensor elements,
- determining the in-focus position(s) of:
- each of a plurality of the sensor elements for a
sequence of focus plane positions, or
- each of a plurality of groups of the sensor elements
for a sequence of focus plane positions.

There may be for example more than 200 focus plane images, such as 225
focus plane images, in a sequence of focus plane images used in generating

a 3D surface. The focus plane images are 2D images.

Image sensor(s), photo sensor and the like can be used for acquiring images
in the scanner. By scanning is generally meant optical scanning or imaging

using laser light, white light etc.

In some embodiments a sequence of focus plane images are depth images
captured along the direction of the optical axis.

In some embodiments at least a part of the object is in focus in at least one of

the focus plane images in a sequence of focus plane images.

In some embodiments the time period between acquisition of each focus

plane image is fixed/predetermined/known.
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Each focus plane image may be acquired a certain time period after the
previous focus plane image was acquired. The focus optics may move
between the acquisition of each image, and thus each focus plane image
may be acquired in a different distance from the object than the previous
focus plane images.

One cycle of focus plane image capture may be from when the focus optics
is in position P until the focus optics is again in position P. This cycle may be
denoted a sweep. There may such as 15 sweeps per second.

A number of 3D surfaces or sub-scans may then be combined to create a full
scan of the object for generating a 3D model of the object.

In some embodiments determining the relative motion of the scanner during
the acquisition of the sequence of focus plane images is performed by

analysis of the sequence in itself.

Motion detection by means of hardware

In some embodiments determining the relative motion of the scanner during
the acquisition of the sequence of focus plane images is performed by
sensors in and/or on the scanner and/or by sensors on the object and/or by
sensors in the room where the scanner and the object are located.

The motion sensors may be small sensor such as microelectromechanical
systems (MEMS) motion sensors. The motion sensors may measure all
motion in 3D, i.e., both translations and rotations for the three principal
coordinate axes. The benefits are:

027

0826



WO 2013/010910 PCT/EP2012/063687

10

15

20

25

30

27

- Motion sensors can detect motion, also vibrations and/or shaking. Scans
such affected can e.g. be corrected by use of the compensation techniques

described.

- Motion sensors can help with stitching and/or registering partial scans to
each other. This advantage is relevant when the field of view of the scanner
is smaller than the object to be scanned. In this situation, the scanner is
applied for small regions of the object (one at a time) that then are combined
to obtain the full scan. In the ideal case, motion sensors can provide the
required relative rigid-motion transformation between partial scans’ local
coordinates, because they measure the relative position of the scanning
device in each partial scan. Motion sensors with limited accuracy can still
provide a first guess for a software-based stitching/ registration of partial
scans based on, e.g., the lterative Closest Point class of algorithms, resulting
in reduced computation time.

Even if it is too inaccurate to sense franslational motion, a 3-axis
accelerometer can provide the direction of gravity relative to the scanning
device. Also a magnetometer can provide directional information relative to
the scanning device, in this case from the earth’s magnetic field. Therefore,

such devices can help with stitching/registration.

In some embodiments the motion is determined by means of a texture image
sensor having a depth of focus which is larger than the depth of focus of the
focusing optics.

In some embodiments the motion is determined by determining the position

and orientation of one or more of the sensors.

In some embodiments the motion is determined by means of one or more

physical components arranged in the handheld scanner.
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In some embodiments the motion is determined by means of 3D position

Sensors.

In some embodiments the motion is determined by means of optical tracking.
The optical tracking may comprise LED(s) and camera(s), where the LED(s)

may flash and the flashing can be detected by the camera(s).

In some embodiments the motion is determined by means of one or more
gyroscopes.

A gyroscope is a device for measuring or maintaining orientation, based on
the principles of conservation of angular momentum. A mechanical
gyroscope is essentially a spinning wheel or disk whose axle is free to take
any orientation. The gyroscopes used to determine the orientation of the
sensor may be mechanical gyroscopes, electronic, microchip-packaged
MEMS gyroscope devices, solid state ring lasers, fibre optic gyroscopes,

quantum gyroscope and/or the like.

In some embodiments the motion is determined by means of one or more

accelerometers.

In some embodiments the motion is determined by means of one or more

magnetometers.

In some embodiments the motion is determined by means of one or more

electromagnetic coils.

In some embodiments the motion is determined by means of a computerized
measurement arm.

The measurement arm may for instance be from FARO Technologies. There
may be goniometers in the measurement arm for measuring the movements

of the arm.

029

0828



WO 2013/010910 PCT/EP2012/063687

10

15

20

25

29

In some embodiments the motion is determined by means of one or more
axes on which the sensor is configured to move.

An example of an axes based system is a coordinate measuring machine
(CMM), which is a device for measuring the physical geometrical
characteristics of an object. This machine may be computer controlled. A
typical CMM is composed of three axes, X, Y and Z, and these axes are
orthogonal to each other in a typical three dimensional coordinate system.
Each axis has a scale system that indicates the location of that axis.
Measurements may be defined by a probe attached to the third moving axis
of this machine, and the machine will read the input from the touch probe.
Probes may be mechanical, optical, laser, or white light, among others.

In some embodiments the axes on which the sensor is configured to move

are translational and / or rotational axes.

For each focus plane image that is acquired there is six degrees of freedom
of the sensor, e.g. the handheld scanner, since the scanner is a rigid body
which can perform motion in a three dimensional space, where the motion
can be translation in three perpendicular axes, X, y, z, which is movement
forward/backward, up/down, left/right, and this is combined with rotation
about the three perpendicular axes. Thus the motion has six degrees of
freedom as the movement along each of the three axes is independent of

each other and independent of the rotation about any of these axes.
3D modeling

3D modeling is the process of developing a mathematical, wireframe
representation of any three-dimensional object, called a 3D model, via
specialized software. Models may be created automatically, e.g. 3D models
may be created using multiple approaches, such as use of NURBS curves to

generate accurate and smooth surface patches, polygonal mesh modeling

030

0829



WO 2013/010910 PCT/EP2012/063687

10

15

20

25

30

which is a manipulation of faceted geometry, or polygonal mesh subdivision
which is advanced tessellation of polygons, resulting in smooth surfaces
similar to NURBS models.

Obtaining a three dimensional representation of the surface of an object by
scanning the object in a 3D scanner can be denoted 3D modeling, which is
the process of developing a mathematical representation of the three-
dimensional surface of the object via specialized software. The product is
called a 3D model. A 3D model represents the 3D object using a collection of
points in 3D space, connected by various geometric entities such as
triangles, lines, curved surfaces, etc. The purpose of a 3D scanner is usually
to create a point cloud of geometric samples on the surface of the object.

3D scanners collect distance information about surfaces within its field of
view. The “picture” produced by a 3D scanner may describe the distance to a
surface at each point in the picture.

For most situations, a single a scan or sub-scan will not produce a complete
model of the object. Multiple sub-scans, such as 5, 10, 12, 15, 20, 30, 40, 50,
60, 70, 80, 90 or in some cases even hundreds, from many different
directions may be required to obtain information about all sides of the object.
These sub-scans are brought in a common reference system, a process that
may be called alignment or registration, and then merged to create a
complete model.

3D scanners may be fixed or stationary desktop scanners into which for
example a dental impression, an ear canal impression or a casted gypsum
model of teeth can be placed for scanning. 3D scanners may also be
handheld intraoral scanners for scanning a patient directly in the mouth or

handheld or fixed ear scanners for scanning a patient directly in the ear.

Thus a 3D scanner may be a handheld scanner where scanner and object
are not arranged stationary relative to each other and where the relative

motion may be unlimited, a desktop scanner where the object and the
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scanning means, e.g. light source and camera, are arranged stationary
relative to each other, a stationary scanner where the object for example can

move relative to the stationary scanner etc.

A triangulation 3D laser scanner uses laser light to probe the environment or
object. A triangulation laser shines a laser on the object and exploits a
camera to look for the location of the laser dot. Depending on how far away
the laser strikes a surface, the laser dot appears at different places in the
camera’s field of view. This technique is called triangulation because the
laser dot, the camera and the laser emitter form a triangle. A laser stripe,
instead of a single laser dot, may be used and is then swept across the
object to speed up the acquisition process.

Structured-light 3D scanners project a pattern of light on the object and look
at the deformation of the pattern on the object. The pattern may be one
dimensional or two dimensional. An example of a one dimensional pattern is
a line. The line is projected onto the object using e.g. an LCD projector or a
sweeping laser. A camera, offset slightly from the pattern projector, looks at
the shape of the line and uses a technique similar to triangulation to calculate
the distance of every point on the line. In the case of a single-line pattern, the
line is swept across the field of view to gather distance information one strip
at a time.

An example of a two-dimensional pattern is a grid or a line stripe pattern. A
camera is used to look at the deformation of the pattern, and an algorithm is
used to calculate the distance at each point in the pattern. Algorithms for

multistripe laser triangulation may be used.

Confocal scanning or focus scanning may also be used, where in-focus

images are acquired at different depth to reconstruct the 3D model.

lterative Closest Point (ICP) is an algorithm employed to minimize the
difference between two clouds of points. ICP can be used to reconstruct 2D

or 3D surfaces from different scans or sub-scans. The algorithm is
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conceptually simple and is commonly used in real-time. It iteratively revises
the transformation, i.e. translation and rotation, needed to minimize the
distance between the points of two raw scans or sub-scans. The inputs are:
points from two raw scans or sub-scans, initial estimation of the
transformation, criteria for stopping the iteration. The output is: refined

transformation. Essentially the algorithm steps are:

1. Associate points by the nearest neighbor criteria.
2. Estimate transformation parameters using a mean square cost function.
3. Transform the points using the estimated parameters.

4. lterate, i.e. re-associate the points and so on.

Aligning/registration

In some embodiments the motion between at least two subsequent 3D
surfaces are determined by aligning/registering the at least two subsequent
3D surfaces.

This may be performed by means of the method of iterative closest point
(ICP) or similar methods. The method of lterative Closest Point (ICP) can be
used for aligning, and it is employed to minimize the difference between two
clouds of points. ICP can be used to reconstruct 2D or 3D surfaces from
different scan. ICP iteratively revises the transformation, i.e. translation or
rotation, needed to minimize the distance between the points of two raw
scans or subscans. The input for ICP may be points from two raw scans or
subscans, initial estimation of the transformation, and criteria for stopping the

iteration. The output will thus be a refined transformation.

The alignment may be performed in two steps, where the first step is a
subscan to subscan alignment, and the second step is a subscan to

provisional virtual 3D model (combined model) alignment. The start guess for
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the alignment may be determined by using the gyroscopes, estimated speed
of the scanner etc.

Additionally and/or alternatively, the method of least squares fit can be used

in alignment.

In some embodiments aligning/registering is performed by selecting
corresponding points on the at least two 3D surfaces, and minimizing the
distance between the at least two 3D surfaces.

Corresponding points may the closest points on two surfaces, or point
determined by a normal vector from a point on the other surface etc

The distance may be minimized with regards to translation and rotation.

In some embodiments aligning/registration is continued in an iterative

process to obtain an improved motion estimation.

In some embodiments the sensor position of each sequence is determined

based on the alignment.

In some embodiments aligning comprises aligning the coordinate systems of
at least two 3D surfaces.

In some embodiments aligning comprises aligning by means of matching /
comparing one or more specific features, such as one or more specific

features common to the at least two 3D surfaces, such as the margin line.

In some embodiments aligning comprises aligning by means of matching /

comparing one or more peripheral features of the at least two 3D surfaces.

In some embodiments aligning comprises registration of the at least two 3D
surfaces.
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In some embodiments aligning comprises applying a predefined criterion for

maximum allowed error in the registration.

In some embodiments the motion compensation comprises reconstructing a
self-consistent surface model and motion and/or rotation of the scanner
relative to the object from two or more scans of the object where two

successive scans overlap at least partially.

Focus scanning

The 3D scanner may be used for providing a 3D surface registration of
objects using light as a non-contact probing agent. The light may be provided
in the form of an illumination pattern to provide a light oscillation on the
object. The variation / oscillation in the pattern may be spatial, e.g. a static
checkerboard pattern, and/or it may be time varying, for example by moving
a pattern across the object being scanned. The invention provides for a
variation of the focus plane of the pattern over a range of focus plane
positions while maintaining a fixed spatial relation of the scanner and the
object. It does not mean that the scan must be provided with a fixed spatial
relation of the scanner and the object, but merely that the focus plane can be
varied (scanned) with a fixed spatial relation of the scanner and the object.
This provides for a hand held scanner solution based on the present

invention.

In some embodiments the signals from the array of sensor elements are light

intensity.

One embodiment of the invention comprises a first optical system, such as
an arrangement of lenses, for transmitting the probe light towards the object
and a second optical system for imaging light returned from the object to the
camera. In the preferred embodiment of the invention only one optical system
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images the pattern onto the object and images the object, or at least a part of
the object, onto the camera, preferably along the same optical axis, however

along opposite optical paths.

In the preferred embodiment of the invention an optical system provides an
imaging of the pattern onto the object being probed and from the object being
probed to the camera. Preferably, the focus plane is adjusted in such a way
that the image of the pattern on the probed object is shifted along the optical
axis, preferably in equal steps from one end of the scanning region to the
other. The probe light incorporating the pattern provides a pattern of light and
darkness on the object. Specifically, when the pattern is varied in time for a
fixed focus plane then the in-focus regions on the object will display an
oscillating pattern of light and darkness. The out-of-focus regions will display

smaller or no contrast in the light oscillations.

Generally we consider the case where the light incident on the object is
reflected diffusively and/or specularly from the object’s surface. But it is
understood that the scanning apparatus and method are not limited to this
situation. They are also applicable to e.g. the situation where the incident
light penetrates the surface and is reflected and/or scattered and/or gives rise
to fluorescence and/or phosphorescence in the object. Inner surfaces in a
sufficiently translucent object may also be illuminated by the illumination
pattern and be imaged onto the camera. In this case a volumetric scanning is
possible. Some planktic organisms are examples of such objects.

When a time varying pattern is applied a single sub-scan can be obtained by
collecting a number of 2D images at different positions of the focus plane and
at different instances of the pattern. As the focus plane coincides with the
scan surface at a single pixel position, the pattern will be projected onto the
surface point in-focus and with high contrast, thereby giving rise to a large

variation, or amplitude, of the pixel value over time. For each pixel it is thus
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possible to identify individual settings of the focusing plane for which each
pixel will be in focus. By using knowledge of the optical system used, it is
possible to transform the contrast information vs. position of the focus plane

into 3D surface information, on an individual pixel basis.

Thus, in one embodiment of the invention the focus position is calculated by
determining the light oscillation amplitude for each of a plurality of sensor
elements for a range of focus planes.

For a static pattern a single sub-scan can be obtained by collecting a number
of 2D images at different positions of the focus plane. As the focus plane
coincides with the scan surface, the pattern will be projected onto the surface
point in-focus and with high contrast. The high contrast gives rise to a large
spatial variation of the static pattern on the surface of the object, thereby
providing a large variation, or amplitude, of the pixel values over a group of
adjacent pixels. For each group of pixels it is thus possible to identify
individual settings of the focusing plane for which each group of pixels will be
in focus. By using knowledge of the optical system used, it is possible to
transform the contrast information vs. position of the focus plane into 3D

surface information, on an individual pixel group basis.

Thus, in one embodiment of the invention the focus position is calculated by
determining the light oscillation amplitude for each of a plurality of groups of
the sensor elements for a range of focus planes.

The 2D to 3D conversion of the image data can be performed in a number of
ways known in the art. l.e. the 3D surface structure of the probed object can
be determined by finding the plane corresponding to the maximum light
oscillation amplitude for each sensor element, or for each group of sensor
elements, in the camera’s sensor array when recording the light amplitude for
a range of different focus planes. Preferably, the focus plane is adjusted in
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equal steps from one end of the scanning region to the other. Preferably the
focus plane can be moved in a range large enough to at least coincide with

the surface of the object being scanned.

The scanner preferably comprises at least one beam splitter located in the
optical path. For example, an image of the object may be formed in the
camera by means of a beam splitter. Exemplary uses of beam splitters are
illustrated in the figures.

In a preferred embodiment of the invention light is transmitted in an optical
system comprising a lens system. This lens system may transmit the pattern
towards the object and images light reflected from the object to the camera.

In a telecentric optical system, out-of-focus points have the same
magnification as in-focus points. Telecentric projection can therefore
significantly ease the data mapping of acquired 2D images to 3D images.
Thus, in a preferred embodiment of the invention the optical system is
substantially telecentric in the space of the probed object. The optical system

may also be telecentric in the space of the pattern and camera.

The present invention relates to different aspects including the method
described above and in the following, and corresponding methods, devices,
apparatuses, systems, uses and/or product means, each yielding one or
more of the benefits and advantages described in connection with the first
mentioned aspect, and each having one or more embodiments
corresponding to the embodiments described in connection with the first
mentioned aspect and/or disclosed in the appended claims.

In particular, disclosed herein is a system for detecting a movable object in a
location, when scanning a rigid object in the location by means of a 3D
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scanner for generating a virtual 3D model of the rigid object, wherein the

system comprises:

- means for providing a first 3D representation of at least part of a surface by
scanning at least part of the location;

- means for providing a second 3D representation of at least part of the
surface by scanning at least part of the location;

- means for determining for the first 3D representation a first excluded
volume in space where no surface can be present;

- means for determining for the second 3D representation a second excluded
volume in space where no surface can be present;

- means for disregarding the portion of the surface in the first 3D
representation in the generation of the virtual 3D model, if a portion of the
surface in the first 3D representation is located in space in the second
excluded volume, and/or

- means for disregarding the portion of the surface in the second 3D
representation in the generation of the virtual 3D model, if a portion of the
surface in the second 3D representation is located in space in the first

excluded volume.

Furthermore, the invention relates to a computer program product comprising
program code means for causing a data processing system to perform the
method according to any of the embodiments, when said program code
means are executed on the data processing system, and a computer
program product, comprising a computer-readable medium having stored

there on the program code means.

Brief description of the drawings

039

0838



WO 2013/010910 PCT/EP2012/063687

10

15

20

25

30

39

The above and/or additional objects, features and advantages of the present
invention, will be further elucidated by the following illustrative and non-
limiting detailed description of embodiments of the present invention, with

reference to the appended drawings, wherein:
Fig. 1 shows an example of a flowchart of the method for detecting a
movable object in a location, when scanning a rigid object in the location by

means of a 3D scanner for generating a virtual 3D model of the rigid object.

Fig. 2 shows an example of a scan head of an intraoral 3D scanner scanning
a set of teeth.

Fig. 3 shows an example of a handheld 3D scanner.

Fig. 4 shows an example of a section of teeth in the mouth which can be

covered in a sub-scan.

Fig. 5 shows an example of how the different sub-scans generating 3D

surfaces are distributed across a set of teeth.

Fig. 6 shows an example of registering/aligning representations of 3D
surfaces and compensating for motion in a 3D surface.

Fig. 7 shows an example of a 3D surface where overlapping sub-scans are
indicated.

Fig. 8 shows an example of excluded volume.
Fig. 9 shows an example of scanning a tooth and acquiring a first and a

second representation of the surface of the tooth, where no movable object is
present.
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Fig. 10 shows an example of scanning a tooth and acquiring a first and a
second representation of the surface of the tooth, where a movable object is
captured in part of the first representation.

Fig. 11 shows an example of scanning a tooth and acquiring a first and a
second representation of the surface of the tooth, where a movable object is
captured in the second representation.

Fig. 12 shows an example of acquiring a first and a second representation of
the surface of an object, e.g. a tooth, where a movable object is captured in
the first representation.

Fig. 13 shows an example of acquiring a first and a second representation of
a surface of an object, where no movable object is present.

Fig. 14 shows an example of acquiring a first and a second representation of
a surface of an object, where a movable object of the second representation

is present in the excluded volume of the first representation.

Fig. 15 shows an example of acquiring a first and a second representation of
a surface of an object, where a possible movable object is present in the
second representation, but not in the excluded volume of the first

representation.
Fig. 16 shows an example of a near threshold distance defining how far from
the representation possible movable objects are disregarded in the

generation of the virtual 3D model.

Fig. 17 shows an example of how the excluded volume is determined.
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Fig. 18 shows examples of how movable objects can look in subscans.
Fig. 19 shows an example of a pinhole scanner.
Fig. 20 shows examples of the principle of a far threshold distance from the

captured surface defining a volume which is not included in the excluded

volume of a representation.

Detailed description

In the following description, reference is made to the accompanying figures,

which show by way of illustration how the invention may be practiced.

Figure 1 shows an example of a flowchart of the method for detecting a
movable object in a location, when scanning a rigid object in the location by
means of a 3D scanner for generating a virtual 3D model of the rigid object.
In step 101 a first 3D representation of at least part of a surface is provided
by scanning at least part of the location.

In step 102 a second 3D representation of at least part of the surface is
provided by scanning at least part of the location.

In step 103 a first excluded volume in space where no surface can be
present is determined for the first 3D representation.

In step 104 a second excluded volume in space where no surface can be
present is determined for the second 3D representation.

In step 105 a portion of the surface in the first 3D representation is
disregarded in the generation of the virtual 3D model, if the portion of the
surface in the first 3D representation is located in space in the second
excluded volume, and/or a portion of the surface in the second 3D

representation is disregarded in the generation of the virtual 3D model, if the
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portion of the surface in the second 3D representation is located in space in

the first excluded volume.

Fig. 2 shows an example of a scan head of an intraoral 3D scanner scanning
a set of teeth.

An intraoral handheld 3D scanner (not shown) comprising a scan head 207 is
scanning a tooth 208. The scanning is performed by transmitting light rays on
the tooth 208. The light rays forms a scan volume 211, which is cone shaped
in this example.

The length 203 of the scan volume 211, i.e. the distance from the opening
202 of the scan head to the end of the scan volume may be for example
about 5 mm, 10 mm, 15 mm, 16 mm, 17 mm, 18 mm, 19 mm, 20 mm, 25
mm, 30 mm.

The scan volume may be about 20 mm x 20 mm.

Fig. 3 shows an example of a handheld 3D scanner.

The handheld scanner 301 comprises a light source 302 for emitting light, a
beam splitter 304, movable focus optic 305, such as lenses, an image sensor
306, and a tip or probe 307 for scanning an object 308. In this example the
object 308 is teeth in an intra oral cavity.

The scanner comprises a scan head or tip or probe 307 which can be
entered into a cavity for scanning an object 308. The light from the light
source 302 travels back and forth through the optical system. During this
passage the optical system images the object 308 being scanned onto the
image sensor 306. The movable focus optics comprises a focusing element
which can be adjusted to shift the focal imaging plane on the probed object
308. One way to embody the focusing element is to physically move a single
lens element back and forth along the optical axis. The device may include
polarization optics and/or folding optics which directs the light out of the
device in a direction different to the optical axis of the lens system, e.g. in a
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direction perpendicular to the optical axis of the lens system. As a whole, the
optical system provides an imaging onto the object being probed and from
the object being probed to the image sensor, e.g. camera. One application of
the device could be for determining the 3D structure of teeth in the oral
cavity. Another application could be for determining the 3D shape of the ear

canal and the external part of the ear.

The optical axis in fig. 3 is the axis defined by a straight line through the light
source, optics and the lenses in the optical system. This also corresponds to
the longitudinal axis of the scanner illustrated in fig. 3. The optical path is the
path of the light from the light source to the object and back to the camera.
The optical path may change direction, e.g. by means of beam splitter and
folding optic.

The focus element is adjusted in such a way that the image on the scanned
object is shifted along the optical axis, for example in equal steps from one
end of the scanning region to the other. A pattern may be imaged on the
object, and when the pattern is varied in time in a periodic fashion for a fixed
focus position then the in-focus regions on the object will display a spatially
varying pattern. The out-of-focus regions will display smaller or no contrast in
the light variation. The 3D surface structure of the probed object may be
determined by finding the plane corresponding to an extremum in the
correlation measure for each sensor in the image sensor array or each group
of sensor in the image sensor array when recording the correlation measure
for a range of different focus positions. Preferably one would move the focus
position in equal steps from one end of the scanning region to the other. The
distance from one end of the scanning region to the other may be such as 5

mm, 10 mm, 15 mm, 16 mm, 20 mm, 25 mm, 30 mm efc.

Fig. 4 shows an example of a section of teeth in the mouth which can be

covered in a sub-scan.
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In fig. 4a) the teeth 408 are seen in a top view, and in fig. 4b) the teeth 408
are seen in a perspective view.

An example of the scan volume 411 for one sequence of focus plane images
is indicated by the transparent box. The scan volume may be such as
17x15x20 mm, where the 15 mm may be the “height” of the scan volume

corresponding to the distance the focus optics can move.

Fig. 5 shows an example of how the different sub-scans generating 3D
surfaces is distributed across a set of teeth.

Four sub-scans 512 are indicated on the figure. Each sub-scan provides a
3D surface of the scanned teeth. The 3D surfaces may be partly overlapping,
whereby a motion of the scanner performed during the acquisition of the sub-
scans can be determined by comparing the overlapping parts of two or more

3D surfaces.

Fig. 6 shows an example of registering/aligning representations of 3D
surfaces and compensating for motion in a 3D surface.

Fig. 6a) shows a 3D surface 616, which for example may be generated from
a number of focus plane images.

Fig. 6b) shows another 3D surface 617, which may have been generated in a
subsequent sequence of focus plane images.

Fig. 6¢c) shows the two 3D surface 616, 617 are attempted to be
aligned/registered. Since the two 3D surfaces 616, 617 have 3D points which
correspond to the same area of a tooth, it is possible to perform the
registration/alignment by ICP, by comparing the corresponding points in the
two 3D surfaces etc.

Fig. 6d) shows the resulting 3D surface 618 when the two 3D surfaces 616,
617 have been merged together.

Fig 6e) shows that based on the resuiting 3D surface 618 the relative motion
performed by the scanner during the acquisition of the sub-scans or focus
plane images generating 3D surface 616 and 617 can be determined, and
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based on this determined motion the resulting 3D surface 618 can be
corrected to a final “correct” 3D surface 619.

Fig. 7 shows an example of a 3D surface where overlapping sub-scans are
indicated.

A number of 3D representations or sub-scans are indicated by the numbers
1-11 and the subdivision markers 712 on a 3D surface 713. The subdivision
markers 712 for sub-scans 1, 3, 5, 7, 9, and 11 are with dotted lines, and the
subdivision markers for sub-scan 2, 4, 6, 8, 10 are marked with full lines. The
sub-scans are all overlapping with the same distance, but the overlapping
distance may be different for each pair of subscans. As typically a dentist will
hold the scanner and move it across the teeth of the patient, the overlapping
distance depends on how fast the dentist moves the scanner and the time
frame between the acquisition of each scan, so if the time frame is constant,
and the dentist does not move the scanner exactly with a constant speed, the

overlapping distance will not be the same for all subscans.

Fig. 8 shows an example of excluded volume.

The excluded volume 821 is the volume in space where no surface can be
present. At least a part of the excluded volume 821 may correspond to the
scan volume 811 of a 3D representation, since the space between the scan
head 807 or the focusing optics of the 3D scanner and the captured surface
816 must be an empty space, unless a transparent object, which is not
detectable by the 3D scanner, was located in the scan volume. Furthermore
the volume of the scan head 807 and the 3D scanner 801 may be defined as
an excluded volume 823, since the scanner and scan head occupies their
own volume in space, whereby no surface can be present there.
Furthermore, the tooth 808 which is being scanned also occupies a volume in
space, but since the surface 816 of the tooth 808 is being captured by the
scanner, it is not considered what is “behind” the surface 816.
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Fig. 9 shows an example of scanning a tooth and acquiring a first and a
second representation of the surface of the tooth, where no movable object is
present.

Fig. 9a) shows an example of scanning the tooth 908 using a 3D scanner
901 for acquiring a first 3D representation 916 of the surface of the tooth 908.
A first scan volume 911 in space is related to the first representation, and a
first excluded volume 921 corresponds to the first scan volume 911.

Fig. 9b) shows an example of scanning the tooth 908 using a 3D scanner
901 for acquiring a second 3D representation 917 of the surface of the tooth
908. A second scan volume 912 in space is related to the second
representation, and a second excluded volume 922 corresponds to the
second scan volume 912. The second representation is acquired with a
different angle between scanner and tooth than the first representation.

No surface portion of the first representation 916 lies in the second excluded
volume 922, and no surface portion of the second representation 917 lies in
the first excluded volume 921, so no surface portion(s) are disregarded in the

generation of the virtual 3D model in this case.

Fig. 10 shows an example of scanning a tooth and acquiring a first and a
second representation of the surface of the tooth, where a movable object is
captured in part of the first representation.

Fig. 10a) shows an example of scanning the tooth 1008 using a 3D scanner
1001 for acquiring a first 3D representation 1016 of the surface of the tooth
1008. A movable object 1030 is present, and a part 1016b of the first
representation 1016 comprises the surface of the movable object 1030. The
part 1016a of the first representation 1016 comprises the surface of the tooth.
A first scan volume 1011 in space is related to the first representation, and a
first excluded volume 1021 corresponds to the first scan volume 1011.

Fig. 10b) shows an example of scanning the tooth 1008 using a 3D scanner
1001 for acquiring a second 3D representation 1017 of the surface of the
tooth 1008. A second scan volume 1012 in space is related to the second
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representation, and a second excluded volume 1022 corresponds to the
second scan volume 1012. The second representation is acquired with a
different angle between scanner and tooth than the first representation.

Since the surface portion 1016b of the first representation 1016 lies in the
second excluded volume 1022, this surface portion 1016b is disregarded in

the generation of the virtual 3D model.

Fig. 11 shows an example of scanning a tooth and acquiring a first and a
second representation of the surface of the tooth, where a movable object is
captured in the second representation.

Fig. 11a) shows an example of scanning the tooth 1108 using a 3D scanner
1101 for acquiring a first 3D representation 1116 of the surface of the tooth
1108. A first scan volume 1111 in space is related to the first representation,
and a first excluded volume 1121 corresponds to the first scan volume 1111.
Fig. 11b) shows an example of scanning the tooth 1108 using a 3D scanner
1101 for acquiring a second 3D representation 1117 of the surface of the
tooth 1108. A movable object 1130 is present, and the second representation
1117 comprises the surface of the movable object 1130. A second scan
volume 1112 in space is related to the second representation, and a second
excluded volume 1122 corresponds to the second scan volume 1112. The
second representation is acquired with a different angle between scanner
and tooth than the first representation.

Since the surface of the second representation 1117 lies in the first excluded
volume 1121, the surface of the second representation 1117 is disregarded
in the generation of the virtual 3D model.

The figures in fig. 11 are shown in 2D, but it is understood that the figures

represent 3D figures.

Fig. 12 shows an example of acquiring a first and a second representation of
the surface of an object, e.g. a tooth, where a movable object is captured in
the first representation.
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Fig. 12a) shows a first 3D representation 1216 comprising two parts, part
1216a and part 1216b. The first scan volume 1211 is indicated by the vertical
lines. The first excluded volume 1221 corresponds to the first scan volume.
Fig. 12b) shows a second 3D representation 1217. The second scan volume
1212 is indicated by the vetical lines. The second excluded volume 1222
corresponds to the second scan volume.

The part 1216a of the first representation 1216 corresponds to the first part of
the second representation 1217, whereas the part 1216b of the second
representation 1216 does not correspond to the second part of the second
representation 1217.

The part 1216b of the first representation 1216 lies in the second excluded
volume 1222, and the part 1216b is therefore disregarded in the generation
of the virtual 3D model

Fig. 12c) shows the resulting 3D representation 1219, which corresponds to
the second representation.

The figures in fig. 12 are shown in 2D, but it is understood that the figures

represent 3D figures.

Fig. 13 shows an example of acquiring a first and a second representation of
a surface of an object, where no movable object is present.

Fig. 13a) shows an example of acquiring a first 3D representation 1316 of a
surface of an object (not shown). A first scan volume 1311 in space is related
to the first representation. The first scan volume 1311 is indicated by dotted
vertical lines. A first excluded volume 1321 corresponds to the first scan
volume 1311.

Fig. 13b) shows an example of acquiring a second 3D representation 1317 of
a surface of an object (not shown). A second scan volume 1312 in space is
related to the second representation. The second scan volume 1312 is
indicated by dotted vertical lines. A second excluded volume 1322

corresponds to the second scan volume 1312.
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The second representation is acquired with a different angle between
scanner and tooth than the first representation. Furthermore, the second
representation is displaced in space relative to the first representation, so the
first and second representation does not represent the same entire surface
part of the object, but parts of the representations are overlapping.

Fig. 13c) shows an example where the first representation 1316 and the
second representation 1317 are aligned/registered, such that the
corresponding parts of the representations are arranged in the same location.
Fig. 13d) shows an example where the overlapping common scan volume
1340 of the first representation 1316 and the second representation 1317 is
indicated as a shaded area. If a surface portion of one of the representations
is located in the overlapping common scan volume 1340, then this
corresponds to that the surface portion is located in the excluded volume of
the other representation. However, in this case, no surface portion of the first
representation 1316 or of the second representation 1317 lies in the
overlapping common scan volume 1340, so no surface portion(s) are
disregarded in the generation of the virtual 3D model in this case.

In order to be able to distinguish between the surface of the first and the
surface of the second representation, these two surfaces are slightly
displaced, but in a real case the surface of the first and the surface of the
second representation may be exactly overlapping each other, so that the
surface part from the first representation and the surface part from the
second representation cannot be distinguished.

Fig. 13e) shows an example of the resulting virtual 3D surface 1319.

The figures in fig. 13 are shown in 2D, but it is understood that the figures

represent 3D figures.

Fig. 14 shows an example of acquiring a first and a second representation of
a surface of an object, where a movable object of the second representation

is present in the excluded volume of the first representation.
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Fig. 14a) shows an example of acquiring a first 3D representation 1416 of a
surface of an object (not shown). A first scan volume 1411 in space is related
to the first representation. The first scan volume 1411 is indicated by dotted
vertical lines. A first excluded volume 1421 corresponds to the first scan
volume 1411.

Fig. 14b) shows an example of acquiring a second 3D representation 1417 of
a surface of an object (not shown). A second scan volume 1412 in space is
related to the second representation. The second scan volume 1412 is
indicated by dotted vertical lines. A second excluded volume 1422
corresponds to the second scan volume 1412. The second 3D representation
1417 comprises two parts 1417a and 1417b. The part 1417b is located
between the part 1417a and the scanner (not shown), which is arranged
somewhere at the end of the scan volume.

The second representation is acquired with a different angle between
scanner and tooth than the first representation. Furthermore, the second
representation is displaced in space relative to the first representation, so the
first and second representation does not represent the same entire surface
part of the object, but parts of the representations are overlapping.

Fig. 14c) shows an example where the first representation 1416 and the
second representation 1417 are aligned/registered, such that the
corresponding parts of the representations are arranged in the same location.
Some of the part 1417a of the second representation is aligned/registered
with the first representation. The part 1417b cannot be aligned/registered
with the first representation 1416, since there is no corresponding surface
portions between the surface 1416 and the surface 1417b.

Fig. 14d) shows an example where the overlapping common scan volume
1440 of the first representation 1416 and the second representation 1417 is
indicated as a shaded area. The surface portion 1417b of the second
representation is located in the overlapping common scan volume 1440, and
the surface portion 1417b of the second representation 1417 is therefore
located in the excluded volume 1421 of the first representation 1416, and
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part 1417b must therefore be a movable object, which is only present in the
second representation.

In order to be able to distinguish between the surface of the first and the
surface of the second representation, these two surfaces are slightly
displaced, but in a real case the surface of the first and the surface of the
second representation may be exactly overlapping each other, so that the
surface part from the first representation and the surface part from the
second representation cannot be distinguished.

Fig. 14e) shows an example of the resulting virtual 3D surface 1419, where
the surface portion 1417b is disregarded in the generation of the virtual 3D
model, so the virtual 3D model comprises the first representation 1416 and
the part 1417a of the second representation 1417.

The figures in fig. 14 are shown in 2D, but it is understood that the figures

represent 3D figures.

Fig. 15 shows an example of acquiring a first and a second representation of
a surface of an object, where a possible movable object is present in the
second representation, but not in the excluded volume of the first
representation.

Fig. 15a) shows an example of acquiring a first 3D representation 1516 of a
surface of an object (not shown). A first scan volume 1511 in space is related
to the first representation. The first scan volume 1511 is indicated by dotted
vertical lines. A first excluded volume 1521 corresponds to the first scan
volume 1511.

Fig. 15b) shows an example of acquiring a second 3D representation 1517 of
a surface of an object (not shown). A second scan volume 1512 in space is
related to the second representation. The second scan volume 1512 is
indicated by dotted vertical lines. A second excluded volume 1522
corresponds to the second scan volume 1512. The second 3D representation
1517 comprises two parts 1517a and 1517b. The part 1517b is located
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between the part 1517a and the scanner (not shown), which is arranged
somewhere at the end of the scan volume.

The second representation 1517 is acquired with a different angle between
scanner and tooth than the first representation 1516. Furthermore, the
second representation is displaced in space relative to the first
representation, so the first and second representation does not represent the
same entire surface part of the object, but parts of the representations are
overlapping.

Fig. 15¢) shows an example where the first representation 1516 and the
second representation 1517 are aligned/registered, such that the
corresponding parts of the representations are arranged in the same location.
Some of the part 1517a of the second representation is aligned/registered
with the first representation 1516. The part 1517b cannot be
aligned/registered with the first representation 1516, since there is no
corresponding surface portions between the surface 1516 and the surface
1517Db.

Fig. 15d) shows an example where the overlapping common scan volume
1540 of the first representation 1516 and the second representation 1517 is
indicated as a shaded area. The surface portion 1517b of the second
representation is not located in the overlapping common scan volume 1540,
and the surface portion 1517b of the second representation 1517 is therefore
not located in the excluded volume 1521 of the first representation 1516.

In order to be able to distinguish between the surface of the first and the
surface of the second representation, these two surfaces are slightly
displaced, but in a real case the surface of the first and the surface of the
second representation may be exactly overlapping each other, so that the
surface part from the first representation and the surface part from the
second representation cannot be distinguished.

Fig. 15e) shows an example of the resulting virtual 3D surface 1519, where

the surface portion 1517b is not disregarded in the generation of the virtual
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3D model, so the virtual 3D model comprises the first representation 1516
and both parts, 1517a and 1517b, of the second representation 1517.

Even though the surface portion 1517b probably is the representation of a
movable object, at least this would be assumed if the object in this case is a
tooth, since a tooth is unlikely to have a protrusion like the part 1517b of the
representation shows, the surface portion 1517b cannot be disregarded yet,
because the surface portion 1517b is not found to be located in any excluded
volume from any representation yet. But when the scanning of the object’s
surface continues, there will probably be acquired a third representation
which has an overlapping common scan volume with the second
representation, and if the surface portion 1517b is located in the excluded
volume of the third representation, then the surface portion 1517b can be
disregarded from the virtual 3D model.

The figures in fig. 15 are shown in 2D, but it is understood that the figures
represent 3D figures.

Fig. 16 shows an example of a threshold distance defining how far from the
representation or captured surface possible movable objects are disregarded
in the generation of the virtual 3D model.

A near threshold distance 1650 is defined, which determines a distance from
the captured surface 1616 in a first representation, where a surface portion in
the second representation (not shown) which is located within the near
threshold distance 1650 from the captured surface 1616 and which is located
in space in the first excluded volume 1611 is not disregarded in the
generation of the virtual 3D model.

The near threshold distance is defined for avoiding that too much of a
representation of a surface is incorrectly disregarded, since there may be
noise in the representation and since the registration/alignment between
representations or sub-scans may not be completely accurate.

Reference numeral 1607 is the scan head of the scanner 1601, and
reference numeral 1608 is the volume of the tooth.
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The fig. 20 is shown in 2D, but it is understood that the figure represents 3D
figures.

Fig. 17 shows an example of how the excluded volume is determined.

The space may be quantized in a 3D volume grid 1760. The distance 1762
between the corners 1761 in the 3D grid 1760 may be equidistant. The single
cells 1763 in the grid each comprises eight corners 1761, and when each of
the eight corners 1761 has been covered by a representation, then this cell
1763 is marked as seen. Thus if all eight corners 1761 of a cell 1763 is in the
scan volume of a representation, then this cell 1763 may be marked as
excluded volume. There may be such as ten, hundred, thousands or millions
of cells in the space of a representation.

Fig. 18 shows examples of how movable objects can look in subscans.

Fig. 18a) shows a subscan where the tip of a finger 1870 has been captured
in the subscan.

Fig. 18b) shows an example where a dental instrument 1871 has been
captured in the subscan.

Fig. 19 shows an example of a pinhole scanner.

The pinhole scanner 1980 comprises a camera 1982 and a light source
1981, e.g. comprising a pattern (not shown). The light source 1981 transmits
light rays 1983 to the surface 1916 from a small aperture, i.e. all the light rays
1983 transmitted to the surface 1961 are transmitted from a point. Light rays
1984 are reflected back from the surface 1961 and received by the camera
1982 through a small aperture.

Due to the pinhole setup, the point of light transmitted to the surface from the
light source is well defined and the point of received light from the surface is

also well defined.
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Thus the excluded volume for a representation of the surface is defined by
the volume in space that the light rays 1983 and 1984 span, and this volume

is well defined due to the pinhole setup.

Fig. 20 shows examples of the principle of a far threshold distance from the
captured surface defining a volume which is not included in the excluded
volume of a representation.

The light rays 2052 (shown in dotted lines) from the scan head 2007 of the
scanner 2001 may spread or scatter or disperse in any directions as seen in
fig. 20a), where a number of the light rays are illustrated. It is understood that
only some of all the light rays are shown here. The surface area on the tooth
surface where the light rays impinge has reference numeral 2016.

In fig. 20b) it is shown that even if an object 2072, such as a movable object,
is arranged between the scan head 2007 and the surface 2016 of a tooth, the
scanner 2001 may still capture a surface point 2053 on the tooth surface
2016 which is present or hidden “under” the object 2072, because of the
angled or inclined light rays 2052. A surface point 2053 needs just be visible
for one light ray from the scanner in order for that surface point to be
detected.

Fig. 20c) shows an example of the far threshold distance 2051, which
determines a distance from the captured surface 2016 in a representation,
where any acquired data or surface or surface points, which is/are present or
located outside the far threshold distance 2051, is not included in the
excluded volume for the representation. Thus any acquired data or surface or
surface points in the volume 2054 between the far threshold distance 2051
and the scan head 2007 is not used in defining the excluded volume of the
representation.

Fig. 20d) shows an example where defining the far threshold distance is an
advantage for avoiding that real tooth surface parts are erroneously

disregarded.
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The scanner 2001 should in principle capture all surface parts, 2016 and
2017, present in the scan volume, but in some cases the scanner cannot
capture all surface parts in the scan volume. This may happen for example
because the surface part is present outside the focus region of the scanner
2001 or of the scan head 2007 or because of poor lightning conditions for the
surface part. In such cases the surface part 2017 may not be captured and
registered, and an excluded volume would be determined in the space region
where the surface part 2017 of the tooth surface is actually present. By
defining the far threshold distance 2051 less of the scan volume is excluded,
and thereby it can be avoided that a real surface part 2017 is erroneously
disregarded.

The actual distance of the threshold may depend or be calculated based on
the optics of the scanner. The far threshold distance may be a fixed number,
such as about 0.5 mm, 1 mm, 2 mm, 3 mm, 4 mm, 5mm, 6 mm, 7 mm, 8
mm, 9 mm, 10 mm, 20 mm, 30 mm, 40 mm, 50 mm, 60 mm, 70 mm, 80 mm,
90 mm, or 100 mm. Alternatively, the far threshold distance may be a
percentage or a fraction of the length of the scan volume, such as about
20%, 25%, 30%, 35%, 40%, 45%, or 50% of the length of the scan volume,
or such as V2, 1/3, V4, 1/5 of the length of the scan volume.

The far threshold distance may be based on a determination of how far a
distance from a detected point of the surface it is possible to scan, i.e. how
much of the surface around a detected point that is visible for the scanner. If
the visible distance in one direction from a surface point is short, then the far
threshold distance will be smaller than if the distance in all directions from a
surface point is long.

The figures in fig. 20 are shown in 2D, but it is understood that the figures

represent 3D figures.

Although some embodiments have been described and shown in detail, the
invention is not restricted to them, but may also be embodied in other ways
within the scope of the subject matter defined in the following claims. In
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particular, it is to be understood that other embodiments may be utilised and
structural and functional modifications may be made without departing from

the scope of the present invention.

In device claims enumerating several means, several of these means can be
embodied by one and the same item of hardware. The mere fact that certain
measures are recited in mutually different dependent claims or described in
different embodiments does not indicate that a combination of these

measures cannot be used to advantage.

A claim may refer to any of the preceding claims, and “any” is understood to

mean “any one or more” of the preceding claims.

It should be emphasized that the term "comprises/comprising” when used in
this specification is taken to specify the presence of stated features, integers,
steps or components but does not preclude the presence or addition of one

or more other features, integers, steps, components or groups thereof.

The features of the method described above and in the following may be
implemented in software and carried out on a data processing system or
other processing means caused by the execution of computer-executable
instructions. The instructions may be program code means loaded in a
memory, such as a RAM, from a storage medium or from another computer
via a computer network. Alternatively, the described features may be
implemented by hardwired circuitry instead of software or in combination with

software.
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Claims:

1. A method for detecting a movable object in a location, when scanning a
rigid object in the location by means of a 3D scanner for generating a virtual
3D model of the rigid object, wherein the method comprises:

- providing a first 3D representation of at least part of a surface by scanning
at least part of the location;

- providing a second 3D representation of at least part of the surface by
scanning at least part of the location;

- determining for the first 3D representation a first excluded volume in space
where no surface can be present;

- determining for the second 3D representation a second excluded volume in
space where no surface can be present;

- if a portion of the surface in the first 3D representation is located in space in
the second excluded volume, the portion of the surface in the first 3D
representation is disregarded in the generation of the virtual 3D model,
and/or

- if a portion of the surface in the second 3D representation is located in
space in the first excluded volume, the portion of the surface in the second
3D representation is disregarded in the generation of the virtual 3D model.

2. The method according to any one or more of the preceding claims,
wherein the rigid object is a patient’'s set of teeth, and the location is the
mouth of the patient.

3. The method according to any one or more of the preceding claims,
wherein the movable object is a soft tissue part of the patient’'s mouth, such

as the inside of a cheek, the tongue, lips, gums and/or loose gingival.
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4. The method according to any one or more of the preceding claims,
wherein the movable object is a dentist’'s instrument or remedy which is
temporarily present in the patient’'s mouth, such as a dental suction device,

cotton rolls, and/or cotton pads.

5. The method according to any one or more of the preceding claims,
wherein the movable object is a finger, such as the dentist’s finger or the
dental assistant’s finger.

6. The method according to any one or more of the preceding claims,
wherein the 3D scanner is a scanner configured for acquiring scans of an

object’s surface for generating a virtual 3D model of the object.

7. The method according to any one or more of the preceding claims,
wherein at least part of the surface captured in the first representation and at
least part of the surface captured in the second representation are

overlapping the same surface part on the rigid object.

8. The method according to any one or more of the preceding claims,
wherein the first representation of at least part of the surface is defined as the
first representation of at least a first part of the surface, and the second
representation of at least part of the surface is defined as the second
representation of at least a second part of the surface.

9. The method according to any one or more of the preceding claims,
wherein the first part of the surface and the second part of the surface are at

least partially overlapping.

10. The method according to any one or more of the preceding claims,

wherein the surface is a surface in the location.
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11. The method according to any one or more of the preceding claims,
wherein the surface is at least part of the surface of the rigid object and/or at

least part of the surface of the movable object.

12. The method according to any one or more of the preceding claims,
wherein the method comprises determining a first scan volume in space
related to the first representation of at least part of the surface, and
determining a second scan volume in space related to the second
representation of at least part of the surface.

13. The method according to any one or more of the preceding claims,
wherein the scan volume is defined by the focusing optics in the 3D scanner

and the distance to the surface which is captured.

14. The method according to any one or more of the preceding claims,
wherein the first scan volume related to the first representation of at least part
of the surface is the volume in space between the focusing optics of the 3D
scanner and the surface captured in the first representation; and the second
scan volume related to the second representation of at least part of the
surface is the volume in space between the focusing optics of the 3D scanner
and the surface captured in the second representation.

15. The method according to any one or more of the preceding claims,
wherein if no surface is captured in at least part of the first or second
representation, then the first or second scan volume is the volume in space
between the focusing optics of the 3D scanner and the longitudinally extent

of the scan volume.

16. The method according to any one or more of the preceding claims,

wherein the first excluded volume and second excluded volume in space
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where no surface can be present corresponds to the first scan volume and
the second scan volume, respectively.

17. The method according to any one or more of the preceding claims,
wherein the volume of the 3D scanner itself is defined as an excluded

volume.

18. The method according to any one or more of the preceding claims,
wherein the volume of the 3D scanner itself is comprised in the first excluded

volume and in the second excluded volume.

19. The method according to any one or more of the preceding claims,
wherein a near threshold distance is defined, which determines a distance
from the captured surface in the first representation and the second
representation, where a surface portion in the second representation or the
first representation, respectively, which is located within the near threshold
distance from the captured surface and which is located in space in the first
excluded volume or in the second excluded volume, respectively, is not

disregarded in the generation of the virtual 3D model.

20. The method according to any one or more of the preceding claims,
wherein a far threshold distance is defined, which determines a distance from
the captured surface, where the volume outside the far threshold distance is

not included in the excluded volume of a representation.

21. The method according to any one or more of the preceding claims,
wherein the first representation of at least part of a surface is a first subscan
of at least part of the location, and the second representation of at least part
of the surface is a second subscan of at least part of the location.
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22. The method according to any one or more of the preceding claims,
wherein the first representation of at least part of a surface is a provisional
virtual 3D model comprising the subscans of the location acquired already,
and the second representation of at least part of the surface is a second
subscan of at least part of the location.

23. The method according to any one or more of the preceding claims,
wherein acquired subscans of the location are adapted to be added to the
provisional virtual 3D model concurrently with the acquisition of the

subscans.

24. The method according to any one or more of the preceding claims,
wherein the provisional virtual 3D model is termed as the virtual 3D model,

when the scanning of the rigid object is finished.

25. The method according to any one or more of the preceding claims,
wherein the method comprises:

- providing a third 3D representation of at least part of a surface by scanning
at least part of the location;

- determine for the third 3D representation a third excluded volume in space
where no surface can be present;

- if a portion of the surface in the first 3D representation is located in space in
the third excluded volume, the portion of the surface in the first 3D
representation is disregarded in the generation of the virtual 3D model,
and/or

- if a portion of the surface in the second 3D representation is located in
space in the third excluded volume, the portion of the surface in the second
3D representation is disregarded in the generation of the virtual 3D model,
and/or

- if a portion of the surface in the third 3D representation is located in space
in the first excluded volume and/or in the second excluded volume, the
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portion of the surface in the third 3D representation is disregarded in the

generation of the virtual 3D model.

26. The method according to any one or more of the preceding claims,
wherein the provisional virtual 3D model comprises the first representation of
at least part of the surface and the second representation of at least part of
the surface, and where the third representation of at least part of the surface
is added to the provisional virtual 3D model.

27. The method according to any one or more of the preceding claims,
wherein the virtual 3D model is used for virtually designing a restoration for
one or more of the patient’s teeth.

28. The method according to any one or more of the preceding claims,
wherein the virtual 3D model is used for virtually planning and designing an

orthodontic treatment for the patient.

29. The method according to any one or more of the preceding claims,

wherein the relative motion of the scanner and the rigid object is determined.

30. The method according to any one or more of the preceding claims,
wherein the relative motion of the scanner and the rigid object is determined

by means of motion sensors.

31. The method according to any one or more of the preceding claims,
wherein the relative motion of the scanner and the rigid object is determined

by registering/aligning the first representation and the second representation.

32. The method according to any one or more of the preceding claims,

wherein the first representation and the second representation are
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aligned/registered before the first excluded volume and the second excluded

volume are determined.

33. The method according to any one or more of the preceding claims,
wherein the relative motion of the scanner and the rigid object determined by
means of the motions sensors is verified and potentially adjusted by

registering/aligning the first representation and the second representation.

34. The method according to any one or more of the preceding claims,
wherein motion sensors are used for an initial determination of the relative
motion of the scanner and the rigid object, and where registering/aligning is
used for the final determination of the relative motion of the scanner and the
rigid object.

35. The method according to any one or more of the preceding claims,

wherein the optical system of the scanner is telecentric.

36. The method according to any one or more of the preceding claims,

wherein the optical system of the scanner is perspective.

37. The method according to any one or more of the preceding claims,
wherein a mirror in a scan head of the scanner provides that the light rays
from the light source in the scanner are transmitted with an angle relative to
the opening of the scan head.

38. The method according to any one or more of the preceding claims,

wherein the 3D scanner is a hand-held scanner.

39. The method according to any one or more of the preceding claims,

wherein the scanner is a pinhole scanner.
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40. The method according to any one or more of the preceding claims,
wherein the scanner comprises an aperture, and where the size of the
aperture is less than 1/100 of the distance between it and the projected

image.

41. The method according to any one or more of the preceding claims,
wherein the scanner comprises an aperture, and where the size of the
aperture is more than 1/100 of the distance between it and the projected

image.

42. A method for detecting movable objects in the mouth of a patient, when
scanning the patient’s set of teeth in the mouth by means of a 3D scanner for
generating a virtual 3D model of the set of teeth, wherein the method

comprises:

- providing a first 3D representation of at least part of a surface by scanning
at least part of the teeth;

- providing a second 3D representation of at least part of the surface by
scanning at least part of the teeth;

- determining for the first 3D representation a first excluded volume in space
where no surface can be present;

- determining for the second 3D representation a second excluded volume in
space where no surface can be present;

- if a portion of the surface in the first 3D representation is located in space in
the second excluded volume, the portion of the surface in the first 3D
representation is disregarded in the generation of the virtual 3D model,
and/or

- if a portion of the surface in the second 3D representation is located in
space in the first excluded volume, the portion of the surface in the second

3D representation is disregarded in the generation of the virtual 3D model.
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43. A method for detecting a movable object in a location, when scanning a
rigid object in the location by means of a 3D scanner for generating a virtual

3D model of the rigid object, wherein the method comprises:

- providing a first representation of at least part of a surface by scanning the

rigid object;

- determining a first scan volume in space related to the first representation of

at least part of the surface;

- providing a second representation of at least part of the surface by scanning

the rigid object;

- determining a second scan volume in space related to the second

representation of at least part of the surface;

- if there is a common scan volume, where the first scan volume and the

second scan volume are overlapping, then:
- determine whether there is a volume region in the common
scan volume which in at least one of the first representation or
the second representation is empty and comprises no surface;
and
- if there is a volume region in the common scan volume which in
at least one of the first representation or the second
representation is empty and comprises no surface, then exclude
the volume region by disregarding in the generation of the virtual
3D model any surface portion in the second representation or in
the first representation, respectively, which is detected in the
excluded volume region, since a surface portion detected in the
excluded volume region represents a movable object which is

not part of the rigid object.

44. A method for detecting a movable object in a location, when scanning a
rigid object in the location by means of a 3D scanner for generating a virtual
3D model of the rigid object, wherein the method comprises:
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- providing a first surface by scanning the rigid object;

- determining a first scan volume related to the first surface;

- providing a second surface by scanning the rigid object;

- determining a second scan volume related to the second surface;

where the first scan volume and the second scan volume are overlapping in
an overlapping/common scan volume;

- if at least a portion of the first surface and a portion of the second surface
are not coincident in the overlapping/common scan volume, then disregard
the portion of either the first surface or the second surface in the
overlapping/common scan volume which is closest to the focusing optics of
the 3D scanner, as this portion of the first surface or second surface

represents a movable object which is not part of the rigid object.

45. A method for detecting a movable object in the mouth of the patient,
when scanning the patient’'s set of teeth by means of a 3D scanner for
generating a virtual 3D model of the set of teeth, wherein the method

comprises:

- providing a first surface by scanning the set of teeth;

- determining a first scan volume related to the first surface;

- providing a second surface by scanning the set of teeth;

- determining a second scan volume related to the second surface;

where the first scan volume and the second scan volume are overlapping in
an overlapping/common scan volume;

- if at least a portion of the first surface and a portion of the second surface
are not coincident in the overlapping/common scan volume, then disregard
the portion of either the first surface or the second surface in the
overlapping/common scan volume which is closest to the focusing optics of
the 3D scanner, as this portion of the first surface or second surface

represents a movable object which is not part of the set of teeth.
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46. A method for detecting movable objects recorded in subscans, when
scanning a set of teeth by means of a scanner for generating a virtual 3D
model of the set of teeth, where the virtual 3D model is made up of the
already acquired subscans of the surface of the set of teeth, and where new
subscans are adapted to be added to the 3D virtual model, when they are

acquired, wherein the method comprises:

- acquiring at least a first subscan of at least a first surface of part of the set

of teeth, where the at least first subscan is defined as the 3D virtual model;

- acquiring a first subscan of a first surface of part of the set of teeth;

- determining a first scan volume of the first subscan;

- determining a scan volume of the virtual 3D model,

- if the first scan volume of the first subscan and the scan volume of the

virtual 3D model are at least partly overlapping in a common scan volume;

then:
- calculate whether at least a portion of the first surface lies
within the common scan volume;
- calculate whether at least a portion of the surface of the virtual
3D model lies within the common scan volume, and
- determine whether at least a portion of a surface is present in
the overlapping volume only in one subscan and not the other
subscan/3D virtual model;
- if at least a portion of a surface is present in only one subscan,
then disregard the portion of the surface in the overlapping
volume which is closest to the focusing optics of the scanner,
since the portion of the surface represents a movable object
which is not part of the set of teeth, and the portion of the surface
is disregarded in the creation of the virtual 3D model of the set of
teeth.
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47. A method for detecting movable objects recorded in subscans, when

scanning a set of teeth by means of a scanner for generating a virtual 3D

model of the set of teeth, wherein the method comprises:

5 a) providing a first subscan of a first surface of part of the set of teeth;

b) calculating a first scan volume of the first subscan;

¢) providing a second subscan of a second surface of part of the set of teeth;

d) calculating a second scan volume of the second subscan; and

e) if the first scan volume and the second scan volume are at least partly

10 overlapping in a common scan volume; then:

15

20

25

f) calculate whether at least a portion of the first surface lies
within the common scan volume;

g) calculate whether at least a portion of the second surface lies
within the common scan volume, and

h) if at least a portion of the first surface or at least a portion of
the second surface lie within the common scan volume, and the
portion of the first surface or the portion of the second surface is
located in space between the scanner and at least a portion of
the second surface or at least a portion of the first surface,
respectively;

then the portion of the surface represents a movable object
which is not part of the set of teeth, and the portion of the surface
is disregarded in the creation of the virtual 3D model of the set of
teeth.

48. The method according to the previous claims, wherein the method further

comprises:

- providing a third subscan of a third surface of part of the set of teeth;

- calculating a third scan volume of the third subscan;

30 - if the third scan volume is at least partly overlapping with the first scan

volume and/or with the second scan volume in a common scan volume; then
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repeat steps f) - h) for the third subscan with respect to the first subscan
and/or the second subscan.

49. A computer program product comprising program code means for
causing a data processing system to perform the method of any one or more
of the preceding claims, when said program code means are executed on the

data processing system.

50. A computer program product according to the previous claim, comprising
a computer-readable medium having stored there on the program code

means.

51. A system for detecting a movable object in a location, when scanning a
rigid object in the location by means of a 3D scanner for generating a virtual
3D model of the rigid object, wherein the system comprises:

- means for providing a first 3D representation of at least part of a surface by
scanning at least part of the location;

- means for providing a second 3D representation of at least part of the
surface by scanning at least part of the location;

- means for determining for the first 3D representation a first excluded
volume in space where no surface can be present;

- means for determining for the second 3D representation a second excluded
volume in space where no surface can be present;

- means for disregarding the portion of the surface in the first 3D
representation in the generation of the virtual 3D model, if a portion of the
surface in the first 3D representation is located in space in the second
excluded volume, and/or

- means for disregarding the portion of the surface in the second 3D

representation in the generation of the virtual 3D model, if a portion of the
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surface in the second 3D representation is located in space in the first

excluded volume.

072

0871



WO 2013/010910 PCT/EP2012/063687

119

101
Providing a first 3D representation |/ 0

y

Providing a second 3D — 102
representation

!

Determining a first excluded — 103
volume

'

Determining a second excluded — 104
volume

v

— 105
Test if portion of surface in 3D
representation should be
disregarded

Fig. 1

073

0872



WO 2013/010910 PCT/EP2012/063687

. 2/19
Fig. 2 207

074

0873



WO 2013/010910 PCT/EP2012/063687

3/19

075

0874



WO 2013/010910 PCT/EP2012/063687

4/19

Fig. 4

411

408

076

0875



PCT/EP2012/063687

WO 2013/010910

5/19

Fig. 5

< i 5

[

s

[\
-—
(9]

8
8
§

i w e uh me w e e se g ne o e m T o N R AN BN R BE MW OB G0 R RN

N
-
w0

@ B G B Y BN B S 65 5 B

A mA G R T AR W

077

0876



WO 2013/010910 PCT/EP2012/063687

6/19

/ \
|
l | \
\ \
\ \ /
\ \\ //
\ /
619
e)
078

0877



WO 2013/010910 PCT/EP2012/063687

7/19
Fig. 7
3 5 7 9

1 A . 11

e r r P § 1a
r | \ 4 r )
. . H '
[ ] L3 |
L3 ¢ ]
] : ]
| . ]
! !

713 712

807/801/823
Fig. 8

811/821

808

079

0878



WO 2013/010910 PCT/EP2012/063687

8/19

Fig. 9a)

911/921

908

012/922

080

0879



WO 2013/010910 PCT/EP2012/063687

Fig. 10a)

1011/1021 1001

1016b

1012/1022

081

0880



WO 2013/010910 PCT/EP2012/063687

10/19

Fig. 11a)

11111121 1101

1116

1108

Fig. 11b)

1112/1122

1108

082

0881



WO 2013/010910 PCT/EP2012/063687

11/19

Fig. 12

1216b
1212/1222
1211/2121 _\

/— 121171221
1212/1222 —\

1217

a) b)

083

0882



WO 2013/010910 PCT/EP2012/063687

12/19
\ Fig. 13
\

\ /— 1311/1321 i
\ \ 131211322 —/

\ \
\ \ +

\ \ i i
\ \ i i
\ \ H i
\ 1317 /

a) \/C?mj ° b)
\ I3
\
\ \ .
1311/1321 \ \ S 3 1312/1322
\\L \ !. /—
\ \ ;
\ "o'\ :'
\ A
\ FAREAY i
\ ; ;
\ ,< ),-'
c) 1316 1317
Voo
\ \ 1340 '
1S ——= / L — 1312/1322
\ .
\
\
\
d) \

1316 1317

084

0883



WO 2013/010910

\
\
\

/— 1411/1421
\

PCT/EP2012/063687

13/19

Fig. 14 i

1412/1422 ﬂ\ /

085

0884



WO 2013/010910 PCT/EP2012/063687

14/19
\ B
\ Fig. 1 /
\ \ 1511/1521 9. 75 i
\ /_ {
1512/1522 —
\ \ R
\ \ + ,»: 'a'
\ \ ; ;
\ \ i ;
\ \ § §
\ \ 'l‘
\ /
o (Cﬁ?—\ 15172 _ b
1517b
1511/1521 \ : 1512/1522
\ i
\
\
c)
1511/1521 — :
“\NL 1512/1522
\ /_
d)

086

0885



WO 2013/010910 PCT/EP2012/063687

15/19
1607/1601
Fig. 16
1611
1616
Fig. 17
1761 1;3? 1761
1763 g “’f?zz/__-
N 2 g 4K
i
é ,"".":.‘-:;
-0-0--0
1763
\ 1761
1761
087

0886



WO 2013/010910 PCT/EP2012/063687

16/19

088

0887



WO 2013/010910 PCT/EP2012/063687

17119

1982 Fig. 19

089

0888



PCT/EP2012/063687

WO 2013/010910

18/19

/— 2007/2001

Fig. 20a)

Fig. 20b)

/— 2007/2001

2052

2072
\
2053

090

0889



WO 2013/010910 PCT/EP2012/063687

19/19

Fig. 20c)

/— 2007/2001

Fig. 20d)

2007/2001

091

0890



INTERNATIONAL SEARCH REPORT

international application No

PCT/EP2012/063687

ADD.

A. CLASSIFICATION OF SUBJECT MATTER

INV. GO6T7/00

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

GO6T GO6K A61B A61C

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

EPO-Internal, WPI Data

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category™

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

A

MEHL A ET AL: "Accuracy testing of a new
intraoral 3D camera",

INTERNATIONAL JOURNAL OF COMPUTERIZED
DENTISTRY, QUINTESSENCE, NEW MALDEN, GB,
vol. 12, no. 1,

1 January 2069 (2009-01-01), pages 11-28,
XP009162619,

ISSN: 1463-4201

the whole document

1-51

Further documents are listed in the continuation of Box C.

D See patent family annex.

means

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L" document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of ancther citation or other
special reason (as specified)

"0O" document referring to an oral disclosure, use, exhibition or other

* Special categories of cited documents :

“T" later document published after the international filing date or priority

date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

“X* document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

"¥" document of particular relevance; the claimed invention cannot be

considered to involve an inventive step when the document is
combined with one or more other such documents, such combination

being obvious to a person skilled in the art

"P" document published prior to the intemational filing date but later than
the priority date claimed

"&" document member of the same patent family

Date of the actual completion of the international search

13 September 2012

Date of mailing of the intemational search report

21/09/2012

Name and mailing address of the ISA/

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk
Tel. (+31-70) 340-2040,

Authorized officer

Fax: (+31-70) 340-3016 Borotschnig, Hermann

Form PCT/ISA/210 (second sheet) {April 2005}

092

0891

page 1 of 2




INTERNATIONAL SEARCH REPORT

international application No

PCT/EP2012/063687

C{Continuation). DOCUMENTS CONSIDERED TO BE RELEVANT

Category™ Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

A ZHIGANG ZHU ET AL: ‘“Content-Based 3D
Mosaic Representation for Video of Dynamic
3D Scenes",

APPLIED IMAGERY AND PATTERN RECOGNITION
WORKSHOP, 2065. PROCEEDINGS. 3 4TH
WASHINGTON, DC, USA 19-21 OCT. 2005,
PISCATAWAY, NJ, USA,IEEE,

19 October 2005 (2005-10-19), pages
198-203, XP010905628,

DOI: 10.1109/AIPR.2005.25

ISBN: 978-0-7695-2479-5

the whole document

A THOMAS POLLARD ET AL: "Change Detection
in a 3-d World",

CVPR '07. IEEE CONFERENCE ON COMPUTER
VISION AND PATTERN RECOGNITION; 18-23 JUNE
2007; MINNEAPOLIS, MN, USA, IEEE,
PISCATAWAY, NJ, USA,

1 June 2007 (2007-06-01), pages 1-6,
XP031114330,

ISBN: 978-1-4244-1179-5

the whole document

A YAMANY S M ET AL: "Free-form surface
registration using surface signatures",
COMPUTER VISION, 1999. THE PROCEEDINGS OF
THE SEVENTH IEEE INTERNATION AL CONFERENCE
ON KERKYRA, GREECE 26-27 SEPT. 1999, LOS
ALAMITOS, CA, USA,IEEE COMPUT. SOC, US,
vol. 2, 20 September 1999 (1999-09-20),
pages 1098-1104, XP010350539,

ISBN: 978-0-7695-0164-2

the whole document

T Silvia Logozzo ET AL: "A Comparative
Analysis Of Intraoral 3d Digital Scanners
For Restorative Dentistry",

The Internet Journal of Medical
Technology,

1 January 2011 (2011-01-01), pages 1-12,
XP55037945,

DOI: 10.5580/1b90

Retrieved from the Internet:
URL:http://www.ispub.com/journal/the-inter
net-journal-of-medical-technology/volume-5
-number-1/a-comparative-analysis-of-intrao
ral-3d-digital-scanners-for-restorative-de
ntistry.html

[retrieved on 2012-09-12]

the whole document

1-51

1-51

1-51

1-51

Form PCT/ISA/210 {continuation of second sheet) (April 2005)

093

0892

page 2 of 2




Espacenet - Bibliographic data Page 1 of 2

Espacenet

Bibliographic data: CN101813380 (A} ~ 2008-08-26

Device and method for displaying medical image and imaging system

inventor(s}): ROBERT KAGERMEIER [DE]; EIKE RIETZEL [DE], STEFFEN
SCHROETER [DE]; DIETMAR SIERK [DE] + (KAGERMEIER
ROBERT, ; RIETZEL EIKE, ; SCHROETER STEFFEN, ; SIERK
DIETMAR)

Applicant(s):  SIEMENS AG [DE] + (SIEMENS AG)

Classification: - international:A67B5/055; A618B6/03; A81B8/13; GO6F3/033;
GOBF3/0346,; GOGF3/048; GOGF3/0484; GOSFS/00
- cooperative: AG1B6/548 (EP); GOSF3/0346 (EP); GUBF3/04845
(EP)
Application CN20081007572 20080223
number:

Priority number DE20081010717 20080222
(s

Also published DE102008010717 (A1) US2009217207 (A1)
as:

Abstract of CNI101513388 {/)

The invention relates to a device (1) for displaying three-dimensional medical image
information {(B3). The device includes a processing unit {(2), a display (3), a remols
controd {143, & commurnication interface, and a software module (7). The processing
unit {2} is operable 1o process the medical image information. The display (3} is
aparable {o display the medical image information (B3} The remote control (103 is
operable to register a user movement (B) by & lsast one maotion-sensitive sensor (11,
12). The communication interface {8 operable to transfer the user movement (B) o the
processing unit (2). The softwars module {(7) is associated with the procsssing unit (2).
The software madule {7} 18 operable to reconcile the user movement (B with the

https://worldwide.espacenet.com/publicationDetails/biblio?FT=D& date=20090826& DB=&local...  10/10/2019
0893



Espacenet - Bibliographic data Page 2 of 2

meadical image information (B3} so that the user movemant (8) is reproduced as a
virfual movement of the displayved medical image information (B3).

https://worldwide.espacenet.com/publicationDetails/biblio?FT=D& date=20090826& DB=&local...  10/10/2019
0894



3

f19] BEARANEERDRANE

(211 igs

(431 2FH 200948 H26H

200910007572

1

[517 Iut. CL
AS1B 603 (006.01 )
ASIB 813 (005.01 )
ASIB 5/055 (2005.01 )
COOF 900 (2006, 01 )

{117 &5 CN 1015133504

(227 RiEH 2009.2.23
(217 BEE 200010007572, 1
(307 4w
[3‘2] 2008.2. 22 [3’&} DE [31] 102008010717, 4

e /f'
(21 BWA B - AW 35 BN
BRI P T IR

[74] EREHNM
HEA

SRS AR S
3t

88
SR

U8 T M 4

[54] RMEH
FATErESEafRsEs
[57] Mg

I ¥ U, B

B B S b ; 4
(BIVBIB (), 63 BTOsEes BB m
f‘@fﬂ?i’fiﬁz”r’)» H FEAEAE BB K st
{3); R}} /r'wmﬁ SRR (L,
KA {10} BAROKE
“}‘zl{}, L pon
mewe
F(B3) i E"*iﬂt%&;—: HEE(B): WI ?
F{B)HBARERKERER B3(P1})H‘J)ii?_f§.s).7@

ghe

0895




200910007572, 1 %ﬁ %;J % ﬁi :ﬁ

23

/30

I ~HATRFEZHEFEMEL (B3) HRE (1), &8
FTamEgE e (B3) R T (2),

B ¥ 23 EgAE 8 (B3) #9254 (3),

A TFHEBE Y~ MNEHEAGHERAE (11, 12) RERAEHSD (B)
&R (10),

- AR ESS (B) BHBILEREL (2) S, WA

S PPEAEEE (2) Bée. ATHBRAEE (BY) & T EEA
A (B) #5488 (7): SpdaE A4 (B) BHEYARFGHBA
B (B3 (P1)) 8905 Z),

2. ARIBEARAER 1 PTRA T (
F& (B3).

3 REAFIER TR 2FTEMEE (1), &F, IREARRERAA—A2
% A Ehadk e ik BAERE (11).

4 MBRAEE1 L3 PE—AHEGEE (1), AF, HREASAR
KRS AMEHEAHHELELE (12),

SRBEAAER 1 R4 P E-TFHRNEE (1), EF, AAEELES (10)
%:i&mAﬁﬁ&%a?fn}%iymﬁﬁﬁﬁﬁ%ﬁ(uh

6. EMAEL1ES PE-FHAGEE (1), 2. A2 ERE
o (16) RETALREHE,

7. RERAEEL T E 6¢@Mm%¢%?§w 1), o, AriRiEEE (10)
ﬂﬁ‘ﬁﬂ%ﬁﬁkﬂﬁ X BTSRRI £ (14), FEEF, RIEFH
A R A ATL m%ﬁ%(B)%&%§M£%o

8. MIBAFIER 7 HHEGEE (1), LF, FREES (10) 2 AH—
AATESHESEFIEE (4) hiERE SRR X (15),

9 AREMAIEE 1 L8 FHE—AMANHEE (1), ¥F, 2HLEEERE
B FampridiEas g (10) EMEE (17),

10, HEAFIEEL O FEMEE (1), £, FMEARMEE (17) AHE
dEF R (18),

] i

—

b A, TAEFARFLEZRHR

0896



200910007572, 1 &M T Kk B HZ/3m

1., —®ATREFZHEFHBRIEL (B3) ¢95%, L+,

- FAAEB B — B SRR (11, 12) #9245 % (10) 412
BA#H (B),

- BRRER A (B) BRAMETHEGEL (B3 (P1)) 98

llﬁ%ﬂﬂ%iﬂﬁ%%ﬁ%,ﬁ?w%%ﬁ%%ﬁ%%%%ﬁﬁ%%
E (1) RMEHEEANEH (

13, ARERF)ER 11 & 12,ﬂri.@@7?;£¢ 2, e iheg R 5 s
$%ﬂ%(w‘%%%ﬁ&m%ﬁ#(Bk
14, RIEAFEK 11 £ 13 PE—AFENFTE, P, B E ) — e
%%“’uih;/w P EERE (12) MERABAAHBZH (B).

#&%ékiﬁ | EE 1 R4 PR EY Gk, A, LK LEE

).4
2‘»'7?‘

1&#%&&%%9 1 315 PAE—pridey Fik, £, ABERFHEX,
FE e, BIEFREN B RERG TR A ST (B) 534 AL EPUE
.

17. IEMABR 16 FFRF K, EF, BFEIEMT, R R
— AR F A R E AR BR A R

18. ARIEAAER 16 & 17 Prik éﬁJ ik, B, B X4t Bz
e AR ) A 3R P R A BARAE S (B3 (P1)).

19, ARBEARANER 16 F 18 PA—AAARGFH, ¥, TEIRHET,
WP B e AR & (B3 (PL)) a9 di.

20, MIBALF| B K 16 £ 19 AR EGF %, £, 2FESRMBT
HEE T ERAEE (B3 (PI)) #9xT /A,

21, B FIE K 16 £ 20 PHE—TFESFE, LP, BFAEEER
2 AR Ak EAAR (1) RAMESDESLASE (12) HlE, ATHREM
2R REAEE (B3 (PD)),

20, WIEARFIER 16 £ 21 $AE—AFENFFK, £, ARG
Eﬂ%ﬁ%ﬂ;@)zﬁ%%ﬁﬁ%ﬁtm,ﬁﬁ EAEAE A LA T FAUEAT
fhat R (2
23. +&$%ti% X 16 £ 20 PA-FATRA Ak, AP, ATUE 8 A ]

3

0897



200910007572, 1 &M T Kk B /IR

BEF AR EATREAESE (B).
24, MIBMAEE 16 £ 23 FE—AF LG F %, FEF, AH AL
s (B) RILFEM AN, 4TI BINED.

0898



200910007572, 1 iv% EE :ﬁ

23

/8T

AT &5 EFRRE LR EfF kL A A
HEAAT R,

jr\giﬂf JF_&\”*‘;%’/% 8T E
M EE G R Y.

3 B ARAE 8.6 3 F e ik A B — A B A

Tm

,ib ‘E- i;i—‘

s FEFBARAE L0 T A RAAERR G RERL, A, Hlho i Fa
BB AR (CT). Ed-FL58 ERB (PET). FuT A4 FAue &A%
(WMW)&%M%%%Eﬁ%CMmmmﬁw&f R TTVAE AL H AR E

B BREL, ATHESBEBEELEFATUARRRAAREYBEE L.
WRBER M (2D), 24y (3D) Rwwiidy (4D) BREEL. ZHOHE
BAT B QIR TR G, ZHHEARE O AN E A ERE BT A L N
. Wi ERSE LA EATE YRR, AFERRGN IR ES RER
BE, BEVEA A R ENY, ESEFTRAFTALEME S LG OBE X T
L AR AT L R A S BRI B R B R RAE 8, 2T SRR R & A A o
m&,

Az AR TR L, BFALUME LBILT. YL FOERE
LI EANAEGSARRSAE SR, Wb, BT ERFEFTIRN
R E AR R A A B RGP EA G E AT S, ETFHE
1§AZ AR vA s R 2 6T TR,

B 4542 8. 44 £ & (Aufbereitung ) Ao B 7l i 1R R 4eBe 69, 1R TARME
At BAUE G 6 4 R R AT, BB A it B AU R ST EAL R AT,
TAREAS RAM ERFOBEEE., A, RE TR, R ER
AR AT B AR A ST B R AR R R 69 8L, o ERAT &M AL A,
AT Bt i 55, B ,%Mﬁﬁﬂﬁamtm%ﬁ%%ﬁﬁm&ﬁ%%

s
Fhidl kAT RN F RS, AT AR E S T EALRARE 2R E F
fﬁif“;m&mw%%ﬁﬁ$%&%w~ﬂm%%ﬁf% LHRE (de

0899



200910007572, 1 W B BL/8l

EEE, AL ETHTERS TR THGHEE) HHEOHER, 52
E%ﬁ@%%ﬁﬁ%iwmwﬁxm%£$%i%ﬁﬁ%iﬁ %ﬁaﬁﬁ%
AAFe L E2 B T AL E, VMBS AT E B BT Ieh A,

E R

WAL AL SR AR AP ML, BE-FATERZEESFEBRELY
RE, BHiEZE ﬁﬂ'ufi”@}-ﬂFﬁ.ﬁéﬁ:’aﬁ$ﬁi&n’l“&ﬁﬁj’% SR EERN

¥R REE, LA AP MgBEERT—ATEREZHEFSHGEZE
MEBE TG, ANERETH TLHEGE LOHLREALSAR TR RBHRLE
$ R T U, R, AR ASRNHAMME AT FAES, A ARG
Hy:8 4 4 %mmy\iﬁokﬂ,% BETRATHBE Y — /B HEA
GAERBERGEAEBHNBITE, FOMLE THEAX D EMBILEET
SSRGS 2= J]éd;iﬁt}»flﬁ Eﬁu%/ﬁﬁ' F 5 BB LAt EAR A A o e A4
B, o FHATZITE: BERAFEHEBAER TAH LR FTHBERAZ LY
ERGEF., vAKAPF ‘\H A AN AR AN N A AR At LY AR
TEWENIES), BERNIIER (2 EHF) RERELMG, dbE AT
M5 45 B A2 B MR A 4 8 B 69 B B0 AT R 7 69 BARAE & AT

;H"

T.ORLERAEFAMHARBRARATHNREST, EAARTESTTANGE
AT RELCMABRAE A E, AMARIER R S B T2, X
R L w%ﬁﬂmm%mﬁ%%E%M%gfﬁﬁ$ﬁo

i —Fp ARk £%¢?%%§%£'MA B A F i Ak B AR

>

1

LAY 0 Jm i A% R 35140 1 US5540095 #wmm Wik BB B A LR
Z B PARE N HIERE A, %ﬁtﬂfﬁaugﬁﬁéﬁﬁkﬁcﬁ,
MEFAEZATEF @ a4 LR EEBHES, BAFHS MRS
B BT e B ARAT 490 B a’}J' fp«é—fbc

AR —HRLEEHFTERBERARLA —ANRZANMNTHEROEHELAESE
( Drehratensensor ), 3% “f‘ﬂi’-ﬁi’é‘ v A5 A P #E 4L ( Gyroskop ), #l4e 2 US
6505511 Bl #Af4 ki, G048 B4 R BTl R RE4E B4 5) KA 4R 5)
e HiERAEBS, H4 3ﬁﬁ%ﬂmﬁﬂﬁklﬁﬁﬁﬁ%%m 4o B A%
FAERBR MG HFAERE, NTURNEREEIE R w%m@ﬁ
F A5 ah F BE L IT AR 20 P 87 6 BARAT Ba R ALE 3,

6

;.x
&

M
k«
'

\{\

-\ 1

T

0900



200910007572, 1 W B B3/8l

FE—FRAFEBATRY, BRBEAE VI FERABZRE S —A
e FAERE, wREBNEEABHAZ OGRS, NESETIAREER
REZRANEZEHENEAFB DI BE LM H PR 54 BG4 865 &
EE), BBEMNFAXITAASELMEATAR A4 LR T BEAZ L,

ARG R, AHBEETRET AR R EE, G TAERNE
BHRAERBLELA, RETZ, BEWEANESD §H AT ETEELEE
Fo kb 3P T2 A AR A iR AT k4R 6 B B IE 4 0 1 UL T a9 PR
A R R D E /- S O éﬁ?ﬁfﬁ*ﬂiiéxﬁ L AL A ) R
T X, RAEATILIEG B AR A F B SR BARAE L R ANE S,
BEZ, YBABETHAEY Ef;%ﬁ‘ra‘%?% Fxud, FFAGE A A A ik B
BRe BAEAE S e9iE g, b MBS T E iﬁﬁ?k.L%%%ﬁﬁm
HF5H 6 5T E B 64 RN E AL E (Registrierung ) 51 A2 49 BT 7 0 B 54T 8094
R E
fe—pind By, EREZVEA AR TEFZLERETIREES
ESSAF- Yot ”*"«,:\,‘—:}*ﬂ-;ﬁ: BT Z, TUAMENER BRARLEFITHRE TR
Hhge. Blde, AL EFE LT EARA T E36BEAE LT R, AR
BEZTRGHEREHEGRELE/TA, blde, EXHERETEEY, HT
A AT B A B, TR B R KGR 6 A de X S S T, b
SPEAARP R, BB ESEERBLEF T, A, #HliT »A%Ekiﬂ#xitb%@
RARLE MA BB T A, T oAE B E s B R AT F )«nm,;:?E Bi&s
( Brachytherapie ) ¥ 5% -F (Seed). & AT Qe THF 65 L
A g P, /z"fi‘ﬁ:/ HIREM “fﬁxgﬂ]téniéééﬁf&ﬂiiﬁg A
W R SO B AN A E AR EE LA AENRT L. HEREE
AUEIE S, REEARTAT A ded T TH, BARALXEMREALE
%‘.ié?%iﬁ,):f&%f B ERARSL, FRVAE AR Bk ﬁt%?;;;;, TR A G
AR B AR B 7&‘&?—?&%/} Bz, B (TEXIRS) #3hd

[,

N
\‘ i

YH
X
" L.!*-
>
™.
-
m

K% ﬁg%%ﬁﬁﬁaﬁ&ﬁ?ﬁﬁﬁ?%%ﬁ%%ﬁ%%%@zl&ﬁ*
HhE

EdhERE. BEASFFBHZETALEE LT B, AERGHRTE
I

<

Hotl, REPHFEARF MO BL—~FH TR FEBEFERELHFER
. Ak, REFEEMED m/;\i;ij]g;;,@gﬁ: B ERERAZHND. BEH

7

0901



200910007572, 1 W B B4/8l

BiBAEE OB R A DRI EET, S EHBHEM AR THRE
15 &892 ﬁ%:&% A ATRATEZRNETHBAENEINEHAL
it S 7 AT AT R s A A% B A iE ik,
it i, R FEXRET REREE V—ARE & LA BT 8 65L
7‘1:%%;123‘;” R, A, /\é: 8 W ik EAE R B AL R RS R0 T 4555 5,
o4h B AR IR h A 69 B A B mﬁxmﬁnymﬁiﬁ@%aﬁ
#, ﬁ,f*;,é T AR, fy‘)'}iz}t 5 A AE R R, Rk e R T4k
AR URA R R e R IR E -y i;?c% ﬁf?/ﬂf”w‘f%éﬁ Tl A iz B R B
%@%PE; 53R 6 BRAT B R KA B . shob et 2, #
HIRIEA R B R ABIAR T KT A RB R AR R A BB KT R

w

sob, BTG EANLS AR e, e (2D) BRI EHA
Fﬁﬁ%ﬁ%@¢%ﬁ%ﬁumﬁﬁﬁaﬁﬁﬁ%&£,%ﬁ&x th 449 6]
ERETEFWIEM 4},5)74,_7\47[_;_\]1'&,_ 6.4 3 K Sk

HiEN, BAARXEMTESE S —ATH ﬁmﬁ#g}]pﬁa - 4
s, IR MM F AR BUA %tﬁ%%ﬁ%ﬁﬁo FE L Kﬁ&%
PSR BRI L — Ak, BEAES T Lﬁ’%%”:%&éﬁé]{g«i{é T R R
P R a1 R B AR Y ki

#A3
3

ik, BAEXIRET AL ROEGE GG, RETZ, HEF
8 B AEAE B8 L% 40 B 40 T A8 B SR T A IR ShAR L SR AL K B L R

T~

©

=}

HiEH, BAEXRETREMEFHBREELS A, #ET2, 2Tt
/x:‘@. ik 40 B0 P 4515 ) iR AT i 0% B e S AR E Sh AL B g K R, A
KEBF BB LT LB ERIAE G 255 PREAERNREL, AL
Fror KT VAR B 09 7 XA & ZILRST sh e st rh B,

fE—FRaEH Y, RAAEX LR R R ik B AR S A R i) 45 A
%mm%,m%&ﬁwmuﬁﬁ@;ﬂcmWﬁAM% b E BG4 8 e

fon
e
1t
ES

%(

&\
5 6

ﬁiﬁtm) 1242 B9 DLTF, AT HBZeTIAHB L THE

B, J ﬂﬁj};;&%«gj] FHHE AT B 6 BRI B A K RS . b, 'fﬁ?imi%
2 B4 A2 VA S BT B e B AL R A B GE A B G A2 S U R T e AR

]

0902



200910007572, 1 o B B5/8Il

15804 .

R EI—AF 3034 (4D) BRAZEE, N 6lde T w35 #80E 3 4 ik
HA R FHEARR B EE., BB NRSE ST OARBRE T 5 R 8RS
AE ARG & BIRE L.

AR EH Y, BREXAEBIER BT ANER FH#5), &
1357 wh AR AR A T A543 B (Arbeitsplatzrechner ) EAT 49 402 %mcfw
é}i:éi{ﬁ.ﬁé-i%«?ﬁf; EM Ak B — A 5 A b, AR AR AR Et, 45 A
WAy At EAUE AR A4 R A6, IR A SRRt 4o
B R AR AGU T RS FEFRENRE., BT, BBERETUER

IARGEH AL, mAE AT AT E.

ik, doFAHEERE ST ENAGZ M GRMEHET. SHFEEEE
O E TR EAA G LS T 5 B R AR O AR, AR
F X AERBAT 5 RIER AN LR AT ENARRE LS L
SRR AR . ik, NE B B0 60 BAR R RAR K 60 S AR R 0 TR B A
A2 Y.

Bl 4 4 87 BARAT & @il B G SR AR B L N 4 BT B AL R AT R AR

L

‘3

%ﬁﬁ,%wmw@ﬂu%@ﬁﬁﬁ THAF AR A 64, Gk, BFAE
TR AN RN XA MERE, Fe Tl AFRERKR. E5TUHL
24534 64 B AR A A Aeifl i 42 B 00 F A5 1E B 2R mﬁf@ﬁﬁﬁ‘ﬁﬁﬁ

LR, BEZ, ERTAMN RS ERAS & AT 8 AR AR

o~ m"
<3~
Tu

.
Sy
v
o
unye
[Gun
3

B RS 28
A3 b, JEFRAE G901 ) FE L E 2 sb R B AE R B A4S Bt LA R 0 1) 1) g L
R v iiﬁ‘l”ﬁ '—;?’iﬁ“ 7 if:«fi e R ﬁ’J ﬁgfg‘]f’w %iﬁ

HEEM A R GG ),

g
I
&
Sa
ik
‘Fr“r i
Ny
&
:E
%
._.‘_
*N
P
‘r‘\
P
i3
I
E,,
el
N
-*N

P 3R }fi*\.wi? "J’ 421\%»:7; Z’éﬁff?\ zON ﬁs%ﬂ o Fl%ﬁ;"_- L%.’f’?xff“:' 6 B ARAE
N T &

ol AEAROBRAPETRLIEAAFRETZHR f?’ 15 8095 B 65
YT RE IR AR, B, HATERZEGERELHRINEN
Witk T 277 T VAR B B AE AR B AT R S0 HE RIE T ‘i.’i%n

B

0903



200910007572, 1 WO B We/sm

T@%Awﬂﬁﬁwﬁﬁﬁﬁ%é LA, AWE P
A17HTATEFZRESFHREBELAOEINTER,
B 27l TR EFENE BT,

B3 rh TARERENE BN, LA
BamdTHREINE ZEBAHEX,

e}

HAR b R

A1 7R TATEFEZLEFAGREELS 1 HEE, BHFEMELTENA
Gt PR RS 2 bR A Lot Bt A BALE R T AM 3. £
1 5H5ES &%%%4ﬁﬁﬁ,E%M%ﬁ%ﬁﬁﬁﬁmwéﬁﬁ(mw
o F A AT EARAR (PET ). 50T A 4T Bl & % (SPECT ) A A4tk
g% (MRT), BIEFRIEAL 4 MERBIEIE R, EREHE R b
WH 2 RSNt ERA S HE, A, ARZEEEZHEBIZELBI LA
BRI 3 ERT, BT AT ERE T AE A RAE4E R MR BEE, R
AR R G A T AT AL S R ch SR E ¥ BARE L B3,
SRR 7 8 T OAESBEARAE 8 B3 T EAVES 8 Fo it AU EAT 9 1 AR LA
AW%%EQS’Wﬁ&ﬁkﬁﬁm2‘ﬁm&4mﬁ8 9B TAFFIEF StiF

HAFAES 7 BB P R AESEAGAEE B R A AT UARE AR
T 6 LR BT E B3, Bk, TUAKEEE S B3 89— K B HAE
it AR A 8 Y AR R BT EAL AT R i At gk . A R
75 KT LAk B A4 ( Verkippen ) AT R 7 04 B843 & B3.

Eh, AEE 1 HRETELE 10, EHE 10 F 4 EALSE 11
Fo ZAGa S AR 12, BB EAEAZ 11, 12 R EERE R 10 91E
EWE AL B, Ak, R ESRSNELERE PN Ldid R4
AR I12MELEEELP, FELEKBIARET 13, WIMIET 242744
BT A 14, BFAKRASIMERIMAELT 13, FIMLET S MMk AE
BARJT A4 15, R RS S2 BB M B A3 2T, 13, RIE 2 TR
F 140 ARA S, KFERT 13 AEHERE 11, 12 BF6hie B42.8 PIL.
PI2 A B8 B4E80 16 BLEHEEZ L PIRRILEPLEA 2. (542 8 PI
51§47 8 B3 —ALd AR 7 e Tt B R A B B A TR T
EAZAZE B3 (P1) #hli it sh, i, RIEMRTHAEMEEZE B (P1) ®

10

0904



200910007572, 1 W B BT8R

fRiEdE 8 10 6E B OME A A 5) B, X T L 3EF AR LA B 767 BEE S

BYGAERBRA L ISHTFARA 2 EHAELT 13423858 1644
M E T, 2 F AT EREHEEF GRS 4. %&i&-%%ﬁé&:&% 4
B RE GG, BRI S 10 TTARARE SIS, ik, SHERE
et BN B AR T T VA RR L R T AT 6 R MG EE R VAR B ﬁiﬁ%i%
EFXBGAZE B3 iz, REFRGELAARIEF ST RENSa, WU
PSR R AT £ 15 P B R A AW R T4 ‘,‘%ﬁﬁfiﬂ..ﬁéﬂ%a

%%&ﬁ%%4%%ﬁMiﬁﬁrtmw MEE 17. ZHEE 1T AR
M JE 18, it EAT (Federarm ) %%, #3585 10 B81% i/fl*?fxilf /fifi/?
%4k 4 bqadt b »Z'?t,lr;, Bl R BB 1P ATHOBHEMINRT.

Bz FISEAASMMEENIZ T UARE SRR S 4 6958, BT
vAxt BT 5 1%B%uggﬂmjﬁﬁ&£cmkgiﬁﬁix%ﬁﬂﬁﬁﬁﬁ
ibF BAEBY T E AR 8 T EARAT 9 A ;}}3 B kAR K L. AT VLR
‘—’P?} A0 F HE A e E 455 et AT E S 69T &S BT A )’?’E&#ﬁf‘ E & fvdi
Ay 4 BT A EIEIEE B3 éﬁ%fiézﬁiifeﬁ’g%, Wv@’%ﬁ”’ FEFTHG#HE, 4
B BASHAERTE 6 LATL REMRIE & B3 (PL), AMEFE &4 é‘vz’\

Hr R, BERBEZET RS HTE ST

*v%’r:f\ %@Jiil "'J«r;\%r? MET 1T, BBIEMEE 17 4%
ME S, e EATAEATEAEHSZ B, ﬁ&%ﬁﬁuﬁfi B3 (PI) &

JEE =), Bpidab 74—75'.3%.“&‘3‘(37@@?57‘ B,

BoTHTRFAFINETERG EEZETHE6 LFEHT AP REH 19,
ﬁﬁﬁﬁﬁngﬁi%$ﬂqzu%%%@%m %ﬁf AT B) BRAF AR B T 0
HEe, BRI GEE LA P RE 19 REH T FAGER 8 it B
AAF 9, BitF F R EFIR 20 R 21 REAT, dﬂﬁ-‘c?}' V>’~*}\'i‘s“?1k—f?fb€kﬁ 8 &
FEMBAF O LB R T AR BARIE

45 Bh 1% 3% 3% 10 AT AT H ﬁﬁ%7ﬁﬁﬁoﬁ%ﬁ BAERTFRETE L
Pt iﬁ%ﬁﬁ?nﬁinlﬁk e B ik ik AE %i%qﬂm%? 2

3

FHXALER TR 6 LR TBMEITE B3 4R K 23, mrfr AEBhE AT 3 10 09

ﬁﬁ%%@BwﬁﬁﬁfﬁaEﬂ%i%%@%@%BﬂPﬂﬂ%ﬁ@%ﬁ&

23, BT E, B—R AR LA e F it AL B ik AR AR 1 BT
11

0905



200910007572, 1 W B B8/8l

TR R I0OEMA ZATEFE .y z L FBEH - AHE LB H LR
23 AFFH ZAZEFE x. y. z EABHUETEBEZELEBI (P1), wE 54
HEBRHT TR F I £ 14a, M B 23 W% Al kL ﬁ*—ﬂ;’y;‘”yw/‘\ 85

ﬁt } #%}iﬁ'JF ?é i4b Qimpj L/wa ,A~ﬂi N éﬁ nggid‘ r5 B3 '5%_bu th ﬁ% L—"ﬁa
B3wBl 2 FTETEFAMHINETE 6 AR T Z BRI

8. B3 ik, BErEER 10 R FRBEBA L 14b Thindd @:é‘ 10 9
F RN, EFRFGE TP, AT RIS R 10 atiiE )
BB EAERERDBGEER 109 HDEERAR 2ONERLS, FHH

PR T B 845 8 B3 (PL) s4E i Sl sy, M A X, Tl
M*Jﬂ EHFHBAERAZ M X, y. 2 GETNEFH A e, BEZ,
WA &R R0 AR ZA TR G ;-a‘; i, BREEB —A45, L

3| A

Pt ARG R4 8 B3 (PDD) f» 2786 LR R, BT R FRES BT
% 14c X5 2L &y BAEAE FHAEEEIE R 10 695 84T

4w 7T EETHESR %4 R 14d ATREN R Z B AR

$6, A, AETE6 LABEFLAKEE B, HAKRK R
%i:ft#:;f 24, %ﬂ/zi?: BAF AT BT E R 10 28 F R E 19 i BE 544
Fahtt, #EZ, 15 R FEXAE FEEBT AT O 695 K RIEA,
19, Hb, o FRAEA ik FAE SR 1 AR EAR G PIL ARG
e AiE A B HMAERNZE S x. y F & LEHFLFLERALE
{28 PL. waf SARNAR 24 B AE RE ZEMF &, AT EOE ?/”L-Tﬁfr
B e EA%AE 8 B3 (P1) o 4uiE shat i T RATHAT 24 49355, sb3l, R E
T HAIRA AL 25, RAYR LA TIAFAMAREM, HriERE 107
VAR it BB ARG BT S .

BT HFRBEEEFABEHRIT £ MdTUAERER S Z BT

—1‘)
it
vl
r‘B
?u:

3‘3
%

0906



&
b}
g -
o — v
; =1 5o
\ @ — &
oy
o ,
- o
e
...... N ,\\\M
or o b LB
. &
o & —
E > o) B

N

AH

]

R
A
52
\
17

4

=

200910007572, 1

13
0907

!

15 15




He/An

5O

i

W

200910007572, 1

14

0908



B3/

i)

W

A

200910007572, 1

0909



200910007572, 1

-f
g

wepa ]

WO P B | E4/4W
20 6 19
) / )
% |
/\
V
24, B3, B3(PT) \}f X
L o1
H I}

N

1

B

f
i

16

0910



PATENT COOPERATION TREATY

PCT

INTERNATIONAL SEARCH REPORT
(PCT Article 18 and Rules 43 and 44)

Applicant’s or agent’s tile reference FOR FURTHER see Form PCT/ISA/220
P2635PC00 ACTION as well as, where applicable, item 5 below.
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This international search report has been prepared by this International Searching Authority and is transmitted to the applicant
according to Article 18. A copy is being transmitted to the International Bureau.

This international search report consists of a total of 6 sheets.
D It is aiso accompanied by a copy of each prior art document cited in this report.

1. Basis of the report
a. With regard to the language, the international search was carried out on the basis oft
& the international application in the language in which it was filed.

El a translation of the international application into which is the language of
a translation furnished for the purposes of international search (Rules 12.3(a) and 23.1(b)).

b. I:] This international search report has been established taking into account the rectification of an obvious mistake
authorized by or notified to this Authority under Rule 91 (Rule 43.6bis(a)).

c. With regard to any nucleotide and/or amino acid sequence disclosed in the international application, see Box No. .

D Certain claims were found unsearchable (see Box No. II).

L

m Unity of invention is lacking (se¢ Box No. III).

4. With regard to the title,
ﬁ the text is approved as submitted by the applicant.

D the text has been established by this Authority to read as follows:

w

5. With regard to the abstract,
D the text is approved as submitted by the applicant.

)x{ the text has been established, according to Rule 38.2, by this Authority as it appears in Box No. [V. The applicant may,
within one month from the date of mailing of this international search report, submit comments to this Authority.

6. With regard to the drawings,
a. the figure of the drawings to be published with the abstract is Figure No. 2a

g as suggested by the applicant.
D as selected by this Authority, because the applicant failed to suggest a figure.
D as selected by this Authority. because this figure better characterizes the invention.

b. D none of the figures is to be published with the abstract.
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Box Ne. I1 Observations where certain claims were found unsearchable (Continuation of item 2 of first sheet)

This international search report has not been established in respect of certain claims under Article 17(2)(a) for the following reasons:

1. D Claims Nos.:

because they relate to subject matter not required to be searched by this Authority, namely:

2. D Claims Nos.:

because they relate to parts of the international application that do not comply with the prescribed requirements to such an
extent that no meaningful intermational search can be carried out, specifically:

3. D Claims Nos.:

because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a).

Box No. Il Observations where unity of invention is lacking (Centinuation of item 3 of first sheet)

This International Searching Authority found multiple inventions in this international application, as follows:
See extra sheet

1. D As all required additional search fees were timely paid by the applicant, this international search report covers all searchable
claims.

As all searchable claims could be searched without effort justifying additional fees, this Authority did not invite payment of
additional fees.

3. D As only some of the required additional scarch fees were timely paid by the applicant, this international search report covers
only those claims for which fees were paid, specifically claims Nos.:

4, g No required additional search fees were timely paid by the applicant. Consequently, this international search report is
restricted to the invention first mentioned in the claims; it is covered by claims Nos.:

1-34, 38-52

Remark on Protest D The additional search fees were accompanied by the applicant’s protest and, where applicable, the
payment of a protest fee.
D The additional search fees were accompanied by the applicant’s protest but the applicable protest
fee was not paid within the time limit specified in the invitation.
D No protest accompanied the payment of additional search fees.

Form PCT/ISA/210 (continuation of first sheet (2)) (July 2009)
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Box No. IV Text of the abstract (Continuation of item 5 of the first sheet)

Disclosed is a system comprising a handheld device (100) and at least one display (101), where
the handheld device (100) is adapted for performing at least one action in a physical 3D
environment. The actions include measuring, modifying, manipulating, recording, touching,
sensing, scanning, moving, transforming, cutting, welding, chemically treating, cleaning. The
display (101) is adapted for visually representing the physical 3D environment, and where the
handheld device (100) is adapted for remotely controlling the view with which the 3D environment
is represented on the display (101).

Form PCT/ISA/210 (continuation of first sheet (3)) (July 2009)
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tional classification and IPC
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Electronic data base consulted during the international search (name of
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US 2009/0217207 A1 (KAGERMEIER et al) 2009.08.27 describes a system comprising a handheid
device (10) and at least one display (3, 22), where the handheld device is adapted for switching
between

-performing at least one action in a physical 3D environment, where the at least one display is
adapted for visually representing the physicai 3D environment ([0013], [0037]), and

-remotely controlling the view with which the 3D environment is represented on the display

([00071], [0036], [0039])
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B: Claim 35 describes a system wherein the handheld device of claim 1 is a surgical instrument
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D: Claim 37 describes a system wherein the handheld device of claim 1 is an in-ear 3D scanner

There is no Single General Inventive Concept among the inventions A, B, C and D, and there is,
therefore, not a technical relationship to link the invention as defined in Rules 13.1 and 13.2 PCT.
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E ] Application Size Fee (37 CFR 1.16(s))
D FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR
1.16()))
TOTAL ADD'L FEE
* If the entry in column 1 is less than the entry in column 2, write "0" in column 3. LIE
** If the "Highest Number Previously Paid For" IN THIS SPACE is less than 20, enter "20". /EFREM WARREN/

*** If the "Highest Number Previously Paid For" IN THIS SPACE is less than 3, enter "3".

The "Highest Number Previously Paid For" (Total or Independent) is the highest number found in the appropriate box in column 1.

This collection of information is required by 37 CFR 1.16. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering,
preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S.
Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS

ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.
/f you need assistance in completing the form, call 1-800-PTO-8199 and select option 2.
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNTTED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450

Alexandria, Virginia 22313-1450

WWW.USpto.gov

APPLICATION FILING or GRP ART
NUMBER 371(c) DATE UNIT FIL FEE RECD ATTY.DOCKET.NO TOT CLAIMS|IND CLAIMS
16/526,281 07/30/2019 3992 4960 0079124-000266 38 3
CONFIRMATION NO. 9657
21839 CORRECTED FILING RECEIPT
BUCHANAN, INGERSOLL & ROONEY PC
POST OFFICE BOX 1404 AN R LA L LM

ALEXANDRIA, VA 22313-1404
Date Mailed: 08/20/2019

Receipt is acknowledged of this reissue patent application. The application will be taken up for examination in due
course. Applicant will be notified as to the results of the examination. Any correspondence concerning the application
must include the following identification information: the U.S. APPLICATION NUMBER, FILING DATE, NAME OF
FIRST INVENTOR, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.

Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please
submit a written request for a corrected Filing Receipt, including a properly marked-up ADS showing the changes
with strike-through for deletions and underlining for additions. If you received a "Notice to File Missing Parts" or
other Notice requiring a response for this application, please submit any request for correction to this Filing Receipt
with your reply to the Notice. When the USPTO processes the reply to the Notice, the USPTO will generate another
Filing Receipt incorporating the requested corrections provided that the request is grantable.

Inventor(s)

Henrik OJELUND, Lyngby, DENMARK;

David FISCHER, Stenlgse, DENMARK;

Karl-Josef HOLLENBECK, Kabenhavn @, DENMARK;
Applicant(s)

3Shape A/S, Copenhagen K, DENMARK, Assignee (with 37 CFR 1.172 Interest);
Assignment For Published Patent Application

3Shape A/S, Copenhagen K, DK

Power of Attorney: The patent practitioners associated with Customer Number 21839

Domestic Priority data as claimed by applicant
This application is a REI of 13/991,513 06/04/2013 PAT 9329675
which is a 371 of PCT/DK2011/050461 12/05/2011
which claims benefit of 61/420,138 12/06/2010

Foreign Applications (You may be eligible to benefit from the Patent Prosecution Highway program at the
USPTO. Please see http://www.uspto.gov for more information.)
DENMARK PA 2010 01104 12/06/2010 No Access Code Provided

Permission to Access Application via Priority Document Exchange: Yes

Permission to Access Search Results: Yes
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Applicant may provide or rescind an authorization for access using Form PTO/SB/39 or Form PTO/SB/69 as
appropriate.

If Required, Foreign Filing License Granted: 08/14/2019

The country code and number of your priority application, to be used for filing abroad under the Paris Convention,
is US 16/526,281

Projected Publication Date: None, application is not eligible for pre-grant publication
Non-Publication Request: No

Early Publication Request: No
Title

SYSTEM WITH 3D USER INTERFACE INTEGRATION
Preliminary Class
345
Statement under 37 CFR 1.55 or 1.78 for AlA (First Inventor to File) Transition Applications: No

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a U.S. patent extend only throughout the territory of the United States and have no
effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent
in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international
application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same
effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing
of patent applications on the same invention in member countries, but does not result in a grant of "an international
patent" and does not eliminate the need of applicants to file additional documents and fees in countries where patent
protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an
application for patent in that country in accordance with its particular laws. Since the laws of many countries differ
in various respects from the patent law of the United States, applicants are advised to seek guidance from specific
foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must
issue a license before applicants can apply for a patent in a foreign country. The filing of a U.S. patent application
serves as a request for a foreign filing license. The application's filing receipt contains further information and
guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents” (specifically, the
section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign
patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it
can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish
to consult the U.S. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,

this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific
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0934



countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may
call the U.S. Government hotline at 1-866-999-HALT (1-866-999-4258).

LICENSE FOR FOREIGN FILING UNDER
Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15
GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where
the conditions for issuance of a license have been met, regardless of whether or not a license may be required as
set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The
date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless
it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter
as imposed by any Government contract or the provisions of existing laws relating to espionage and the national
security or the export of technical data. Licensees should apprise themselves of current regulations especially with
respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of
State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and
Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of
Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,
if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed
from the filing date of this application and the licensee has not received any indication of a secrecy order under 35
U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for
business investment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to
promote and facilitate business investment. SelectUSA provides information assistance to the international investor
community; serves as an ombudsman for existing and potential investors; advocates on behalf of U.S. cities, states,
and regions competing for global investment; and counsels U.S. economic development organizations on investment
attraction best practices. To learn more about why the United States is the best country in the world to develop
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technology, manufacture products, deliver services, and grow your business, visit http:/www.SelectUSA.gov or call
+1-202-482-6800.

page 4 of 4

0936



PATENT APPLICATION FEE DETERMINATION RECORD

Application or Docket Number

Substitute for Form PTO-875 16/526,281
APPLICATION AS FILED - PART | OTHER THAN
(Column 1) (Column 2) SMALL ENTITY OR SMALL ENTITY
FOR NUMBER FILED NUMBER EXTRA RATE($) FEE($) RATE($) FEE($)
BASIC FEE
(37 CFR 1.16(a), (b), or (c)) N/A N/A N/A N/A 300
SEARCH FEE
(37 CFR 1.16(K). ), or () N/A N/A N/A N/A 660
EXAMINATION FEE
(37 CFR1.16(0), (p), or (a) N/A N/A N/A N/A 2200
TOTAL CLAIMS . *
(37 CFR 1.16(i)) 38 minus 20= 18 OR |«x 100 = 1800
INDEPENDENT CLAIMS ) *
(37 CFR 1.16(h)) 3 minus 3 = x 460 = 0.00
It the specification and drawings exceed 100
APPLICATION SIZE | sheets of paper, the application size fee due is
FEE $310 ($155 for small entity) for each additional 0.00
(87 CFR 1.16(s)) 50 sheets or fraction thereof. See 35 U.S.C.
41(a)(1)(G) and 37 CFR 1.16(s).
MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR 1.16(j)) 0.00
* If the difference in column 1 is less than zero, enter "0" in column 2. TOTAL TOTAL 4960
APPLICATION AS AMENDED - PART I
OTHER THAN
(Column 1) (Column 2) (Column 3) SMALL ENTITY OR SMALL ENTITY
CLAIMS HIGHEST
REMAINING NUMBER PRESENT ADDITIONAL ADDITIONAL
< AFTER PREVIOUSLY EXTRA RATE(S) FEE(S) RATE() FEE($)
E AMENDMENT PAID FOR
[im| Total . inus | ** =
= (37 CF?R ?JS(i)) M OR |x
a Independent Minus b =
E (37 CFR 1.16(h) OR [x
<§: Application Size Fee (37 CFR 1.16(s))
FIRST PRESENTATION OF MULTIPLE DEPENDENT GLAIM (37 CFR 1.16(j)) OR
TOTAL OR TOTAL
ADD'L FEE ADD'L FEE
{Column 1) (Column 2) {Column 3)
CLAIMS HIGHEST
REMAINING NUMBER PRESENT ADDITIONAL ADDITIONAL
m AFTER PREVIOUSLY EXTRA RATE(S) FEE($) RATES) FEE(S)
EE AMENDMENT PAID FOR
w Total . Minus | ** = =
= (a7 CF(F)z ?.160)) X OR |«x -
[m]
Independent * Minus i = ~ ~
Lzu (37 CFR 1.16(h)) X = OR |x =
<§: Application Size Fee (37 CFR 1.16(s))
OR
FIRST PRESENTATION OF MULTIPLE DEPENDENT GLAIM (37 CFR 1.16(j))
TOTAL OR TOTAL
ADD'L FEE ADD'L FEE

* If the entry in column 1 is less than the entry in column 2, write "0" in column 3.
** |f the "Highest Number Previously Paid For” IN THIS SPACE is less than 20, enter "20".
*** |f the "Highest Number Previously Paid For" IN THIS SPACE is less than 3, enter "3".
The "Highest Number Previously Paid For" (Total or Independent) is the highest found in the appropriate box in column 1.
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNTTED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450

Alexandria, Virginia 22313-1450

WWW.USpto.gov

APPLICATION FILING or GRP ART
NUMBER 371(c) DATE UNIT FIL FEE RECD ATTY.DOCKET.NO TOT CLAIMS|IND CLAIMS
16/526,281 07/30/2019 2621 4960 0079124-000266 38 3
CONFIRMATION NO. 9657
21839 FILING RECEIPT
BUCHANAN, INGERSOLL & ROONEY PC
POST OFFICE BOX 1404 OO R A S0 I

ALEXANDRIA, VA 22313-1404
Date Mailed: 08/15/2019

Receipt is acknowledged of this reissue patent application. The application will be taken up for examination in due
course. Applicant will be notified as to the results of the examination. Any correspondence concerning the application
must include the following identification information: the U.S. APPLICATION NUMBER, FILING DATE, NAME OF
FIRST INVENTOR, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.

Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please
submit a written request for a corrected Filing Receipt, including a properly marked-up ADS showing the changes
with strike-through for deletions and underlining for additions. If you received a "Notice to File Missing Parts" or
other Notice requiring a response for this application, please submit any request for correction to this Filing Receipt
with your reply to the Notice. When the USPTO processes the reply to the Notice, the USPTO will generate another
Filing Receipt incorporating the requested corrections provided that the request is grantable.

Inventor(s)

Henrik OJELUND, Lyngby, DENMARK;

David FISCHER, Stenlgse, DENMARK;

Karl-Josef HOLLENBECK, Kabenhavn @, DENMARK;
Applicant(s)

3Shape A/S, Residence Not Provided, Assignee (with 37 CFR 1.172 Interest);
Assignment For Published Patent Application

3Shape A/S, Copenhagen K, DK

Power of Attorney: The patent practitioners associated with Customer Number 21839

Domestic Priority data as claimed by applicant
This application is a REI of 13/991,513 06/04/2013 PAT 9329675
which is a 371 of PCT/DK2011/050461 12/05/2011
which claims benefit of 61/420,138 12/06/2010

Foreign Applications (You may be eligible to benefit from the Patent Prosecution Highway program at the
USPTO. Please see http://www.uspto.gov for more information.)
DENMARK PA 2010 01104 12/06/2010 No Access Code Provided

Permission to Access Application via Priority Document Exchange: Yes

Permission to Access Search Results: Yes
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Applicant may provide or rescind an authorization for access using Form PTO/SB/39 or Form PTO/SB/69 as
appropriate.

If Required, Foreign Filing License Granted: 08/14/2019

The country code and number of your priority application, to be used for filing abroad under the Paris Convention,
is US 16/526,281

Projected Publication Date: None, application is not eligible for pre-grant publication
Non-Publication Request: No

Early Publication Request: No
Title

SYSTEM WITH 3D USER INTERFACE INTEGRATION
Preliminary Class
345
Statement under 37 CFR 1.55 or 1.78 for AlA (First Inventor to File) Transition Applications: No

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a U.S. patent extend only throughout the territory of the United States and have no
effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent
in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international
application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same
effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing
of patent applications on the same invention in member countries, but does not result in a grant of "an international
patent" and does not eliminate the need of applicants to file additional documents and fees in countries where patent
protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an
application for patent in that country in accordance with its particular laws. Since the laws of many countries differ
in various respects from the patent law of the United States, applicants are advised to seek guidance from specific
foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must
issue a license before applicants can apply for a patent in a foreign country. The filing of a U.S. patent application
serves as a request for a foreign filing license. The application's filing receipt contains further information and
guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents” (specifically, the
section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign
patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it
can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish
to consult the U.S. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,

this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific
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countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may
call the U.S. Government hotline at 1-866-999-HALT (1-866-999-4258).

LICENSE FOR FOREIGN FILING UNDER
Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15
GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where
the conditions for issuance of a license have been met, regardless of whether or not a license may be required as
set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The
date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless
it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter
as imposed by any Government contract or the provisions of existing laws relating to espionage and the national
security or the export of technical data. Licensees should apprise themselves of current regulations especially with
respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of
State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and
Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of
Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,
if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed
from the filing date of this application and the licensee has not received any indication of a secrecy order under 35
U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for
business investment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to
promote and facilitate business investment. SelectUSA provides information assistance to the international investor
community; serves as an ombudsman for existing and potential investors; advocates on behalf of U.S. cities, states,
and regions competing for global investment; and counsels U.S. economic development organizations on investment
attraction best practices. To learn more about why the United States is the best country in the world to develop
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technology, manufacture products, deliver services, and grow your business, visit http:/www.SelectUSA.gov or call
+1-202-482-6800.
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PTO/AIAI14 (02-18)
Approved for use through 11/30/2020. OMB 0651-0032
U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Application Data Sheet 37 CFR 1.76

Attorney Docket Number

0079124-000266

Application Number

Title of Invention

SYSTEM WITH 3D USER INTERFACE INTEGRATION

The application data sheet is part of the provisional or nonprovisional application for which it is being submitted. The following form contains the
bibliographic data arranged in a format specified by the United States Patent and Trademark Office as outlined in 37 CFR 1.76.
This document may be completed electronically and submitted to the Office in electronic format using the Electronic Filing System (EFS) or the
document may be printed and included in a paper filed application.

Secrecy Order 37 CFR 5.2:

[]

Portions or all of the application associated with this Application Data Sheet may fall under a Secrecy Order pursuant to
37 CFR 5.2 (Paper filers only. Applications that fall under Secrecy Order may not be filed electronically.)

Inventor Information:

Inventor [1

Remove

Legal Name

Prefix| Given Name

Middle Name

Family Name

Suffix

Henrk

| [

DJELUND

| [

Residence Information (Select One)

US Residency

e Non US Residency

Active US Military Service

City |fLyngby

||Country of Residence i

33

Mailing Address of Inventor:

Address 1

Kulsvierparken 55

Address 2

City | |_yngby

| State/Province

Postal Code \ |DK—2800

| Countryi

| |DK

Inventor |2

Remove

Legal Name

Prefix| Given Name

Middle Name

Family Name

Suffix

| E| David

FISCHER

| L]

Residence Information (Select One)

US Residency

(® Non US Residency

Active US Military Service

ptenlgse

City

||Country of Residence i

Px

Mailing Address of Inventor:

Address 1 Radyrleddet 16

Address 2

City | Ftenlﬂse

I State/Province

Postal Code \ |DK—3660

| Countryi

| |DK

Inventor B3

Remove

Legal Name

EFS Web 2213
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PTO/AIAI14 (02-18)

Approved for use through 11/30/2020. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Attorney Docket Number | 0079124-000266

Application Data Sheet 37 CFR 1.76 —
Application Number

Title of Invention | SYSTEM WITH 3D USER INTERFACE INTEGRATION

Prefix| Given Name Middle Name Family Name Suffix

| [] fear-sosef | HOLLENBECK e
Residence Information (Select One) US Residency (8 Non US Residency Active US Military Service

City |Kebenhavn@® ||Country of Residence i | |

Mailing Address of Inventor:

Address 1 Ribegade 12 3.th
Address 2
City | }(ﬂbenhavn@ | State/Province ‘ |
Postal Code | [pk-2100 | Countryi |k

All Inventors Must Be Listed - Additional Inventor Information blocks may be
generated within this form by selecting the Add button.

Add

Correspondence Information:

Enter either Customer Number or complete the Correspondence Information section below.
For further information see 37 CGFR 1.33(a).

[ ] An Address is being provided for the correspondence Information of this application.

Customer Number 1839

Email Address | AddEmail |  |Remove Email

Application Information:

Title of the Invention SYSTEM WITH 3D USER INTERFACE INTEGRATION
Attorney Docket Number| 0079124-000266 Small Entity Status Claimed [ ]

Application Type Nonprovisional -
Subject Matter tility -
Total Number of Drawing Sheets (if any) 5 Suggested Figure for Publication (if any) | Pa

Filing By Reference:

Only complete this section when filing an application by reference under 35 US.C. 111{c) and 37 CFR 1.57(a). Do not complete this section if
application papers including a specification and any drawings are being filed. Any domestic benefit or foreign priority information must be
provided in the appropriate section(s) below (i.e., “'Domestic Benefit/Naticnal Stage Information” and “Foreign Priority Information”).

For the purposes of a filing date under 37 CFR 1.53(b), the description and any drawings of the present application are replaced by this
reference to the previously filed application, subject to conditions and requirements of 37 CFR 1.57(a).

Application number of the previously Filing date (YYYY-MM-DD) Intellectual Property Authority or Country N
filed application
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PTO/AIAI14 (02-18)

Approved for use through 11/30/2020. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Attorney Docket Number | 0079124-000266

Application Data Sheet 37 CFR 1.76

Application Number

Title of Invention | SYSTEM WITH 3D USER INTERFACE INTEGRATION

Publication Information:
[] Request Early Publication (Fee required at time of Request 37 CFR 1.219)

Request Not to Publish. | hereby request that the attached application not be published under

] 35 U.S.C. 122(b) and certify that the invention disclosed in the attached application has not and will not be the
subject of an application filed in another country, or under a multilateral international agreement, that requires
publication at eighteen months after filing.

Representative Information:

Representative information should be provided for all practitioners having a power of atiomey in the application. Providing
this information in the Application Data Sheet does not constitute a power of attorney in the application (see 37 CFR 1.32).

Either enter Customer Number or complete the Representative Name section below. If both sections are completed the customer
Number will be used for the Representative Information during processing.

Please Select One: ¢ Customer Number US Patent Practitioner (O Limited Recognition (37 CFR 11.9)
Customer Number P1839

Domestic Benefit/National Stage Information:

This section allows for the applicant to either claim benefit under 35 U.S.C. 119(e), 120, 121, 365(c), or 386(c) or indicate
National Stage entry from a PCT application. Providing benefit claim information in the Application Data Sheet constitutes
the specific reference required by 35 U.S.C. 119(e) or 120, and 37 CFR 1.78.

When referring to the current application, please leave the “Application Number” field blank.

Patented v

Prior Application Status

Aﬁﬂ:ﬁiﬂ?n Continuity Type Priokﬁ‘::tl)igraﬁon (Y"(:il’i$9MDN?-1§)D) Patent Number (Y\I(Sﬁg‘_aMD;_th)
Feissued of <] l3991513 |2013—06—04 |9329675 |2016-05—03
Prior Application Status | Pending - Remove
Filing or 371(c) Date
Application Number Continuity Type Prior Application Number (YYYY-MM-DD)
13991513 B 371 of intemational ~| PCT/DK2011/050461 P011-12-05

Prior Application Status | [Expired ~

Filing or 371(c) Date
Application Number Continuity Type Prior Application Number (YYYY-MM-DD)

PCT/DK2011/050461 Claims benefit of provisional |~} 61420138 2010-12-06

Additional Domestic Benefit/National Stage Data may be generated within this form

by selecting the Add button. Add
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PTO/AIAI14 (02-18)
Approved for use through 11/30/2020. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

L Attorney Docket Number | 0079124-000266
Application Data Sheet 37 CFR 1.76

Application Number

Title of Invention | SYSTEM WITH 3D USER INTERFACE INTEGRATION

Foreign Priority Information:

This section allows for the applicant to claim priority to a foreign application. Providing this information in the application data sheet
constitutes the claim for priority as required by 35 U.S.C. 118(b) and 37 CFR 1.55. When priority is claimed to a foreign application
that is eligible for retrieval under the priority document exchange program (PDX)I the information will be used by the Office to
automatically attempt retrieval pursuant to 37 CFR 1.55(i){1) and (2). Under the PDX program, applicant bears the ultimate
responsibility for ensuring that a copy of the foreign application is received by the Office from the participating foreign intellectual
property office, or a certified copy of the foreign priority application is filed, within the time period specified in 37 CFR 1.55{(g)(1).

Remove

Application Number Coun’tryi Filing Date {YYYY-MM-DD) Access Codei (if applicable)
A 201001104 Pk po10-12-06
Additional Foreign Priority Data may be generated within this form by selecting the
Add button. Add

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition
Applications

This application (1) claims priority to or the benefit of an application filed before March 16, 2013 and (2) also

contains, or contained at any time, a claim to a claimed invention that has an effective filing date on or after March
[] 16,2013.

NOTE: By providing this statement under 37 CFR 1.55 or 1.78, this application, with a filing date on or after March

16, 2013, will be examined under the first inventor to file provisions of the AlA.
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Approved for use through 11/30/2020. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

L Attorney Docket Number | 0079124-000266
Application Data Sheet 37 CFR 1.76

Application Number

Title of Invention | SYSTEM WITH 3D USER INTERFACE INTEGRATION

Authorization or Opt-Out of Authorization to Permit Access:

When this Application Data Sheet is properly signed and filed with the application, applicant has provided written
authority to permit a participating foreign intellectual property (IP) office access to the instant application-as-filed (see
paragraph A in subsection 1 below) and the European Patent Office (EPO) access to any search results from the instant
application (see paragraph B in subsection 1 below).

Should applicant choose not to provide an authorization identified in subsection 1 below, applicant must opt-out of the
authorization by checking the corresponding box A or B or both in subsection 2 below.

NOTE: This section of the Application Data Sheet is ONLY reviewed and processed with the INITIAL filing of an
application. After the initial filing of an application, an Application Data Sheet cannot be used to provide or rescind
authorization for access by a foreign IP office(s). Instead, Form PTO/SB/39 or PTO/SB/69 must be used as appropriate.

1. Authorization to Permit Access by a Foreign Intellectual Property Office(s)

A. Priority Document Exchange (PDX) - Unless box A in subsection 2 (opt-out of autharization) is checked, the
undersigned hereby grants the USPTO authority to provide the European Patent Office (EPO), the Japan Patent Office
(JPO), the Korean Intellectual Property Office (KIPO), the State Intellectual Property Office of the People’s Republic of
China (SIPO), the World Intellectual Property Organization (WIPO), and any other foreign intellectual property office
participating with the USPTO in a bilateral or multilateral priority document exchange agreement in which a foreign
application claiming priority to the instant patent application is filed, access to: (1) the instant patent application-as-filed
and its related bibliographic data, (2) any foreign or domestic application to which priority or benefit is claimed by the
instant application and its related bibliographic data, and (3) the date of filing of this Authorization. See 37 CFR 1.14(h)

(1.

B. Search Results from U.S. Application tc EPO - Unless box B in subsection 2 {opt-out of authorization) is checked,
the undersigned hereby grants the USPTO authority to provide the EPO access to the bibliographic data and search
results from the instant patent application when a European patent application claiming priority to the instant patent
application is filed. See 37 CFR 1.14(h)(2).

The applicant is reminded that the EPO’s Rule 141(1) EPC (European Patent Convention) requires applicants to submit a
copy of search results from the instant application without delay in a European patent application that claims priority to
the instant application.

2. Opt-Out of Authorizations to Permit Access by a Foreign Intellectual Property Office(s}

A. Applicant DOES NOT authorize the USPTO to permit a participating foreign IP office access to the instant
[ ] application-as-filed. If this box is checked, the USPTO will not be providing a participating foreign IP office with
any documents and information identified in subsection 1A above.

B. Applicant DOES NOT authorize the USPTO to transmit to the EPO any search results from the instant patent
[ ] application. If this box is checked, the USPTO will not be providing the EPO with search results from the instant
application.
NOTE: Once the application has published or is otherwise publicly available, the USPTO may provide access to the
application in accordance with 37 CFR 1.14.
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Approved for use through 11/30/2020. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

L Attorney Docket Number | 0079124-000266
Application Data Sheet 37 CFR 1.76

Application Number

Title of Invention | SYSTEM WITH 3D USER INTERFACE INTEGRATION

Applicant Information:

Providing assignment information in this section does not substitute for compliance with any requirement of part 3 of Title 37 of CFR
to have an assignment recorded by the Office.

Applicant 1

If the applicant is the inventor {or the remaining joint inventor or inventors under 37 CFR 1.45), this section should not be completed.
The information to be provided in this section is the name and address of the legal representative who is the applicant under 37 CFR
1.43; or the name and address of the assignee, person to whom the inventor is under an obligation to assign the invention, or person
who otherwise shows sufficient proprietary interest in the matter who is the applicant under 37 CFR 1.46. If the applicant is an
applicant under 37 CFR 1.46 (assignee, person to whom the inventor is obligated to assign, or person who otherwise shows sufficient
proprietary interest) together with one or more joint inventors, then the joint inventor or inventors who are also the applicant should be

identified in this section.

® Assignee Legal Representative under 35 U.S.C. 117 Joint Inventor

Person to whom the inventor is obligated to assign. Person who shows sufficient proprietary interest

If applicant is the legal representative, indicate the authority to file the patent application, the inventor is:

R

Name of the Deceased or Legally Incapacitated Inventor:

If the Applicant is an Organization check here. X

Organization Name hShape A/S

Mailing Address Information For Applicant:

Address 1 Holmens Kanal 7, 4. sal

Address 2

City [Copenhagen K State/Province

CountryI | DK Postal Code DK-1060
Phone Number Fax Number

Email Address

Additional Applicant Data may be generated within this form by selecting the Add button. Add

Assignee Information including Non-Applicant Assignee Information:

Providing assignment information in this section does not substitute for compliance with any requirement of part 3 of Title
37 of CFR to have an assignment recorded by the Office.
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Approved for use through 11/30/2020. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Attorney Docket Number | 0079124-000266

Application Data Sheet 37 CFR 1.76

Application Number

Title of Invention | SYSTEM WITH 3D USER INTERFACE INTEGRATION

Assignee |1

Complete this section if assignee information, including non-applicant assignee information, is desired to be included on the patent
application publication. An assignee-applicant identified in the "Applicant Information™ section will appear on the patent application
publication as an applicant. For an assignee-applicant, complete this section only if identification as an assignee is also desired on the
patent application publication.

If the Assignee or Non-Applicant Assignee is an Organization check here. X
Organization Name bShape A/S
Mailing Address Information For Assignee including Non-Applicant Assignee:
Address 1 Holmens Kanal 7, 4. sal
Address 2
City [Copenhagen K I State/Province
Country i DK I Postal Code DK-1060
Phone Number | Fax Number
Email Address
Additional Assignee or Non-Applicant Assignee Data may be generated within this form by yom

selecting the Add button.

Signature:

NOTE: This Application Data Sheet must be signed in accordance with 37 CFR 1.33(b). However, if this Application
Data Sheet is submitted with the INITIAL filing of the application and either box A or B is not checked in
subsection 2 of the “Authorization or Opt-Out of Authorization to Permit Access” section, then this form must
also be signed in accordance with 37 CFR 1.14{c).

This Application Data Sheet must be signed by a patent practitioner if one or more of the applicants is a juristic
entity (e.g., corporation or association). If the applicant is two or maore joint inventors, this form must be signed by a
patent practitioner, all joint inventors who are the applicant, or one or mare joint inventor-applicants who have been given
power of attorney (e.g., see USPTO Form PTO/AIA/81) on behalf of all joint inventor-applicants.

See 37 CFR 1.4(d) for the manner of making signatures and certifications.

Signature |/Stephany G. Small/ Date (YYYY-MM-DD)| P019-07-30
First Name | [Stephany G. Last Name | Small Registration Number | 69,532
Additional Signature may be generated within this form by selecting the Add button.
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PTO/AIAI14 (02-18)
Approved for use through 11/30/2020. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

L Attorney Docket Number
Application Data Sheet 37 CFR 1.76

0079124-000266

Application Number

Title of Invention | SYSTEM WITH 3D USER INTERFACE INTEGRATION

This collection of information is required by 37 CFR 1.76. The information is required to obtain or retain a benefit by the public which
is to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This
collection is estimated to take 23 minutes to complete, including gathering, preparing, and submitting the completed application data
sheet form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you require to
complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR
COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of the attached form related to a patent
application or patent. Accordingly, pursuant to the requirements of the Act, please be advised that: (1) the general authority for the collection of this information
is 35 U.5.C. 2(b)(2); (2} furnishing of the information sclicited is voluntary; and (3) the principal purpose for which the information is used by the U.5. Patent and
Trademark Office is to process and/or examine your submission related to a patent application or patent. If you do not furnish the requested informaticn, the U.S.
Patent and Trademark Office may not be able to process and/or examine your submission, which may result in termination of proceedings or abandonment of
the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1

The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act (5 U.S.C. 552) and the Privacy
Act (5 U.5.C. 552a). Records from this system of records may be disclosed to the Department of Justice to determine whether the Freedom of
Information Act requires disclosure of these records.

A record from this systemn of records may be disclosed, as a routine use, in the course of presenting evidence to a court, magistrate, or administrative
tribunal, including disclosures to opposing counsel in the course of settlement negotiations.

A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a request invclving an individual, to whom
the record pertains, when the individual has requested assistance from the Member with respect to the subject matter of the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for the information in order to perform
a contract. Recipients of information shall be required to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 US.C.
552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records may be disclosed, as a routine use,
to the International Bureau of the World Intellectual Property Organization, pursuant to the Patent CooperationTreaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of National Security review (35 U.S.C. 181)
and for review pursuant to the Atomic Energy Act (42 U.5.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or his/her designee, during an
inspection of records conducted by GSA as part of that agency's responsibility to recommend improvements in records management practices and
programs, under authority of 44 U.5.C. 2604 and 2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of
records for this purpose, and any other relevant (i.e., GS5A or Commerce) directive. Such disclosure shall not be used to make determinations about
individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of the application pursuant to 35 U.S.C.
122(b) or issuance of a patent pursuant to 35 US.C. 151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use,
to the pubilic if the record was filed in an application which became abandoned or in which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspections or an issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law enforcement agency, if the USPTO becomes
aware of a violation or potential violation of law or regulation.

EFS Web 2213

0951




1/8

Fig. 1

0952



215

Fig. 2a)

0953



3%

Fig. 2b)

0954



475

107

Fig. 3

0955



86

. e W oo " N— Wo——" w— w——— — — ——

101
102
103

i

i

i

i

O  peeeep——— s AN i e Aririnn, e

R . e SRR ARRRR  ARARS AARS AR RAARe RRRR RARAR ANARE. ROAN Sa o AN A— St ot st

Fig. 4

0956



Patent
Attorney Docket No. 0079124-000266

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
In re Patent Application of
Henrik OJELUND, et al. MAIL STOP: REISSUE
Reissue of U.S. Patent No. 9,329,675:
Issued: May 3, 2016

For: SYSTEM WITH 3D USER INTERFACE
INTEGRATION

N N N e N e e e S N

GENERAL AUTHORIZATION FOR PETITIONS
FOR EXTENSIONS OF TIME AND PAYMENT OF FEES

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450
Sir;

In accordance with 37 C.F.R. § 1.136(a)(3), the U.S. Patent and Trademark Office is
hereby provided with a general authorization to treat any concurrent or future reply requiring a
petition for an extension of time for its timely submission as containing a request therefor for the

appropriate length of time.

The Commissioner is hereby authorized to charge any appropriate fees under 37 C.F.R.
§ 1.17 that may be required by this paper, or any other submissions in this application, and to

credit any overpayment, to Deposit Account No. 02-4800.
Respectfully submitted,

BUCHANAN INGERSOLL & ROONEY PC

Date: July 30, 2019 By: /Stephany G. Small/
Stephany G. Small
Registration No. 69,532

Customer No. 21839
703 836 6620

Buchanan Ingersoll A Rooney »c

Atbosneys & Governesent Balations Pradfessionals
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{inder the Baperwari Redustion Act of 1895, oo persons ac reaquited to vemand tu a asliedtion of -Mnrmatmn uﬂ3°$$ it ﬁnp'ays & yatid L“‘ﬁés mmm. ssber.

Docket Number (ptional)

REISSUE APPLICATION FEE TRANSMITTAL FORM 0070124000268

Application as Filed - Part 1
{1} {3 {3} Micro Entity Srevail Entity Undiscounted
Clafas Ciaimq Filed Moy T - -
2 Fae {§ Rate {5 Rats | 2 |
in Extra Rate {5} e {6} Rate {S) Fee {5} Rats {$} Fee {5}
Patsnt
Totsl Clalms
esrermasen | i 19 | 30 <18 - x - . 100 _ {1.800.00
fnd. Claims -
{37 CFR L.14thY EC}2 ({3}3 = 0 = | ¥ ® * & X =
) - if the spevification and drawings szceed (:{Mu-ret% of
Application Size | gapey, the 3ppiic s'«;c ?s:f- :.Iu o ssmalt
Fee gty S100 fory Shasts
{37 CFR L.15{s}} | o fraction theveod, Sen 33 PSE Tyand 37 OFR
RN
Filing Fee {37 CFR Lib{el}
Search Fee {37 CFR L.18{n}}
Examination Fee {27 CFR L1560
TJotal Filing fes
Application as Amended ~ Part 2
{1} {2} {3} Mcro Entity Small Entity Undiscounted
Llaims Highest Extra . ~ -
X - Rate {8} Fee {5} Ratz {$} Fon (S} Rate {$ Fos {S)
fematning Number Claims & 55 ! ® {3} ) a3
After Fraviousty | Present
e b Bmendwmery § PaldFor 4 & SNSRI U
Totai Cizims
{37 CER LABGYN | %% o Tt = X = X = % =
ind. Clatms
{37 CER Liathy | *** o = 3 = x = X =
H the ape ~<\“wizcn ER :d drawms' exee
Apphication Sixe '
Fres
(37 CRR 1 }biy”} shaats av fra(“uém rhwﬁm‘ Sen 3% \:AS.\.
233N THG) and 37 CFR LIS}
Tatal Additional F

* Entar {B) ~ 26, ov gotes "B if {H} is {oss than 20,

»» Enter (D) - minus 3, or enter “0Y i {0} is less than 3.

e After any cancelation of clalms,

wEEY O if the “Highest Number of Total Claime Previously Pald For” isfess than 28, enter 207 in this space.

x#¥yf the “Highest Number of §ndependent Claims Previousty Paid For” is fess than %, enter "3 in this spase.
Eantiars

{ Applicant asantts small entity status, See 37 TFR 127,

 Appitcant reiffes micrs entity stagus, See 37 CRR 128,
Rorim PYG/SBASA or B or squivalent mugt efther e enclosed nr have been subrmitted pravicusiy.

v | The Birector is hereby suthovized to chasge any additionat fees unders ¥7 CFR 118 or 1.17 which may be reguived, or credit any
overpayment to Deposit Avcount No, 884 .

i Acheck in the amount of $ __ to cover the filingfadditional fas is enclosed,

i Payment made via BFA-Wah,

i Payment by credit cavd, Form PTQ-2028 s tached. WARNING: information on this forss may beooms pablic, Credit vard information
shouhd not be ncdutted on this farm, Frovide credit card information and sutharizetion on PTH-2038,

Stephanv G, Smallf July 56, 2019

Signature Date
Stephany G, Smalt 69,532
Typed o Printed Name Registration Number, if spplicable
TO3-EAGHH20
Telephone Number
This eolfection of nformation iz wquww‘c by 37 OFR 118, The information & :cqu‘d 3¢ abtaiin of retain 2 besefis by the gubiic which i te file {and by the U3PTO te
provess) an spplivath osfidentiality is gover .od by 35 WL.5.C, 122 and 37 CFR 143, L34 snd 41.6. ’fn s colfection is estimated 1o take 13 winites to vomalete,

eiis O

tirg the completed application form o "‘e \;55“1‘0

srontuding gath { vary depending upon the individual casa. Any
the aracsunt of thme you seguite 1 complete this form andior 5 3 den, shoutd be sony (© the Chief inddrmation Offiper, U.S. Patent gnd
Trademark OHfice, 1.5, Depsrtment of Commmarce, RO, Rox 1450, Alexandria, VA 223131430, OO NUT SEND FEES OR COMBLETED FORMS TO THIS ADDRESS, SEND
TO: Commissianer far Patants, P.0. Box 1458, Alexasidria, ¥4 23313-1458.

i yiois need assiEtancs In compiating the farm, calt 3 arsz pe 51:69 and selent option 2.
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Doc Code: PA PTO/AIA/82A (07-12)
Document Description: Power of Attorney Approved for use through 11/30/2014. OMB 0651-0035
U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 19985, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

TRANSMITTAL FOR POWER OF ATTORNEY TO ONE OR MORE
REGISTERED PRACTITIONERS

NOTE: This form is to be submitted with the Power of Attorney by Applicant form (PTO/AIA/82B or equivalent) to identify the
application to which the Power of Attorney is directed, in accordance with 37 CFR 1.5. If the Power of Attorney by Applicant form
is not accompanied by this transmittal form or an equivalent, the Power of Attorney will not be recognized in the application.

Application Number Unassigned

Filing Date July 30, 2019

First Named Inventor Henrik OJELUND

Title SYSTEM WITH 3D USER INTERFACE INTEGRATION
Art Unit Unassigned

Examiner Name Unassigned

:Attorney Docket Number 0079124-000266

SIGNATURE of Applicant or Patent Practitioner

Signature /Stephany G. Small/ Date July 30, 2019

Name Stephany G. Small Telephone | 703-836-6620

Registration Number | 69,532

NOTE: This form must be signed in accordance with 37 CFR 1.33. See 37 CFR 1.4(d) for signature requirements and certifications.

D *Total of forms are submitted.

This collection of information is required by 37 CFR 1.31, 1.32 and 1.33. The information is required to obtain or retain a benefit by the public which is to file (and
by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 3 minutes
to complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer,
U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS
TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PT0O-9199 and select option 2.
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FTHANGE {0612

Approved for use theough B1/31R013. OME J851-0051

118, Faend and Trademark Office; U S, DEFPARTRMENT OF COMMERCE

Under the Pepenvork Redustion Act of 1998, no persons are muirad 1 respond fo 3 caliection of information urdess i displays 3 valid OMB senirol number.

STATEMENT UNDER 37 CFR 3.73(c}

ApplicantPatent Quner: ISHAPE A/S

Application No./Patent No.: 9,328,675 Filedssue Date: May 3. 2018

Tiieg: SYSTEM WITH 3D USER INTERFACE INTEGRATION

3SHAPE AS g Sovporation

iName of Agsignee) {Type of Assigoes, 8.4q., porporation, patnerstdp, urdversily, government agency, i)

states thal, for the patent application/patent identified abave, it is (choose gne of options 1, 2, & or 4 below):

1. The assignee of the entire right, tille, and interest.

| The extent {by percemage} of its ownership inferestis %. Additional Statement(s} by the owners
hotqu the badanne of the inlerest must be submitiad to account for 100% of the ownarship inlarest.

S

L Thare are unspexifind parcerdages of ownership. The other parties, including inventors, who together own the enfire
right, itle and intersst are:

Adcitional Statament{s) by the owner(s} holding the balance of the interest must be subnitted o acoount for the entire
fight, title, and inlerest.

3. [} The assignee of an undivided interast in the entively {a complete assighmaent from one of the joint inventars was mate).
The other parties, including inventors, who fogether own the entire right, title, and interest are:

Additional Btatement{s) by the owrer(s} holding tha halance of the interest must be subrilted to acoount for the enlire
right, itle, and interest.

4. T" The recipient, via a court proceeding or the like {2.g., bankrupicy, probate), of an undivided interest in the entirely {a
complete franster of ownership interest was made). The certilied document{s) showing the transler is allached.

The interest identified in option 1, 2 or 3 ahove {(not aption 4; is avidenced by aither (choose gne of options A or B below):

A F An assignment from the inventor{s} of the patant application/patent identified above. The assignmeant was recorded in
the United States Patent and Trademark Office at Resf 3201 , Frameg 88 , or for which a copy
thereof is aftached.

B. [: A chain of title from the inventor{s), of the paient application/patent identified above, 10 the current assignee as follows:

1. From: To:

The document was recuorded in the United States Patent and Trademark Office af
Reel _ _, Framsg _ e DY dor which a copy thereof is aflached.

2. From: Ta:

The document was recorded in the United States Patent and Trademark Office at
Resl . Frame  ar for which a copy thereof is atfached.

[Page 1 of 2]
This coflection of informetion is required by 37 OFR 3.73{b}. Tha idonmation & rquiesd o obisin or retein a benslit by the 5, Ho which is te Me {and by the UBPTOHo
Pracess) an appicaton. Contidentisiity is governed by 3% LLE.C. 122 and 37 TFR 1.1 and 114, Thiz onll E-Nxm i3 Bt & 12 mingtes 10 comptate, inciuaing
pamenng, preparing, and submitting the completed applivation lorm 1o the USPTO, Time will vary depending upen the ;ﬁ.tssv-u.:a' cage, Any ommments an the amount
o e YOu eaquies 10 Domp! tonm andfor suggestinns for red this fweden, should be set to the Chiel information Diticar, UL, Paam and Trademark
Office, 1.8, Departmant of Commercs, P.O. Box 1458, Ale 341450, DO NOT SEND FEES OR COMPLETRD FORMS 1O THIS ADDRESS. SEND
TO: Commissionsr for Patents, P.O. Box 1450, A!exandria VA 22313-1450.

if you need assistance in completing the formy, call 1-800-PTQ-%19% and select option 2
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PHOAIAGS (D812

Appraved toruse theagh SUETZETE. OMB 065100

U3, Patent and Tradamark O

o, L8, DEFARTHMENT OF GIOMMERIE

Uritize she Paoarwork Reduction Actot 1895, no sersons g required to respond o a colfection of infusmation unlegs i displays & valid OMEB control manbeyr,

3. From:

4, From:

8, Fronu

STATEMENT UNDER 37 CFR 3.73(c}

8. Fron

Ta
The document was recorded in the United States Patent and Trademark Office at
Reel , Frame . . of for which a copy thereol is altached.
To:
The document was recorded in the United States Patent and Trademark Office ad
Real . Frame . of for which a copy thereol is attached.
Ton
The document was recorded in the United States Patent and Trademark Office at
Reel . Frame . of for wiich a copy thereof is attached.
To:

The dotument was recorded in the United Siates Patent and Trademark Office at

Resl . Frame . or far witich a copy thereo! is attached.

Addifionat documents in the chain of title are listed on a supplemantal shest{s).

[vi  Asrequired by 37 CFR 3.73{}(1}{), the documentary evidence of the chain of tile from the original owner fo the
assignes was, or concuwrrantly is being, submitiad for recordation pursuant to 37 CFR 3.11.

INOTE: A separale copy {L.e., & frue copy of the original assignment docurnent{s}} must be submitted to Assignment
Division in accordance with 37 CFR Part 3, to record the assigoment in the records of the USPTC. See MPEP 302.08]

The undersigned (whose lille is supplied below} is authorized 10 act on behalf of the assignes.

{Stephany G. Smallf

July 30, 2018

Signature Date
Stephany G. Small 69,532

Printad or Typed Name

Title or Registration Number

{Page 2 of 2]
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 83-579) requires that you be given cerialn information in conpection with your
submission of the altached form related to a patent application or patent. Accordingly, pursuant o the
reguirements of the Acl, please be advised thatl: {1) the genaral authority lor the collechon of this information ie 35
U.8.C. 2{b)2); (2} furnishing of the information seolicited is voluntary: and {3} the principal purpose for which tha
information is used by the U.S. Patent and Trademark Office is 1o procass and/or examine your submission related
to a patent application or patent. #f you do not furnish the requesied information, the U.S. Patent and Trademark
Qffice may not be able o process andior examine your submission, which may result in termination of proceadings
or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject o the iollowing routine uses:

1.

o

~3

©

The information on this form will be treated condidentially 1o the exient allowed under the Freedom of
information Act {& LL8.C. 552) and the Privacy Act (& U.8.C 552a). Records from this system of records
may be discloserd to the Department of Justice to determine whether disclosure of these records is
raquired by the Freadom of Information Act.

Avrecord from this system of records may be disclosed, as a routine use, in the course of presenting
evidence {o a courl, magistrate, or adminisirative tribunad, inchiding disclosures to opposing counsal in the
course of settlement negoliations.

A record in this sysiem of records may be disclosed, as a routine use, iv & Membasr of Congress
submilting a request involving an individual, to whom the record pertaing, when the individual has
requested assistance from the Member with respect to the subject matter of the record,

A record in this sysiem of records may be disclosed, as a rouling use, o a contragior of the Agency
having need for the information in order 1o perform a contract. Recipients of inlormation shall be required
o comply with the requiremants of the Privacy Act of 1974, as amended, pursuant to 5 U.5.C. 552a{(m).

A record related to an international Application filed under the Pateni Cooperation Trealy in this system of
records may be disclosed, as a routine use, 1o the International Bureau of the Waorld intellectual Property
Organization, pursuant o the Palent Cooperation Trealy.

A record in this system of records may be disclosed, as a routine use, o anather federal agenay for
purposes of National Securily review (38 U.8.C. 181} and for review pursuant to the Atomic Energy Act
{42 U.8.C. 218{0)).

A record from this system of racords may be disclosed, as a rouling use, o the Administrator, General
Services, or histher designee, during an inspection of records conducted by GSA as parn of that agency's
responsibiiity to recommend improvements in records management practices and programs, undar
authority of 44 1U.8.C. 2804 and 2806. Such disclosure shall be made in accordance with the GSA
regulations governing inspection of records for this purpase, and any other relevant ({.e., GSA or
Commerce) dirgctive. Such disclosure shall nol be used o make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, i the public alter either
publication of the application pursuard to 35 U.5.C. 122(b} or issuance of a patent pursuani to 35 U.S.C.
151, Further, a record may be disclosed, subject o the limitations of 37 CFR 1.14, as a routine use, lo the
public if the record was filed in an application which bacama abandoned or in which the proceadings wera
terminated and which application is referenced by either a published application, an application open fo
public inspection or an issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, Stale, or local law
enforcement agenay, if the USPTQ becomes aware of a violation or poteniial violation of law or regudation.
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PTORIAMT (0812
Approved for use theough STV 2014, OME DBET-003R

U8, Paterst ard Trademark Olfice; U3, DERPARTMENT OF COMMERCE

Undar s Pagerwark Radusion Aot of 7888, ng persons grd ispived fa respond 1 2 aollaction of information usless ¥ oontsins o velid OMB control number,
SRR BL LR

S . R . . oo, | ADDITIONAL INVENTOR(S)
SUPPLEMENTAL SHEET FOR DECLARATION Supplemental Sheet (for PTOH‘&A%GS,QB} 3 3

h

Page of

_Legal Name of Additional Joint inventor, Wany:

{E g., Given Name {first and middie {if any}} and Family Name or Surname)

David FISCHER

inventor's

Signature Diate {DOptional)

Stenigse DK
Residenca; Oy State Country
Radyrleddet 16
Mailing Address
Stenlase DK-3660
City State Zip Courtry

Legal Name of Additional Joint Inventor, if any:

{E£ g, Given Name (first and middia {if any)} and Family Name or Sumane)

Karl-Josef HOLLENBECK

irventor's

Signature Date {Optionaly
Kabenhavn & DK

Residenca: ORy State Country
Ribegade 12 3.th

Mailing Address

~ Kgbenhavn & _ DK-2100

City State Zip Coundry

Legal Name of Additional Joint inventor, if any:

{£.9.. Given Name (firal and middie {if any)) and Family Name or Surname}

inventor's

Signature Date {Optional}

Residence: City State Country

RMailing Address
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Patent
Attorney Docket No. 0079124-000266

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
In re Patent Application of
Henrik OJELUND et al. MAIL STOP: REISSUE
Reissue of U.S. Patent No. 9,329,675
Issued: May 3, 2016

For: SYSTEM WITH 3D USER INTERFACE
INTEGRATION

N e N N e N e S e S

PRELIMINARY AMENDMENT

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Commissioner:

Prior to examination of the above-captioned patent application, kindly amend the

application as follows:
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AMENDMENTS TO THE CLAIMS:

The following listing of claims will replace all prior versions and listings of claims

in this application.

LISTING OF CLAIMS:

1. (amended) A scanning system for scanning a 3D environment, the scanning
system comprising:

a handheld device including an optical scanner, wherein the 3D environment to
be scanned is selected by pointing the optical scanner at the 3D
environment; and

at least one display remotely connected to the handheld device,
wherein the handheld device is adapted for performing at least one

scanning action in a physical 3D environment, and the at least one display is

adapted for visually representing the physical 3D environment; and

the handheld device includes a 3D user interface for remotely controlling the

display to adjust the view with which the 3D environment is represented on the

display,

wherein the handheld device comprises at least one motion sensor, and

wherein the at least one motion sensor is a sensor that directly detects motion.

2. (amended) [A] The scanning system according to claim 1, wherein the handheld

device is adapted to record the 3D geometry of the 3D environment.
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3. (amended) [A] The scanning system according to claim 1, wherein the handheld
device includes an actuator [means] for manually switching between performing

the at least one scanning action and remotely controlling the view.

Please cancel Claim 4.

5. (amended) The scanning system according to claim [4] 1, wherein the view of

the 3D environment represented in the at least one display is at least partly

determined by the at least one motion sensor.

6. (amended) The scanning system according to claim [4] 1, wherein functionality

of the 3D user interface comprises a use of gestures.

7. (amended) The scanning system according to claim 6, wherein the gestures are

detected by the at least one motion sensor.

8. (amended) The scanning system according to claim [4] 1, wherein the [user-

interface is other than the at least one motion sensor] handheld device further

comprises at least one of an infrared sensor, a range sensor, or a proximity

s$ensor.
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10.

11.

12.

13.

14.

15.

(amended) The scanning system according to claim 1, wherein the handheld
device is adapted to change a viewing angle with which the 3D environment is

represented on the at least one display.

(amended) The scanning system according to claim 1, wherein the handheld
device is adapted to change a magnification factor with which the 3D

environment is represented on the at least one display.

(amended) The scanning system according to claim 1, wherein the handheld

device is an intra-oral 3D scanner.

(amended) The scanning system according to claim 1, wherein the handheld

device includes a surgical instrument.

(amended) The scanning system according to claim 1, wherein the handheld

device includes a mechanical tool.

(amended) The scanning system according to claim 1, wherein the handheld

device is an in-ear 3D scanner.

(amended) The scanning system according to claim 1, wherein the at least one

display is defined as a first display, and where the system further comprises a

second display.

0973



16.

17.

18.

19.

(amended) The scanning system according to claim 15, wherein the second
display indicates where the handheld device is positioned relative to the 3D

environment.

(amended) The scanning system according to claim 15, wherein the first display

and/or the second display provides instructions for the operator.

(amended) The scanning system according to claim 1, wherein audible

information is provided to the operator.

(amended) A system comprising:

a handheld device and at least one display;

wherein the handheld device is adapted for switching between performing at
least one action in a physical 3D environment, wherein the at least one
display is adapted for visually representing the physical 3D environment; and
remotely controlling the display to adjust the view with which the 3D
environment is represented on the display;

wherein the handheld device is an intra-oral 3D scanner and the at least one
action performed in the physical 3D environment is scanning and that the
view is remotely controlled by at least one motion sensor arranged in the
handheld device, and wherein an actuator provided on the handheld device

switches between performing the at least one action and remotely controlling
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20.

the view, and wherein the at least one motion sensor is a sensor that directly

detects motion.

(new) The scanning system according to claim 1, wherein the at least one motion

21.

SENsor is an accelerometer, gyro, or magnetometer.

(new) The scanning system according to claim 1, wherein the at least one motion

22.

sensor is adapted for taking the movement of the scanner into account while

performing the scanning.

(new) The scanning system according to claim 1, wherein the system comprises

23.

at least two motion sensors and wherein the at least two motion sensors provide

sensor fusion.

(new) The scanning system according to claim 1, wherein the at least one

24.

motion sensor is the 3D user interface for remotely controlling the display,

wherein the view on the display is determined by moving the handheld scanner.

(new) The scanning system according to claim 23, wherein moving the handheld

scanner to point down causes the view on the display to be a downward viewing

angle.
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25.

(new) The scanning system according to claim 1, wherein the handheld device

26.

further comprises a user-interface element

(new) The scanning system according to claim 25, wherein the user-interface

27.

element comprises a touch-sensitive element, a button, a scroll-wheel, or a

proximity sensor.

(new) The scanning system according to claim 25, wherein the user-interface

28.

element provides more than one user input.

(new) The scanning system according to claim 25, wherein the at least one

29.

motion sensor and/or the user-interface element are utilized in a workflow.

(new) The system according to claim 19, wherein the handheld device is

30.

adapted to change a magnification factor of the view represented on the at least

one display which is determined by the motion of the operator's hand holding the

handheld device, through the use of the at least one motion sensor.

(new) The scanning system according to claim 1, wherein the at least one display

31.

is arranged on a cart.

(new) The scanning system according to claim 1, wherein the at least one

display is divided into multiple regions.
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32.

(new) The system according to claim 19, wherein the handheld device further

33.

comprises a user interface element,

wherein switching to remotely controlling the view puts the handheld device into

a controller mode,

wherein holding the user interface element and/or the actuator on the handheld

device in conjunction with moving the handheld device determines the view of

the 3D environment on the display in accordance with signals from the motion

SENSOr.

(new) A scanning system for scanning a 3D environment, the scanning system

comprising:

a handheld device including an optical scanner, wherein the 3D environment to

be scanned is selected by pointing the optical scanner at the 3D

environment: and

at least one display remotely connected to the handheld device,

wherein the handheld device is adapted for performing at least one

scanning action in a physical 3D environment, and the at least one display is

adapted for visually representing the physical 3D environment; and

wherein the handheld device includes at least one motion sensor for

remotely controlling the display to adjust the view with which the 3D environment

is represented on the display; and

wherein the at least one motion sensor is an accelerometer, gyro, or

magnetometer.

0977



34.

(new) The scanning system according to claim 33, wherein the handheld device

35.

further comprises at least two user interface elements.

(new) The scanning system according to claim 34, wherein the at least two user

36.

interface elements comprises at least one button and a touch-sensitive element,

and wherein the display is on a cart.

(new) The scanning system according to claim 35, wherein the at least one

37.

button and the touch-sensitive element provides more than one user input.

(new) The scanning system according to claim 36, wherein at least one of the

38.

user input provides for manually switching between performing the at least one

scanning action and remotely controlling the view.

(new) The scanning system according to claim 37, wherein switching to remotely

controlling the view puts the handheld device into a controller mode, wherein

holding at least one user interface element on the handheld device in conjunction

with moving the handheld device determines the view of the 3D environment on

the display in accordance with signals from the motion sensor.
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(new) The scanning system according to claim 37, wherein switching o remotely

39.

controling the view puts the handheid device into a conirolier mode and wherein

when in controller mode, moving the handheld device down results in showing

the view of the 3D environment from a downward viewing angle on the display.
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REMARKS

This communication is submitted in accordance with 37 C.F.R. § 1.173.

Status of Claims and Support for Claim Changes

1-19, of which Claims 1-3, 5-19 are amended and Claim 4 is canceled herein, and new

This application for a narrowing reissue is being filed with original patent Claims

Claims 20-39 are added.

As of the filing of this reissue application, Claims 1-3, 5-39 are pending.

The following table lists the status of the claims as well as non-limiting,

exemplary support for the claim amendments and the new claims.

Pending and Amended. Non-limiting, exemplary support found at original
Claims 1 and 4; col. 1, lines 58-60; col. 6, lines 46-50; col. 9, lines 59-60;
and col. 10, line 35.

Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

Pending and Amended. Non-limiting, exemplary support found at original
Claim 1; and col. 3, lines 28-31.

Canceled.

Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

Pending and Amended. Non-limiting, exemplary support found at original
Claims 1 and 4; col. 1, lines 58-60; and col. 5, lines 37-38 and 43-46.

Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

Pending and Amended. Non-limiting, exemplary support found at original
Claims 1 and 4; col. 5, lines 43-46; col. 6, lines 51-58; and col. 7, lines 14-
17.

Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

10

Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

11

Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

12

Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.
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13 Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

14 Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

15 Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

16 Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

17 Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

18 Pending and Amended. Non-limiting, exemplary support found at original
Claim 1.

19 Pending and Amended. Non-limiting, exemplary support found at col. 6,
lines 46-50; col. 9, lines 59-60; and col. 10, line 35.

20 Pending and New. Non-limiting, exemplary support found at col. 6, lines 46-
50.

21 Pending and New. Non-limiting, exemplary support found at col. 3, lines 10-
12.

22 Pending and New. Non-limiting, exemplary support found at col. 6, line 65-
col. 7, line 3.

23 Pending and New. Non-limiting, exemplary support 