
APPLICATION NO. ISSUE DATE 

16/526,281 09/22/2020 

21839 7590 09/02/2020 

BUCHANAN, INGERSOLL & ROONEY PC 
POST OFFICE BOX 1404 
ALEXANDRIA, VA 22313-1404 

PATENT NO. 

RE48221 

UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONERFORPATENTS 

P.O. Box 1450 
Alexandria, Virginia 22313-1450 
www.uspto.gov 

ATTORNEY DOCKET NO. 

0079124-000266 

CONFIRMATION NO. 

9657 

ISSUE NOTIFICATION 

The projected patent number and issue date are specified above. 

Determination of Patent Term Extension or Adjustment under 35 U.S.C. 154 (b) 

A reissue patent is for "the unexpired part of the term of the original patent." See 35 U.S.C. 251. Accordingly, 
the above-identified reissue application is not eligible for Patent Term Extension or Adjustment under 35 U.S.C. 
154(b). 

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office 
of Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments 
should be directed to the Application Assistance Unit (AAU) of the Office of Data Management (ODM) at 
(571)-272-4200. 

APPLICANT(s) (Please see PAIR WEB site http://pair.uspto.gov for additional applicants): 

Henrik OJELUND, Lyngby, DENMARK; 
3Shape A/S, Copenhagen K, DENMARK, Assignee (with 37 CFR 1.172 Interest); 
David FISCHER, Stenl0se, DENMARK; 
Karl-Josef HOLLENBECK, K0benhavn 0, DENMARK; 

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location 
for business investment, innovation, and commercialization of new technologies. The USA offers tremendous 
resources and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation 
works to encourage and facilitate business investment. To learn more about why the USA is the best country in 
the world to develop technology, manufacture products, and grow your business, visit SelectUSA.gov. 
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PART B - FEE(S) TRANSMITTAL 

Complete and send this form, together with applicable fee(s), by mail or fax, or via EFS-Web. 

By mail, send to: Mail Stop ISSUE FEE 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, Virginia 22313-1450 

By fax, send to: (571)-273-2885 

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 5 should be completed where appropriate. All 
further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as indicated unless corrected 
below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for maintenance fee notifications. 

CURRENT CORRESPONDENCE ADDRESS (Note: Use Block 1 for any change of address) 

21839 7590 05/11/2020 

BUCHANAN, INGERSOLL & ROONEY PC 
POST OFFICE BOX 1404 
ALEXANDRIA, VA 22313-1404 

APPLICATION NO. FILING DATE 

16/526,281 07/30/2019 

Note: A certificate of mailing can only be used for domestic mailings of the 
Fee(s) Transmittal. This certificate cannot be used for any other accompanying 
papers. Each additional paper, such as an assignment or formal drawing, must 
have its own certificate of mailing or transmission. 

Certificate of Mailing or Transmission 
I hereby certify that this Fee(s) Transmittal is being deposited with the United 
States Postal Service with sufficient postage for first class mail in an envelope 
addressed to the Mail Stop ISSUE FEE address above, or being transmitted to 
the USPTO via EFS-Web or by facsimile to (571) 273-2885, on the date below. 

(Typed or printed name) 

(Signature) 

(Date) 

FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO. 

Henrik OJELUND 0079124-000266 9657 

TITLE OF INVENTION: SYSTEM WITH 3D USER INTERFACE INTEGRATION 

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE 

nonprovisional UNDISCOUNTED $1000 

EXAMINER ART UNIT 

KE, PENG 3992 

1. Change of correspondence address or indication of "Fee Address" (37 
CFR 1.363). 

0 Change of correspondence address ( or Change of Correspondence 
Address form PTO/SB/122) attached. 

0 "Fee Address" indication (or "Fee Address" Indication form PTO/ 
SB/47; Rev 03-09 or more recent) attached. Use of a Customer 
Number is required. 

PUBLICATION FEE DUE PREY. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE 

$0.00 $0.00 

CLASS-SUBCLASS 

345-156000 

2. For printing on the patent front page, list 
(1) The names of up to 3 registered patent attorneys 
or agents OR, alternatively, 
(2) The name of a single firm (having as a member a 
registered attorney or agent) and the names of up to 
2 registered patent attorneys or agents. If no name is 
listed, no name will be printed. 

$1000 08/11/2020 

1BUCHANAN INGERSOLL 
& ROONEY P.C. 

2 ______________ _ 

3 ______________ _ 

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type) 

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document must have been previously 
recorded, or filed for recordation, as set forth in 37 CFR 3.11 and 37 CFR 3.8l(a). Completion of this form is NOT a substitute for filing an assignment. 

(A) NAME OF ASSIGNEE 

3SHAPE A/S 

(B) RESIDENCE: (CITY and STATE OR COUNTRY) 

Copenhagen K, Denmark 

Please check the appropriate assignee category or categories (will not be printed on the patent) : 0 Individual IKJ Corporation or other private group entity O Government 

4a. Fees submitted: IKJissue Fee 0Publication Fee (if required) 0Advance Order - # of Copies _________ _ 

4b. Method of Payment: (Please first reapply any previously paid fee shown above) 

IKJ Electronic Payment via EFS-Web 0 Enclosed check 0 Non-electronic payment by credit card (Attach form PTO-2038) 

IKJ The Director is hereby authorized to charge the required fee(s), any deficiency, or credit any overpayment to Deposit Account No. 02-4800 

5. Change in Entity Status (from status indicated above) 

0 Applicant certifying micro entity status. See 37 CFR 1.29 

0 Applicant asserting small entity status. See 37 CFR 1.27 

0 Applicant changing to regular undiscounted fee status. 

NOTE: Absent a valid certification of Micro Entity Status (see forms PTO/SB/15A and 15B), issue 
fee payment in the micro entity amount will not be accepted at the risk of application abandonment. 
NOTE: If the application was previously under micro entity status, checking this box will be taken 
to be a notification of loss of entitlement to micro entity status. 
NOTE: Checking this box will be taken to be a notification of loss of entitlement to small or micro 
entity status, as applicable. 

NOTE: This form must be signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 1.4 for signature requirements and certifications. 

Authorized Signature ___ /T_ra_v_is_D_._B_o_o_n_e_/ __________ _ 

Travis D. Boone Typed or printed name ______________________ _ 

PTOL-85 Part B (08-18) Approved for use through 01/31/2020 
Page 2 of3 

0MB 0651-0033 

Date ___ 1_1_A_u~g~u_s_t_2_0_2_0 ______ _ 

Registration No. _5_2~,6_3_5 __________ _ 

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
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Electronic Patent Application Fee Transmittal 

Application Number: 16526281 

Filing Date: 30-Jul-2019 

Title of Invention: SYSTEM WITH 3D USER INTERFACE INTEGRATION 

First Named Inventor/Applicant Name: Henrik OJELUND 

Filer: Travis Dean Boone/Denise Miles 

Attorney Docket Number: 0079124-000266 

Filed as Large Entity 

Filing Fees for Utility under 35 USC 111 (a) 

Description Fee Code Quantity Amount 
Sub-Total in 

USO($) 

Basic Filing: 

Pages: 

Claims: 

Miscellaneous-Filing: 

Petition: 

Patent-Appeals-and-Interference: 

Post-Allowance-and-Post-Issuance: 

REISSUE ISSUE FEE 1511 1 1000 1000 
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Description Fee Code Quantity Amount 
Sub-Total in 

USO($) 

Extension-of-Time: 

Miscellaneous: 

Total in USO($) 1000 
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Electronic Acknowledgement Receipt 

EFSID: 40248234 

Application Number: 16526281 

International Application Number: 

Confirmation Number: 9657 

Title of Invention: SYSTEM WITH 3D USER INTERFACE INTEGRATION 

First Named Inventor/Applicant Name: Henrik OJELUND 

Customer Number: 21839 

Filer: Travis Dean Boone/Denise Miles 

Filer Authorized By: Travis Dean Boone 

Attorney Docket Number: 0079124-000266 

Receipt Date: 11-AUG-2020 

Filing Date: 30-JUL-2019 

Time Stamp: 11:38:07 

Application Type: Utility under 35 USC 111 (a) 

Payment information: 

Submitted with Payment yes 

Payment Type CARD 

Payment was successfully received in RAM $1000 

RAM confirmation Number E20208AB38250936 

Deposit Account 

Authorized User 

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows: 
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File Listing: 

Document 
Document Description File Name 

File Size(Bytes}/ Multi Pages 
Number Message Digest Part /.zip (if appl.) 

1230594 

1 Issue Fee Payment (PTO-85B) 
lssue_Fee_ Transmittal_-

no 1 
_As_Filed_08112020.pdf 

ab35712de38e08ff33263a028ff079189a43 
cSOe 

Warnings: 

Information: 

30363 

2 Fee Worksheet (S806) fee-info.pdf no 2 
59398c81 d384ad285a7a 1 d2bdc1 3d4832b 

65599d 

Warnings: 

Information: 

Total Files Size (in bytes) 1260957 

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents, 
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a 
Post Card, as described in MPEP 503. 

New Agglications Under 35 U.S.C. 111 
If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR 
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this 
Acknowledgement Receipt will establish the filing date of the application. 
National Stage of an International Agglication under 35 U.S.C. 371 
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35 
U.S.C. 371 and other applicable requirements a Form PCT /DO/EO/903 indicating acceptance of the application as a 
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course. 
New International Agglication Filed with the USPTO as a Receiving Office 
If a new international application is being filed and the international application includes the necessary components for 
an international filing date (see PCT Article 11 and MPEP 181 O), a Notification of the International Application Number 
and of the International Filing Date (Form PCT/RO/1 OS) will be issued in due course, subject to prescriptions concerning 
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of 
the application. 
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UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria, Virginia 22313-1450 
www.uspto.gov 

NOTICE OF ALLOWANCE AND FEE(S) DUE 

21839 7590 05/11/2020 

BUCHANAN, INGERSOLL & ROONEY PC 
POST OFFICE BOX 1404 
ALEXANDRIA, VA 22313-1404 

APPLICATION NO. FILING DATE 

16/526,281 07/30/2019 

FIRST NAMED INVENTOR 

Henrik OJELUND 

TITLE OF INVENTION: SYSTEM WITH 3D USER INTERFACE INTEGRATION 

EXAMINER 

KE.PENG 

ART UNIT PAPER NUMBER 

3992 

DATE MAILED: 05/11/2020 

ATTORNEY DOCKET NO. CONFIRMATION NO. 

0079124-000266 9657 

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE 

nonprovisional UNDISCOUNTED $1000 $0.00 $0.00 $1000 08/11/2020 

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT. 
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS. 
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON 
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308. 

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE MAILING 
DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS STATUTORY PERIOD 
CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE DOES NOT REFLECT A CREDIT 
FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS PREVIOUSLY BEEN PAID IN 
THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM WILL BE CONSIDERED A REQUEST 
TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW DUE. 

HOW TO REPLY TO THIS NOTICE: 

I. Review the ENTITY STATUS shown above. If the ENTITY STATUS is shown as SMALL or MICRO, verify whether entitlement to that 
entity status still applies. 

If the ENTITY STATUS is the same as shown above, pay the TOTAL FEE(S) DUE shown above. 

If the ENTITY STATUS is changed from that shown above, on PART B - FEE(S) TRANSMITTAL, complete section number 5 titled 
"Change in Entity Status (from status indicated above)". 

For purposes of this notice, small entity fees are 1/2 the amount of undiscounted fees, and micro entity fees are 1/2 the amount of small entity 
fees. 

II. PART B - FEE(S) TRANSMITTAL, or its equivalent, must be completed and returned to the United States Patent and Trademark Office 
(USPTO) with your ISSUE FEE and PUBLICATION FEE (if required). If you are charging the fee(s) to your deposit account, section "4b" 
of Part B - Fee(s) Transmittal should be completed and an extra copy of the form should be submitted. If an equivalent of Part B is filed, a 
request to reapply a previously paid issue fee must be clearly made, and delays in processing may occur due to the difficulty in recognizing 
the paper as an equivalent of Part B. 

III. All communications regarding this application must give the application number. Please direct all communications prior to issuance to Mail 
Stop ISSUE FEE unless advised to the contrary. 

IMPORTANT REMINDER: Maintenance fees are due in utility patents issuing on applications filed on or after Dec. 12, 1980. 
It is patentee's responsibility to ensure timely payment of maintenance fees when due. More information is available at 
www .uspto.gov/PatentMaintenanceFees. 

Page 1 of 3 
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PART B - FEE(S) TRANSMITTAL 

Complete and send this form, together with applicable fee(s), by mail or fax, or via EFS-Web. 

By mail, send to: Mail Stop ISSUE FEE 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, Virginia 22313-1450 

By fax, send to: (571)-273-2885 

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 5 should be completed where appropriate. All 
further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as indicated unless corrected 
below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for maintenance fee notifications. 

CURRENT CORRESPONDENCE ADDRESS (Note: Use Block 1 for any change of address) 

21839 7590 05/11/2020 

BUCHANAN, INGERSOLL & ROONEY PC 
POST OFFICE BOX 1404 
ALEXANDRIA, VA 22313-1404 

APPLICATION NO. FILING DATE 

16/526,281 07/30/2019 

Note: A certificate of mailing can only be used for domestic mailings of the 
Fee(s) Transmittal. This certificate cannot be used for any other accompanying 
papers. Each additional paper, such as an assignment or formal drawing, must 
have its own certificate of mailing or transmission. 

Certificate of Mailing or Transmission 
I hereby certify that this Fee(s) Transmittal is being deposited with the United 
States Postal Service with sufficient postage for first class mail in an envelope 
addressed to the Mail Stop ISSUE FEE address above, or being transmitted to 
the USPTO via EFS-Web or by facsimile to (571) 273-2885, on the date below. 

(Typed or printed name) 

(Signature) 

(Date) 

FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO. 

Henrik OJELUND 0079124-000266 9657 

TITLE OF INVENTION: SYSTEM WITH 3D USER INTERFACE INTEGRATION 

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE 

nonprovisional UNDISCOUNTED $1000 

EXAMINER ART UNIT 

KE, PENG 3992 

1. Change of correspondence address or indication of "Fee Address" (37 
CFR 1.363). 

0 Change of correspondence address ( or Change of Correspondence 
Address form PTO/SB/122) attached. 

0 "Fee Address" indication (or "Fee Address" Indication form PTO/ 
SB/47; Rev 03-09 or more recent) attached. Use of a Customer 
Number is required. 

PUBLICATION FEE DUE PREY. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE 

$0.00 $0.00 

CLASS-SUBCLASS 

345-156000 

2. For printing on the patent front page, list 
(1) The names of up to 3 registered patent attorneys 
or agents OR, alternatively, 
(2) The name of a single firm (having as a member a 
registered attorney or agent) and the names of up to 
2 registered patent attorneys or agents. If no name is 
listed, no name will be printed. 

$1000 08/11/2020 

2 ______________ _ 

3 ______________ _ 

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type) 

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document must have been previously 
recorded, or filed for recordation, as set forth in 37 CFR 3.11 and 37 CFR 3.8l(a). Completion of this form is NOT a substitute for filing an assignment. 

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY) 

Please check the appropriate assignee category or categories (will not be printed on the patent) : 0 Individual O Corporation or other private group entity O Government 

4a. Fees submitted: Dissue Fee 0Publication Fee (if required) 0Advance Order - # of Copies _________ _ 

4b. Method of Payment: (Please first reapply any previously paid fee shown above) 

0 Electronic Payment via EFS-Web 0 Enclosed check 0 Non-electronic payment by credit card (Attach form PTO-2038) 

0 The Director is hereby authorized to charge the required fee(s), any deficiency, or credit any overpayment to Deposit Account No. ____ _ 

5. Change in Entity Status (from status indicated above) 

0 Applicant certifying micro entity status. See 37 CFR 1.29 

0 Applicant asserting small entity status. See 37 CFR 1.27 

0 Applicant changing to regular undiscounted fee status. 

NOTE: Absent a valid certification of Micro Entity Status (see forms PTO/SB/15A and 15B), issue 
fee payment in the micro entity amount will not be accepted at the risk of application abandonment. 
NOTE: If the application was previously under micro entity status, checking this box will be taken 
to be a notification of loss of entitlement to micro entity status. 
NOTE: Checking this box will be taken to be a notification of loss of entitlement to small or micro 
entity status, as applicable. 

NOTE: This form must be signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 1.4 for signature requirements and certifications. 

Authorized Signature _______________________ _ 

Typed or printed name ______________________ _ 

PTOL-85 Part B (08-18) Approved for use through 01/31/2020 
Page 2 of3 

0MB 0651-0033 

Date ____________________ _ 

Registration No. ________________ _ 

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
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APPLICATION NO. FILING DATE 

16/526,281 07/30/2019 

21839 7590 05/11/2020 

BUCHANAN, INGERSOLL & ROONEY PC 
POST OFFICE BOX 1404 
ALEXANDRIA, VA 22313-1404 

FIRST NAMED INVENTOR 

Henrik OJELUND 

UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria, Virginia 22313-1450 
www.uspto.gov 

ATTORNEY DOCKET NO. CONFIRMATION NO. 

0079124-000266 9657 

EXAMINER 

KE.PENG 

ART UNIT PAPER NUMBER 

3992 

DATE MAILED: 05/11/2020 

Determination of Patent Term Extension or Adjustment under 35 U.S.C.154 (b) 

A reissue patent is for "the unexpired part of the term of the original patent." See 35 U.S.C. 251. Accordingly, the above
identified reissue application is not eligible for Patent Term Extension or Adjustment under 35 U.S.C. 154(b). 

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of 
Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments should be 
directed to the Customer Service Center of the Office of Patent Publication at 1-(888)-786-0101 or (571 )-272-4200. 
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0MB Clearance and PRA Burden Statement for PTOL-85 Part B 

The Paperwork Reduction Act (PRA) of 1995 requires Federal agencies to obtain Office of Management and Budget 
approval before requesting most types of information from the public. When 0MB approves an agency request to 
collect information from the public, 0MB (i) provides a valid 0MB Control Number and expiration date for the 
agency to display on the instrument that will be used to collect the information and (ii) requires the agency to inform 
the public about the 0MB Control Number's legal significance in accordance with 5 CFR 1320.5(b). 

The information collected by PTOL-85 Part B is required by 37 CFR 1.311. The information is required to obtain 
or retain a benefit by the public which is to file (and by the USPTO to process) an application. Confidentiality is 
governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 30 minutes to complete, including 
gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon 
the individual case. Any comments on the amount of time you require to complete this form and/or suggestions 
for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office, 
U.S. Department of Commerce, P.O. Box 1450, Alexandria, Virginia 22313-1450. DO NOT SEND FEES OR 
COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, 
Virginia 22313-1450. Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection 
of information unless it displays a valid 0MB control number. 

Privacy Act Statement 

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your 
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the requirements 
of the Act, please be advised that: (1) the general authority for the collection of this information is 35 U.S.C. 2(b) 
(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the information 
is used by the U.S. Patent and Trademark Office is to process and/or examine your submission related to a patent 
application or patent. If you do not furnish the requested information, the U.S. Patent and Trademark Office may not 
be able to process and/or examine your submission, which may result in termination of proceedings or abandonment 
of the application or expiration of the patent. 

The information provided by you in this form will be subject to the following routine uses: 
1. The information on this form will be treated confidentially to the extent allowed under the Freedom of 

Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records may 
be disclosed to the Department of Justice to determine whether disclosure of these records is required by the 
Freedom of Information Act. 

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence 
to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of 
settlement negotiations. 

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting 
a request involving an individual, to whom the record pertains, when the individual has requested assistance 
from the Member with respect to the subject matter of the record. 

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having 
need for the information in order to perform a contract. Recipients of information shall be required to comply 
with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m). 

5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of 
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property 
Organization, pursuant to the Patent Cooperation Treaty. 

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of 
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)). 

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, 
or his/her designee, during an inspection of records conducted by GSA as part of that agency's responsibility 
to recommend improvements in records management practices and programs, under authority of 44 U.S.C. 
2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection 
of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall 
not be used to make determinations about individuals. 

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication of 
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record 
may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record was filed 
in an application which became abandoned or in which the proceedings were terminated and which application 
is referenced by either a published application, an application open to public inspection or an issued patent. 

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law 
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation. 
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Notice of Allowability 

Application No. 
16/526,281 
Examiner 
PENG KE 

Applicant(s) 
OJELUND et al. 
Art Unit I AIA (FITF) Status 
3992 No 

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address-
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included 
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS 
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative 
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308. 

1.0 This communication is responsive to 10/28/19. 

0 A declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/were filed on __ . 

2.0 An election was made by the applicant in response to a restriction requirement set forth during the interview on __ ; the 
restriction requirement and election have been incorporated into this action. 

3.0 The allowed claim(s) is/are 1-3 and 5-44. As a result of the allowed claim(s), you may be eligible to benefit from the Patent 
Prosecution Highway program at a participating intellectual property office for the corresponding application. For more information 
, please see http://www.uspto.gov/patents/init_events/pph/index.jsp or send an inquiry to PPHfeedback@uspto.gov. 

4.0 Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

Certified copies: 

a) 0AII b) 0 Some *c) 0 None of the: 

1. 0 Certified copies of the priority documents have been received. 
2. 0 Certified copies of the priority documents have been received in Application No. 13/991,513 . 

3. 0 Copies of the certified copies of the priority documents have been received in this national stage application from the 

International Bureau (PCT Rule 17.2(a)). 

* Certified copies not received: __ . 

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements 
noted below. Failure to timely comply will result in ABANDONMENT of this application. 
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE. 

5.0 CORRECTED DRAWINGS (as "replacement sheets") must be submitted. 

0 including changes required by the attached Examiner's Amendment/ Comment or in the Office action of 
Paper No./Mail Date __ . 

Identifying indicia such as the application number {see 37 CFR 1.84{c)) should be written on the drawings in the front {not the back) of each 
sheet. Replacement sheet{s) should be labeled as such in the header according to 37 CFR 1.121{d). 

6.0 DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the 
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL. 

Attachment(s) 
1. 0 Notice of References Cited (PT0-892) 

2.0 Information Disclosure Statements (PTO/SB/08), 
Paper No./Mail Date 4/28/20, 10/28/19 and 2/13/20. 

3. 0 Examiner's Comment Regarding Requirement for Deposit 
of Biological Material __ . 

4.0 Interview Summary (PT0-413), 
Paper No./Mail Date. 

/PENG KE/ 
Primary Examiner, Art Unit 3992 

U.S. Patent and Trademark Office 

5. 0 Examiner's Amendment/Comment 

6. 0 Examiner's Statement of Reasons for Allowance 

7. OOther __ 

PTOL-37 (Rev. 08-13) Notice of Allowability Part of Paper No./Mail Date 20200421 
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Application/Control Number: 16/526,281 
Art Unit: 3992 

Notice of Pre-AJA or AJA Status 

Page 2 

1. The present application is being examined under the pre-AIA first to invent provisions. 

Detail Action 

2. For reissue applications filed before September 16, 2012, all references to 35 U.S.C. 251 

and 37 CFR 1.172, 1.175, and 3.73 are to the law and rules in effect on September 15, 2012. 

Where specifically designated, these are "pre-AIA" provisions. 

3. For reissue applications filed on or after September 16, 2012, all references to 35 U.S.C. 

251 and 37 CFR 1.172, 1.175, and 3.73 are to the current provisions. 

4. The application 16/526,281 is a reissue of 9,329,675 patent, which was filed as the 

application 13/991,513. 

5. Claims 1-3, and 5-44 are pending. The preliminary amendment filed on 10/28/19, claims 

1-3, and 5-13 were amended, claims 20-44 are added; and claim 4 is cancelled. 

Information Disclosure Statement 

6. The information disclosure statement (IDS) submitted on 10/28/19 and 2/13/20 are in 

compliance with the provisions of 37 CFR 1.97. Accordingly, the information disclosure 

statement is being considered by the examiner to the extend explained in the IDS. 

Priority 

7. Acknowledgment is made of applicant's claim for foreign priority under 35 U.S.C. 119 

(a)-(d). The certified copy has been filed in parent Application No. 13/991,513, filed on 5/4/19. 

Allowable Subject Matter 

8. Claims 1-3, and 5-44 are allowed. 

9. The following is an examiner's statement ofreasons for allowance: 
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10. Kopelman US 2013/0110469, teaches modifying a virtual model of physical structure 

with additional 3D data obtained from the physical structure to provide a modified virtual model. 

11. Dillon US 2012/0062557 teaches generating and displaying intra-oral measurement data. 

12. Cinader, Jr US 2007 /003177 4, teaches registering a three-dimensional coordinate system 

of a physical model of a patient's tooth structure to a 3D coordinate system of a virtual model of 

the same tooth structure. 

13. The prior arts fail to teach individually or in combination: "a handheld device including 

an optical scanner, wherein the 3D environment to be scanned is selected by pointing the optical 

scanner at the 3D environment; and at least one display remotely connected to the handheld 

device, wherein the handheld device is adapted for performing at least one scanning action in a 

physical 3D environment, and the at least one display is adopted for visually representing the 

physical 3D environment; and the handheld device includes a user interface for remotely 

controlling the display to adjust the view with which the 3D environment is represented on the 

display." 

Any comments considered necessary by applicant must be submitted no later than the 

payment of the issue fee and, to avoid processing delays, should preferably accompany the issue 

fee. Such submissions should be clearly labeled "Comments on Statement of Reasons for 

Allowance." 

Contact Information 

14. Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to PENG KE whose telephone number is (571)272-4062. The 

examiner can normally be reached on M-F 6:30-5:00. 
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Examiner interviews are available via telephone, in-person, and video conferencing using 

a USPTO supplied web-based collaboration tool. To schedule an interview, applicant is 

encouraged to use the USPTO Automated Interview Request (AIR) at 

http://www.uspto.gov/interviewpractice. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Alexander Kosowski can be reached on 5712723744. The fax phone number for the 

organization where this application or proceeding is assigned is 571-273-8300. 

Information regarding the status of an application may be obtained from the Patent 

Application Information Retrieval (PAIR) system. Status information for published applications 

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished 

applications is available through Private PAIR only. For more information about the PAIR 

system, see https://ppair-my.uspto.gov/pair/PrivatePair. Should you have questions on access to 

the Private PAIR system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll

free ). If you would like assistance from a USPTO Customer Service Representative or access to 

the automated information system, call 800-786-9199 (IN USA OR CANADA) or 571-272-

1000. 

/PENG KE/ 
Primary Examiner, Art Unit 3992 

Conferees: 

/RSD/ 

PENG. KE 
Examiner 
Art Unit 3992 
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2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records for this 
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not be used to make 
determinations about individuals. 

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication of 
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referenced by either a published application, an application open to public inspections or an issued patent. 

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law 
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation. 
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Description 

Technical Field 

s [0001] The present invention relates to a system which captures an image of the entire oral c."avity and displays., 
pm1ornmic image. 

Background Art 

10 [0002] ln the treatment cf tooth cavilies and other lntnacrnl diseases, when the ta~et treatment ends, the visits to the 
clinic usually also ernt Trea!mentof tooth decay usually starts when the patient becomes aware of!ooth pain, discomfort, 
or other symptoms. Wt1en the tre~itment ends, the visits lo the clinic also end. Tt1is is the usual pattern. Therefore, even 
ff there 1s other tooth decay, if !here are no noticeable symptoms, in many cases it is left alone - the clinic is visited only 
after the tooth decay advances .. Further. with such one-lime visits to the clinic, a healthy· oral cavity is not secured. 

15 Staining, swelling, loss, tartar, wear, salwary calculus. mismatch, and otrier issues for which there are no subJective 
symptoms, bui which can be seen from the outside after often unnoticed by the person in question. 
[0003] For the business operations cf a dental practice as weli, one-time trestrnent sornetirnes cannot by any means 
be said to be good if! i0rms of pmfit~bilily, but there wem no means found which w0m suitable for de@ling with this. For 
exam pie, PL T 1 discloses a oonf1gwration of an electronic patient chart in which the entire rows of teeth are displayed 

M on a computer monitor and which lhe indiv;dual teeth are colored so as to enable easy viewing from the patient side. 
Ease of viewing the rO'Ns of teeth is a requirement ,,.,,hich is sought in informed consent, but even if parts of the enllre 
rows of teeth are easy to view. for use for explanations of treatment, greater enlargement and configuration for enabling 
tmders!:anding of !he purpose of !reatment are required. 
[0004] Further, PL T 2 describes a configuration in which a plurality of sets of intraoral image data which is captured 

2.s in advance are displayed en a monitor screen of a wmp,Jter. Furthermore, Pl T 3 discloses a method of presentation 

by display of moving images and still images using a comp,1ter to as to improve !he understanding of specialized 
termi;;o!ogy etc. as a tool for obtaimr1Q informed c.onsent. Further, it is described that such a presentation method may 
be used for educational purposes in elementary schools. junior high schools, var·ious businesses, retirement homes, 
elc. Furthermore, PL T 4 disc!oses fli;orescent film which enables visualization of an X-ray image and a configuratio;, 

3/J which reflects an lmage rendered visible by a prism for capture t,y a camera, 
[0005] As other patent !iterat1Jre reiating to dental medicine, tor example, the following such literature may be mentioned: 
PL T 5: Oral Cav!,y \>Vasher Fitted With Videoscope; Pl T 6: lntraoral Camera Apparalus m1d Method: PL T 7: Handpiece 
tor Denta, Examination and Diagnosts; Pl T 8: Hand Switch for lr.traoral earners, Pl T 9: ,ntraorsl Camera With Bum.in 
Display; PL T 10: !ntraoral Camera Apparalt1s and Dental Mirror; PLT 11: Dental Camera Apparatus; PL T 12: Instrument 

35 for Perk.-xlonta! Examination Use; PLT 13: Regular Examination Method and Systern: PLT 14: Apparatus Used in Dental 
Medicine Environment ai:d, further, PLT 15: X-R.;,y Image Detection System fer Medical Use. 

Citations List 

10 Patent literal u re 

[0006] 

PL T ·1: Japanese Patent Pub!tcation No. 10-97404A 
15 PL T 2: Japirnese Patent PubUcatioo No. 2005-334426A 

PL T 3: Japanese Patent Publication No, "10-97405A 
Pl T 4: Japanese Patent Publication No. 10-201757A 
PLT 5: Japanese Patent Pub!lcatiun ND. 2001-212i61A 

PL T G: Japanese Patent Publication No. 2005-'144 H1A 
w PL T ?: Japanese Patent Publfcation No. 62-246347A 

PL T 8: Japanese Patent Publfcat!on No. 2001-29315A 
PL T 9: Japanese Patent Publication No. 2002-355262A 
Pl T ·1 O: Japanese Patent Publication No, 20Q.5--304600A 
PLT ·11: Japanese Utility Model Publication No. 5-304C2U 

55 PL T 12: Japaness Utility rvlodel Registration No. 313140.BU 
PLT 13: U,S, Patent No. 5752827 
PL T 14: Japanese Paten! Put,lication No. 2009-516555A 
PL T ·15: Japanese Paten! Public.atlon No, _5.·13099·lA 
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Summary of Invention 

Technical Problem 

EP 2 654 272 A1 

s [0007] Numeral.ls proposars have been made for examination of the oral cavity by using image displays. ln the final 
analysis, these jw;t provkle information to patients by conventional one-time local treatment systems, They do net reach 
!he level af systems designed for ensuring health of the teeth in the ornl cavity as a who!e, 
[0008] Further, when a dentist explains treatment to a p.atient, sornetirnes he or she wiil Lise an intraoral image or X
rny image obtained by a dente1I camera, bu! the image it.Ben' is hcird to interpret. 

10 [0009] Fu;thermore, Images and data easily understandable by the patient can be expected ~0 help the dentist explain 
diagnosis and trea!ment to the patient,. increase interest of the patient in intraoral heaith, and pr,:ivide Incentive for self 

health i-r,anagemenl, but s,ich equipmenl, irnage dlsp!ays, etc. fuifilling this promise have slill no! been pruposed. 
[001 OJ The dental practice has had to pay more attention to bu sines.~ operations along wilh the increase in the number 
of clinics. !n order lo stabilize busim,ss operatklns, entry into new dental diagnosis and treatment areas, reduction of 

15 costs. securing patients 'Nho regularly visit the ciinics. and streamlining of the dental field have oecome necessary, For 
exam pie, a rmndhel<l terminal such as described in the previously cited Japanese Ulilily Model Registration No. 3131408U 
has aiso been proposed, 

Solution to Problem 

[0011] In consideration cf the above, tr1e present invention proposes to provide a continuously captured image se-
qt,ence forn,ing means for continuously <'.apturing side SLlrfaces of rows of teeth to form an image sequence, a side 
Sllff.a.ce tooth row image forming means for combiriing sequences of images which were formed by the continuously 
captured image sequence forming means as partial tooth row images from images forming the centers of overnii com-

2.s posites so as to form a plurality of partial tooth row images, and a side surfilce !oath row image combining means for 
!inking and combining a plmality of partial tooth row images which were formed by !he side surface tooth row image 

formi;;g means based on an image forming the center of the overall composite so as to foi·m overall rows of teeth. By 
conflguration in this way, according to tl--ie present invention, it is possible to use a handheld type of intra.oral camera to 
form a clear panoramic image cf the rows of teeth, Furthermore, it is possible to display an X-ray panoramic image of 

3/J the rows of teeth and a panoramic image of the rows of teeth which have been viltual straightened or virtually t,eaulif1ed 
and colored s1cte by s,cte or display !hem superposed so as to broaden the range ot diagnosis and treatment 111 the dental 
practice. 
[0012] Fu;thermore, the present Invention proposes a combination comprised of a unit 1ma-;.1e forming means for 
forming an image of the oral cavity for each diagnosis and treatment and care unit. a setting means for setting diagnosis 

35 and treatment and c:are arder lnformaUon for images cci ptured by uni! image furmH!ion by !he unit image forming means, 
a display maans fur displaying imagas, with the diagnosis and treatment and care order information attached, based on 
I.he diagrmsls and 1reatmen! and care order information so as to be able to be displajied in a list form, and a display 
med,um which displays and records display information which is obtained by the display means. By conf!gura!ion in this 
way, ao.~ordlng lo the present invention. it becomes possible to raise self awareness of the patient aboui treatmeni so 

10 as to promote intraoral health and encourage regular v,sits b:l' patients and thereby realize an imp,·ovement of the 
efficiency of business operations of ihe denlal field. 
[0013] Furthermore, tn addition, the present invention proposes preparing data for using a monlto,· of a computer etc. 
to explain details cf treatment using the above-mentioned method etc. to the patient, manage attendance of dental 
ernp!oyees, manage fees for diagnosis and treatmen1, and ott1erwise have a dental employee process data using a 

15 computer by a compact mobile terminal wnich Is provided with a pmcessor, memor>,,', communicating me.:rns, inputting 
means, and dispiay means. By using such a compact mobile termirmi, iri the present invention, greater efficiency ln the 
dental practice is reallzed. 
[0014] The image which is referred l.o in tt,e present invention in ttm fam! analysis indicates a i:ligit;il image. Eilher a 
movin9 image or a still image may be used. FU11her. the "image forwling the center of the overall composite" in the 

w present invention refers to for example an image common to two partisl panoramic images when combining the two. 
"Overall" does not refer to only the final overall panoramic image of rows of teeth. For exam pie, it also include::1 the case 
of a pancramic image of rows of teeth in !he process of combination which is obtained by first combining two partial 
panoramic images of rows of teeth when forming three or more partm! images of mws of teeth. "Comtiining ... frorn an 
image forming the center of the overall composites" means, for example, combining a pll,rality ot still images whicn 

55 were oblair:ed by continuously captming rows of teeth in the back tooth direction from images where par! of teeth at tl",s 
center of th~ surtace o.f the front teeth becomes the oontar so as to form a left side partial tooth row panoramic imsge 
and a right side partial toolh mvv panoramic image. "Linkirig and combining'' means, for eKarnpie, comoinlng a left side 
partial tooth row panoramic Image and a right side p,irtlal tooth row panoramic image at portions common to botti or 
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combining them by connection based on linkable portions. 
[0015] The present invention sometimes sets a mark at an image including a part formlr,g the center of combination. 
This "mark'' indicates. far example, one which wiii not easity dissolve in saliva, water. etc. and which has an elongaled 
rectangular shape or a seal which has a short rectangular shape and, for example, is coated on its back surface with a 

s binder. adhesive, etc, and can be peeled off or another suct1 deposit. Fwrther. the invention is not limited to a deposit. 
It is also possible to draw a mark on the teeth t,y a pen which can give a removable color which can be cleariy captured 
such as green, red, etc. 
[0016] The portion where the mark is made is preferably arranged so as to span an upper tooth and low·er tooth, but, 
for e:<a m pie, when capturing !he image of only one of the upper jaw or lower jaw, H may be arranged at only the one to 

10 be captured. Fw'thet, the "predetermined poslUon on the rows of teeth for making a made indicates, for example, an 
image becoming the center of combination at a posiHon where a change in the capturing direction of U,e camera, !he 
way It is held. etc. ·would cause !he image cap!ure to stop and the movement to slop, 
[0017] The rnark may be formed by a coror (green. blue, elc.) and shape which um be easiiy discerned in the captured 
image. The material and color are suitably serected. Further. when obtaining a 3D image. it is possible to use a mark 

15 with provides a characteristic 3D property. The mark need only be one which is shown on the surface of the teeth and 
which clearly display·s a posillon in the captured image. so for eKample it is also possible to pmvide a means whic!l fires 
a laser sighting beam giving a shape of known dimensions on the tooth surface or to arrarIge a means s,icl, as a spotlight 
where \here is correspondence between l:he ligh!ing distance and ama of !he emitted light so as lo enable light !o be 
shone from the intrao;'3! camera toward the teetti. 

,·o [0018) The mark need only be one enabling start of combination from the Image where the mark is captured at a 
predetermined pcsition. The captw,ing directicri need not always be from the back teeth. The capturing direction and 
the CQmi:linmg direction need not be opposite. At the time of combination. sometimes the parts are combined from an 
image where a mark is displayed at a predetermined position to !he left arid right and l'lnally lhe images are combined 
as a whole based on an image at which the mark is displayed at a predetermined position. The "predetermined position 

2.s of the mark for starling combination" includes. !he illustrated case 1Nhere, for example, lhe mark is at lhe center of !he 
captured image, but thfi lnvent:on is not llmitec to this. lt ma~' be at any portion where wmbination is easy in partial 
combination and overall combinaUon, 
[0019] Sometimes, for example, in tr1e case of partial combination of the three right, center·, and left side surfaces. of 
the rows of teeth such as the back side surfaces of the leeth, marks are required at the tooth between the right side 

3/J surface and the center s\,:le surface and two teeth at the center side surface and right side swface, !hat is, sometimes 
a plural;ty of marks may be provided. The "side surface of the rows of teeth" referred to in the present invention is not 
limited to the front side. The bad side and bite surfaces are sometimes also included. "Continuous capture" indicates 
automatic image capture at a rate of up to 30 images per second or less. 
[0020] ''Combine" is the method of combination of the panoramic images. For the method at the time of combination, 

35 exlstlng rnelt1ods may be seledively used. Sirnpie combination, simple ;;iligmm:n!, block malchirig, the Lucas-Km,ade 
method and other opticai flow estimation methods and other automatic or manual m el.hods of caml:!i nation can be utili2.ed. 
bui it is preferable to use an affine transform or ol:her image adjusting means in advance and use t~ie e;or1m1on parts 
bet,veen images as the bast,:, to adjust the slant. magnification, etc, 
[0021] The characterlzjng por!ion i11 the present invention is a line shape, dot shape, graphic shape, or 3D s!lape when 

10 combining panoramic images of partial rows of teeth, for example, when combinmg two side panoramic images, tile 
center front i0eth and !he boundary lines of !he front teeth, Dl!I the invention is not iimiled to !his, One ofthe characterizing 
teeth of the front teeth or lront end of the gums or other portions are also mcluaed, 
[0022) The "om! cavity" in the unit image forming means for forming an image of the orai cavity for each urnt of diagnosis 
and treatment and care indicates tt1e teeth, rows of teeU1, gums, alveo!ar bone, lips, t1ard palate, soft palate., uvula, and 

45 other regklns. 
[0023] "Diagnosis and treatment'' includes diagnosis and treatment together and diagnosis by a dentist and treatment 
by a specialized medical institution. 
[0024] The "diagnosls and treatment mid c,ire unit" imlicates the rnnge of one ,iiagnosis and lrnatment procedure of 
tooth decay, periodontal disease, longue cancer, gum cancer. etc. and wmetimes als•.:i indicates stain removal, strnight-

w ening, or other care, preventive treatment, and quasi-diagnosis and treatment. 
[0025] "Care'' indicates something of the e:.:tent which can be handled by brushing or application of fluorine or a 
mouthwash etc. and preventive care such as coating the teeth with fluorine, cleaning, coating with a preventive agent 
against periodontal disease, and other actions. 
[0026] "Image forming" indicates conversion to im.'.lge data whic!l can be output to and displayed on a computer monitor 

55 (d!splay) device or mobile phone display and also a st.ate printed on paper or other stats dispiayed two-dimensionally 
or three·dimensionally. 
[0027] The diagnosis and !rea!ment and care order inforrnation of the setting means for se!ting diagnosis and treatment 
,rnd care order inforrnat.lon for an image processed by unit irnage-formin<J by the unit image forming means includes 
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symbols, codes, numerals, etc. indicating the order of diagnosis and treatment, prevention, and care and, in addition, 
includes the date and time of diagnosis and treatment, the state of advance of disease, predictions on the advance of 
disease, and other data, It r1eed only be enough to enable delerrninatiori of the order of diagnosis and treatment and 

care for at !east a plurality of unit images. It may be content which can be directly visually confirmed and may t,e 

s parameters for computation which can be confirmed after romputer· processing. 
f0028] "Displayed in a Hsi form" means at !east a list of the order of diagnosis and treatment and care which, if in a 
state able to be easily viewed as a whole, is pri rited on several sheets cf pa per or is displayed as severai images able 
to be cha11geo by scrolling. 
[0029] ThB "display medium" which displays and records the display information which is obtained at the display means 

10 indicates a state displayed by being printed on one or rnore sheets of paper or booklets or a st.ite of image data of the 
JPEG, GIF, BMP, or other format dfsplayed in a portable manner. The '"display medium" inck1des a sheet or bwl<.le! or 
pBper, a USB mer!,or}', SD cm.:L memrny, rn· ott,er r.icording device provided in a display de,lice, mobile phone, etc., 
but indicates at least printed matter or an electronic image etc. ,vhk:h a patient can carry and use to view his or her oral 
cavity. Alternatively, it includes the case t)f viewing one's own intraoml da!a cm a homepage on the lriternet. Therefore, 

15 the d;splay medium includes a desktop type or notebook ty·pe of personal computer. 
[0030] The present invention lliilizes a reflecting mirror, so the path of the sighting beam is relatively long. By using 
an LED or other sighting beam source with a spread based on the directional angle, it is possible to cl.arify the lrnage 
capture posllion and the image mpture nmge. 
[0031] Fwther, the present mvenlion provtdes an iritraoral camern which utiiizes a reflecting min-er wherein the dentist 

M etc. can c,early understand the image capturing position even with an image which is captured through this reflecting 
mirror. 
[0032] Furthermore, the present inventiOn measures tt',e posture of an lntracra.l camera which moves vertica!ty and 
hariwnlaily by a gyro sensor so as to ob!ain angle information of !he body, derives the angle of the mirror fmm tr1e angle 
of th,s body, and obtains a grasp of ,,vhat kind of state the camera is in. By adjusting the posture of the image from the 

2.s captured state, regardless of the slate of the vertically and horizontally moving camera, it is posslt-!e to realize display 
of an Image in a readily viewable state at all times. 
[0033] !n the present inventkln, an angular acceleration sensor {gyro sensor), acce!erntion sensor, or other position 
sensor is used. Specifically, rale gyros which output angular acceleration, rate integrating gyros which output ang!e, 
posture gyros, MEMS (micro electromechanical systems) type and other mechanicai type, optical type, and other angular 

3/J acceleration sensors, piezoresistance type, eleclroslatic capacity type, and heat sensing type MEMS sensors, and other 
accelerntion sensors can be mentioned, 
[0034] Thll color of the sighling beam in the present in1Jention may be any color \·Vhich can be discrimina1ed from the 

co!Or of illuminatii:m light !f the tllumination light is white, the sighting beam rna~, be red, green, etc, A!!ernatlvel}·', as !he 
timing of firing the s~htin9 beam, a timing right before the user siarts an image capture operation is preferable, blit !he 

35 t,eam may also tie fired in a shorl time during me image capture i'l~ well in some cases. 
[0035] Furthermore, lhe present invention prrnhdes a mobile termina! which can be worn an tile body. By arranging 
inside it a storing means, computer, modulating and demodulating means for corrnmmica!ion wiH·i t~1e outside, and 

display means and enabling input and output for the dental p,actice as. a whole. it is possible to manage dental emplo);ees, 
access electronic patient charts. calculate diagnosis and treatmenl fees, etc. at one's fingertips and !c share, display, 

10 and synchronize this information so that even a handful of people can administer the dental office work and pertorrn 
adminls!rntive processin,~ for diagnosis P.lnd treatment ln a dispersed marmer. This enables the work of the dental practice 
to be streamlined, 
[0036) The presefll invent,on preferably arranges an operating interface at a position which can be operated at the 
lime of treatment but depending on t~m operator, the rnelhod of operation will differ or the fingers will not ,·each the 

15 interface. Due to StICh physical factors, an adJUsting means is provided for giVing a time lag by the metnod of operation 
of the interface betweer1 operation of the operating in!erface and the actual operation performed in 2ccordance with the 
state of Inability of operation er the state of explanation to the patient (for ex.ample, when an intervai is necessary between 
!he oral explanation and screen cHspiay). 
[0037] For example, when the operating interface is a switcl1, tfthe switch is successively p1·essed twlce, the operation 

w is performed after 2 seconds. !n this wa~', it is possible to adjust the delay time by the number of times pressed or adjust 
the timing ofdisp~y by the display means by the nurnberof limes pressed, the pressed time, etc, for a GUI-like operation. 
[0038] Furthermore, the present invention provides a means for fetching a;1 X-ray image and superposing it over an 
actual image or, tor example, splicing together X·rny images for the different teeth to form a panoramic image and 
superposing it over an actual image obtained by capturmg and combining images in the same way so as t:o ena.bie a 

55 panoramic comparison from the side surfaces of the rows of teeth. By superposing, aligning, etc. !his actual image and 
X-ray images on a dispiay means, much greater understa11ding of treatment by the patient is realized, 
[0039] Furthermore, the presem invention forms a terminal which connects with a computer terminal wirelsssiy or by 
cable, is sometimes provided wiH1 a ilquid crystal display, tenkeys, etc., and can be ,vom al U,e LJse, arm, ,eg, or other 
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part so as to enable i11put and output of patient information etc. with the computer terminal at one's fingertips, enable 
the dentist to obtain past data necessary for treatment and background lr,formation fer when explaining treatment to 
individual patients in a manner not visible to the patients, and enable accurale diagnosis and treatmenl and explanaiicri 
of treatment to the patients. 

s [0040] That is, a dental diagnosis and l:reatmerit system may be formed comprised of a mobiie terminai which is 
provided with an input part for inputting dental related information and a display part for dispiaying dental related infor~ 
mation, a hcstterminal which is provided with a recording means for temporarily or continuously recording dental relaled 
information and a processing rneans fur processing dental related information based on a predetermined algorithm, 
and an information transmitting means for !rnnsmitting information between the mobile terminal and a cent.er terminal 

10 wlrelessly or by cabte. In this case, !he mobile terminal may be carried by being worn by the de11tal employee on his 
arm, leg. upper torso. !ower torso, or other part of the body. Ali or part of the dental employees can therefore share !he 
information which is displayed. 
[0041] The present system may be configured to be portable as explained above and may he used as a tablet type 
or a desktop type PC. In this case as well. centralized mm1agement of dentai information is possible. 

15 [0042) A mobiie terminal is a term in a, which enables input and output and enables information processing, so enables 
centraiized management cf ir:traoral information. dental diagnosis and treaiment information, dental office information, 
dental empl<:iyee information, and other dental practice ,elated information, Specmcal!y, it displays information from 
correspondlng softw0re, mi intrnornl camera or other peripheral device, etc., adds new data, corrects data, dele!es it, 
and otherwise processes input and stores data, shares data with othe, mobile terminals and l10st terminals and displays 

M and processes input in synchronization with the same, but !he invention ,s not limited to this. It is sufficient that the 
required dental information can be displayed, recorded, input. and processed from the mobile terminai, 
[0043] on the computer monitor screen, for exl'.lmple, on the screen of the mobile termimlls a menu is d!splayed. in 

addition, various informallon is displayed by switching of the screen eaeh time the user selects it by a mouse etc. 
Altema!ively, a single screen displays a!! information of a specific patient as an Individual window screen, 

2.s [0044] The user folia\vs 1he displayed content of the screen to .select nevv:ly add, rorrecti delete, and otherv,.,;ise input 
information. Input is performed by using the attached ter:keys or virtual tenkeys or by selecting preset input text by a 
mouse, tenkeys, etc. 
[0045] Fwther. attendance of lhe dental empkiyees can, for example, be input by ttie individual employees using t~1eir 
own mobile terminals and the hos! terminal cr an attendance-~.eeping staff can newly add, c.orr<2!ct, delete, er othervvise 

3/J process input from his or her own mobile terminal or the host lermirwl. If the dental employees have !heir own mobile 
terminals and only the staff concerned should perform processing through them, it is also possible to set passwords tor 
the staff cancemed. 
[0046] "Centralized management'' means, for example, the c~se where a single terminal is used for input, output, and 
display of inlrnoral information, dental diagnosis and treatment information, dental dfice information, den!ai employee 

35 information, and other information related to the denl;31 prnc:tice, bu! the invention is no! limited to !his. Ewm oniy part of 

Iha! information i,s included if sufficient for the intended management. 
[0047] The pre.sen!. invention furH,er forms a dental treatment menu by combining padial subdivkled images obtained 
by subdivision In advance and enables formation of stili !mages, slide iike moving images, movinQ images, er other 
explanatory images in accordance with the treatment for the iridivldual patierits. 

10 [0048] The suboivideo images are, for example. preferabiy images ot' tootti extraction, images of bridging actions of 
facing teeth, images explaining denlal work, etc. pmpared in advance as CG images and moving images. These am 
selected arid combined by the der.tist, dental hygienist, etc. based on the patient or are selected and combined by the 
patient from. a display of a treatment menu mcludmg treatment by impiar,ts, treatment by prosthetics, etc. 
[0049] The selection may be performed by selecting the individual subdivided images and runnin9 them consecutively 

15 on a computer. Further, 11 is also possible to prepare severai existing moving images selected in advance to enable u·,e 
dental employee or patienl to view them as combined moving images for explanation of trea!menl and see the states 
before treatment, after treatment, and sometimes during 1reatmenL 
[0050] These llnked images can be formed lo contenl tailrned to tr1e state of treatment of the p;itieni hirnseif or herself. 
so the effect of greater understanding and promotion of efforts for prevention of tooth decay etc. can be expected. Sud1 

w partial moving images and images of the patient captured by camera means may be converted to the same image format 
for use. A treatment system which ls easy for the patient to understand and which is easy for the dentist or other user 
to use is therefore provided. 

55 

Advantageous Effects cf lnventton 

[00~1] The present invention er.ables the display of part or all of rows of teeth by a clear panoramic image using the 
actual image and flfflher, sometimes, enables display of an X-ray im;;ige superposed or in parnllel, so th;;it display c211 
be used to explain lo a patient n1e diagnosis and treatment in an easily understandable manner. 
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[0052) Further, the present invention enables the image capturing position of an intraorai carnera which uses a reflecting 
mirror to be accurately displayed and enables the capMir,g posture of the camera 1.m it bemg moved up and down m !he 
oral cavity to be ,earned and adjusted to a state facilitating viewing of the captured image. 
[0053] A patient can constantly check the situation in his or her own oral cavity and the necessity of diagnosis and 

s treatment by a portable d1spiay means by which these are displayed on paper or- in a recording mecfam1 in a iisl format. 

-10 

Due to this, the possibility of on-going diagnosis and treatment and care for maintaining intraornl health becomes higher 
and the proms in the denlal practice can be Increased and other facets of business can be improved. 
[0054] The present mventir.m further enables all processin9 in the dentai practice to be handled using a mobile terminal 
able to process digital data and therek,rn enables rationalization of work and reduction of custs. 

Brief Description of Drawings 

[0055] 

15 {FIG. 11 FIG. 1 is a block diagram for showing an embodiment of the present invention, 
{FIG. 21 FIG. 2 is a schematic view for e:<plaining an embodiment 
{FIG. 31 FIG. 3 is a schematic view for explaining an embooiment. 
{FIG. 4j FIG. 4 is a schematic view for explaining an embodiment. 
{FIG. 5) FIG. 5 1s a block diagram for showing another embodiment of the present invention. 

M {FI.G. 61 FIG. 6 1s a schematic view for explaining an embodiment. 
{FIG. 7J FIG. 7 is a schematic view for explaining an embooiment. 
{FIG. SJ FIG. 8 is a schematic view tor explaining ::in embooiment. 
{FIG 9j FIG, 9 is a schemalic view for explaining an embodiment of !he present invention. 
fFI.G. 10] FIG_ 10 is a schematic view for expiaining an embodimenL 

2.s {FIG. 11] FIG, 11 is a schematic view for explaining an embodiment 
{FIG. 12] FIG. 12 is a schematic view for explaining an embodiment. 
{FIG. 13] FIG. 13 is a bklck diagram for showing another embodiment of the present invention. 
{FIG. 14] F-IG. 14 is a schem,3tic view for expiaining an embodiment 
{FI.G. 15] FIG. 15 is a schem~Hic view for explaining an embodiment. 

3/J {FIG. 16] FIG. 16 is a schematic view for explaining an embodiment. 
{FIG. 17] FIG, '17 ;s a schematic vrew tor explaining en embodiment. 
{FIG. 18] FIG. ·rn is a block diagram for showing an embodiment of the present invention. 
{FIG. 19] FIG, 19 is a schematic view for expiaining an embodiment of the present invention. 
{FIG. 20] FIG, 20 is a block diagram for explaining ari embodiment of the present invention. 

35 {FIG. 2,] FIG, 21 is a block di~igram for explaining an embodiment of the present invention. 
{FIG. 22] FIG. 22 is a schematic vfew for e:,:piaining an embodiment of the present invention. 
{FIG. 23] FIG. 23 is a schematic view for e:<piaining an embodiment of the present invention. 
fFIG. 241 FIG, 24 is a bklck diagrnm for explaining an embodiment of the pres-ent invention. 
{FIG. 25] FIG, 25 is a block diagram for explaining ari embodiment cf the present invention. 

10 {FIG. 26] FIG, 26 ;s ::i b~ck diagram for explaining an embodiment of the present invention. 
{FIG. 27] FIG. 27 is a schem0tic view for e:,:piaining an embodiment of the present invention. 
{FIG. 28] FIG. 28 is s schematic view for expiaining an embodiment of the present invention. 
fFI.G. 29] FIG. 29 is a block diagram tor explaining an embodiment cf the present invention. 

15 Description of Embodiments 

[0056] Next, various aspects and embodiments for working the present invention will be explained in detail while 
refening lo tt,e diawings. However, !he present invention is not limited lo oniy the aspeets desc:ribed be!ow, ti st,ould 
be understood that various changes and improvements may be made wit~1in t~1e scope or the pre&ent invention, 

w [0057] The present irwer1tion continuous!,' captures images of rows of teeth. uses panoramic image combination to 
form partlal panoramic images, and combines these partial panoramic images lo form an overail panoramic image of 
the rows of teelh .. Preferably, mafl~s are provided at the combined parts. By doing this, it is possible to easily form a 
panoramic image af rows of teeth by a handtleid carnern. 
[0058] Ths present ;nver1tion acquires a unit image corresponding to diagnosis and treatment or care from intraoral 

55 images which are captured at !he time of dentai diagnosis and treatment or examination and diagnosis by using an 
lntraoral camera or X-ray camer::i system and intraoral images captured at the home. This unit image is for example 
shown or, a c.omputer monitor (display) device which enat,ies viewing together with the patient. The patient views !he 
state Inside the oral cavtty. Whife doing this, he or she works with ttie denUst to enter the order of diagnosis and treatment. 
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the period of swt c,f treatment the degreed necessity of diagnosis and treatment, etc. The obtained diagnosis and 
treatment and care order inforrnation and unit image are printed out on a single sheet of paper or stored in a mobile 
phone which is provided vvith a storage mediwm and displayed on the monitor of the mobile phone. Alternatively. it is 
uploaded to a homepage of the dentist and displayed on an individual's own screen. 

s [0059] The present Invention provides a portable, wearable mobiie terminal which includes inside it a storing means, 
computer, modem means for communication with the owts1de, and display means so as to enable inp1.1ttoutput and data 
processing for the dental practice as a wMle. Using this, ills possible io manage allendam:e of dental employees, make 
entries into electronic patient charts, caioulats diagnosis and treatment fees, and have dental employees perform other 
work at their handheld terminals am:! share this informationa The mobile lermlrml is connected with a host terminal 

10 wlrelessly by Infrared, light, or other media or Is connected bya cable. Aitematlvely, the mobile terminal rnay tie oonnected 
through a wireless LAN, wire,'.! LAN,. etc. to a c!oud campllling computer network by designing lt to !lave computer 
spedficatlons. 

15 

(First Embodiment) 

[0060] FIG. 1A. is a viev,i which shows an embodiment of the present invention. In the figure. reference numern! 11 
indicates ar. intraoral ,mage inputting means, for example, a device whlch uses a camera for captwdng images of all 
teelh of the upper jaw and lower ja'N so ::;s lo obtain digital image da!a., 
[0061] The 1ntraon:il image ioputtlng means 'l 1 fs, for example. a retlectior. type of dental camera which uses a convex 

M mirror such as shown in FIG. 3C or another camera for capturing ar, image of the om! cavity using a fisheye's !ens ar,d 
outputs a dlgttal image of ail teeth, Alternatively, as shown In FIGS. 6A and 68, It Is possibie to wse an ordinary !ntraoral 
camera to capture images of the lndiVidual teeth, extract contours from the lridivklually captured images, connect u·,e 
contours a! the shared pmts, and combirie the images to obtain an overall Image of !he lee1h. 
[0062] Reference numeral 12 indicates a diagnosis and treatment portion detecting means, This, for example. is for 

2s salting a tooth for diagnosis and treatment or for care and a predetermined range of that tooth. This cut'> out and extracts 
a tooth frarn a broad range lntraorn! image, which has been input by an intraoral Image inpwtting means 1 i. by visual 
inspection while using graphics sofl.1.-vare. Fwther, it extracts and finds the contour of the tooth by software processing. 
assumes the extracted contour to be a circle and finds its center, and extracts an image of a radius 10% to 20% larger 
than the radius of the contour !torn that center. 

3/J [0063] Reference numeral 13 indicates a unit irns:19e forming means. This processes the image tor diagnosis and 
treatment, which was obtained by ihe diagnosis and treatment portion detecting means ·12, for display use. Th;s is tor 
forrniflg an image with a region for entry af !he diagnosis and treatment order and comments. The unit im;;ige farming 
means i3 automat1caily creates and displays templates by des,gnation of the diagnosis and treatment portion by the 
above.mentioned diagnosis and treatment portion detecting means 12 oy operating icons by software 

35 [0064] The image '<'>'rticll is stwwn is somelimes jt.::o! a designated rafl(Je ot !tie image which was input by the inlrnoral 
image input,ing means 11 !t may also be B separately prepared template for u:iit image display which the user himself 
or herself designates. Tt!e image mayfurtt1er tie one whic:h is displayed af!er being captured by a suitable cmm,ra which 
uses a reflecting mirror which ls shown in F!G. 3 at the time when the unit image is displayed, The image may also be 
initially displayed as a moving image in the unit image area and then confirmed and displayed as a st!II image by pressing 

10 a confirmation button, 
[0065] Reference m1mernl 14 is a diagnosis and !rea1ment order selling means. For example, the state of advance of 
tooth decay or the degree of diagnosis and treatment an,:j care may be used as the bas;s for the dentist to determine 
the order on his or her own or iri consultation with the patient or by automatic measurement of the state of advance of 

toott1 decay or degree of deform@tion of shape. For @utomatic ,je!ermination of !he order, it is possibie to convert the 
45 difference In color of the teeth to a numerical value for comparison with a certain threshold value or determtnf> whf>n a 

degree of deformation has exceedeo a oasic shape of a tooth by a certain extent or morn or when the size of a spectral 
component based on the wavelength 1D an illumination light source of the tooth decay detection wavelength is a pred&
termined value or mrne so as to determine tile rn-der. The order of the images ma~· be c~iangei::! cm lhe screen of lhe 
monitor (display) device, 

w [0066] The above mentioned changes are talked over with the patient. then the order of treatment and diagnosis is 
determined, so by pushing the confirmation button after· determining the order. the order of unit images which are placed 
on the screen is automalicalty changed and the resu!t printed out for patient use, so the diagnosis and treatment time 
c-an be streamlined. 
[0067] Reference numeral 15 indicates a diagnosis explanation forming means. In the ssrne way· as the diagnosis 

55 and treatment order setting means 14, !his is a means Ior entering the time of start of diagnosts and treatment, tl",0 
urgency o.f diagnosis and treatment, tile diagnosis and treatment technique, and other content which the patient believes 
necessary as dala. This may be entered by input from a keyboard of a computer (for example, 315 of FlG. 3), selectioi1 
of set expianallons by operation using a mouse (for example, 3·16 of FIGa 3_), or input by rnnnectlng operating buttons 
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of the intraoral camera which Is shown in FlG. 3 with the input interface of the computer and in that state operating the 
buttons attached to the camera body, 
[0068] The diagnosis explanation forming means 15 has the date of star! of diagnosis and treatment or scheduled 
date of diagnosis a11d treatrnenl entered from the cells 21b to 23b which are shown in FIG. 2C to FIG. 2E, but it is also 

s possible that the earliest date enabling diagnosis and treatment be automatically displayed for that date. 
f0069] The earliest date erwl::iling start of diagnosis ar-d treatment may also be set by a function of calling up !he 
diagnosis and treatment scheduted start date entry ·fields from the database of patients recorded and slored in !he 
recording means 17 and displaying the earliest date among the dates with no entries. 
[0070] ThB specific confi.~uration is shown in f:'IG. 18. This is part of the cm1figurntion of the diagnosis explanation 

10 forming means. The rest ls omitted. Reference numeral 15 i Indicates a patient database callup means. This is a database 
in which ,he image data which is shown in FIG 2, the order ,jata, data on the date of start of treatment {including time), 
m1d e:xplm,atrn-y datf, me recorded, This is managed as is general practice, so relBted data is recorded in a temporary 
recording region. This may be configured so that ,.,,,hen the stored data is voluminous, data is called up to the database 
for each examination. 

15 [0071) The earliest diagnosis and treatment date searcr,ing means 152 calls up the diagnosis and treatment start date 
date from !his and searches for a date where no diagnosis arid treatment start date is entered from this starting from 
the search start date. When there isdeta which does not match it, this is output as the ear!iestd1agnosisand treetmentdate, 
[0072] Reference numeral 153 indicales an earlies! diagriosls and treatment date display means which dispiays a 
date searched for and detected by the earliest diagnosis and treatment date searching means 152 on the display part 

M of the unit image. 
[0073] Reference numeral 15.4 indicales an open diagnosis and lreatm ent dale disp!ay means which displays !he 
open aates and times of d,agnosis arid treatment in an easily un-'..ierstanaable format. For e)(ample, an analog clock and 
calendar can be schematically disrilayed ,Jr otherwise a computer monitor Gan be made to display units of months, uni ls 
of severa, months, nr ur:,ts oI years, 

2.s [0074] Reference nurneral 155 indki3les a dectsion tnput tneans for input of the consent of the patier:t and recorda! 
of it in the database. 
[0075] Reference tlljmeral 156 is a recording means for recording to a database. This recording means 156 is the 
same as the recording means 17, Input may be recorded as finalized in the recording means 17, but the date and time 
of diag11osis and treatment have to be quickly recorded in the database since there is a posslbility of another dentist 

3/J simu!tonem.:sly setting up a schedule like mat of the patient. Therefore, as soon as the decision is made, it is preferably 
recorded In the dat.-,base, 
[0076] Returning again l.o FIG. 1A, 16 is a display and output means for editing and displaying images compr!sed of 

unit images, diagnosis and treatment orders, and diagnosis and treatment explanations on a screen of a computer 
monitor (display) device or using a printer (for example, 317 of FIG. 3) !o print edited images on paper. 

35 [0077] Reference nmnernl 17 is a recording means for recording the edited image data. lt re.::ords ii as part of ;~n 
electronic patient chmt stornd by the dentisl or records ii in a patient mob!le phone or computer through .a storage 
meiJil1m. The mcon:ling rnearis 17 includes a d,;labase which stores data of ail of lJIe patients from data of the imforidual 
patients. 
[0078] Next, one example of an intraoral camera wil! be shown by FtG. 3 and explained. 

10 [0079] Reference numeral 301 is a housing for holding use. It is shaped as a tube so as to form a pencil type intraoral 
CHmera, lriside, a circuit board, a USB connection circuit forcom1ection with the outsi!1e, and a USB socket are crn1tained, 
[00S0J At lhe front end, a camera unit 309 is i11tegrally connected. For example, as sr,own in HG. 3E, the camera unit 
309 has for example a CCD camera arranged at ils center and has white LEDs anct other color LEDs and other illumination 
devices 312 arranged around lt in a concentric circle a! eqtml intervals. 

15 [0081] Reference numeral 302 is a reuectlng mirror unit At its front end, a flat mirror 303 whicn is arranged at a for 
example 45 degree angle is connected. At i!s back end, a tubular part 305 is fonned in 3 s13te enabling inserUon lmo 
the outer circumference of the camera unit 309 and enabling replacement The outer shape of the camera unit 309 ar,d 
!he inner shape of lhe tubular par! 305 of tt,e reflecting mimx llnil 302 are preferably made elliptical so !hat t~ie parts 
will not rotate when fa:;tened b)t insertion with eac.t1 other. 

w [0082] The refl~cting mirror unit 302 can be suitably replaced. FIG. 38 shows the state where a reflecting mirror unit 
provided with a flat mirror 303 ls attached, while FIG. 3C shows the stale where a reflecting mirror uni! 310 where a 
spherical surface shape comex mirror 308 is attached is inserted into and joined with the camera unit 309, 
[0083] Wtmn capturirig all of the teelh in this wa>'· the reflecting mirror unit 310 which tms tile conYex mirror 308 of 
F,G. 3C corrnected to it is use(!. The oonvex reflected video of the convex mirror 306 is captured by the camera 31 :3 of 

55 !he camera ur,it 309. The output light of the illumination deYice 312 is reflected through the convex mirror 308 to Hght 
up the observed portion of the oral cavity. The camera 313 is illustrated as a cco type, C-MOS type, etc, For the 
reso!u!ion, a higher image quality is preferable, but when mainly capturing a moving image, the image quaiity may be 
kept low In use, 
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[0084) ln the case of normal image capture, the tubular part 305 of the reflecting mirrcr unit to which the flat mirror 
303which is shown in FIG. 3B is attache<l is inserted into the outer circumference of the camera unit309 to join it for use. 
[0085] Reference numeral 304 is a lead line such as a dedicated electrical lead line or a general use USB cable etc. 
[0086] Reference numerals 306 and 307 are operating buttons. These are one er more pushiype, rotary type, composite 

s type, or other buttons. In the present embodiment, two are stiown. In addition to turning the power on or off o;· other..,·ise 
operating the camera, sometimes a selection and operation use display window which is displayed on a monitor 3"14A 
of a computer :114 which is connected through a lead line 304 is operated by pressing this operating bulton 307 in a 
GUl (grapioica! unit interlace) foncton. For example, the operating buttons 306 and 307 can be operated when automat
ically rearranging the uni1 images in order af!er the order has been determined. 

10 [0087] For example, reference nwrnwal 306 may be made a button correSf.b'.)nding to the left click function of 8 mouse 
and 307 may be made a bu!ton corresponding lo the right click function. 
[0088] Reference mmieral 314 indicflie:; a c:ompu!er which is formed integrally with a monitor (display} 3i4A I.ls one 
example. in addition, it may also be combined as a tledicated device. 
[0089] Reference numeral 315 indicates a keyboard, while 316 indicates a mouse for a computer. Both are used for 

15 operating the computer. Furthermore, they may also double as switcries for operating the intraora! camera. 
[0090] Reference nllrneral 317 indicates a printer. lt is formed b)l an ink jet type or !aser type color printer eic. and is 
used when print,ng out a patient's own intra.oral image to give to the patient 
[0091] FlG. 3D shows a mfleciing mirror unit 318 which us0s a concnv0 mirror 311 as a ref!eclirig mirror. For 0Kmnple, 
this is used when an enlarged image is required, Aiternatively, 1n the case ot an ornt cavity, when c<1pturing enlarged 

M oniy the inside of the rows of teeth, sometirn es the curvature of the concave mirror 311 is adjusted to a direction ciose 
lo a fla! mirror and the rows of teeth are captured from a location somewhat separated irom it so as to obtain a wide 
range Image shown in the present lrwentlon .. 
[0092] ln !he present i1wen!ion. sometimes riot jusl ttte rows of teeth bu! also !he !ongue. llps, gums, etc. included in 
a wide range image are handled as a unit image. For example, the present invention can be suitably utilized in the case 

2.s of dispiaying a polyp, which can be a ma11ifesta!lon of tongue cancer, as a :.mit image and explaining diagnosis and 
treatment 
[0093] Next, the present invention will bs explained while referring to FiG. 6 which shows one example for forming an 
overall tooth ims,;ie. The camera which is used is one using tt1e reflecting mirror unit 302 using a flat mirror 303 such as 
shown in FIG. 38. Aitematively, the image may be captured as a still digital or may be captured as a digita! moving 

3/J image, Furthermore .. when obtaining a plurality of s!ill images from a digital moving image, since this is for capturing a 
moving image, the number of pixels becomes relatively small, U1erefore 1t is preferable to capture still images by an auto 
catcher while m.oving. 
[0094] All of the teeth of the lower Jaw 600 which is shewn In FIG, 6A are capturM while making the flat mirror 303 of 
the mflec,ing mirmr unit 302 move in the direction from the capture planes ('-,o-1 to 612. When capturing a digital moving 

35 image, tt,e result is similar to Ille !:BSe of inputtinq still images at a rate of about 301sec, so if !he reflecting mirror part of 
an intraoral camera for caplurir:g a digital moving image is made to move along .a patll from 1he image capture planes 
601 to 6 4 2 of FIG. 6A a large number of still images c:an be found. Further, ccmlinuous capture of still images gives a 
greater number of pixels and a higher resollition than acquisition of still images by capture of a movirig image, so this 
is a preferable mode when mx1uiring images of individual teelh from ihis overall tooth image. 

10 [0095] FlG. 6B shows parts of the individual images when performing a capture operation which is shown in FIG. 6A. 
Reference nurnernl 613 lndicates an image of a mmmon part of the images 601 and 602,614 indicn!0san image of a 
comm@ part of the images 602 and 603, and 615 indicates an image of a common part oithe ,mages 603 and 604. !n 
addition, the capture operation is performed so that images of common parts are obtained for 604 and 605, 605 and 
606. 606 and 607, 607 and 608, 608 and 609, 609 ,md 610, 610 and 611, and 611 and 612. 

45 [0096] For example,. these images are digitalized to obtain the conto1~rs, then are superposed so that the contours of 
the common parls match between images. Furthermore. the images 505, 606, 607, 606, 609, 610, 611, and 6i2 are 
successively captured and these images are linked based on their mutuaity common parts to obtain an overall tooth 
image. A panornrnic !ype image of !he bile plane can be formed by known panornrr,ic imrn.;e combining soflware .. but 
when !here is the effect of shaking due to holding lhe camera by tile hand, the images are co1Tected before combination. 

w so sometimes processing by affine transformation is preferable. 
[0097] Next. the ope;·ation of the above embodiment will oe explained in detail while referring to FIG, 2. 
[0098] The inlraornl image inputting means 11 is used to capture an image cffor example the entire teeth ofthe upper 
jaw in !he ors! cavity. Tt1e position of the captured image Is shown in F iG. 2,u.. The intr-aorn i image inputting means 11 
need only obtain an image which includes the tooth whicri the dentist is diagnosing and treating and which enat:iies to 

55 which par! in the oral cavity this corresponds ta be understood. 
[0099] The image which is shown in FIG. 2A, for examp!e, is captu1·ed by the intraoral carnera unit which is shown in 
FiG. 3C which is shown in FIG. 3C. Furthem1ore, it is possible to calibrnte this so as to co:;ec! for disiorliori. Altema!ivel)l. 
!he lntraoral image inputting means 11 does not necessarily capture aii ot tt1e teetri, It may aiso capture part of the teettl 
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or a single tooth. FIG. 2A shows the upper jaw 20 and captures. ail of the teeth and the hard palate part. This. portion is 
sometimes both diagnosed and treated. 
[0100] Next. the diagnosis and treatment portion detecting means 12 is used to automaticaliy or manually exlrncl a 
portion requiring diagnosis and treatment or care. If extracting it manually, ln the same way as graphic software. a mouse 

s is use<! lo designate this portion by a clrde or square, then the portion is copied, cut, etc, and furthermore pasted. In 
F!G. 2A, 20a, 20b, and 20C indicate the state of using graphic software to man,1ally or automatically designate and 
display a tooth lo be covered by a conspicuous coklr circle, 
[ 0101] "Manually des 1gnate and display" is to operate a mouse or keyboard which is for example attached to a computer 
so as to draw a drcle, square, or other coniour etc. and process the inside, while "automatically designate and dispiay'" 

·10 ls to for example i.ise a moi.1se to move :a point to :a designated portion on the screeri aand press a button so as to di splay 
a circle of a pns,determir:ed radius or a square of a predetermined area and process ,he inside. 
[0102] Next !he ,Jntt image forming means 13 adjusts U,e designated tuG!r, 20a which is showri in FIG, 2C to a unit 
image 21. At th;;it time, for example, an order fieltl 21a in which the order of treatment is entered after the order is 
determined, a diagnosis and treatment star! dale field 21 b in which fm example the start of treatment is en!ernd after it 

15 is determined, and an explanatory fieid 2"1c in which what kind of diagnosis and treatment are to be performed ls entered 
are additionally set. This earliest. diagnosis and treatment date is, for example, displayed in the diagnosis and treatment 
start date field 21b of the wnit image earliest in order in FIG. 2. If the patient consents to this date, the operation shifts 
to the decision input means 155 which decides on this date nnd records it in the patienl database by the recording means 
156. 

M [0103) If the patient do-es not consent, the open diagnosis and treatment date display means 154 displays the open 
diagnosis and treatment dates in a 2D form like a calendar format. This display may be of a lisl type, a page flipping 
type, or other type emp!oytng display of a schedule. It Is sufflcient tha.t it at least be a display whieh the patient C<ln easily 
tmders!:and. 
[0104) Note that, not only' the date, but also the time is requ !red, so the time is also preferably displayed sim :Jltaneous!y. 

2.s If agreement is reached on the date of start of diagnosis ar;d treatment based on this display, the decision input means 
155 is used to inpul that date and time and the recording means 156 is used to record them in the database. 
[0105] The next unit image in order is shifted to and a similar date of start of diagnosis and treatment Is decided and 
entered, 
[0106] This scheduling operation of the diagnosis and treatment date is effective for clarification of the schedule since 

3/J when the present invention sets a plurality of scheduled diagnosis and treatment dales, it is necessary lo avoid conflicts 
with schedules of other patients . which does not occur with singe-instance dwgnosis and t,·eatment 
[0107] Note Iha!, the ID number may be entered in any field for each tooth. This field is for ernmple an input use box 
display used In the database. The diagnosis and treatment date can be automat!C<.lly determined as a date which Is 
open in view of the diagncsis and lreatment schedules of other patients, so when a unit irnage is displayed. the open 

35 lime sbts rnay a;so t,e displayed from tt,e data or patients. The (;:,:)ntent wr,ich is displayed in a window may be the !rnage 
before traatm€lnl with fie;ds in which al least the order of !rea1ment is displayed or in which ID codes are attached. 
[0108] FIG. 2D shows a 1Jriit image 22 whlch shows a tooth 20b for diagnosis and treatment of FlG. 2A, while FIG. 

2E shows a unit image 23 which shows a tooth 20c fer diagnosis arid treatment of FlG, 2A 
[0109] The unit image 22 displays an order flekl 22a, diagnosis and lreatment start date field 22b, and explanation 

10 field 22c al! together. F!G, 2E similarly stiows a unit image 23 which shows an order fleld 23a, diagnosis and treatment 
start dale field 23b, and explanation field 23c all together. Note that. when finalized, a confirm button (inciuding a virtual 
button which is displayed on the sere-en) is pressed. By pressing the confirm button, the display may be rean-anged 
along the m.:mbers in tt-:e order entry fields. By automating this work, iri the tlnai analys,s, the time for preparing the 
paperwmk to be handed over lo the pallent can be shortened, 

45 [011 OJ The view wh;cn is shown in FIG. 2 sometimes is shewn in lt.'3 entirety on a smgle computer monitor. In this case, 
this sometimes doubles as lhe operating range of the display and output means Ht 
[0111) !n the diagnosis arid treatment order setting mearis 14, the order in the orderfie!d 22a isdeterrnined and entered 
by !he dentist a~me or by the dentist and patient in cons1Jl!ation. Sirniiarly, the diagnosis expiarmticm fcmning means 15 
is used to make entries into the dlagnosls and treatment ~tar-t date field 22b and ttie explanation field 22c. These entries 

w inclt.,de considerable specialized matter, so sometimes are made by the dentist alone in ad'/ance, 
[0112] The dlsplay and output means 16 forms and displays on the computer screen the finalized plurality of unit 
images and stale including a!I tooth images, The display and output means 16 preferably displays any dental diagnosis 
and treatment which are performed on the same screen when tile~' are performed. 
[0113] However, when there are many unit images, they may i:,e displayed by scrolling or may, if necessary be reduced 

55 in siz:e or shown by thumbnails. Furthermore. lhe ·finaliz.ed image at the display and outpl!l means 16 may be printed 
by a printer on paper to be g;ven to the patient. The patient can keep the image of his or her own ora! cavity. This is 
expected to lead to regular visits to !he clinic to maintain oral cavity health. Further, after diagnosis and treatment end, 
the image of the oral cavity ls again captured as shown ;n FIG. 1, 
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[01141 The tooth 20a of the same portion is displayed as a unit image 24 as shown in FiG. 2B. Reference numeral 
24d !ndicates the diagnosis and treatment portion, while 24a displays the order when, for e:.<ample, the diagnosis Brid 
treatment order setting means 14 is used ta search for the same image dala from image data for which the diagnosis 
and treatment order has been set in advance and that order is shown. For example, the diagnosis ex.plarmtion forming 

s means 15 is used to desciibe the recorded matter etc. in advance al the time of diagnosis and treatment 
f0115] Further, the unit images after diagnosts and treatment which are shown in FIG. 2A can be displayed at loc<1tions 
adjoining the same unlt images before diagnosis and treatment so as to increase the trust in the dentist and keep lhe 
patient aware of the liming for visits to the clinic for maintenance of the diagnosed and treated teeth, Reference numeral 
24c indicates the explanation field for example after diagnosis and trnatrnenL This is more preferably an explanatory 

10 field for consu,tsUon with the patient over the start of the next diagnosis and treatment. 
[0116] Further, the display and output means 16 uses a printer to print i)Ut on a single sheet of paper for example !he 
four images whieh i,re stmwn in 400 of FIG. 4. Ttiis is handled to ttie patient to impress ori tt1e p.atient the need for 
conHnuous diagnosis and treatment Note that 400 does not show the intraoral wide range image which is shown in 
F!G. 2A. bui preferably shows the wide mnge image so as lo clarify lhe ;jiagnosis afld treatment portion and thereby 

15 obtam the further understan,:jing of the patient 
[0117] The display fiekls of F!G. 2 and FIG. 4 are an example. Tne number of display fields per unit image and !he 
displayed oontent are suitab,ly selected in accordance with the purpose of the treatment schedule, etc. 

(S-eoond Embooiment;i 

[0118] Next, another embodiment will be shewn in FIG. 5 and explained. In !he figure, reference numeral 51 indicates 
a wide range image inputting means. This is a means for captliring ari image of all teeth cf tne upper Jaw arid a,t !1:>~tn 
af !he lower jaw o.f the oml cavilyc For exmnpie, i! is possible to capt,Jrn all teeth which are reflec!ed in the convex mirror 
which is shown i:1 FIG. 3C by a camera so as to obtain a wide range image or to continuously capture ,mages shown 

2.s in FIG. 6 and combine commofl parts from the still images forming !he digilai movir;g image S{J as to fom1 a complete 

tooth Image, 
[0119] Reference numeral 52 indicates a tooth detecting means which extracts image data of respective teeth from 
the rows Qfteeth Qbtained by the w·ide range image inputting means 51, The extraction may, for exampie, oe performed 
by a means using a con~:xir extraction program to extract the peripheral sides in just a predetermined rnnge to form a;1 

3/J image of a single tooth and also by ;i means which uses the fiat mirror which is shown in FIG. 38 to capture the individual 
teeth and form a single image, but the method of cutting out unit images from the overall tooth image and intraoral wide 
range image SD as lo form images of single !eeth is both rational and preferable in oome cases. 
[0120] Reference numeral 53 indtcates a unit image forming means which adds to the Individual images obtained by 
!he tooth detecting means 52 the respective order entry flelds, diagnosis and treatment explanation e11try fields, etc. to 

35 form the display use images. Furthermore. it is prnfemtile to fom1 a tooih dat~~base and attach unique codes to manage 
!he leeth. 
[0121] Reference numeral 54 indicates a diagnosis and treatment image seieding means for selecting a toDth for 
diagnosis and treatment of tooth decay, loss. etc. The dentist can visually, o, through a comparison with previously 
registered data which is read out select a tooth for diagnosis and treatment based on !he differen~s in coior, shape, etc. 

10 [0122] Reference numeral 55 indicates a diagnosis and treatment order setting means by which !he dentist decides 
on the order of the leeih for dia,;inosis and lmatmerit on his or her own m· by which the dentist and patient decide Dn this 
by discussion based on images displayed on a computer monitor (for exam pie, monitor 314A of F lG. 3A) or printed images. 
[0123) Re.ferenca numeral 56 indicates a diagnosis explanation forming means by which the period of diagnosis arid 
treatment, date Qf start, and detslls of the diagnosis and treatment and the necessity of care etc. rnay be entered oy the 

45 dentist alone or by consultation with the patient and b~' wnich explanations recorded in advs.nc.e based on comparison 
wllh previous data may be displayed acro;'ding to the magnitude of the dlfferenc-es. 
[0124] Reference numeral 57 indicates a display and output means by which the display image for diagnosis arid 
treatment may be displayed on a single sheet o[ paper m may be displayed ori a c:ompuler moni1m (for exarnple .. 314A 
of F!G. 3A) for use for explanations for obtaining patient consent and understanding. Altarnativeiy, an image which is 

w pr!nted out on paper ma1-' be provided to the patient and used for scheduiing future d!agnosis and treatment so as to 
realize on-going dental diagnosis and treatment 
[0125] Reference numeral 58 ir;dicates a recording means by which information may be recorded as a patient chart 
or database or by whlch information is uploaded to a storage area exciusively for the patient in a server. T oath im,ige 
data may also be recorded at the recording part ot a mobile phone of a patient 

55 [0126] Next, the operalion of the embodiment which is shown ifl FlG. 5 wm be explained with reference 10 FIG. 7. !n 
the present embodiment. a wide range image inputting moons 51 is used to capture :..n image of all of the teeth from 
!he oral cavity of a patient so as to form image data 700 of all teeth comprised of a s!ngie or multiple images (see FlG. 
7A), The image data 700 which stiows all teeth can be formed by linking tt1e still images wtiich are shown in FlG. 6 as 
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one example. From the obtained wk.le range image data 700, the tooth detecting ,Mans 52 manually or automatically 
forms tooth images. 
[0127] As the technique for automatica!!y detecting teeth. the inlraoral image data may be processed by a contour 
extraction program to extract contours and detect the contours of the teeth. In this case, if the conluurs are incompiete. 

s several poinls ar·e detected and a virtual circle which passes through these ~-0ints is formed. This virtuai circle can be 
deemed as the position of one t0Qth. so the radius from the envisioned center can be eniarged by· exactly a predetermined 
value and a square surface can be extracted as an image of one tooth. 
[0128] The extracted images become, for example, as shown in FIG, 76, the tooth image 701 for the tooth 71, the 
toolh image 702 for the tooth 72, .and the tooth image 703 for the loo!h 73. 

10 [0129] Next the unlt image forming means 53 ls w,ed to link the images of these teeth with klenttflers anct other patient 
information for unit image /oration (see FIG .. 7C). A uni! image 74 indLJ,ies a tooth image 70'1 and a display field 704 fi)r 
entering the dla9nosis and treatment order etc. The unit image 75 includes a toolh image 702 and a display field 705, 
while the unit image 76 includes a toolh image 703 and a display field 706. These @it images are recorded in a preset 
patient database and form an upper and kiwer inlrnoral data list of the patient. 

15 [0130) The diagnosis and treatment image selecting means 54 ·,,isually or aulomat1cally extracts from trie unit images 
a t:r:it !mage 77 which shows an image of a tooth for diagnosis and treatment or care (soo FiG. 7D). 
[01311 !n the diagnosis and treatment order setting means 55 end diagnosis explanation forming means 56, which 
hc1ve configurations similar to FlG. 1 and perform similar operatim1s, ihe dentisl enters the diagnosis and treatment order 
etc, aklne or preferably while viewing the unit tooth i rr:ages dispia)1ed on a computer monitor togetr1er with the patient. 

M [0132) Further, when the diagnosis and treatment order has been determined and the date of start cf diagnosis and 
!reatment etc. has been entered, the display and output means 57 may also display on the compuler monitor 78, for 
example, an array of llnit images disprayed In seq11ence as shown in F!G. 7E or, as sr1cwn in FIG. 7F, a wi,'..le range 
lmage forth er inciudad in ari edited slate. It is ltierefm·a possible to create a situation where the patient confirms diagnosis 
and treatment and gives cor;sent for on-going diagnosis and treatment 

2.s [0133) The unit images 707, 708. 709, and T10 are prefembly arranged in order of start ortreatmen!. FIG. 7F shows, 
for e:,rnmple, a screen display including the en!ire tooth image data 711 or tooth data 79 printed ou! to enable the patient 
to carry it. 
[0134] The recording means 58 records these unit images in the database and is suitably used for adjusting the 
schedule with other patients. 

3/J [0135] Further, the present invention may form a singie image by combining the technique of using a convex mi1Tor 
shown in FlG, 3 when obtaining a wide area image or the techrnq we of rna:~ing the retled:ing mirror move along tl"ie rows 
of teeth snd combining the still images, That is, by making only the rows of teeth a still image, capturing the tongue 
portion by 1Jslng a convex refl:e-cting mirror, and combining the images, an intraoral wide area image provided with 
distorllon-free rows of teeth is obtained. 

35 [0136] Furihermme, one e:rnmple or a panornmic loolh row irnage forming technique which combines panorarnic 
images cf mws of teeth in a state with !he !eeth engaged sn as lo form a clear image is shown fmm FIG. 8 to FIG. 12. 
[0137] As shown in FIG .. 8, !be technique is adopted of using a camern to c:apture images from the ieft back up to near 
the center. then changing the orientation cf tne lntraoral camera to then capture images from the r1ght back to near !he 
center. tn !.his case, the direction of the camera is changed once. s,:1 the capture operation is interrupted. Therefore. !he 

10 !efl and right tooth row images often cannot be accurately combined and end up deviating from each other. 
[0138] Further, when manually moving and opernting fl camera, for example, when capturing an image of Um back 
teeth, the intraoral camera is made to move in a state arranged oeti,veen U1e cheek at the inside of the oral cavity and 
the side surfaces of the teetr: and pushing aside the cheek or a state of contact is formed with the side surfaces of !he 
teeth. Therefore. the cheek and the sf>je smiaces of the teeth are in a state where they support !he reflecting mirror of 

15 the intraoral c,irnera or the Image capturing portion or tne camera, but if the mtraoral camera is made to move in tr:e 
directkm of the front teeth, the camera is released from thB pinched state with the cheek etc. and becomes held only by 
the hand whereby the operntirig camera becomes unstable in position and the imagBs easi!y become disturbed. In 
particular, the distance between the c..:msern and the captured object .. !hat is. the side surfaces of the leelh, fiuctuates 
and shaking occurs in tt1e image capturing cJirection whereby the captured objects, ttiat is. the teeth, fluctuale in size 

w or the images become distc,rted, 
[0139] The intraoral camera 901 which uses the reflecting mirror which is shown in FIG. 8 is configured as shown in 
FIG. 3 as one ex.ample, lhat is, is confl·~ured by a modular CCD camera or CMOS camera around which a piurality of 
light scurce LEDs are arranged, The oral cavity is lighted by the light source LEDs !l1rougti ttie reflecting rnlrror and 
images of the rows ot teeth in the oral cavity etc. are continuously captured. Stable capture is poss1b!e from the bacl-. 

55 teelh, but the irwention is not limi!ed to this. Jt may also use a camera for direct image capt,ire not using a reilecting 
mirror 1n some cases. 
[0140] The intmomi camera 901 whkh is used here rs illustrated as om~ which is mnfigured with a reflecting mi1Tor 
unit 903 (302 of FIG. 3) wh,ct1 is provided wltt1 a flat lype refiecting mirror 902 (303 of FiG. 3) attached lnterct1angeably 
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at the front end of a body 904 (30i of FIG. 3). The body' 904 is provided at its front end with a camera unit 905 (309 of 
F!G. 3) which combines a CCD camera, CMOS camera, or other camera and four tc eight light emitting diodes arranged 
around the camera. 
[0141] The camera tmit 905 Is illustrated as one which outputs still digital images by using the continuous capture 

s technique so as to obtain a rarige of for example 10 to 30 still images per sec.xind. 
f0142] Before starting the continuous capkIre. first a mark Ml is attached near !he center of the rows of teeth 900a in 
!he state wit~1 the upper and lower tee!h engaged with each other. The mark Ml is preferably made by temparary adtiesiori 
ot a cclored sea!, marking by a colored pen giving a color that can be removed, or use of another means giving a marl-; 
which can be clearly displayed in !he image captured by the camera. ''Near the center" when attaching !he mark !vlL for 

·10 example near the center of the rows of teeth indicates a location serving as a reference when continuously capturing 
the left and righ!. tootn rows. then combini11g the images. In addi!Jon, it is also possible to detect a characterizing portiori 
in irna9e pruc;:esslng nea1· the center of a captured image and set !hat pmtion ;cis the rrn~rk in the irnage. The marfi i'\~L is 
preferably arranged so as to span an upper tooth and lower tooth. 
[0143] This continuous capture opBra!ion ls performed from the back tooth position, for example, the stale of 906a, 

15 along the tooth surfaces like 906b and 906c. preferably separated by the same distance from the surtaces of the rows 
of teetil. while the body 904 is held by the hand and the ref!ectlng mirror 902 is moved. 
[01441 "IG" indicates a oorrectio11 use indicator, This is comprised of ai1 adhesive member which Is attached to a tootn 
Sl!rlace In a manner enabling it to be peeled off later. On this, a graphic for image corrndiori use such as a box, square, 
triangle, or checkerooard may be displayed to enable oorrection of distortion of the image oi- correction of the relative 

M size of images based on the distance between the camera and tooth side surtacas. Alternatively, the correction use 
indicator IG may be colored green or another colorw hich can be discerned lri image processing, but ll is not limited to green. 
[0145] Th,s adhesive member may be attached at the center of a tooth such as shewn in, fo1· example, FIG. 6 and 
FiG. ·10, at !he sw-face cf the loo!h where the mark Ml. is made. Alterna!ively_. !he tooth attached to is not Umiled to a 
single tooth. A plurality of teeth may have the adhesive member attached for image capture. The adhesive member may 

2.s somellmes also be all.ached to another tooth in the oral cavity where the teeth are to be capt1.1red by hand with no other 
support. 
[0146] The means for attaching the correction use indicator IG to a tooth surface may utilize a similar technique to 
thal of the mark ML An irlfjicator which will not dissolve and will not rn ri in saliva etc, may be used as an examp!e .. This 
is preferable when correcting for distortion and size of and combining a partial panoramic image of the left rows of teeth 

3/J and a partial panommic image of the right rows of teeth based on !he correction use indicator IG which is mptured iri 
common to the two. Note that, when combining thrne partial panoramic Im ages of U,e t.eft rows of teeth, the center rows 
of meth, and the right rows of ieelh, the !ee!h common to the part!al panommic images may be provided with auxiliary 
use lndicators IG. 
[0147] !ndivldual capturoo stiil images may aiso tie rorrected For e~ample, based on a reference auxiliary use indicator 

35 IG in tt1e continuously obtained images or using as a reference one of the auxiliary use indicators IG captured in a grm,p 
of images and detected by the block matching me!foxl or the template rna!ching method etc., i.he auxi!iary use indicator 
lG caplrned In anothe image is detected, then c:0111 pared with !he reference Image to detecl distorlion, tilt, and differences 
in size, then correction is performed LfSing affine transformation which performs enlargement, reduction, rotation. arid 
adjustment of movement. At the lime of image capture by hand '#here shaking is um,voidab!e. the auxiliary use indicator 

10 IG may be attached to a tooth so as to enable stable combination for forming a panoramic tooth row image. 
[0148] The above.mentioned such correc!ion of an image using the correction use iridicator !G may, for example, be 

performed by the method ol Zhang (IEEE Transactions on Pattern Analysis and Machine i ntelligenca, 22( 11 ); 133-0-, 1334, 
2000) and other tecnniques used ;n c.alibratIon of camsra images. Further, the correction use indicator IG sometimes is 
net essential depending on the captured state, affine transformation, or other prucessing. 

45 [0149] FIG. 8B schematically shows one image capture range when continuously c.apturmg images from the back 
teeth. The reflecting mirror part of the intraoral camera is mads to move along with the elapse of time such as by 
906a.....-906b.....;906c.....-906d ...... 90Be.....-906f ...... 906g while obta!ning continuously captured images as. still images, 
[0150] The inlraornl c.'3mera 901 is configured provided with a relleding n,irror 902 at the front end ;it a predetennined 
angle, so if capturing the surfaces of the row of teeth frorr: the lefl back teeth in the figurn, lhe direction of the body 904 

w is changed near the center and then the surfaces are captured in order from the right back t-eeth in the figure. Therefore, 
the swfaces cf 906e to 906-g showr; in F!G. 8 are captured, then lhe intrnoral camera 901 is reversed and starts to 
capture images fmm the right back teeth. 
[0151] The speed of contirmous capture is made capture of a s!igr1tiy great20 to 30 images per second since the body 
904 is moved by hand an<:t therefore the effects of Mand shakmg a.nd other shaking should be considere<.t. Cont1m.1ous 

55 captvre with enough extra leeway t.o delete images whict', are out of focus due to hand shaking is preferable. 
[01 ~21 This continuous capture is prefernbiy performed until the mark Ml reaches the center of the capture screen or 
the reflecting mirror, but sometimes it is performed until a portion eKceeding !hat by a certain extent After that, !he 
captured lmages may be picked and discarded. 
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[0153) Since the camera is operated manually, before combinaUori, sometirnes, the cornmon portions of the images 
are used as the basis for affine transformation so as to match the images in state. For examp!e. using the image first 
becoming the center of combination as a reference, bloc!\ matching is performed with a comparative image to detect a 

pluraiityofcommon poirits. Based on this plumli!y of common points. the next image is processed by affine transformation. 
s For example. a plurality of piKel coordinates {:<ti, yb) of tt',e next image co1rnsponding to the piXe! coordinates (xa. yaj 

of the reference image at the common part are salecta-d and entered into the following formula to obtain the coefficient 
values "a" to ''f\ In lhe state entering the coelf:cienl values into the following formula, the next image is processed by 

affme transformation to straighten owl the images or the ima,'JeS are straightened out while corn bi ning panoramic irna9es. 
[0154] 
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[0155] Part of the images which are obtaine,j by continuous capture from lhe left back to near tile fronl surface in !he 
figure in the rows of teeth 900a are shmvn in FIG. 9. Jointly using FIG, 8, the captme oper.ation of .an intraoral c.imera 

2.s based on ti"i\s embodiment wi!l l)e exp!ilined. 
[0156] F!G. 9A to FlG, 9E show one example of the sequence of captured image data when performing contirW0llS 

capti.ire near the centers 907c to 907e in the captured image da!a of !he rows of teeth which are shown in FIG. 88. Note 
thal, the intraoral camera utilizes the reflecting mirror 902 to obtain a tooth row image, so the captured image is inverted 
le-fl to right. but is shown in FIG. 9 and FIG. ·11 in a non-inverted state so as !o facilitate understanding. 

3/J [0157] F!G. 9A is an image which captures the area near 906c of FIG, 88, FiG. 98 is an lmage which capttffes lhe 

area near 906d, FIG, HG is an image which captures the area near 9Ci6e, FIG. 90 is an image wriich captures the area 
near 906f. and further F!G. 9E is an image which captures the area near 906g., Note that, si11ce Hie capture is performed 
rnanual!y, the captured images often cannot be captured in the same st.:i.te at all lirnes. Ther"1fore, when the Images are 
tilted etc., it is preferao!e to perform correction for matching states usi11g affine transformation at parts for example 

35 overiapping with th~ states of other teettl. FiG, 9 shows trie view after c..cirrection. At the time or correction, as por!ioris 

serving as reforem::e, in addition to the mark ML, the vertical centerline CL and hOrizontal Cl:lnter!ine HL which .are set 

in advance Bl the refieding mirmr surface Bl. which the re!leding mirror 902 is captured may be used. 
[0158) The vertical c.er:terline CL and the horizontal centerline Hl are not necessarily displayed at the irnage. Further, 
al the edges of !he reflecti11g mirror, it is also possible to provide projections or other marks at poriions correspo11ding 

10 lo !he starting points and end points of the ve1iical centeriine and horizontal centerline, These marks are sometimes 
useo as lhe basis for virtual displa}'· 
[0159] Further, It is also possible to simultaneously psrtorm processing for correcting distortion caused by a CCO 
camera lens by software. 
[0160] RM is the contour of a mirror, The actually captured image becomes a circular image in the o:mtour RM, but 

15 is ctlsplayect as a square image so as to facl!itate the explanation or the rnng-e. 
[0161] The captured image s<lmetimes differs in the dis!arn::e between ihe ieeth and camera slnce the camera is held 

by !h-e hand. In this case, an image where the m;;irk ML and the vertical centerline CL approximately match may be used 
as ;3 reference to correct the size of anottier captured image. Note !hat. sorrmtimes the fmri! end of the refieding mimx 
9C2 is made to lightly conta<.t the tootr, surface while continuously capturing irnages w it is possible to stabilize the 

w obtained images. 
[0162] As shovm in FlG, 8, the reflec!ing mirror 902 of the body 904 is arranged from the front suriace to the back 
teeth of the left side and then is rna<le to move in the direction of the fron! surface for continuous capture so as to obtain, 
for exs.mple, the images of F!G. 9A to F!G, 9E. In this case. the images whicl1 are obtained by capture at timings where 
the mark ML matches the vertical oer1!erIme (CL} of the reflecting mirror 902 {up to FIG. 9C) are supposoo,y employed 

55 as images 'for combination. If uslng FIG. 9D on, at the time of combination, sometimes these wili cause deviation, so it 
ls preferable not to use these for rombination. 
[0163] The image which is shown in F !G. 9C is corrected for tilt ofthe irn age etc. in accordance witil need with reference 
lo tt1e mark ML used as !he reference image. That is, trie image may be co,wcted based on the long sides and short 
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sides of the mark ML to obtain !he reference :mage. One example of the combination operation will be explained below. 
[0164] The images which are used for combination are shown in FIG. 9F on. FIG. 9F corresponds to the image which 
is shown ln FIG. 9C, FIG. 9G corresponds to FIG. 98, and FIG. 9E wrresponds lo FIG. 9A 
[0165] The image 906e which is shown in F!G. 9F and !he image 908d which is shown in FiG. 9G are combined by 

s superposition tiased on common parts where !he shape of the image of the image 906d matches or .approximates the 
image 906e as a reference. 
[0166] The part which stic~.s cut in !he left directkrn of FIG. 9G when superposed based on FIG. 9F is shown t,y 1001 a. 
1001a becomes the image m the back tooth direcUon. 
[0167] Next, the rombined image which is shown in FIG. 9G and !he image 906c which is shown in FIG. 9A are 

10 superposeo visually or by an Image processing technique at parts of cornmon shape etc. with reference to tt!e comb!ned 
image of FIG. 9G. In the superposed image, the part protruding in !.he !ef!. directinn from FiG. 9G is indicated by 100'1b. 
1001b is ;,n image ln !he back tooth direc:tion. 
[0168] The above operation is next performed be!ween the next adjoining images. Furthermore, the nex! adjoining 
lmages are superposed at the common part Due It) this. the images from the image where !he mark is at a predelenn ined 

15 position to !he deep tooth direcfon are combined panorami.cally to form the ieft side rows of teeth. 
[0169] !n add ii.ion, the technique of splicing together the parts 1001 a, 1001 b ... which protrude from the center image 
shown in FIG. flF to form a left half panoramic ,mage may be illustrated. 
[0170] Further, !he protruding parts are detected by, for exampie, extracting the protruding parts between 906e of FiG. 

9C and 906d of FIG. 98, extracting the protruding parts between 90Bd of HG. 98 and 906c of FIG. !:lA furthermore 
M collecting the protruding parts between the next adjoining images, and f;naiiy mak;ng the reference image the image 

shown ln FiG. 9F and splicing together the protruding parts to form a p2.noramic image. The images of the protruding 
ptuts are sometimes preferably obtained by 1,1slng an image from !he center as a reference and swperpo.sing rne adjoining 
lmages from it. 
[0171] Note that, even when not cornpietely superposed and matching or .approximate, if the marker part is present 

2.s in t.ommon, that parl may be s<1perpm,ed for similar combination. Further, since the operation is manual, there 1s a 
proximity foeling in the obtained still images and the tilt sometimes differs. In ihis case, it is preferable to use affine 
transformation etc. for automatic correctic,n to enlarge or reduce the image for adjustment. 
[0172] The rornbined st,1te is shov1m in FlG. 12,<\. As sr1own in FIG. 12A, it is possib!e to form the left hat! of the 
panoramic image of the rows of teeth. 

3/J [0173] Next, as shown in FlG. 10A, the reflecting mirror 104 of the t•od'.I' 10:kl is arranged at the right back of the rows 
ot teeth 900a 1n the state with the lop and bottom engaged. In that state, ,,vhile r1oiding a certain distance ti'orn the 
surlat.e of the rows of teelh 900a as much as possible, continuous capture is perfomied by still images at 
1-101a--c>1W1!:H1101c in a direction approaching !he center. FIG. 108 schematically shows the positional re1atio1·1ship 
between the captured stm images and the rows of teeth 900a. 

35 [0174] The 1Jser holds !he intraoral camera 901 in r1is or her t1and while making it move in !he direcllon of 
1102a....,- -1 W2b-01102c ..... 1102d....,, 1102e-'> 1102f lo capture irn.ages and obtain continuously captured s!ill images. The 
present example is of a handheld type, so Use caplured inrnge will !lit or shift to the left or rig~1t and in the t,ack direction, 
but a step may· be provided which utilizes affine transformation to rotate or move the irl"lage based on the common parts 
present between adjoining images obtained by continuous caplure so as to adjust the image. 

10 [0175] The intraoral camera 901 which is shown in FIG. ·JOA is the one of FIG. 8 used as it is, so the same reference 
naistians are assigned and explanations are omi!led. 
[0176] ln FiG. 11A to FIG. ·11E, typical images sre shown m the range of' 1102a to 1102f cf FIG. ·ws. Gontigurations 
which am common to F!G. 11 and FIG. 9 aro assigned the same tl",e same reference numerals as the reterence numerals 
which are shown in FiG. 9, 

15 [0177] ln FIGS. 1 ·1, FIG. 1 ·1A shows the area near the image of 1-102d of F!G. 10B, FIG. 11 B shows the area near u·,e 
lmage of 11D2e of FIG 108,. and F!G. 11C sho.vs the are2. near the image of 1102f of FlG. 1 OB. Further, FlG. 11 D 
shows the area near the lmage of 1 ·!02gof FIG. 108, and FlG. ·t 1E shows the area near the image of·! 102h of FlG. ·108. 
[0178] Note that,. FIG. 11 D and FIG. 11 E are images of ptio!oswhen the vertical centerline CL and the mark ML rrmlci·i. 
!hen the reflecting mirror 104 is made to move further in the left din=,c!ion. lf employing these inmges, the superposed 

w parts of the !mages captured from the ieft and right directions will become greater and the images wrn deviate. so these 
are not employed. FIG, 11 A to FlG. 11 C are emptc,yed, 
[0179] !n the above images, the one using the image where the mark ML and the vertical centerline CL match (1102f 
of FIG. 11C) as a r€ilerence is shown in F!G. 11F. Ne:<!, tr1e common portions cf the images 1102e and 1102fshown in 
F,G, 118 am superposed. 

55 [0180] !n the state where the image 1102fis used as a referenoo and the ! mage 1102e is superposed from above in 
a matching or similar range of shape, the protruding part is 120:a, 
[0181] Next, this superposed ima9e mid the image 1201 b which is shown in FlG. 118 are superposed with reference 
to Ule superposed Image using pattern matching etc. at portions matching or substantially rnatctiing in shape. 
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[0182) The part which protrudes in the superposed state is 1201 b, In this way, the l:ldjoining images are superposed 
to form the right side rows of teeth. As another method of combination, the reference image 906e and images ·120"1 a 
and 1201 b may be combined as shov,n in FIG. 128 in sorr:e cases. Note that, when superposing fror1t and back images, 
ff there is some deviation, il is sometimes also possible to delete one of the superposed locations. 

s [0183] By using the above routine to combine continuously captured still images and superposing the center image 
906e when combining the images of the left rows of teeth and the center image 1·102f when combining the images of 
the right rows of teeth to make them m.itch or substantially match, the panoramic image of the rows of teeth which is 
shown in F!G, 12C is formed, 
[0184] ThB superposition !s, for example, preferably performed t,y cormecting and rombining the left and right pano,. 

10 ramie 1m2ges of the rows of teeth based on the boundary part (KL) of teeth at the center, Note that, to de21 with the case 
where the boundaries or teeth differ belween the upper jaw and ,he lower jaw, ,he boundary part of teeth of the upper 
jaw or iower jaw may be 1Jsed as the boundary for me cnmbinatiorL The combination Bt !ha! time may also consist of 

respectively combining the panommlc image of the mw cf teeth of only the upper jaw and the panoramic image of tr;e 
row of ieeth of the iowerjaw and finally combining the upper jaw amj the lower jaw, At this time as we!L when there is 

15 some deviation between the center images, i! is also possible to deiete one of the images m the superposed range. 
[0185] Further, ii is 1:ot necessarily required to superpose the center image 906e and u,e center image 1102f in 
a(lvance, !n some cases it is possible to empkJy one ofthe center images 1301, In this case, when for example ernplo~'ir.g 
the cen!er image 906e, sometimes the sizes of 1201 B and 1201 b are correcloo somewhal. \Nhen employing the center 
lmage ·1102!, sometimes the sizes of ·1001a ::ind 1001b are corrected. In this way, in addition to the technique of splicing 

M together the protruding parts bet.vee11 images, when not extracting the protruding parts and superposing images as they 
are at the common parts,. sometlmes the center images are superposed while adjusting them in size, 
[0186] By, in this way, combining the left and rfght rows of teeth frcm the center images to form 1.eft side rombined 
rows of teeth and right side combined rows or teeth and comtJining these based on their respec:tive canter images, H is 
possible to form a panoramic image of rows of teeth kept down ,n deviation. 

2.s [0187] For cornbinaHon based on the center iniages~ for exHrnpie, a ls preferf3bfe to use the coriiact fine (edge) behveeri 
teeth al the center so as to combine the left side combined raws of teeth and the right side combined rows of teelh. 

Furthermore, the mark does not necessarily have to be provided at the center teeth. It may sometimes be a porticn of 
a tooth which is captured at a timing when changing u~e direclion of the c."8mera at the time of capture, In addition, the 
position of the mark is suitably selected based on the objective etc, 

3/J [0188] The characterizing portion is also not pmticu!arly limited so long as 13 portion which, in the SB me way as a marl<, 
enao1e:s po:sit1oning at the time of combinmg images. Further, by applying a mark to the rows ot teeth being captured in 
advance or providing a porliori corresponding lo a mark from the images, more accurate combination becomes possib!e. 

[0169] Note that, the- above expianauon of operation is for the csse of using graprHc software to perro,rn operations 
on a plurality of images which are dlsplayed on a computer monl!or such as copying arid pasting them, dragging and 

35 dru1Jping them, enlmging or reducing images, or currecling till visually ,~rid b~· mouse operation. Sometimes the known 
arnornatic panorarnic image photo composing software such as Photoshop Elements?® (made by Adobe), PhOto Stitch!~ 

(made by Canon)_, etc. may be utilized. 

10 

f Preparation of 30 Panoramic Tooth R.ow Image] 

[0190] A row of teeth is sh3ped ben! in!o a bow in the bile plf'lnB. When trying to obl13in a realistic grnsp of it BS a 
whole, with a 20 panoramic ;mage display, the state of !he- indiv;dua, teeth can be understood, but since the teeth are 
displayoo in a state arranged in a flat shape, they am insufficiently grasped in um:m dimensions, Therefore, a techn ,que 
abie lo display them in three dimensions is preferable. 

15 [0191] TM tecrmique for obtaining a panoramic image by the actual image of an ors.I cavi!)<, as described in for example 
W02007/063980, is to form a frame which has a shape approximating an imaginary curve resembling the c,utiine cf an 
arch form of a row of teeth, arrange tr1e camera device at iLs side surface, c.apture the rows of teeth as a whole, and 

convert the result to a 30 formal so as to cb!,iin a 30 panoramic image, Tnie, it is possible to capture an image of rows 
of teetri in ft 3D :;tale, but it is hard to say trlis is a simple measurement technique due to tl1e need for fon11ing a frnn·:e 

w prov;ded with ar: imaginary curve resembling the outline of an arch form. 
[0192] Next, an example of forming a 30 panoramic image by actual images wiii be expiained with reference to FIG. 
13. FIG. ·13 is a block diagram for expiaining a 3D panoramic tooth mw image forming means, 
[0193] Reference numeral 1401 indicates a camera data input means. Tt1is connects a stereo image capturing camera 
which is provided with a plurality of cameras such as shown in FIG. 14 and simu!taneously forms the same number of 

55 images as the number of cameras .. 
[0194] The camera dsta inputting means 1401 is of a type where the shutter is operated for each image or a (}>'pe 
where the shulter is operated orice to enable continuous capture of a plurality or photographs. Some!imes a plura!Hy of 
pa,rs of still images are continuously ou(out 

18 

0061



EP 2 654 272 A1 

[0195) Reference numeral 1402 indicates a calibrating means. This corrects distortion dLle to the !ens shape, hand· 
shaking, etc, and corrects the perspective distance etc. It is configured using the known technique of ca.libration. 
[0196] The calibrntin•;i means 1402 calibrnles the simultaneously captured images and deletes the peripheral parts 
where distortion is large, 

s [0197] Reference numeral 1403 indicates a cornmon point detecting means, H1is for exa rn pie detects common points 
of a Pllir of images. The common point detecting means "1403 uses the iuminance of one pixel or one group of pixels of 
one image as the reference !t1minance, uses the luminance of one pixel or one grolIp of piXe!s of the other image to 

obtain, tor example, the sum of absolute differenoo (SAD) of luminance and the sum of squsr,Kl difference (SSD) of 
luminance, and outputs the parts which m,i!ch b)' the minimum va!ues or maximum vaiues or the parts estimated by 

-10 subplxel estimation as common points. 
[0198] Morn specifically,. for example, it is possible to utiiiz.e the configurntion shown by Motokj Arni et al., Optimization 
of Correlation Functions and Subpb::el Designalion Formula in Block Matching of lrnages, Research Reports of lnforrnalion 

Processing Scciety of Japan. W04, P33-40 and other known techniques. 
[0199] Reference numerai 1404 indic:ales a world e<x1r;:iiriate oonverfa1g means. This. converts the coordinates of 

15 images of the common points obtained to 30 coordinates rommon to them alt 
[0200] The world coordinate converting means 1404, for example. performs computer processing by the lriangle 
method. 8-point algorithm method, triangulation method, or other arithmetic technique. It forms an<l outputs parallax 
values. from coordinate vsltiesofphotogr:;;phic images of common points obtained by !he common point deteciing means 

1403 and world coordinates {X, Y, z;i from characteristics of the oamers (lrltemal parnmeters of focal distance of lens, 
M image center, and pixel size and external parameters of positions and postures of tv,o cameras). 

3/J 

[0201] For example, ihe 'lvorf:d coordinates (X, Y, Z) me found based on lhe generaily known fo!k:lwing formula {1) 

from the perspective projection matrixe-, P1 and P2 comprised of the !ntamal parameters and external parameters of 
the cfrffei-ent cameras and !tie local corndinates {u1, v,) and (1J2 .. v2) of the common poinls M of tile captured images: 
[0202] 

ui 
wi vi -=Pi 

1 

X 
y 

z 
l 

[ Fo rm11la ~: J 

r l. = 1 
I,.. . -' 2)~ • • ., • ~(1) 

[0203] For the method of using the intemo1I po1rameters and external parameters of the cameras to find perspective 
10 projection matrix-es or finding the perspective projection matrixes P1, P2 and ,,)1, r~2 from the local coordinates of a 

plurniity of common points obtained from stW images and obtaining world coordinates based on !he above forml1la (1 ), 

fur example, the techruque descr;bed in the Journal of the IEICE, Voi. 92, No, 6, 2009, 463-468 and other known 
techniques may be suitabty used. 
[0204] Another technique for obtaining 3D coordinates is described together with the closeup technique in, tor exampie, 

15 Dantal Materials anct Equipment. Vol. 19, No, 3, 333-338 (2000) ate., but tne invention is not !!mited to this. Other general 
techniques can be employed. 
[0205] Reference numeral 1405 indicates a 3D image forming means which, for example, can display this world 
coordinflie data in a 3D G!Xirdina!.e spm;e virtually formed cm a r:mnputer and wnned !his coor,:iinale data by lines or 
curves to form a wire frame mode! and which, lurtherrnon=,. can atlad1 virtual surface data to µarts surrounded by lhe 

w lines so as to obtain more realistic panoramic 3D data. By making the 30 panoramic tooth row data three-dimensional 
on 30 coordinates, cw·ved rcws of teeth can be displal'ed. 
[0206] Reference numeral 1406 indicates a display means which may be formed by a computer monitor, printer, etc. 
and may display a virtual 30 image on a usual computer monitor. Furttiermore, it may display a curved panoramic tooth 
row image by projection to two dimensions. 

55 [0207] FIG. 14 shows one example of a probe-shaped 30 measurement probe 1500 which is provi,:jed with two cameras 
at its tip end. Reference numeral 1501 indicates a camera part A. HliS has a lens 1501 a at its center and has the fern" 
of a so-called "camera module'' Reference numeral 1502 indicates a camera part B. This has a lens 1503a at its center 
,rnd has li'te form of a so.called ''camera module". 
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[0208) Reference numeral 1503 indicates a lighting beam emit1er. This. is preferably provided around the camera part 
A'! 501 ar:d the camera part B 1502. Light whic.h is emitted by the ilght emitting means 1505 which is formed inside of 
!he Sllpport member 1506 is guided through the light guide 1504 and fired from the lighting beam emitter :503 to lhe 
surface of the tooth being captured. The li·Jhting be.am emitter 1503 is preferably shaped so that more uniform lighting 

s is perfo1med. ll is not specified as being !tie shape which is shown in FiG. 14, 
f0209] Reference nwrneral 1503a indicates a iightsourcefor instruction use and shows the captured surface. It provides 
output In a spotlight like manner. Fl.eel, blue, white, and other LE Os coversd arctmd them by a black lube are used. Since 
lhe light ls of a spotlight nature, the area of lhe swiaoo struck will differ depending on the distance, Therefore, the probe 
1500 am be moved wh!!e maintaining !his constant. 

10 [0210] Reference numeral ·1504 indlcates a light guide which is formed inslcte of the support memoor 1506 and Is 
preferably covered at its surface by a light reflecting member made of aluminum. silver, or o!her thin mm. The !ight guide 
1504 is conneded with a lighting beam emitter 150:1. 
[0211] Reference numeral 1505 indicates a light emitting means which is attached inside of the support member 150f,. 
A ·,,<'hite LED or other light source may be illustrated. In the present embodiment, an intermittent flash drive like a strobe 

15 or continuous illumination dri,1e etc. may a!so be used, 
[0212] Reference nllmernl 1506 indicates a support member which, for example; is molded from a light weight hard 
plastic material, has a camera part etc. at its front end, is rod shaped. and has a shape enabling it to be easily inserted 
to ihe back of the oral cavity, 
[0213] Reference numeral 1507 indie;ates an operntmg switch which performs a shutter operation etc. The switches 

M may be freely set in number in accordance with the operating specifications and objectives and may be conflgured in 
any way. A specification may ais<l be employed where, when used as a shutter, the shuller is driven contiriu0t1siy at 
predetermined intervals v11hlle pressed. 
[0214] Reference numerni 1508 indic:ates a holding part which is preferably configured integrally with tile support 
member 1506 and is molded by a light weight, tough plastic materiaL 

2.s [0215] Reference numeral ·1509 indicates an e!eclric lead iine ·wnich ls connected !o an outside power supply and 
connects with an outside data processing system etc. A cable utiliZ.ing a USB connector may be utilized, Note that, wheri 
the light source is a strobe-t)'pe light emitter and the continL1ous shooting data can be temporadly stored inside of the 
camera, if Zig bee® wireless communication front erid circuit is used for wireless cormec!ion etc .. sometimes a cormecting 
means becomes unnecessary, 

3/J [0216] Next, the opemtlcm of IM present embodirnent which is shown in FIG, 13 and FIG. 14 will be explained, 
[0217] In the camera data mputtlng means 1401 ot FIG. 13, the user holds the hoiding part 1508 shown in F.IG. 14 
and, in the state Sl!Ch as shown in F!G. 8 where the upper and lower teeth are engaged with each other, brings the 

camera part A 1501 and the camera part B15G'2 at the rront end of the support member '1506 close to the captured 
portion, and, while viewing the size and position of the spotlight emitted by !.he instruction use lighl source 15038, presses 

35 !he opemtinI:i switch 1507 lo star! the continuous capture operation, 
[0218] Some!ime-s rather than a continuous r,;,pture operation, it is be!ler to press the shutter use operating switch 
1507 for every cap1ure operation, bu!. to prevenl hand shaking etc,, continuous caplure wr1ere !he number of tirrn,s the 

switch is depres~ed i~ red1Jced ls. preferable. In this pressed state. images are captured up to the same POS:tion as in 
F:G. 8A, then images are captured l,p to the same position in the same state as F!G. 10A. 

10 [0219] FlG. 15 shows images forming pairs in the group of images which were obtained b~1 a single continuous image 
capture operation. Note that, when more precisely measuring the surface shapes of the teeth in the orni cavity, it is 
preferable to capture the images in the proximity state. The tocal distance ot the camera is also preferably set at a state 
which enables close-up photography. These captured images are calibrated against distortion due to the curvature of 
!tie lens, tilt, etc. by the calibrating means 1402 of FIG. 13 and are output to ttie common point detecting rneans "!403. 

45 [0220] At the tlme of 3D processing, as shown in FIG. 9 and FIG. 1 ·1, the combination is prefernbl~1 pertorme<.l from 
the center !n consideration of the combination from near the center to the left-right direction, bu! the invention is not 
particular!y limited to this technique. 
[0221] FIG, 15A is a front view of teeth arid st10ws an image capturing a location near the center. Tt,is is also data 
which is obtained by capture by the camern dam inputting me;::ms 1401 whicli has the probe 1500 of FIG. 14 as a 

w constituent requiremer1t 
[0222] Reference numeral 1701 a indicates the image cf the camera part B1502, whlie HOib indicates the image of 
the camera pert A 1501. These images are assigned coordinates having center points of the same part. For exampie, 
any point A (x 1. y1) of ttie image 1701a of FIG. 15A captured by !he camern part 81502 is set and !he point A' (x2. y2) 
showing the same position as this is searched for .. The sverage luminance is folind using the point A as for examp;e 

55 01:e piKel block. From near the riosition envisioned as !he pc int A' of the image data 1702a of FIG. 15A, a pixel block of 
the same s!ze as the point A ,s follnd. The sum of the difference of iwminance of the two or the squared sum is obta :ned 
and gradually similar operations are performed in the direction of the point A' along with movement to form a match 
evaluation curve. 
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[0223) The subpixei estimaticn techr::qwe which sets the part "vhere the sum of the differeicces or the squared sum of 
the differences becomes the sm;:1llest or becomes the largest en the match evaluation curve as the point A' is preferabie, 
but the invention is not particularly limited lo this &o long a& a technique obtaining common points. 
[0224] Next, a similar operation is performed on the piM.ei block next to ihe point A of 1701 a to detect the common 

s points from tile image : 702a, This operation is pe1forrned repeated!y to find the coordinates of common points in ttle 
common range -1703a minus the range of occlusion of the images 1701 a and 1702a. In this case as well, formation of 
common point coordinates centered at the position of the newly Gdded mark ML enables high precision com rnon points 
to be ot,talned, Further. by making this block smailer, common points can be detected in a st.ate ot" a high precision, but 
the processing time becomes long, so !he size of the block etc. am suilably selected. 

10 [0225] Next the world coordiMte convertlng means ·1404 of FIG. 13 converts, for example, the coordinate valw,.is 
measured by tai<.ing several of the above-mentioned common points to a 30 word wor.-jinate system based on !he 
pBrali,ix, lix:al dislarn:e, and other parameters inherent tci the camera arid forrnuia i. Fm this spedfa; technique, lhe 
lJSllill methods shown in the above-mentioned literature e!c. may be suitably employed. 
[0226] !t finds !he common points from a pair of images of FIG. 15A, then uses the image pair 1701 b and 1702b shown 

15 in the next FIG, ·158 to convert the common range 1703b minus the range of occlusion to 3D world coordinates A {X, 
V, Zi. In the state or 3D world coordinates, ii prepares, for exampie, an image formed inlo the wire frame shown in FIG. 15D. 
[02271 Furthermore, it finds the 30 world coordinates of common points of the common range: 703c minus the range 
of occlusion of the image pair 1701 c and 1702c shown in FIG a 15Ca 
[0228] Next, the 30 irr:age forroiog means H05 which is shown in FlG, n superposes the 30 c::iordinates which were 

M converted to world coordinates and tound from FlG. 15Awith FIG. 158 not by planar superposition, but m a virtual 30 
coordlnaiB space. ll further superposes the 3D world coordinates shown in FIG, 15C wllh this superposed image. It this 
superposition is superpos,Ucn ir1 a virtual :m space, it is possible to use the data converte-d to 3D world coordinates as 
the basis to virtually display wire frn me like rows of teeth such as for example s~1own in FIG. 150 on a computer monitor 
and possible to try lo Sllperpose them vis@lly while operating a mouse or other computer interface, but to raise the 

2s precision of the superposition, sometimes lt is preferable to use either of the 3D values for comparison as a reference 

and use differentlal comparison etc, so that the diffornnce becomes the smaliest in the combination. The subpixel 
estirn;:1tion techr:iqi.,ie using block matching may also be used to ot,tain common points. 
[0229] FIG. 15P, to FIG. 15C show the formation of rows of teeth based on data oblainec by ronverting tile right side 
rows of teeth to 30 world coordinates toward the front surface, but next the left side rows of teeth are converted to 30 

3/J world coordinates. The conversion lo world coordinates may be performed using the above-mentioned known technique. 
For example. it is possible to obt,-.in 30 coordinates based on the two images, the convert then1 to common coordmates. 
thal is, world coordinates. 

[0230] After obtalning the 3D world coordinates of the left and right rows of teeth. it is sometimes sufficient to combine 
the rows by 3D virtuai display on a computer or by approximate match by numerical superposition of the coc,rdinate 

35 VBlu€S. In thl-s case, it is preferable to superpOS€ !hem tiased on !he :m c'Ciordinate dala of tr1e mark part. Acmrdiri(] to 
!hls technique, not only with 2D, bt1t also with 3D co..•xdinates, panoramic display of the ro,:-1s of teeth wilhout offset 
becomes possible by !he display means 1406 stiown in FIG. 13. 
[0231) The superpcsition is performed by the tech11k1ue of superposing numerical values of data of the same shape 
parts and, when they do not match. taking the average of two coordinate values whlle performing superposition, !he 

10 method of superposing images on the screen by !he manual technique of dragging aoo dropping them while operating 
the computer m.ouse, ihen finding the mordina!e values, etc, 
[0232] Note that, even tf images which have mutually common portions, ;f images wtth poor degrees ot superposition 
due to the image capture circumstances even after cal1brat;on, it is sometimes sufficient to select one of the common 
images, Sometimes it is possible to use the image of the no! superposed pm"t as required tor prepm,ing the panoramic 

15 image. 
[0233] By combination by conversion to three dimensions tmsed on world coordinates, ii bcomes possible for the 
entire ro-ws of teeth to be displayed in a so-called "denture" state. 
[0234] A 2D display of a panmamic dt1i!al image of ttie side surfaces or the teeth and ,l 3D dispiay of a panoramic 
digital image of the s~je s1Jrfaces of the teetr1 enable a patient to easily understand tile stale or his 01· her entire rows of 

w teeth, so, for ex;:1mpie, the 2D panoramic image tooth row data and 30 panoramic image tooth rcwdata may respectively 
be processed for simulation of straightening and virtual .,,,·hltening lo as to form virtual rows of teeth, The image of this 
state may be displayed together on the computer monitor to form a state impressing upon the patient the effect of 
treatment etc, 
[0235] "Simulation of straightening" indicates for example. in !he case of a 2D panoramic tooth row image, preparmg 

55 a database of various shapes of slngle tee!h in advance in accordance with the portion, processtng the imagas of tl",e 
teetr1 on the 20 panoramic tooth row ,mage by having an orthOdontist operate a computer mouse in graphic software 
to copy and paste images, and !hereby forming a virtual straightened panoramic image of !he rows of teeth. 
[0236] In tt1e case of a pa noramlc 3D tooth mw image, since the 3D coordinates ti ave already been set, e>:.isting CAD 
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software mav !:le used by an orthodonUst etc. to adjust the 3D coordinates of the pa norarnic 3D tooth row image so as 
to form a virtual straightened 3D panoramic image of the rows of teeth. The technique of dispiaying such a straightened 
panoramic image ls an lllustration. Other techniques ma~' also be employed. 
[0237] A virtual display after vktuai whitening of one's own panoramic 2D and 3D tooth row images or display of !hese 

s images after beint:. adjusted in color by tile dentist m graphic: soft warn are alw possible alongside .. By providing a display 
of a p.,noramic image of a patient's own rows of teeth after treatment for virtual straightening and virtual coloring in this 
way alongside on the screen, it is possible to increase the depth of the patient's understanding of treatment. 

w 
{Means for Firing Sighting 8ee1m] 

[0238] FIG. 16 is a view which shows one embodiment of the present irwenUon. ln the figure,A10 indicates a reflecting 
mlrror ,JniL This ls formed by a hard plastic etc. At !he front end, a reilec:ting min-or A10K set at a predetermined angle 
(for example 45 degrees) is provided. At the back end, a tubular mounting part A 10S able !o be connec!ed to the outer 
circumference of the camera unit A 14 is formed. The shape between !hem is opened. 

15 [0239) The mounting part A10S and the camera unit A14 are connected by being shaped to allow one to be r:wshed 
into the other. They can be detached by just pulling them apart as well. To prevent rotation, the two may be provided 
with relief shapes er may be f<Jrmeo in ell1plical shapes or other asymmetric shapes. 
[0240] A 11 indic;cites a hOl,sing. This is formed by s plns!ic or resin and is sh;ciped as a tube like a ball pen which has 
a large callber and 1s easy to grip by the hand. At the front end, the camera unit A 14 is arr::ir1ged sticking out At the !:lack 

M end, a cable A 15 for connection wilh an outside processing system is connected. 
[0241] A 12 is the direction of observation when a dentist dental hygienist etc. directly views the ref!ecllng mlrrcr A 1 OK 
which Is arranged at lhe front end of the rnllectir,g mirror unit A10 at a predetermined angle. 
[0242] A 13 ind!cates a surface s!rnd by !he sighting beam. This is one e:<ample of the stirface s!ruck bi tile sighting 
beam when the sighting beam which is output from the sighting use light source A 142 is reflected at the retlec!ing mirror 

2.s "A~ OK and strikes the tooth surface. 
[0243] The slghting use light sGurce A142 (see F!G. 16C) may be positioned at any location. So long as a positiori 
er.abiing the range <lf the captured image to be determined. it may be another position as well. That portion may be, for 
example, the fronl end of the reflecting mirror unit A10 at a portion iighting up the image capture range .. In this case, 
the light path beoomes short, so sometimes even if the directional angle is somewhat wide, t1·,e range of the captured 

3/J image can be lighted up. 
[0244] FIG. 16C shows the state of the ~mera uni! ,<\14 enlarged. In the figw·e, A141 is the illumination use light 
source. An LED with a wide directional angle or a combination of a lens and an LED may be illuslrnled as an ernmple. 
A plurality of iliumiriation use light sources A'141 are arranged in the vicinity of the camera rnernber A'143. 
[0245] .A 142 indicates a sighting use light. source. An LED with a small directional angle or a combination of a I eris 

35 and an LED may !,e used to output light lo give a predetennined spread ori tt1e illuminated surface as an exampie. 

Al,ematlvely, ln the ,..sse of a llght source wi!h a small directional .angle, arrangem0nt of .a plurality at predetermined 
lntervals lo, preferable, 
[0246) A143 lndicates a camera member, This is formed by a CCD or CMOS camera. One with a larger 11urnber of 
pixels is preferable. 

10 [0247] Returning again to FIG. "!BA, A15 indicates a cable for connection with an external image display device. lt 
may be formed by B general use cable such as a USB cable or also by a dedicated cable. 
[0248] A16a and A16b respectively indicate operating buttons A and 8, These are configured bl>' push types, pull 
types, tum types, etc, If pushing the operat;ng button A16a among t1·,ese buttons, u·,e sighting use light source A 142 
ermts light for a predetermined time and lights up important parts for e:.:2ctly a certain time through the reflecting mirror 

15 A,OK. The "certain time" is at least the time by which the use, can recognize !he sighting beam as it strik.es a key part 
ln the oral cav!ty and ls preferably until U1e timing of image capture, for example, when the operating button A16a is 
pressed. 
[0249] At the time of image capture, a lighted prnt with a different color arrangemenl is forme;j in !he slill image. niis 
is not preferable from the viewpoint of obstructing observation. if not obstrwcti ng observation, !here is oo particular need 

w to erase the sighting beam. This may also be turned on and cff to draw the attention of the user. 
[0250] Next, the ope;·ation of the embodiment which is shown in FIG. 16 wiil be e)lplained. 
[02511 The light output of the illumination use light source A141 which is attached around the camera member A.143 
of the camern unit 1\ 14 lights up Ille tooth AH: of !he oral cavity through the reflecting mirror A HlK. ,l\ 14L Is !he lig r1! 
path ofthe sighting beam. In addition, the illumination use ,ight source also emits iigr,! through the reflecting mirror A10K 

55 In this state, lhe surface A 13 strnck by the s~hting tisam is formed In part of the surface which is iighted up. 
[0252] The camera member A 143 captures the portion of the cra1 cavity wr1ich is ligrited up through the ratlecting 
mlrror A 1 OK and displays i! through the cable A 15 al an external monitor device. 
[0253] The dentist or ot~ier user can obtain a grasp of the image capturing position by the image wt1ich is ,jisplayed 
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on an external monitor device, but when shortening the diagnos~ and treatment time, when treati<,ent is included, etc., 
this is often used in the same way as a dental mirror. Sometimes the observation direction differs from the captured 
image such as shovm by A12. At this time, for e.~arnpie, the operating button A16a is pressed. If the operating bullon 
A16a is pressed, the sigh!lng use light source ~.-142 emits light. The light is emitted for a predetermined time, preferably 

s until before starting to capture the image, and is of an extent enabling the observerto confirm the observed position and 
image capt1..1dng position, The observer moves the reflecting mirror A10K to match the capture position rn,d the obser~ 
vation pasitlon and again presses the operating bu!lon A16a so as to adjust the capture position and the observaiiori 
position, 
[0254] When the positioning ends, ihe operating button Ai6a or opernting bu!tor, B16b is depressed again to record 

10 the still imsge or moving Image. The contents of the operati.ons of tn':.l above-mentioned opera.ting button A16a arid 
operating button B·16b are illustrations and are suitably sei<Bcte,j according to the case. One example is shown in FIG. 16B. 
[0255] A 17 indicates an exarnp!e of an image. A tootti AH1 largeted for capture is captured. The range of firing of lhe 
sighting beam is the rm,ge of the c.irde shown by the surface A13 struck by the sighting beam. Almos! the entirely of 
the key part targeted for capture is included. 

15 [0256) The range of the surface A'13 struck by the sighting beam changes depending on movement of the combination 
of the housing A11 ar.d reflecting mirror u11it A1 Q up and down with respeci to lhe tooth H1, so the user may adjusi this 
by mov:ng the housing A11 and reflecting mirror unit A10 up and dow1·1, The s:Jiface becomes larger than or smaller 
thm~ the image capture rnnge, bl,t never becomes offset from the key part of the imnge capture range. Further, the key 

part of the image capture range is sumcientty shOwn compared with .a point iight source. 
M [0257) Due to the above operation, the captured surface and the observed surface are adjusted and an accurate still 

image or moving image is recorded. 
[0258] The housing A 11 which is shown in FIG. 16A is held and tM reflecting mirror Al OK is made to move up and 
dawn with respect lo lhe observed portion of lhe ornl c:avity so as to otJserve and capture the target portion. 
[0259) The m!raora! camera is inserted to the narrow back portion cf the upper j.aw or lower jaw of the oral cavity. The 

2.s irnage capture range af the refiecUng mirror extends over a wi{je range. At the sarr:e time~ the oral uivily can be captured 
with the reflecting mirror in the inverted state. Capture is also posslb!e in the tilted state or laid flat stale etc. Therefore, 
the captured image a!so becomes tilted or inverted. Accordingly, the present invention is provided with an image correcting 
means for detecting the image capture state by position sensors and correcting images in an up-dm.,·n inverted state or 
tilted state lo a horizontal state. 

3/J 

{Means for Correcting Captured lmagej 

[0260] FlG. 1 'l st'1ows an examp,e of an intraoral camera which Is used for explaining one embodiment of the present 
invention. II is shown as a partial cross-sectional view. In the figure. A.21 indicates a housing for holding use. This has 

35 a cylindric:al shape which is provicled wilh an inlemal sp;;:ce. ,<\t the front end, an elliptical tubular shaped camera unit 
A23 which is comprised of a c;:m1era and illumination use light sources forme.d around the camera is connected in ,:i 

state sticking out fmm tt1e tmusing A21. Al ttse back end, a cable A26 for c:cmnedion with an external display device is 
connected, 
[0261] One example of lhe illumination unit is shown in FlG. 17. In the figure. A22 indicates a reflecting mirror unit. At 

10 its front end,. a reflecting mirror P,22H which is arranged at a predetermined angle is attached, At the back end, a tubular 
mm.:iting part ~\22S which can be aiiached !.o cover the circumference of the camera unit 1\23 is formed. The rest is 
open in state. 
[0262) .A24 indicates a circuit board, This is mounted inside of the housing A21 and mounts an image processing use 
!C etc, A25a and A25b indicate position sensors. These nave !C c!1ips etc.. which are mounted on the circuit boar,j. The 

15 nmnbers and mounting portions of the position sensors are e)(amp1es. Depending on the types of the sensors, they are 
sometimes not mounted. 
[0263) The position sensors A25a and .A.25b employed are acceleration sensors, angulsr acceleration sensors, or 
oll1er sensor devices which Ga:i sense the stale of movemenl of lhe intrae1ml uimera over a wide range and lhereforn 
will not be disabted from measurement due to the angle, Hie mm1ber of t~1e position sensors is shown here as two, but 

w this is an illustration, The number of chips changes depending on the number of axes. If a unit for three axes. sometimes 
a single one is sufficient The acceleration sensors and angular acceleration sensors are illustrated as three-axis sensors. 
The number of the position sensors also may be adiusted by the number of axes. The x-axis, y-axis, and z-exis of !he 
position sensors A25a, 1\25b'". are for example the mi:es whlcll are st1own in FlG. 19, 
[0264] When the position sensors A25a and .A25b are made angular acceleration sensors (gyro sensors), the angular 

55 acceleration sensors. far example, respectively output the amount of change of the angie due lo movement about tl",e 
x-axls, !he amount of change ot the angle due to movement about the y-axis, and the amount of change of the angle 
due to movement about the z-axis. In the case of angular acceleration sensors, the initial stat.es of !he x-axis, y-axis, 
and z-axis sre freely set, !hen 1!1e amounts of change along these axes are added to thereby detect the image capture 
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state of tne camera. 
[0265] As opposed to this, the acceleration sensors respectively output the x-axis direction acceleration component. 
y-axis direction accelerallon component, and z-axisdlr·ection acceleration component Fuflhermore. the combined vector 
of these acceleration components gives a posture vector. ln the still state, the respective gravity acceleration vectors 

s are shown. The image capturing state cf the camera can be obtained from this posture vector. 
f0266] For example, an acceleration sensor outputs the stflte of the gravity acceleration vector A451 as the posture 
vector when still, so it is possible to t,se the x-axis direction, y-axis direction, and z-axis direction vectors in this state 
as the reference posture and then use the ar.gwiar acwleration sensors to add the arnownts of change by rotatiOn of 
these axes and perform other operations, so 

10 [0267] it is also possible to combine both .iccelerntlon sensors and angular acce,eratlon sensors to detect various 
states cf a camera. 
[0268] FIG. 18 is a block diagram which shows an e.x,irr1ple of rneans for u5irig position sensors to cmrec! the !111age 
disphay state. The configmation which is shown by the b!ock diagram may have parts which are realizable by a program 
ff involving computer processirig. In lhe figure. A3·1 indicates a camern means which uses a camera which is arranged 

15 at the center of the camera unit A23 of F!G, 17 to capture a moving image or still image. 
[0269] A32 indicates an image correding means which is comprised of an image recording memory. CPU, etc. lt 
temporarily records an image 'Nhich is obtained oy the c-amera means A31 and uses the camera ang,e information of 
the posillori detecting means J.\34 as the basis to rotate the image and form image data in a state which can be easily 
viewed. 

M [0270) For example, when the earner.a unit A23 captures an image, the reference posture of the image disp!ayoo on 
!he monttor ls determined, the housing is moved wtth respect to that reference posture, and thereb~i the reference posture 
image rotates, for example, the angular accelerauon sensors etc. detect the amounts of change of the rotauonal angles 
fmrn the angtilar aceelernl.lons of lhe respective axes to enable display of !he images rotated by exac!ly the angles minus 
the amounts of change of the rotational angles whereby an easily viewable image can be formed, 

2.s [0271] Note that, sometimes the image can be corrected by jlisl rotation abmit the y-axis w1';1ch is shown in FlG. 19. 
When capturing an lmage of the orn! cavity which is reflected by the reflecting mirror, since the camera of !he camera 
wiitA23 is constantl)'facing the reffecting mirror direction, the image rotates mainly· due to rotation accompanying rotation 
of !he housing abo:.it !he y-axis coordinate shown in FIG. ·19. Therefore, a! the very ieasit. in the state where !he housing 
A 11 and reflecting mitmr unit A'10 are changed in the x-axis, y-axis, and z-axis directions, it is sometimes preferable 

3/J that the image which is displayed at the xz plane t:,e corrected to a state facing a certain direction at the image display unit 

[0272] Reference numeral 33 mdicates an image display means. This shows a computer monitor or other dedicated 
monitor, !tis sufficierit lhal it be c-Jfle which displa,<s the output image of the image correcting means A32. 
[0273] Reference numeral 34 indicates a position detecting means. HliS is comp1·ised of the position sensors A25a, 
A25b, etc. or FIG. 17. Specifical!y, rnle gyros which output angular acceleration, rate integrating gyros which Olilpcit 

35 angle, posture gyrus., MEMS type and otner rned1>micai lype, optical type, and other angulm acceleration sensors, 
pieznresis!ance type, electrostatic r,apacily t)'pe, and heat sensing type MEMS sensors, and other acceleration sensors 
can be utilized. 
[02741 Next, the operation of FIG. 18 wiU be explained with reference to FlG. 17 and FlG. 19. 
[0275] The coordinate axes which are shown in FIG. 19 indicate the case where a sing!e posmon sensor deals witn 

10 three axes, When the position sensors respectively deal with single axes, two axes, etc., coordinate axes are set 
corresponding lo the individrn~I portions of the position sensors. 
[0276] The h@s;ng A21 wnich is shown in FIG, ·17 is held and the reflecting mirror A22H is inserted into the orai cavity 
to capture asi image of the target pcrt;on, At this time, a switch which is a!tached on the housing A2·1 is operated to 
record the initial poslure state, One example of the coordinates at the initial posture stale is shown by A410 of FiG. 19. 

15 [0277] By instt:!lllng the position sensors, coordinate axes are formed. In the present embodiment, A421 is designated 
as the x-aKiS, A431 as lhe y-aKiS, aM A44·1 as the z-m:is. Note that, A45'! indicates a gravity acceleration vector. This 
ls one example of a posture vector obtained by combination when the acceleration sensor is stationary. Therefore, !he 
gravity acceleration vedor somellmes canno! be utilized when nol t1sing .m acceleration sensor. 
[0278] The coordinates are shown in a slate where !he ,ntraoral camen:; is in a state close to vertical for capturing lhe 

w side surfaces of for exampl~ the b1:1ck teeth. A4.22 is the x-axis, A432 is the y-axis, and A442 is the z-axis. When wsmg 
an acceleralion sensor·, A452 can indicate a gravity acceleration vector. 
[0279] The reflecting mirror 22H is made to move the target portion of the era! cavity. One examp!e of the method of 
movement is shown in FIG, HJ. The intracrni camera which ls cornpnsed of the r-eflecting mirror 22H ;,nd the housing is 
moveC! tc the positions such as shown by A41 "1, A412. and A413, The camera means A31 captures the intrnornl images 

55 in those states as still images or moving images <ind outputs them to the image correcting means A32. 
[0280] The position detecting means P.'.H, tor example, outputs the initiai posture inf0rrnatio1·1 to the image correcting 
means A32 for the :<·, y-, and z-dlrections. Further, when, as in !he present embodimer,!, cunfiguring !he system to 
display the image of the reflecting mirror, the camera faces ttie reflecting mi1TOr direction, so the camera image inverts 

24 

0067



EP 2 654 272 A1 

and !:lecomes hard to ';iew 1n state usually dwe to rotation about the y-axis, so sometimes it is also poss!ble to use only 
single-axis type p0;,ition sensors. The image correcting rneans A32 links this initial posture information and image for 
output to and display at the Image display means A33. 
[0281] As shown in FIG. 19, when moving the intraoral camera like A4·11, A412, and A413 to capture an image of t1·,e 

s oral cavity, the camera means ,1\31 outputs images corresponding to !hose postures. If the camera rotates about !lie y
axis, the image is captured upside down and an image cwesponding to the captured state is output. 
(0282] The pos.ition detecllng means A34 detects the angular accelerntkms about the x--axis, y.axis, and z--axis from 
lhe position sensors A25a and A25b (for example in the case of gyro sensors) and detects tlw amount of change of the 
angle about the x-axis (i\Hyz), the amount of change of the angle about the y-aKis (.Mxz), and the amount of change of 

10 the angh? about the .z.ax,s {MtXy'} from the angular acoolernuons. 
[0283] These am(lunts of change are output to the image correcting me;iris A32. The image correcting means A32 
uses !he inrnge data whld1 was input from U!e c:amera means ,<\31 arid tt1e pCJSiiiori informaHori which was output frorn 
the posillon detecting me.ans 34 .as the basis, for exa:-nple. uses the amounts of change of the angles as the basis. to 
mr,ke the image ml.ate and re!lirn it io the initial state of the image. 

15 [0284) Therefore, in the image display means A33, even if capturing the same intraoral object as a moving image or 
still images while rotating the camera, images can constanily be displayed as in the initial set stale with the images of 
the displayed conte11t changed. 
[0285] Note !hat, when using a convex mirror lo captum all teeth of the upper jaw a11d lower jaw, it is also passibie to 
use the f,sheye lens correcting rr:aans of the techniq1..1e described in the literature (Design Wave Magazine, 2006 

M Decemoor, P113-1,5). 

{Means for Adjusting Capture Operation Timing] 

[0286] The present invention adjusts the time until the actual capture operation by the method of pressing the switch 
2.s which is operated when obtaining an adua! image, for example, by the number of times pressed in a certain time like 

!he "double click'' performed when operating a computer, and therefore help stabilize camera operation wheri the dentist 
performs treatment. performs diagnosis, or provides an e.xplanation to the patient. Alternatively, it ;s possible to adjUst 
the capiure operation timing by operating a camera switch on the monitor image and designating an icon showing !he 
timing cf display (for example, for two operations in two seconds and then coritinuous capllire of several images) so as 

3/J lo determine the timing. 
[0287] Further, when displaymg coordinates etc. on the screen, by adjusting the number of times the operating button 
is deprnssed, the way it is depressed, etc., it is possible !o adjust the liming of nie display and therefore provide an 
explanstlcn while insert,ng the camera into the oral cavity or otheiw1se adjust the timing of displa>' of t!ie irnage, The 
specificaUons of the specific Urning may be input and adjusled from the screen of a mobile terminal. 

35 (0288] One ex.ample of the timing adjusting means will be ex:ph~iried in detail with reference lo FIG. 20. ln FlG. 20. 
B 7001 indicates an inputting means For example, it shows rwshbuttons 101 d and 1 Ofo forming the oper.3ting interface 
of FIG. 1. 

[0289) 87002 indicates an 1npllt count detecting rneans. This is c.-omprised of a c.-01..mter, flipflop, etc, and counts the 
rn;rnber ,")f times a pushbutton is depressed. This count is preferably counted within a predetermined time interval. 

10 [0290] 87003 ;ndicates a delaying means. This is for setting a delay time by mLlltiplying the number of times the 
pushbutton ls depressed with the delay time for each time. After !he elapse of the delay time, a single pulse is output. 
[0291] B7004 is an image capture output setting means. At the rising and trailing edges ot the delay pulse of the 
delaying means B 7003, a s~nal for starting the capture operation is output to the camera means B 7005. 
[0292] The camera means 87005 uses the signai of the start of capture as !he basis !<.) continuously capture several 

15 to severs! dozen strn ,magas or <:.apti..ire a moving Image. The images obtained by u·,1s capture operation are Input !o u-,a 
image inputting means 87000. Furthermore, the image selecting means 87007 selects the focused images and stores 
them at the storage and dlsplay means B7008 or displays them ori the display 104 shown in FIG. ·1. 
[0293] Tha lmage inpulting means 87006 is for fetching an image obtained by the camera fT!eans 87005 as digital 
data and outputting ii to !he image selecting means B7007. Further, the image sel.ecting rne;::ns 87007 is, for example, 

w a means for selecting only focused images. 
[0294] B7009 lndlcates a display means w·hich shows the time from when a button of the inpuUing means 87001 is 
pressed to when the operation is performed in e visuai manner whi!e changing the position of blinking. The display 
means 87009 is set a! a location hfghly visible to !he dentist at time of treatment and stiows how many seconds after 
the operating button is pressoo the operation will be started. lt is sometimes displayed on the monitor ot a computer 

55 constituting one of the displa~' means E7009. 
[0295] Further, by providlng an LED which gives off a red color during u-,e delay time and which changes to a wMe 
color when the delay time ends or a light source which continuously emits light or intermittent~/ emits light or;!y during 
!he delay time or other Indicator bywt1ich ttie LJser can discern that the de,ay lime is in progress, rela~.ed button operation 
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becomes possible and the extent of intraoral ,vork can be expanded. 

{Means for Capturing X-Ray Image] 

s [0296] FIG. 21A is a bloc~. diagrnm wflich shows an embodiment of tile present invention. In the figure, B8011 indicates 
an X-ray image capturing means. A combination of an X-ray output device and an X-ray CCD sensor or a combination 
of an X--ray output device and X·ray phosphor plate and CMOS or CCD camera are illustrated. Specificaliy, FIG. 218 

shows one example. 
[0297] ThB X-ray image capturing means B80i 1 includes the existing panornmic image X-ray camera device, X-my 

10 CT, digital X-ray device, etc. It is sufficient that it enable data to be displayed on a computer monitor. When X-ray image 
data ca.rmot be directly obtained, it is aisc f,ossible to obtain visualized data of the X,ray image on the computer, hard 
copy data of Hie screen, data in a stian,·d slate on !he mcmitor scre,m, data oblained tiy capturing an X-rny image on 

the monitor by an intraoral camera, or other X-ray image data. Furthermore, sometimes !he configuration of FIG. ;:18 
is also induded. 

15 [0298) 880·12 indicates an actual image c.apturing means, For example, a reflection type intraorai camera is preferably 
used. The actual image capturing means BOO 12 sometimes further includes the configuration which is shovo·n in FIG. 21 C. 
[02991 B8013 is a comparison portion extracting means. It is formed by the block matchmg technique and subpixel 
estimation technique and extracts parts matching with th;; image captured by the X-my image capturing means 88011 
and extracts comparison portions. For example, it extracis contours o! the captured image, extracts a plun.:i.lit)' of pixel 

M values, and outputs the X-ray image extracted data. 
[0300] 88014 indlcates a comparison portion extracting me13ns. II is rormed by the block matching technique, subpixel 
estimation techmq,,1e, etc, arid extraots part:s matching with the image captured by the actual image capturing means 
88012 and extracts comparison portions. For example, it extracts contours of the captured image, extracts a plw·alily 
of pixel values, and 01Jtputs. the actual extracted data. 

2.s [0301] 88Ci'15 indicates a comparing means. ll compares extracted data which is output from the comparison pmtion 
extracting me.ans and outputs portions which match, substantial!~· match. or are estimated as maiching as matched 
parts. At the time of comparison, the images are sometimes enlarged or reduced, but for example the actua! image and 
X-ray image data need only be enlarged or reduced bt general use graphic sofi>Nare after ronversion to the BMP, JPEG, 
GIF, or other general formats, 

3/J [0302] 88016 indicates a matched part recording means, This records the matched portions, subs!anliaiiy matched 
portions, or estimated matched porUons and transmits them tc the display means 88017. 
[0303] The display means B80"17 may be a complller monitor {dispiay) device, mobile phone display part etc., but ii 
ls sufficient if it be of a size of an extent enabling side-by-side display of an X-ray image and an actlial Image and 
superpose.Kl display and have a resolution of an extent whereby the X-ray image can be displayed dearly. 

35 [0304] The present embodiment is re.ilized by computer software, bu! rnay also he formed by hardware. 

[0305] The X,ray camera means and !he actual image capturing means may be separn1e devices, but preferably they 

are a single de11ice with pmts d1anged and shared. 
[0306) Next, the operation of the present embodiment will be explained. 
[0307] The X-ray camera means 88011 is used !o capture a measure.:: portion bit a moving image or stii! images, The 

10 portion which is measured by the X-ray camera means 880·11 may be selected as a single tooth, a plurality of teeth, or 
all teeth of the upper jaw and lower jaw. 

[0308] Next, the actual image cap!unng means 88012 is used to capture the portion captured by tile X·ray camera 
means 88011 as a moving image or still images. In capture, the same portion may be accurately positioned to for 
CBpture. but it may also be used as a general measure for capture. 

15 [0309] Distortion of the image obtained from the two is corrected. As the technique for the correction, for exarnp!e, the 
calibration technique may be used. Agrk:l serving as a reference Is captured in advance to calculate the distoition value 
due to the lens and to correct the daUl. 
[0310] Next, !he comparison pmtion ex!rading means B8013 and 88014 calculate Hie ch;irnclerizir.g portions. The 
characterizing portions are, for ernmp!e, contours. Part or ali of t~,e oonrouI-.,, of teel~, in 1he case of X-rays and l~,e 

w contours of teeth in the case of actual images are e:<trncted. 
[0311] Next. the contours of !he two are compared. At that time, the X-ray image and !he actual image have parts of 
the contours matched ii; state or substantially matched in state and the superposed portions of the two images ate taken 
out 
[0312] TM comparing means 88015 ot.1tputs the t\'<'O superposed images to the matching part recording means 88016, 

55 whereupon the matching part recording means 88016 records !he twc images. The display means 88017 disp!ays tl",e 
two ,mag es In accordance with the se!ecti<ln oftbe user to superpose them in a tra1·1sparent state or place them side by s,de. 
[0313] FlG. 23 shows one example of images captured by the X-ray image capturing means arid the actual image 
rnptur,ng means, FIG. 23A inctlcates an X-ray lrnage wtiict1 shews a tooth b101 captured by X-rays. FIG. 23B shows 
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an actual image o.f a tooth b101 captured at the sarne portion as FIG. 23A. FIG. 23C shows a superposed image b103 
displaying these superposed. The comparison of the X-ray image and the actua! image can be used to facilitate under
standing of the X-ray irnage. In particular, thedisplayoftheactual image enab!es the co lo rand any swelling orinflammatiori 
of the gums to be displayed, so comparison with the X-ray [mage enables the degree of advance of any periodontal 

s disease or tooth decay to be displayed in a manner easily understandable by the patient. 
f0314] Next, a specific example of the X-ray camera means will be shown in FIG. 22 m,d explained in detail. In FIG. 
22,. 89101 indicates a houslng for gripping use. This is preferably molded from a plastic material etc. containing lead to 
mska it impenetrable to X·rays. 
[03·15] 89102 indica,es an X-ray output device. An existing device of a portable type for general dental use is pmferab!e, 

10 but the Invention ls r.ot particularly limited to this. Any X-rny outp,1t device which is used in denta, diagnosis and treatment 
can be used if sufficient ii.111cliorially, but a portable type is effective ror home diagnosis an;j treatment etc. as well ar:d 
is suilatile l'nr use fm X-rny ,rmiges used with adual images. Even if a µorlable type, use mounte;j on a sland is pCJssibie. 
[0316] 89103 indicates an electrical lead line. A general use USS cable may be used. ln adclition, a dedicated cable 
etc. mr,y be utilized 

15 [0317) B9104 indicates an X-ray phosphor member. One comprised of a glass substrate ,vhich is coated with a crystal 
of a phosphor material such as CsL CaWO. Gdp2S:Tb3"', 549nm(f-f\ and (Zn. Cd)s:Ag is used. 
[03181 B9105 indicates a member passing visible light This ,s formed by a transparent member wh,ch conta1i-is !ead 
and passes only visible light 
[0319] 89100 indicates a ~mara 1Jnlt. In this case, this need only be a camera, A higher resoli.Jtion one is preferably 

M used. 
[0320] 89107 indicates a support member for X-ray capture. This is formed by a member including lead and impen
etrable by X-rays . .At the front end, a reflecting mirror B9108, an X-ray phospr,or member 89104, etc. are mounted. Tr,e 
other eml ls formed into an open llihular shape which is inserted over the camera unit 89106 for fastening. 
[0321) The reflecting mirror 89108 is, for example, formed 1n a state tilted 45 degrees. ii is formed by a flat type mirrcr. 

2.s It ls for reflecting a visualize-ct image after removing the X-rays and trnnsfetring it lo the camera unit 89106. 
[0322] !n FIG. 22A the X-rays which are output from the X-ray output device are converted to visible !ight by the X
ray phosphor member 89104, then the X-ray component is removed. then the light is reflected at the reflecting mirror 
89"!08, then input to the camera unit 139109 is a schematic view of a row of teeth in the or<1! cavi1y at the portion captured. 
f0323l FiG. 228 shows an example of combination of an X-ray photographic image which is obtained by an X-ray 

3/J sensor and an actual image which Is obtained by a reftecting mirror. 89110 is a support member for capturing X.-ra'.l'S 
and is formed by an X-ray impermeable member in the same way as the support member 89107 tor capturing X ,rays 
which is shown in FIG. 2A. 

[0324] 89111 inct1cates a vlslble light passing member which Is comp1·1sed of a. filter which Is formed from a Hg ht 
transmitting member rontaining lead,. ·"'·hict, removes X-rays, and which transmits the vislbie light to the camera unit 

.;5 B9106. 
[0325] 89112 indicates a ref1ec!ing mirror comprised of a flat mirror, while 891·13 is an X-ray sensor which is formed 
by an exis!.ing X-rny CCD (CMOS) sensor or imaging plate. 89114 is a lead line whic:h !rnnsfTlils a sensor signal of the 
X-ray sensor to the outside, This is also preferably covered by a resin containing lead. 
[0326] The present embodiment is runfigured to use only an X-ray sensor 89113 and also joint~r use a combination 

10 of a reflecting mirror unit and a camera unit 89106 so as to output an X-ray visible image and an actual i roage at the 
same timing. 
[0327] The contJgura!ion combining the reflecting mirror 89112 and the X ,ray sensor 89113 enables the actual image 
to show the back side of the teeth, but comparison against an image separately capturing the front of the teeth becomes 
easy. nm same portion can be simultaneously obtained at the actual image and tr1e X-ray image, so this is preferable 

15 from the viewpoint or easy acquisition witho1.1t image processing for finding the range of match. 
[0328] An X-ray image of the om! cavity is difficult !or a patient to understand, t,ut dispiaying the actual image of the 
same captured port!:on on a cnmputer monitor, paper, etc. side-by,sii:le or superposed transparently enables the X-ray 
!mage to be more easily understood and facmtales the explarmtkm to lhe patient. 
[0329] !nan X-ray image, in the case of a dental X-ray, several teeth ml'< captured as a single image or single sel of 

w data by a single shot !n thfs case, X-ray sensor and the X-ray output device are shifted while fer example continuously 
capturing images so as to obtain a plurality of X-ray images of the entire jaw, then !he contours are extracted as digital 
data. Further, it is possible to detect the common parts of the images wi!h little distortion at !he adJoinlng X-ray' images, 
detecl the points of match and estimated match by tt,e t,lock matching method or superposiHon, and form a panoramic 
image. Furthermore, a panoramic image is formed in the same way by the actual images. These images can be displayed 

55 or: lhe monitor screen or printed out 011 paper to form data easy for comparison 
[0330] Ona example ofthe data ls shown ,n FIG. 230 and FIG. 23E. FIG, 23D shows the state where t~1e actual irnage 
d:ita is spliced toge,her by digital processing. b 104 is the upper .iaw data, while b 105 is !he lower jaw data. The upper 
jaw d.ita b104 Is obtained, for example, by continuous capture by the intraoral camera wh!ct1 is stmwn in FIG, 1 while 
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shifting the position bit by bit and splicing together the common parts of the images by superp0sition. The lower Jaw 
data b105 is a!so similady prepared. The method of forming a smgie image is shown, but it is also posslble to simulta
neously capture the upper jaw and iower jaw and splice the common parts together by superposition. '1/Vilh continuous 
capture, the images are displa~..-ed continuously. They are also continuous in terms cf size. Therefore, it is easy to find 

s the connecting portions. Sometimes, little size ad,11.rnlment is required. 
f0331] When obtaining such a panoramic actual image, the intermediate iuminance method, block matching method, 
optical flow method. etc. may be useo. 
[0332] FlG. 23E shows the upper Jaw X-ray data b106 and the tower jaw X·ray data b'l07 which are prepared by 
splicing together X-rny ima9es in the same way, Furthermore, at the lower jaw .. lower jaw data b108 obtained from the 

10 acti.ial Image Is superposed to facilit-:;te viewing by the patient. 
[0333] The present embodiment enables romparison of ,he intraoral ac!J.ml image, X-ray image Y, vir!J.ml correc!ed 
pBnoramlc tooth row irnage. virtual coiored panornmic toott1 row i111age, etc. by display ori a computer rnonitor or prinling 
on paper to make the oral cavity "visible" to the patient and therefore promote on-going !reatrnent, effective preventive 
care, and proactive !reatment for increasing the rntki of care at the patient's own cos!. 

15 [0334) Further, ii is possible lo display p0rlions at the gums and Jawbone where care is required by X·ray and actual 
images and combine tl:e stal-e of lhe jawbones as conditions for implanting an artificial root and the state of a virtual 
prosthetic shown by actual image based on the X-ray image and possibie to dis.play areas for regeneration by txme 
regenerating means. 

[0335] An actual image, X-ray image, and microscope image can be sumrnarized for easy viewing in a rn ultipe,spective 
M image lisl By editing this arid displaying or printing out the result, 1! is possible to show the patient the order of treatment 

and prevention baseo on the lntraornl situation in an easily understandable manner. 
[0336] An actual image can be captured by, for example. coloring the plaque by phloxine etc. to enable the state of 
deposition of plaque to be visLmlly observed_. then forming the lmage shown in FIG. 230, recording it a! the recording 
device, then observing the state of deposition of plaque and state of the gums, Furtherrnore, based on the state of the 

2.s gvrns, the plaque may be sampled and a microscope used to form an image of periodontal bacteria and edit the image 
in a state related to the sampled portion. 
[0337] Furthermore, together with use of the X-rsy image, an iritraoral map which easlly shows the state of periodontal 
disease in five rankings may be formed as Image data and print data to errn tile suitable prevention of periodontal disease 
and prevention of tooth decay. 

3/J (0338] By using an acttml image forming means which obtains a photographic image of all or part of the teeth by lhe 
above"'menUoned panoramic image specification, it is possible to use a red color dye to show the plaque in the ,mage 
dam obtained. 
[0339] The degree of depth of the red 00:or of this image data Is detected as a depth value by a software-based 
detecllng means using for example the luminance detection tectrnique. When thi$ dep!J~ value exceeds a certain value, 

.;5 for example, when the· value of the deepness based on tf~e thickness in l~ie state w~iere the plaque has accurr!ulated to 
an e:<tent where periodvnlal bacteria can easiiy proliferate exc<:leds a value c,onverted to luminance, a caulion mark 
(symboi formed an tt;e sc:reen etc.) is attached to lha! portion of !he image data. By providing this means, if outputtirnJ 
the image after dyeing the oral cavity to a computer rnonitor or printer, the parts with iarge amounts of deposition of 
plaque can be automatically drsplayed .. This output display and the slate of the gums can be viewed from the ima-;;ies 

10 and therefore periodontal disease can be efficiently discovered, prevented, and treated, 

[Vii-tual Prosthesis Treatment Display ot Orn, Cavity] 

[0340] The present invention can combine an X-rny image and an actuai image side by side !o fomi an easily under-
45 standt.ble Image, but it ts fUrther possible to superpose the virtual shape or color information of a prosthesis on this 

lmage and ,jisplay the virtual state after treatment in a readily underslandabie form. 
[0341] As one example, the X-ray camera means BBO·t·! which is shown in FIG. 2iA is given a means for displaying 
!n combinafon trie virtual shape which is shown in FIG. 218, vvhile the adual image capturing rneans B8012 which is 
shown in FIG. 21 A Is given a means for displairmg in corr:bination the virtual shape which is show11 in FIG. 21 C. 

w [0342] Furthermore, it is preferable to provide e virtual shape etc. storing means 88022 for storing virtua! shapes in 
advance lo enable them to be called i.ip for use when displaying the virtual shapes in combinafon. As the virtual shapes 
etc., shape information of dentures, bridges, clasps, nonclasps, implants, inlays, crowns, and other prosthetic and 
orthodontic devices are included. Further, the virtual sh.apes include oolor infonna!icn, For example, shade guides 
comprn;ed ot rolOr samples providing a large nL1mber of tootn shapes useci when deciding on the riwe are stored in 

55 advance or ccnverter.l to data at the time cf use. Ones storing color information of all teeth or single teeth are also 
lnclucted. This data may be successive1~, stored when taking X-ray images or actual images of the oral cavities of patients 
while adding corrective and management data to the images as required. 
(0343] !n FIG. 21B, 38018 Indicates a virtual stmp-e adjusting meansforX0 ray lrnage use, !11 the X-ray image capturing 
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means 88011, this adjusts the virtual shape which is called up ftom the virtual shape .etc, storing rneans 88022 by 
designation by the user or automatically to the size of the X-ray irnage captured or adjusts it to a color which is easily 
recognizable on the X-ray image but not disturbing so as to adjust it to a state enabiirn;; combination. B8019 indicates 
a combined display meai:s for the X--ray image which cornbines the X-ray irnage and virtual state for display on t1·,e 

s monitor screen, 
f0344] FIG, 218 and FIG. 21C added virtual combined display means as ancillary members to the respective camera 
means, btJt these are not limited to ancillary members, They may also be set as main components in accordance with 
the objective, Alternatively, it is not necessary to superpose the actual image and X-ray image ot FIG, 21, II is also 
possible to c.ombine respectivel:i independent virtual displc1ys of !he actual image and X-ray image. This comt,ination 

10 may be performed by converting the images to the BMP, JPEG, GIF, or other general format and, In the same way as 
a grid display etc., using the super!mposilion teetmique or using the transparency technique or superposition technique 
used in general grnphic: software. 
[0345] In FIG. 21C, B8020 ls a virtual shape adjusting means for reai image use. This has a wnflguraHon the same 
as the virtual shape aojus!ing means for X-ray image use. B8021 indicates a combineti display means .. This has a 

15 function and configuration similer to !he combined display means for X-ray image use. 
[0346] Next the configuratio:i for combinaEon of virtual displays shown in FIG. 21 will be explained in detaii. 
[03471 !n FIG. 21A, the X-ray es:.mera means 8801 ·1 captures and forms a full tooth X-ray image b201 shown in FIG. 
28/\. This is, for example,. a per10ramic image which is obtained from an existin-g X--ray panoramic image camera system 
or al, teeth capture<l several at a t,rne by X-rays to obtain images, conve1·ting these to digital images, then p1·ocessing 

M these images to for example extract contours, then detect the common parts. 
[0348] !I is also possible to connect individual images at common parts lo form a panoramic image of all teeth. Similar!~', 
the actua! image capturing means 6801.2 forms a panoramic actua.l image b202 of all teeth shown in FlG. 28.B. Further, 
this fu!! looill image is noi limited lo lhis leehnique. II. is also possible lo use the techniqt1e of conlinum,sly capturing 
images then selecting and sp!idng together suitable images. 

2.s [0349] The trealment portions are found from the image. Fore:o:ample, in the image b201, there are a lost back toot!l 
part b219a and losl back. tooth part b219b and a lost part b219c cf tile front teeth and a gap b219d of the fronl teeth. 
The same is true In the panoramic actual image b202, 
[0350] Each lost part is studied as to what kind of prosthetic is necessary, For exampie, if a front tooth prosthetic, the 
virtual shape adjusting means 88018 searches through the virtue i shape etc. storing means 88022 to select a candidate 

3/J for the front tooth af a shape enabling pms!hesis. Alter se,ecticn, the selected image is read out and is displayed on lhe 
display monitor comb;ned at the combined display means 88019 while selecting the size and color on the screen. FIG. 
28C shows the image b203 which is cbtained by for example combining virtual mnfigurntians. In the combined image 
b20S, when aruticia! roots are deemed sw1table for the lost back tooth parts b291a and b219b of the back tooth lower 
jaw, if bridg!n,~ several artificial tooth mots b2i3 and Sl1,.mrstructures b215, the bridge use impiari! b212 and bridge 

35 S,Jperstmctm-e b214 are selected from ttle virtual shape etc. storing means B8022, The vktual st1ape adjusting rneans 
B8018 adjusts the stZe ai:d co!or and combines the images .at i.he. combined display me.ans 88019 for display an !he 
monitm semen m mobile terminal manilar screen. 
[0351) In the sarr:e way for the panoramic actual image b202 which is obtained by the actual image capturing means, 
the actual image use prosthetic teeth. iniay· data, etc. are called up from the virtual shape etc. storing means 88022. 

10 The virtuel shape .e<ljwsting means 88020 adjwsts the size and color for display at the combined display means 88021. 
[0352] ln FIG. 28,. b216 indicales the bridge superstrudure b214 of FlG. 28C, while b219 indicates the st1p0rstruclure 
b215 ot FlG, 28G, b2"l 7 indicates s crown for a front tooth and corresponds to b2·JO of FIG, 28G, b218 indicates a gap 
prosthetic part b211 of FIG. 28C. 
[0353] For formation of the gap prosthetic par! b211. for exam pie, if the teeth are crowns, formation is possi t1le by 

45 er.larg;ng the siZes of the crowns and making the two crowns contact in state. In the case of natural teeth, the technique 
is shown of grinding away some of tile two teeth for insertion of !he prosthetic. 
[0354] !n !he combined images b203 and b204, the prosthetics are shown by hatching. For exampie, in the bridge use 
!mplanl b212 and bridge use superstrndure b214 in lhe combine,:! image b203, when strength etc. is no! prefernble, 

!hree artificial roots and superstructures similar to the lower jaw right side are read out from lhe virtual sl"",ape etc. staring 
w means B8022 and displayed replaced to allow adjustment of the state of the one at the lost part and the possible range 

of an imp,ant while viewing the Image. 
[0355] Fwrther, it is possible to call up tooth color data from the virtual shape etc. storing means and compare and 
adjust the relationship of color with the adjoining !ee!h to make a decision .. For example, for lhe front tootll prostlletic 
b210, it is possible to refer to general use models and adjust the shape and co1orwitr1 the adjaining teeth for combination 

55 ar:d decision. 
[0356] As the method of treating a gap b219ci as we!!, it is possible to select the type of prosthetic which can be used, 
such ss an ii:!ay, crovvn, etc., from the virtual shape etc. storing means 88022, apply it lo the image whiie adjusting it 
by the virtual shape ad,iusting means 88018, view the extent of combination by tr1e combined display means 88019, 
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and study the virtua; shape as well. When this Virtual shape is forrned as a 30 shape, the virtual shape is made to rotate 
on the screen and a more realtstic combined image can be obtained even with a planar h,traoral image. 
[0357] There is Sllfficient information for stud~, even in the state giving the images of F!G. 28C and FlG, 28D, bt,t lhe 
comparison portion detecting means B80'13 cf FIG. 21A designates a characterizing port!on in the portions before 

s combination out of the combined ima,;ie showTt in FIG. 28C, the c.-omparison portion extracting means 88014 designates 
a characterizing portion in the portions before combination out of the image shown in FiG. 280, and the comparing 
means B8015 ccmparas the two comparison portions and temporarily records and displays the matched slate, 
[0358] An image showing this displayed state is shown in FIG. 28E. The cornbined image b205 consists of the actual 
image and the X-rny image superposed. The number is the prosthetic state shown by the combined images b203 and 

10 b204. An x~rny irn:age Is hard to view. ;n parucular, the gum portion Is hard to view, b\Jt with such e combined image, 
the gum part of the X-ray image is disp!ayoo in an easily understandable manner Further, the superstructures or teet!l 
m1d ihe balance of the mot parts cw1 tie displayed to be easily understood. 
[0359] By virtua!I}' att.iching the prnsthe!ic on the screen, it is possible to display to the patient ihe oral cavity in a 
man:ier enabiing the actual results of !tealment to be imagined .. Al!ernativeiy, it is attempted to realize a prosthesis 

15 suilable for the patient by presenting the patient with a ·,·irtual lmeup of suitable coiored or Silver teeth or ceramic or 
other teeth. Al the time of treatment, the virtual attachment io the X-ray image aiso becomes of reference in treatment 
to the dentist For the virtual data, it is possible to use already available data as it is or enlarged or reduooo for com bir1atiort 
In addition, all.er combination, ii is possible to convert the actual distance !o prosthetic data and obtain color information 
and whitening and corrective data. 

M [0360) By combimng a virtual shape with a prosthetic portion, it is possible to find part of the size of the actual prosthetic, 
so the virtual shape or other data can sometimes be used as is as data for prosthetic production. 
[0361] Further, tNs techrlique is performed by a computer. Part of the size of an actual prosthetic !s quickty learned. 
This can sometimes be used as production data as Is for the prosthetic. 

2.s {Mobile Temiinal Type Information lnputtinglOutp1.1tting Means] 

[0362] Next, an embodiment of the present invention will be explained in detail with reference to FIG, 24. In the figure, 
1s01 indicates e small sized battery of a. button type, tube type, sheet type, pin type, etc. Fur1her, either a primary cell 
or a secondary eel! may be used. 1a02 indicates a voltage boosting means such as a DC-DC converter, chopper, or 

3/J switching regulator which, for example, Ms the hinction of boosting a voltage of 1.5\/ ta around 3V. 1a03 indicates a 
contra; means such as a omHhip type computer or AS!C or other control chip. 1a04 indicates a display means formed 
by a liquid cryslal p..'3nel etc. which can display a 20 image, 
[0363] 1 a!JS indicates a terminal slde communicating means whieh Is suitably provided by the type of the wireless 
medium faOC. If a radio wave, a circuit which includes a carrier wave output means for use up to several GHz, an FM. 

35 AM. PCM. or other modulating means, and a transmission and reception antenna is used. if light, a combination of ;~n 
LED, laser, and CDS or other light rcecelving elenient is used_ Among these, Zigbee Module {brand name) using r&dio 
waves etc. ean tJe suiiaoh' used. In addition, sometimes a USB connection or other general use G,bie, dedicated eab!e, 
or other cable communicating means i:s alsc, possible. 
[0364] 1 a06 Indicates an inputting means such as a keypad, louchpad, or other means which is depressed, touched, 

10 etc. to convert the portion intended by the user to an electrical signal, Sometimes a iiquid crysta! panel which has a 
touch pa:iel fundian or other devic:e which doubies as the display means 1a04 and the inputting means 1806 is used. 
[0365] 1 aU7 indicates a storing means which stores a program for editing patient data and displaying ;ton a display. 
The patient data is mainly recorded at the host device side, so temporary storage is also possible, it need only be stored 
up to the capacity. ia08 indicates an electrical line v,rdch directly connects the inputting means 1 a06 and !he terminal 

45 side commlmicatlng means 1a05. This exhibits the function of direct transmission of a signal through tr1e terminal side 
camrnt.micating means 1a05 if a key is pushed and may be configured in the same way as a circuit line between a 
keyboard and computer. When a oo:itrc! means 1a03 acts in its stead. it is sometimes :.mnecessary. 
[0366] 1a0B !ndica!es a rtost clevic:e which is cnnfigumd by a eombinallor1 of a reccmfa1g means 1a11 whic:h stores 
patient data, patient intraora! data, paUent i1ealth data, alrendance mcords and oU,er denta! employee related data, 

w dental diagnosis and treatment data, electronic patient chart data, patient reservation data, etc. in a database and all 
other data relating to lhe dental practice, a host computer 1a10, and a communicating means 1a09. 
[0367] 1 a09 indicates a host side cc-mmunica!lng means which is configured paired wlth the mobile terminal side 
terminal side comrrnmicaling means 1a05. !! Is not uncomrnon for- a plur'ality of mobile terrninais to be utilized for a 
pluraiity cf patient-,,. so the mobile terminals or communicating means 1a09 preferably can be set to multip,e channels 

55 ar:d input from only specific mobile larminals can be ma,je to be acc.epted 
[0368] 1 a10 indicates a host computer which is configured by a combination of a display device for display use, a 
keyboard, mouse, printer, and other peripheral devices. 1a11 indicates a rec-ording means slJch as a hard disk, SD, 
DVD, USB rnemory, or other recording medium which am be tioused in the host computer 1a10. The communicating 
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means 1a09 may be similarly connected at the oul$ide and may be built in. fa12 indicates a comrn1.micatkm network 
such as the Internet, an in-house LAN,. Intranet, etc. 1ai3 indicates another host device which 1s configured in the same 
way as the host computer 1a10 of the host device 1 aOB and may store patient data elc. which the hosl device 1 aOB 
does not hold. Further, for example, by sending treatment data from a distant location to a mobile terminal, it becomes 

s possible to assist the diagnosis and treatment of a dentist operating it. 
f0369] Next. the c,pemtion of the embodiment which is .st-,own in FIG. 24 wiil be explained. 
(0370] The volt<1ge of the battery 1 a01 is boosted by !he voitage boosting means 1 a02 and supplied to the different 
means. This voltage boosting means 4::.02 is used to. for example, boost the battery voltage ot 1,5V to 3V or more to 
er;abie !he C-MOS conirol ,jevice etc. to be driven. 

10 [0371] TM control means ·1aoo may call up, run, and display on the display means 1a04 a diagnostic data processing 
program at the time of dental diagnosis and treatment frcrn the storing means 1a07. Other<JJise, data which is sentfmrn 
!he ho,.,t co1-r11Juter faHl may be displayed as it is on tJ1e display means 1a04. 
[0372] Since a wirel~ss t:ommunicatiflg means is used, first or in the middle of operation, the state of communications 
ls examined and lhe communicallon situation is confirme;:i. Further, even ir !he wirn!ess connection is bmken in the 

15 middle, the control means fa03 may be configured to enable provisional input and output whiie it is broken, 
(0373] In accordance with !he dlsplo1y of the display means 1a04, !he operator pushes, !ouches, or olherwise operates 
the input buttons cf the inputting means "1a06. Ir, this case. for example, if pushing the key "1" of the inputting means 
1a06, ''1" is output and displayed !hrmigh the control means 1a03 on the display means 1a04 and is sent through the 
terminal side communicating means 1s.05, wireiess medium 1s.lJC. and communicating means 1a09 to !he hOstcomputer 

M 1a10. lf the executed bl1ttcn signals reach the llost computer 1a10, for example, when the patient name is sent from 
the inputting means ia06 lo the host computer 1 a10, a seilrch is conducted iri lhe database in the host romputer ia10 
receMng it and the data is sent to the mobile terminal HOA The sent data is adjusted for display use at the control 
means 1 afl3 through !he lermirml side communicating means 1a05 and is displayed at the display means 1a04. 

[0374] Further, the system may be configured so that the data which is transmitted ftom the host computer 1 a10 to 
2.s the mol)He terrn!r:at i-s displayed as is at the display rneans 1 a04 of the rnabHe tennfnt3l ·1 aO.A.. Alterr1t3tive!y ~ ~he contromng 

means 1 a03 may cail up and run a program from the storing means 1a07, process data which is sent from the host 
computer 1a10 by the program, and display the res,1lts on the display means ·1 a04. 
[0375] As the data which is transferred by a wire communication means, sign data, numeric data, syrnbol data, and 
other text data and image data are seflL When the host compllter 1 a10 does not have the required content. sometimes 

3/J the dat,i is acq,1,red from another host de,.,ice 1a13 through the communication netv,•ork 1a12. 
[0376] The input from the inputting means 1a06 1s further recorded at a host device Side recording means 1a·11, For 
example, when a periodontal pocket depth value is obtained and is manuaily input from the inputting mearis 1a06, it is 
recorded as is through ttte host computer ·1aw ir: the recording rnea1·1s 1a·11, but to confirm the input value, the display 
means 1 a04 may also be provided with a circuit for displaying it. 

35 £0377] Next the operation oi an embodiment of ltie present iri11entio11 will be explained in rriore detail while referring 
to FIG. 24 and FIG. 25. 

[0378] At I.he time of start cif tise, as shown by step 1 bO 1 shown in FIG. 25, an automatic communication test is run. 
If the communication test fai!s {NO) (step 1b02 shown in FJG. 25\ an erro, message is displayed (step 1 b03 shown iri 
F:G. 25) and an automatic t',0mmunication test is nm again at step 1 b01 shown in FIG. 25. 

10 [0379] If the automatic communication lest succeeds (YES), the host computer 1 a 10which is shown in FIG, 24 outputs 
the patient s0lectron menu display data through the communicating means 1 a09, wireless medium 1 aOC, and termirial 
side communicatin:g means 1s05 to the control means 1a03. The control means 1a03 to which this data 1s inp,;t mitputs 
this to the display means 1a04. lfl this case, what the host computer 1 a10 outputs is display use data. When displaying 
this display use data at the display means 1a04, a display use pro,~rnm wt1ioh is read out from the storing means 1,107 

45 is run by the control means 1l'.l03 to form this in this Illustration. 
[03SOJ Note that,. the patient selection menu may also be rerorded as a program in the slcrlng means fa07 of the 
mobile terminal. Alternatively, the data may sometimes be directly dlsp!ayed at the display rneans 1a04 without going 
through !he controi means 1 aO'.t 
[0381] Thedisp!ay means 1a04 shown in FIG. 24 displa)'sU,e patient/user selection menu (step 1b04 shown in FIG, 25), 

w [0382] The case where, at step 1 b05 shown in FIG. 25, the patient se!ection merm number is input by depressing tt-,e 
keypad {yes} 1.viU be explained. If something else is selected (no}, ihe operation shifts to the termirial 1b05a. There, a 
similar operation is repeated, so illustration and explanation will be omitted. 
[0383] The patient selection (for example, depression of "1" on ttie keypad) and the signal of "1w are sent as they are 
through the wireless communicating means to the hcst computer ·1 a10 where a program operates which disp;ays a 

55 patient name input box on the display means 1304. At step : b06 shown in FIG. 25, if a patient name or paiierit c,::ide is 
lnput by depressing the keypad, each time depressed, a cooe and text data c0rrespot1ding to the depressed key of !he 
keypad are sent to the hos1 computer 1a10. If !he enter key is depressed, the stored da!a in !he recording means 1a11 
ofttle nostcomputer 1a10 is searched, 
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[0384) For this search, in addition to a fuii match search fer the entire name, a partial rnatch search where only !he 
surname and first name are inpwt etc. may be ,iti!ii:oo, so a list of patients obtained in the case of a partial match search 
is displayed. 
[0385] Whether or not there is a patient candidate is displayed. If there is. a key showing that there ls is pressed. The 

s pressed information is sent directly to tl--ie host computer 1a10. The host romputer ,a10 then c-alis up tr1e patient dati, 
from the database and sends it to the motiile terminal 1 aOA. 
(0386] This patient data ls displayed an the display means fa04. In this case, the controi means 1a03 lists the data 
for disp,ay as it is for each paragraph code, 
[0387] Furthermore, when displ.ay·!ri9 palient data, the control means 1a03 may read out a ,:1isplay use progmm from 

10 the storlng means 1a07 and run it so thal the display means 1 a04 displays an array in accordance with the program. 
[0388] !f there is a patient car.d!date (yes} al step 1b07 shown in FIG. 25. t!le host computer 1a10 shown in FiG. 24 
sends the p"1tient data to the mobile terminal 1 aOA (step 1h08 shown in FIG. 25). Jf !t1ern is no patiEmt candidate (no) al 
step 1b07 which is showi; in FIG. 25, the patienl is registered as new or .a search is conducted again, but dispi.ay of tl';e 
routine for the repeated searc:h is omitted. Only the step for new registration of a patient (step 1 b09 shown in FIG. 25) 

15 is shown. 
(0389] !n the case of new pallen! registration, ff operating the keypad oi the inputting means "1a06 Io input data, the 
keypad input is sent as is to the host computer 1 a·io where it is registered in !he database oftne recording means 1a11, 
Further, in the case of registering a new pn!lent, in nddition to input from !he inputting means 1a06, input from the ho:Jt 

computer 1 a 1 o is also possible. Whatever the input, the patient is new!~' added to the patient information which is recorded 
M in the recording means 1 a 11 of the host computer 1 a 1 O (s tsp 1 b09 shown in F iG. 25). 

[0390] If the patient is ;der,tifled and the records are displa)'ed, next, al step 1b10 which is shown in FIG. 25, a menu 
for examination Is r.Hsplayed st the display means 1a04 of tM mobile terminal "1 aOA. This men,1 display shows the data 
which ihe host computer 1a10 outputs and displays or ttte data which is processed b}' running a program which is called 
up from the storing means ·ia07 and is displayed tiy the display means 1a04 by the control means ta03 as an exampie. 

2.s [0391] When the examination menu related information is displayed as text sentences, it is displayed from host device 
1 a OB through lhe wireless medium 1 aOC and the control means 1 a03 as is, In !he case of a display having a pallem of 
arrangement distinctive to the database. an application program may be read out from the storing means 1a07 and run 
(step 1b10 shown In F!G, 25}, 

[03921 FiG. 25 shows the case where plaque examination is designated. Other options (1b·11a) ere omitted. If desig-
3/J riatlng plaque examination at step 1b11 which is shown in FiG. 25, !he signal vvhich is obtained by pressing !he inputting 

means 1a06 to designate ;nput is directly sent to the host computer ·1a10. The host computer then outputs the past 
plaque data. 
[0393] The past plaque data which the host computer 1 a'1Q calls ,ip frorn the recording means 1 a·11 and outputs to 
the mobile terminal 1aOA is data of numerical values, syrnbo!s. text, moving images, still images, ek The cor.trol means 

35 1 a03 nms a plaq,ie display program which was called up from the storing means 1 a07 and uses the data which is oulµul 
from the host computer 1 a 1 O as !he basis for display. 

[0394] Data as whai s!:al!Bc of plaque to add ai what side surface ofwha!:tool11 is sent to the host computer 1a10 shown 
in FIG. 24 Dy' operation of the keypad at the mobile terminal ~ide, The host computer 1 a 1 O records data to this effect in 
the recording means 1a11. 

10 [0395] IL at step 1 b 12 shown in F!G, 25, the plaque of the patient is displayed, the routine proceeds to step ·1 b 13 
shown in FIG. 25 for de!erminallon of whether to make ccrmctions or additions lo !he samea If making corrections or 
additions, the above-menlioned corrections or additions (step 1b14 shown in FiG, 25) are performed. 
[0396) Whan the mcditlcations and corrections or additions are completed, at step 1 b1 !5 shown in FlG. 25, it is judged 
whether to pertorm anot.het examination, if performing anothet examirmt:on, an examination menu of step ·1010 st1own 

45 in FIG. 25 is displayed, !f riot performing another examination, whether to retwm to the initial menu is displ.ayed (step 
1 b16 shown in FIGa 25), If returning to the initial menu, the patient and user selection menu of step 1 b04 shown in FlG. 
25 is displayed ai;d the processing is continued. lf not returning to the initial menu. for example, the routine may be ended. 
[0397] Note that lhe above cor;flgurn:ticm is only one ernmple. For e1<ample, smart phones and mobile phones may 
sornelimes also be tJseo as they are as rnobile terminals Im managing denial information. At the very I.east. the dental 

w empioyee can carr/ the device and operate it tc, input. display, and record intra.o!'al information. dental office information. 
dental employee information, and other related information. If necessary, he or she C..'ln read out inlormalion from the 
host terminal and record informallon there. The devices need only be ones by whi-::h dental employoos can dispiay and 
input necessary information in a stmred manner. They may be configured in accordance with the purpose of use .. 
[0398] Ths above operation enables wireless communication of Keypad codes and numeric.al vaiues, text. sy·mools, 

55 text data, images, moving images, arid other data, Rea! time disp!ay is possible, so even if clsing the terminal at tl",e 
same time as diagnosis and treatment, stress~free use is possible. Alternatively, when wearing the host device on the 
waist or back or \-'/hen there is no problem even if connecting !he host device and !he mobile terminal by cables .. sometimes 
wireless comm-unlcation is not necessary and c.unwHJnlcation by cables is possible. 
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[0399) The present invention enables centralized management of dental information by the above.mentioned rnobile 
terminal. As the inforrnation to be managed, for example, dental office information, patlent h,formation, patient chart 
information, account information, diagnosis and treatment fee information, etc. handled by reservation management 
systems for der:tai diagnosisflreatrnent, electronic patient chart systems, reception computer systems for preparing 

s reception data from accounting information and diagnosis and treatment inform alien, recall management sts!erns relatin<J 
to repeat patients, etc. can be input. For example, dental office information which is handled by a bL1siness management 
system which is provided wlth the function of preparing and displaying graphed reports, digital x. ray information, dental 
microscope information. dental CT information, intraoral camera and other examination information, treatment use dental 
unit lnforrnation, palient chair arid other data informa!k)n, probes for periodontal pocket examination use .. and intrnoml 

·10 lnformatl,::,n from other devices. and attendance and other information on dental employees such as dentists, denta! 
hygienists, dental staff, rer-..eption and administration stali, derital technlcisns. and other employees may be shown. In 

m:ldi!iun, toothpasie information, pl,ique related inlcrmatkln , periodonial b,icteria information, elc .. preventive inforrrm
iion, iifestyle disease related informatkm. and other such information which is not limited lo the oral cavity, bu! reiates 
to diseases relating lo periodontal diseases and other indirect diseases, for ernmple, blood pressure and biood information 

15 etc. ls sometimes also included. 
[0400] Further, useful information about the clinic, usefui information about the patients, questionnaire information, 
business information. etc. may be centtally managed, but the centralized management may not only cover a!I informBtion 
re!;ited to the denlal practice,. but also jtis! the required par! of ihe information. 
[0401] For example, when, like ln the case of an a11alog X·ray camera device, data can only be obtained by analog 

M photographs or images or in the case of handwritten data, an image scanner, dig,tai camera, hard copy of the computer 
screen, or other digitai converting means is preferably used to convert !his tc a digitai signal for management. 
[0402] The data may tie centralfy managed by the above mobile terminal. bl:t a tablet type, notebook type, desktop 
type, 01· ether dent.al computer may also be used for centralized managemenl. In particular, a network specification 
terminal used primarily for the Internet or a mobile terminal may be uti!ized, A mobile terminal which !s connected to !he 

2.s lnternet by a \¥irefess LAN may atsa be utilized. 
[0403] Further, the present invention can provided centralized information and can provide data processing etc. using 
the clolld computing technique .. For example, a mobile terminal or host terminal may use application software which is 
provided by one or more center organtzafons through the Internet and input and outpul data by dedicated or general 
use browser software at the terminal side. The terminal side need not install the centralized management applicatio!l 

3/J software. By just installing Internet Explorer®, Fl;-efox@, or other browser software and using !his brovvser sof!vvare to 
run sofl\11arn for centralized management of der.tai information ot a center, it can input and output data. lt is therefore 
possible not to worry about the capacity of !he recording device at the terminal side and provide both smail size ar.d 
simple design, 
[0404] Note that, rather than a general use browser, it is also possible to use dedicated sofiware for starting cipscftware 

35 for centralized rnanagernent of dental inrrnmalion. Furttler, the terrninal side rn.ay sometimes store all information at !he 
dnurl s!de resources and sometimes store part of the information requiring secure management such as personai 
information at the terminal siije_ 
[0405) As the type of the cloud, for example, a system which is construc:ted as a private cloud of Jwst an iri-house 
system, just a center organization. or a group of participating dentists where !eakage of information would be a problem 

10 is preferred, but so long as security ls reliable, i! may be configured by a public cloud which is constructed by outside 
computer information service organi2ations. Sometimes, the entire port may be made a private cloud or a public cloud. 
[0406] This mob!ie lermmal may be carried for use by ,~ot onl~· dentists, but also dental hygienists, dental reception 
and administrative staff, dental technicians, and other related staff and sometimes patients. Data can therefore be shared 
with other staff. Alternatively, by providing a fur1ction of switching IC car,js or other carr,ern for identifying individuals, a 

45 single termina! may be alternately wse-d exclusively. 
[0407] For centralized management of the data, it is preferable thal there be compatibility between the data which the 
different systems handle, but compatibility is not necessarily required. For example, when using hard copy data of the 
screen eie .. it is sufficient !hat the data be displayed 011 !.he mobile terminal and be able lo be operated there. 
[0408] ln the present embodiment, use in real time where the server provided with !he external database and mobile 

w terminal can communicate is preferable, biJt the invention is notlimited to this. The operation may be temporari!yreoorded 
ln the mobile terminal and, when communication •Nith the server is enabled, the temporarily recorded data may be 
automatically transferred lo the database by the batch method. 
[0409] For exarnple,when operating a patient reservation system on a rnobile terminal. when determining tr1e scr1edule 
ot v1s1ts to the clinic for patient treatment and preventive care, it inputting a candidate reservation date from the terminal, 

55 !he reservation status data is re.ad Olll from the database and compared, I! is possibie to disp!ay overlapping sche,:i uled 
dates on rne screen o.f the mobile terminal and prompt change, ,O.lternatively, it ooc:omes possible to enter the schedule 
lnto a plurality of treatment and prevenllve care screens ln an input display field of the mobile terminal screen and send 
a print command from the mobile terminal so as to print out the sc:hedule of treatment and preventive care by a related 
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printeL This can be then given to the patient. 
[0410] The mobile terminal may be connected with a host device wirelessly or by cable and also may be cormec!ed 
wi!h an intraoral camera by cable or wkelessly. In this case. il is possible lo perform suitable positioning for capturing a 
toolh or tooth surroundings which require treatment or preventive care. 

s [0411] Not only is it possible to centralize information between a mobile terminal and host terminal, but also when 
using a host terminal as a server when providing each dental diagnosis and treatment chair with a terminal as a denta! 
computer, it is possible to achieve centralized management of information between the host terminal and the computers 
ot the mdividual chairs. 
[01H2] For input of d:3ta to the mobile terminal, in the above-mentioned way, us.e may be made of operating buttons 

10 or rotary diais of the pressing type. sliding type, or type which are operated by bringing a i'lnger or pen or other such 
object into contact with screerL !n addition, virtual butlcns. or virtual keyboards on the screen and, when an intrnorn! 
camera or oH,er peripheral device, I:; connected, the abcwe mentioned t,ultons oi diHls on UIe peripheral devices may 
be used. In addition, audio inputm,d recording byan integrally provided microphone ora scanning and recording function 
by a camera which is inlegrally or separately provided ma:r be provided to facilitate free input. Further, the scan riir,g arid 

15 recording function may use a dental camera to record a photographic image, 
[0413] When inpulling text <If a handwriting image by an eiedromagnetic induction i:)'pe pen or resistance film pen 
when inputtmg mformation onto the screen of a tablet WPe computer, mobile terminal, etc,, it is also possible to fetcn 
harn:.tNritlen !nputd~1!a. For mmmple, when providing an el(plarwtion to the patient, when explaining a trnahmrnt!echnique 
to a dental hygienist, a11d when otherwise display on the screen by hanctwriting is suitable, if in putt! ng information directly 

M from a mobile terminal by handwriting, it is. possibie to nave this displayed as. it is or have it dis.played synchronously on 
the monitor screen of the hos.t terminal to allow explanation to the patient or explanation to anolher empioyee or to have 
it recorded as Is and used later. In particular, when entering information into the intrnora! image by handwriting, the 
in-formation can be used as ~ as patient data. 
[0414] Furthermore, it is also possible to input and output audio data to obtain an accurate grasp of the intraoral 

2.s situation With the audio data, for example, when talking with a user of another mobile ierminaL ii is possible t<:i designate 
a wlndow on the rnoblie terminal screen and slmultar:eousiy display the audio and image, Alternatively, the audio data 
is converted as !s to text data or the handwriting text is converted to text data so as to reduce !he reQu1red storage 
capacity, In particular, when diagnosing the oral cavity, specialized terms relating !o the slate of tooth decay etc. C81l 

be recorded in advanw as audio data and compared against audio which is input through the mobile terminal for 
3/J conversion lo text data. This enat,les data which had been previously entered to automatically be made electronic dala. 

[0415] By recording prererorded audio samples and text data cf specialized terms as tables in a recordmg device. 
comparing the input audio data and ,iudio sample data, and converling the matching or substantially matching audio 
sampte data to corresponding text data, it is possible to record accurate dental Information. 
[0416] The present embodiment enables input of electronic patient charts and other patient information, input of 

35 diagnosis and lreatmen! fee infonnali:on, and input and oulput of information relating to otner dentHI administration under 
r.entrniized management, but in this case, the host terminal and !he mobiie terminal may be synchronized in ;;;; least 
I.he input stale. That is,. if there is input from ttIe hosl terminal, that !nput is displayed on the mobite lerminaL The output 
display is also performed synchronously in the same way, The screen svnchrunization software can be run by a rnobile 
terminal which has a built-in general use computer by utilizing the commercially available software Sync+®. Alternatively. 

10 !he mobile terminal is one shown in a slate which utilizes a function bui!t in in advance or connects with a USB terminal 
which is provided with a LAN fllncllon lo as to be able to lltilirn a wirnless LAN. This enables sharing not only between 
the host terminal ar.d mobile terminal bu! also with anothe,· mobile terminal through the host terminal or direct sharing 
bet#ean nost terminals_ The "direct sharing" may be sharing utilizing electromagnetic waves, mfrared rays, and other 
wireless media and also through relay terminals. 

45 [0417] !n the case of hOme dental treatment if the storage capacity and processing ability of u·,e mobile terminal are 
!ow and data car:not be recarde,j, tt is also possible to use a s.eparale storage de\jlce or e-mail eic. to clean up the part 
which cannot be s.tored as data and use a dedicated or public line to 1ransmi! it to the host terminal seq ,ientially or every 
certr,in stored amount 
[0418] Suell synchronirnt1on of display ber"'·een terminals enables input from a host terminal provided with a keyboard. 

w mouse, or other ir1put interface and t~,ereby enables quick input since when dental diagnosis and treatment is for example 
performed on a common roorn, complicated input frorn the mobile terrnir.ais takes lime, 
[0419] Further, in oonlralized management of dental information uslng a mobile terminal or other terminal, it is al.so 
possible to automatically process time series data. For example. the date and time of the end of treatment or suspension 
ot treatment of a patient after treatment iS read out trom a datab.:ise and compared with the current date and time. When 

55 a pmset time period has elapsed after treatment, that fact is displayoo on the mobile terminal or hos.t terminal. Aliernatively, 
lt is also possi!,le to .automatically print out e,rnaits directly, 
[0420] The host terminal ma}' automatically notify the mobile !erminai when the time for preparing diagnosis and 
treatment fees and may automatically notify and adjust attendance figu,,es for days wt1ere tnere are no reports etc, 
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[0421) The mobile terminal ma\l conriect with an X-ray irnaQe capturing svste111, intraoral carnera, microscope, or other 
peripheral devices direct~1 or through a host terminal so as to. fer example. display the camera outputs by these peripheral 
devices in real time on the mobile terminal and record them in palient data folders identified by the palienl names etc. 
These peripheral devices and dental chairs, lighting equipment, etc. may also be controlled in operation from the mobile 

s tenniriaL At thst time. records of the conlrol operation may be logged into the patient chart. 
f0422] The patient data folder is preferably· recorded mainly in the host t:erminal in a nonredundant state and can be 
read by a search from individual terminals. There may be several copies of patient data folders such as at the individuai 
terminals 1n tha case ot ternporaryt.ise, but when recording it continuously, presence in a single storage area is preferable. 
This storage area may be no! only the hos! terminal, but also a distant lac.1tion through a network. 

10 [0423] TM mobHe terminal may further be ;able to swap audio, Image, or text lnforrmition with the patient. In p;articular, 
as use of mobile terminals becomes genern!ized, the patient may also carry such a mobile terminal If !he patient carries 
one. pre-fernbly he or she can only view information r·equired for himself or herself as a patient. This is because, for 

example, if developing app!ic.<1tion software for using smart phones and other mobile phones as the above-mentioned 
dental management tm·minal, a palienl need only install a specialized application to emible such use. 

15 

{Dental Exp,aining Means] 

[0424] The present embodimenl explains dental d iagoo5is and treatment by far example displaying a pm1ommic image 
of the entire row of teeth of a patient and an image of the treatment portio1·1 on a computer monitor (display) screen snd 

M combines suM1v1ded moving images in accordance wi!h the objective for reproduction as a combined moving ,mags so 
as to enable individual patients to easily understand eKplanations of treatment The dentist ma~' use an ex isling sequence 
of mo11mg images obt(';lned by combining the subdivided moving images in advance or may select, edit, and combine 
images in advance 
[0425] Fortnetechnique by which the dentist selects and edits images in advance. a semicustom or existing combined 

2.s movk1.g im,ige sequence fa selected for use. bu! an exampie (Jf wmbining all explanatory data to prepare at leilst one 
movin,;;i image sequence will be explained in detail with reference tc FIG. 26, 

[0426] FIG. 26 is a view for e>:p!aining the operation in the case where the dentist sets one combined moving image 
in advance, In the figure, 1 c01 is lhe display of the initial menu. A list which s~1ows the existing moving image sequences, 
a iist enabling semicustom connection and editing, and a list of individually subdivided moving images are displayed 

3/J and are selected in aco::irdance with l.M objective. 
[0427] ·1 c02 is the step of selecting one of the initia.l menu d ;splays, 
[0428] 1 c03 is the slep where !he steps to be executed are branched according to which is seiected. ln the case of 
NO, the routine proceeds to selection of another combined movin,~ im~e {not shown) through the terminal 1c03a. In 
the case of YES, !tie routine proceeds to !he step (1 c04) of judging whether an image is already registered among !he 

35 combined rnoving irnages by the technique of seBrching lhrough the narries of moving images or se,~rdiing ror combi· 
ni'itk:ns of dlslincth:e ('.<;des asslgned to the subdivided moving image data. If pmvisionally registered (YES), the routine 
proceei% to selection of another combined moving image !.hmugh the terminal 1c03a. 

[0429) When not regfatered, a list of the subdivided data is displayed and furthermore editing regions are displayed. 
The !isl of the si.:bdiilided data may be broken down by cbjec!lves or may be formed into an array or formed into a tree. 

10 [0430] !n the selecti(ln 1c05 ofthe subdivided moving image data, the data is moved from the list to the editing region 
by the a::py and paste or drag and drop !!;x:hnique ta 0dit the time-series explanatory data, 
[0431 J ln FIG, 26, when selection ot the subdivided moving images has ended ( 1 c06), the selected combined moving 
image sequence is reproduced on a test basis (1 con. 
[0432] FIG. 27 shows an exam pie of combination of the combined moving image .. in the tlgure, 1 d01 indicates a moving 

45 image of recovery oi the gums after tooth extraction, 1d0.2 indicates a slanted moving image of the ad}Oining teeth, 1d03 
indicates a moving image of elongattan of a facing tooth. 1d04 indlcales a moving image of formation of a support tooth, 
and 1 d05 indicates a moving image explaining the dental work shown in FIG. 1 and a moving image showing the setting 
of tt;e dental work. These individual moving images are preferably riot single, but a plurality of moving irmiges. 

[0433] The sedes of moving images from 1d01 !o 1cJ05 am made the combined moving image 1d00 whict-1 is named 
w and ls recorded in a recording device. Code sequences asslgned to the individual subdivided rnoving image data in 

advance are record0d by the recording device, !hen the combined moving image 1d00 is displayed on the computer 
screen as a singie icon. 
[0434] The combined moving image 1d00 is comprised of moving images whicr1 are suet.'essiveiy combined to forrn 
one moving image which can oe oontinuoi.isly reproduced, The individual moving images are subdivided, They are 

55 preferably respective I:,,· set with patient capacities and dentist capacities. The indivld ual mcving images are, for example, 
the WMV, AVI, or MPEG format. They may be selected and successively combined by existing moving image editing 
software. 
[0435] Furthermore, at step , c08, the dentist side data and patient side data are displayed, and the llrne and cost are 
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displayw, Preferably, the 1.ise of another technique for lm,ver cost, shorter time, and higher profit is explained in !he 
display as an alternative. 
[0436] At step 1c09, even if the combined moving image has already been prepared, if desiring te reselect it, lhe 
routine is made to proceed to selection of the subdivided moving image data. 1c10 is the step of selecting whether to 

s store this menu list. If storing it (YES). at step 1c11. the name of !he combined moving image is input and registered for 
storage. When not storing it, the routir,e retlitns to the end step it is selected whether to perform editing or to end !he 
routine as it is ( 1c12). 
[0437] FlG. 26 explains the operation when a dentist prepares a combined moving image, but there is a large number 
of actual subdivided data, so depending on !he selec!e<:! data, sometimes time is taken. Therefore, ii is also possibie to 

10 form samples in the manner of an edillng box for each type of expianation in adv<mce. This embodiment may further 
register the intraoral image of the patient itself in the subdlvided moving image for rnllization as part of an exp/a nation 
of' treatment, prevention, ek unique to !he patient. 
[0438] The present ernb,xlfrnent is mainly utilized for obtaining informed consent From the Viewpoint of shortening 
the treatment time for ihe patient and for making the e.xpianation more efficient, mme efficient viewing is preferabie, but 

15 in this case. subdiv;ded movmg images of durations of severai seconds to severai minutes are presented by the dentist 
while expiaining them to the patient .An a ux.iliary screen which expl;i ins terms used by the dentist may also be dispiayed 
to make the explanation easier for the patient to understand. 
[0439] For mmmple, a !isl of the stibdhrided daLa is displayed on a computer screen by icons, L'c!bles, e!c., The datn is 
giYen simple titles easy for the patient to understand. This 11st is edited by tlisplaying it on the above-mentioned mobile 

M terminal and having the dentist select from it. The se!ected state is displayed on the screen which is viewed by the pat;er,t. 
[0440] Further, tt is also possible to discuss treatrnent with a patient while w,1ng a simple mobile term1n2i to prepare 
a cornt,:ned sequence of moving Image':! selected for the patient ar,d d!splay this to the patient on an immediate basis. 
That is. a mobile terminal provided wilh a display uni! and input i:i!ei-face which is mainly carried by a dentai emµloiee 
ar,d a terminal provided with a display monitor t,y which a patient or pefSon desiring preventive treatment (referred to 

2.s as ''patient etr.,") can view the information is used by the derital employee to search for and edit moving images, s ubdiv1ded 
movin,;;i images, er combined moving lmages which include content le be informed to the patient etc. on the mobile 
termi;;aL Wher, the editing ends, the image ls transmitted !o the patient vie.ving terminal. Further, ir, this case. rnovmg 
image data may atso be transrnitted, but it is also possib!e to transmit identification data attached to the mo\llng image 
data, havB the terminal for patient viewing receive !his identification data, and process the moving image based on this 

3/J identification data sequence in real time for ,jlsp!ay on a screen. 
[0441] Furthermore, the dentist etc. can carry a mobile terminal and in that state play back a rnov;ng image on the 
screen display of the terminal whfch the patient etc. views, stop it. dispiay or not display the patient data, and perform 
ott1er remote operations. 
[0442] Further, the image and data which !Ile patient is viewing can be synchronously displayed on a mobile !erminai 

35 which a dental employee carries. in partict;lar. when usin,; tt1e intrnorn.1 (::i:lmera which is shown in FiG. 1 to disµiay and 
explain the ornl r-avity of a patient, Ille explan;:it;on and case studies match and become easier In understand. 
[0443] Furthermore, in the present embodiment_ tt1e mDbiie terminal which is shown in FIG. 24 may be used to edit 
the moving image data and to output and d,spiay the edited image on a (1.)ri,puter monitor which the patient can view. 
[0444] Further, the mobile terminal may be used to enable operation of dispiay of a moving image on a moniior whic!l 

10 is connected to a dental computer which a patient can view. 

{Gum and Tooth Boundary Detecting Means] 

[0445] The present invention includes a configuration for enabling the boundary between teeth and the gums to be 
15 clearly set, 

[0446] The image of 211 intraoral camera is usually captured while lighting up a dark narrow space, so, for exam pie, 
ln the means for forming a panoramic image by compuler image processing which is shown in FIG, 8 and FlG, 10, if 

detecllng the common pm'ts behveen images, when explaining dental tmatmenl to lhe palien!, e!c, it is sometimes 

difficult to discern the boundary between the gums and teett1 and ttle like due te the close color and the effects of saliva etc. 
w [0447] Therefore, a combination configuration which is comprised of a contour extracting means. for extractmg contours 

of teeth in an actual Image. a color component image converting means for converting an actuai image to component 
colors to clarify the shapes of the teeth and the gums, and a combined image forming means for combining the image 
which was converted by the color corr1 ponent image converting means and the contour extracted image is used to enable 
extract1or, 01 the contour,;; 01 the teeth aM gums even at !ocatiOns of staining of the teeth or poor iliumination. 

55 [0448] The contour extracting means is for example comprised of a means for applymg a 3D Fourier lransform to an 
lmage and a means for detecting only a phase signal 1n s treqllency rngiOn which shows char,ges in contrast of a image 
after the Fourier transform and applying an inverse Fourier transforma In addition, a Z-transform system and Laplace 
!rnnsform system etc. may also be ut1ttzed In some cases. 
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[0449) The wior component image converting means, for e)(ample, is a means for forming images broi<:.en down into 
component coklrs shown by the RGB color system. la'b' color system, HSY color system, XYZ color system, ;<:{Y color 
system, L 'u'\I" color system, ivlunsell ooior system, Ostwald color system, NCS (Natural Color System), DIN color system, 
or other color system, selecting from among these a component color by which the shape can be c!eady seen. and 

s fonnirig ari image based on this component color or a means for combining romponent colors without regard to the color 
system to form a component color by which the shape can be more clearly seen and form an image based on that 
component color, This selection is preferably performed by measuring and determining a component color suitable for 
the intraoral image, but, tor example, combination of any one of trie L component irnage, a• component image, orb" 
componeflt !mage of lhe La'b' color system and any one of the H (hue} componerit image, S (saturation chroma) 

10 component image, anct V (br1ght11ess lightness value) component Image of the HSV color system Is shown. Combination 
of component colors of different color systems is sometimes prefernble. The component colors need only be selec!ed 
m1d combined for conversion to a componenl color by which Uie shape can be ctew·,y seen or for combination of a 
pluraiity of component cofors. Ft1rther, a "component image'' includes an image which enhances the component obtained 
by mJjusting the values showing the component values in for example a pmgram. 

15 [0450) Further, in addition to selecting a component image by wriich the shape can be ctearty recognized, a combination 
of cobs by which a person ca11 recognize the boundaries more ls used for coloring. For ei<ample, appliailion of a R 
(red) component image to the gurns and application of a G {g,een) component image to the teeth is shown. 
[0451 J Further, the component colors which rim shown here no! only inciude ones ·which am detected from an image, 
but a,so ones obtained by newly coloring while using colors which clarify the ooundaries. 

M [0452) Further, the combim,<I image torrnmg means combines the contour image which was obtmned by the contour 
extracting means and trle i!m,9e which was obtained by the color ccmporient image converting means and, for exampie, 
like the chroma key techni:que, makes the parts of the contot:r !mags other than the ronto,1r part the same color system 
and makes the color component image transparent etc:. for combination, Alterna!iveh', after that combirmtion, to fur!her 
enhance the color component image, me;ins may be employed to change the color of the gum parts or more deeply 

2.s enhance ,hem to a red color system and lo chaflge the color of !he teeth or more deeply enhance them to green so that 
!he boundaries become more dtfferentialed visually to people er mechanically, Further, depending on the color compo
nent. tf converting the gum coler to red and the tooth cok;,r to green. those color component images may be converted 
to, These means are preferably a!I rea!lzed by computer software, but sometimes are c.-omprised or gate ar-rays and 

PLO {Programmable Logic Devices) and other custom and semicustom lCs. 
3/J (0453] Next, the embodiment which is shown in FIG. 29 will be explained. In the figure, reference numeral 2901 is an 

image inputting means. For example, it is a means for inputting a stilt image which was captured by an mtraoral earn era, 
The still image which was input by the image inputting means is output to a filtering means 2902. The filtering means 
2902 is shOwn as an unsharp rmer or other edge enhancement filter, but in additlOr, sometimes a filter wr1ich enhances 
the rontra.st of the image may also be use{t 

35 £0454] The image wrticll ls filtered by tile littering me8ns 2902 is 0t,tput to the mnkiur eximding me.ans 2903 and !he 
componef!t color Image cnnvwtlng means 2904. The coril.our extracting means 2903 is a comprised of a 20 Fourler 
!rnnsfom1 means, a phase signal detecting means, and an inver,se Fourier transform rneans, bul these meam; are for 

example realized by combil1111g program modules in a software library such as the ''open-CV" (made by lritel). 
[0455] Reference numeral 2004 is a component color image converilng means, ln !he same way as expiained above, 

10 ii is comprised of a means for forming an image which is converted to the a' component c,:)ior orb' component color or 
the H component color, S component color, or V component color of the La'b' co!or system or the HSY color system 
and a component color combining means for combining these component colors, The colors change, but an image with 
clear shapes of the teeth an<! the gums 1s formed. Furthermore, the changes in the color sometimes al,ow staining of 
teett1 and tooth cavities to be foun,j. 

45 [0456] TM contour image wnicn is obtained by the contour extracting means 2903 and the images converted to 
component color images by the component color image converling means 2904 are output to the combined display 
means 2905" The combined display means 2905 combines the contour image which was output from the contour 
ex!rncling means 2903 and the component color images whk:h wern output from the cmnponent color image converting 
means. This combination, for example, ma~J~s pa11s of tr1e image other 1!1an lhe contours the same co!or system, makes 

w the system of color transparent. and combines this with the component color image forming the background image. The 
combined image is displayed on a romputer monit,:w, 
[0457] Sometimes this series of processing for composition can give an image with a clear boundary between the 
gums and teeth, Alternatively, the present embod!ment is suitably used wt1en detecting lhe boundary KL of two teeth at 
for example the center as a general measure tor when comb!ning !rnages (for example, Image 906e and image 1102f) 

55 where the mark Ml becomes the center of the image in the ieft and right rows of teet!l shown in FIG. 12. Aliernatively, 
a contour lmage which is obtained by detecting the phase signal by a Fourier transform anct the ac!ua! image can be 
combined as they are. Further, even if using only· component color images, images of clear shapes can be obtained, so 
even wilh only the lmages obtained by tile component color image detecting rneans, an image wiH1 a clear boundary of 
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the gums and teeth is obtained. Such an image with a clear boundary between the teeth and the gums c,m be utilized 
as mark for varlous types of oombir,i ng operations or may be used for explanations to the patient and for dental treatment. 

lndustriai Applicability 

f 0458] The present inventKin provides a dentol s:,·stem which promote intraora I heolth in dental diagnosis and treatment 
by providing a patient wilh lntraornl information ifl a readily understandable format and !hereby enabling patient intraorni 
information to be refreshed, It~ effectively utilized m the field of dental medicine, 

10 Reference Notatior1s List 

[0459] 

11 intraoral image inputting means 
15 12 diagnosis and treatment portion detecting means 

13 1;11it image forming means 
14 (liagnosis ana: treatment order setting means 
15 diagnosis e1<planation forming means 
Hi display and output means 

M 17 recording means 

Claims 

2.s 1. An intraor.a! vide.c carnera and display system which is provided 1Nith a continuo:.1siy capt:.ired image sequence 
forming means for continuously capturing side surfaces of rows of leeth to form an image sequence, a side surface 
tooth row image forming means fo.r con; bining sequences of images which were formed by the continuously captured 
image sequence forrnin,;_:; means as partial tooth rov .. images from an image forming the center of the over all composite 
so as to form a plurality of partial tooth row images, and a side surface tooth row image combining means for linhing 

3/J r.nd combining a p!umllty of partial tooth row images which were formed by the side surface tooth row image forming 
means based on images forming the centers of the overall composite so as tc form overall rows of teeth, 

2, The intraorai video camera an<:! display system as set forth in ,::faim 1, further provi,:Jed with 
a mark setting means for setting a mark which is recognizat,ie on tile captured image al a predetermined positio11 

35 on rows of teeth, 
a continuously captured image sequence forming means for forming continuously captured irn.age sequences for 
one side surface and anothBf side surface of the rows of l.eelb, 

a si<le surface toot~1 ww image forming means for combin!r1g the continuousiy captured image sequence of said 
one side surface a11d the co11iinuousty captured image sequence of said other side suriac.e from images with marks 

10 at the predetermined positions so as to form one side su,face tooth row image and another side surtace tooth row 
image, and 

45 

w 

a side smface tooth row image rombining means tor linking and combining said one side surface tooth row image 
and said other side surface tooth row image based on characterizing port,ons on the rows cf tooth in still images 
where saia, marks are at the predetermined positions, 

3. The intraora! video camera and ,jisplay system as set forth in claim 1, further having X-ray image dispiay means for 
displaying X,ray images ofteeth corresponding to said side surface tooth row images and a virtual tooth row display 
means for displaying rows of tee!t, obtained by virtually c:mrecling or virtually beautifying and cciloring 1.eelh crn1e-
sponding to said side ,;wface tooth row image,;. 

4. The inlrnoral video camera and display system as set forlh in claim 1, comprising a toolh row display means for 
displaying a tooth row image which is obtained by said side tooth row image combining means. a unit image forming 
means for forming an image of the oral cavity for each unit of diagnosis and treatment or cm-e, a setting means for 
setting diagnosis and treatment and care order information for images formed by unit image formation by ss.id unit 

55 image forming msans, a display means for displaying images, with said diagnosis and treatmern and care order 
lnformation attached, based on said diagnosis and treatment and care order information so as to be Mle to be 
dtspl.ayed in a list form, and a display medium which displays and records display information whic!i is obtained by 
said display means, 
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5, The intraorai video camera and display system as set forth in claim 1, further provided with a smail sized portable 
data processing term in al which has an input part enabiing input and adjustment of data relating to the dental practice, 
a communicating means which can communicate data with an external data processing temiinal and a server which 
manages 'h'<.lfk attendance or dental diagnosis and treatment. and a display means for displaying a tooth row image 

s combined by said side surface tooth row, image combining means and said data relating to the dental practice, 

6, The intraorn! vldeo camera an,j display system as set forth in claim 'i, further having a dental treatment explanatory 
data forming means for storing, in a storage means, subdivided moving image data which is formed as moving 
Images which have been prepare...-! in 8dvance and subt1ivide denta! lreatment and se!ecting and linking and ccr,-

10 necting saill subdivided moving image data from said storage means so as to form data for explaining dental 
treatment and display i! by saki display means, 

7. The intraoral video camera and display system as set forth in d,iim 1, further having a hand held type camera means 
which captures an imc1•s1e of said oral cavity and a sighting means which is pmvi,1ed at said camera means arid 

15 emits a sighting beam which indicates an image capture portion, 
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(57) ABSTRACT 

A dental/medical instrument is provided for use in diagnos
tic and related patient inspection/examination. The device 
includes a body having an integral speculum with a video 
image capture device or camera, a power supply and a video 
display. These components, in addition to user actuatable 
controls, are disposed integrally with the body. The body is 
adapted for convenient engagement and manipulation by a 
user's hand to provide a unitary, hand-held device capable of 
illuminating and capturing an image of a patient, and dis
playing the image. The video display is disposed on a 
display portion of the speculum, while components of the 
image capture device, such as a lens and light emitter, are 
disposed on a nose portion of the speculum. The nose 
portion is modularly replaceable with alternate nose portions 
sized and shaped to facilitate various discrete medical/dental 
examination procedures. 
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MEDICAL INSPECTION DEVICE 

BACKGROUND OF THE INVENTION 

This application is a Continuation-in-part of U.S. patent 
5 

application Ser. No. 09/199,963, filed on Nov. 25, 1998, 
entitled "Medical Inspection Device", now U.S. Pat. No. 
6,186,944. 

1. Field of the Invention 

2 
obtain the necessary views for the examination while simul
taneously viewing the image on the remote monitor. This is 
due to the need for the examining care provider to manipu-
late the instrument relative to the patient, while looking 
away from the patient to the monitor. Thus, while many prior 
art instruments may be designed to facilitate manipulation 
by the user, the ergonomics of such devices tends to divert 
the user's attention away from the patient during 
examination, which may result in discomfort to the patient 

The present invention relates to medical and dental optical 
diagnostic instruments, and more particularly to an inte
grated hand held viewing scope and display for use as an 
otoscope, ophthalmoscope, larynx illumination, nasophar
ynx illuminator, dermatologic magnifier and anoscope. 

10 due to errant manipulation of the instrument. This drawback 
may be particularly problematic with respect to new users, 
or those with minimal training in the use of such instru-
ments. 

2. Background Information 
Thus, a need exists for an ergonomically improved hand-

15 held dental/medical instrument which enables a user to 
simultaneously observe both the patient and the instrument 
while viewing an image captured thereby. 

Various hand held instruments for use by a physician or 
dentist during examination of a patient have been known in 
the art for many years. Such hand held instruments include 
the otoscope for examination of the ear, ophthalmoscope for 
examination of the eye, larynx illuminator (throat), nasal 20 

pharynx illuminator (nasal passages), dermatologic magni
fier (skin) and anoscope (lower G.I. tract). 

SUMMARY OF THE INVENTION 

According to the present invention, a dental/medical 
instrument includes a body adapted for engagement by a 
user's hand, a speculum integrally disposed within the body, 
an image capture device, a light source and a video display. 
The image capture device, light source and video display are 

25 disposed integrally within the body. 

Also, in the prior art, it has been known to employ 
miniature or micro-video cameras in connection with vari
ous surgical procedures which occur in the operating room. 
Examples of such video cameras are known as remote head 
color CCD cameras. These cameras typically employ an 
array of semiconductive chips using a technology known as 
charge coupled diode sensors. Such micro-cameras are 

30 
capable of yielding more than 500 lines of resolution per 
axis, resulting from the use of 400,000 or more pixels. Use 
of such micro-video cameras and related equipment, such as 
endocouplers, have been known for some time in connection 
with certain types of surgery and, particularly, surgery 

35 
conducted through the use of small incisions in the body 
wall in videoendoscopy procedures. Such procedures have 
become increasingly commonplace in connection with pro
cedures upon the gall bladder, appendix, intestine, etc., 
where the problem is of an internal nature. 

40 

In another aspect of the present invention, a dental/ 
medical instrument includes a body adapted for engagement 
by a user's hand, the body including a speculum disposed 
integrally therewith, and an image capture device disposed 
integrally within the body, the image capture device having 
a central optical axis. A light source is also disposed inte-
grally within the body, the light source being adapted to emit 
light along at least one light emission axis disposed sub
stantially parallel to the central optical axis. A video display 
is disposed integrally with the body and is coupled with the 
video capture device to display an image captured thereby. 

A still further aspect of the present invention includes a 
method of examining a patient, which comprises the steps 
of: 

(a) utilizing an instrument including: 
a body adapted for engagement by a user's hand, the 

body including a speculum disposed integrally there
with; 

an image capture device; 
a light emitter; 
the image capture device and the light emitter being 

disposed integrally with the body; and 
a video display di5posed integrally with the body; and 

(b) manipulating the instrument relative to a patient while 
the user simultaneously faces both the patient and the 
video display. 

In addition to relatively widespread use of such micro
video technology in the operating room, which includes the 
display of a procedure upon separate monitors, this technol
ogy has also been utilized in the dentist's or physician's 
office in the context of otherwise routine examination and 45 
diagnosis. An example of an instrument incorporating this 
technology is shown, for example, in U.S. Pat. No. 5,762, 
605, issued to Cane et al. This device discloses a hand held 
optical diagnostic instrument including a CCD sensor and an 
external light source. The instrument is coupled to a discreet 50 
monitor which may permit both patient and physician to 
observe an image of the examination. Moreover, devices of 
this type may be utilized to produce a video record of such In another aspect, the present invention includes an instru

ment having a body adapted for engagement by a user's 
hand. The body includes an integral speculum, a lens and a 

55 light outlet, and an integral video display. 

an examination and/or provide either a video tape of the 
examination or selected print frames thereof. 

Such devices may also be used to provide a video link to 
a satellite or other communications means from a video 
interface of the system. This may enable consultants to be 
utilized either in real time, or in a batch mode, to provide 
"second opinions" to the examining medical personnel or 60 
paramedic who may be located in a geographically remote 
region and/or may possess limited skills in the specialty to 
which the examination relates. Such activity has become 
known as telemedicine. 

A disadvantage of such devices, however, is that they tend 65 

to be awkward to use, as such instruments tend to be difficult 
for the examining physician to hold, to manipulate and to 

In a variation of these aspects, the lens and light outlet are 
disposed integrally within a nose portion of the speculum. In 
a further variation, the nose portion comprises a modular 
unit adapted for alternate engagement and disengagement 
with said body. Further still, a plurality of modular nose 
portions may be provided with various sizes and shapes to 
facilitate discrete examining procedures. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a partially perspective elevational view of a 
dental/medical instrument of the present invention in use 
relative to a patient; 
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FIG. 2 is an enlarged, broken-away elevational view of a 
portion of the instrument of FIG. 1; 

FIG. 3 is a block diagram of the componentry of the 
present invention; 

FIG. 4 is a perspective view of the instrument of FIG. 1 
including an additional component of the present invention; 

FIG. 5 is a perspective view of a plurality of instruments 
of FIG. 1 disposed in an optional charging device; and 

FIGS. 6a-6e are elevational views of alternate embodi
ments of the dental/medical inspection instrument of the 
present invention. 

DETAILED DESCRIPTION OF TI-IE 
PREFERRED EMBODIMENTS 

As shown in FIGS. 1-3, the present invention includes a 
dental/medical instrument 10 for use in diagnostic and 
related patient inspection/examination. The device includes 
a body 12 including an integral speculum 14 with a video 
image capture device or camera 16, a power supply and a 
video display 20. These components, in addition to user 
actuatable controls including a power switch 22 and image 
focus control 24, are preferably disposed integrally with the 
body 12. (Portions of the image capture device, such as 
image sensor 34, as will be discussed hereinbelow, may be 
disposed remotely from the body 12, and coupled thereto 
through a port 28.) The body 12 is adapted for convenient 
engagement and manipulation by a user's hand. The video 
display is disposed on a display portion of the speculum, 
while components of the image capture device, such as a 
lens and light emitter, are disposed on a nose portion of the 
speculum. As shown in FIGS. 6a-6e, the nose portion is 
modularly replaceable with alternate nose portions sized and 
shaped to facilitate various discrete medical/dental exami
nation procedures. The present invention thus provides a 
unitary, hand-held device capable of illuminating and cap
turing an image of a patient, and displaying the image. 

As used herein, the term "light" is defined as electromag
netic energy within the range of frequencies or wavelengths 
extending from infrared to ultraviolet radiation and includ
ing visible light. The term "speculum" as used herein, shall 
refer to a portion of an instrument adapted for being inserted 
into a body passage and/or placed externally of a patient, for 
inspection of the patient. 

Turning now to the Figures in greater detail, as shown in 
FIG. 1, dental/medical instrument 10 comprises a unitary 
body 12 including a manually engagable pistol-type grip 
portion 13 and a speculum portion 14. As also shown, body 
12 includes an integral video display 20 as well as user 
actuatable controls including a power or on/off switch 22 
and a focus control 24. The instrument 10 also includes 
integral battery recharging contacts 26 and one or more 
external ports 28, which will be discussed hereinbelow. 

Turning now to FIG. 2, lens 30 of the image capture 
device 16 is disposed within the speculum 14 of the instru
ment 10. Moreover, in the embodiment shown, various 
components of the image capture device 16, including lens 
30 disposed within a lens housing 32, and an image sensor 
34, are preferably disposed within the speculum 14. As also 
shown, lens 30, housing 32 and sensor 34 are all disposed in 
image capturing alignment with one another to capture 
images disposed along an axis of examination 36. Such 
image capturing alignment may be provided by disposing 
both the lens 30 and sensor 34 along a common axis (i.e., 
axis 36) as shown. Alternatively, this image capturing align
ment may be provided by utilizing an optic coupling such as 
a light pipe, fiber optic coupling or other wave guide (similar 

4 
to fiber-optic coupling 46 discussed hereinbelow) to couple 
the lens 30 with the sensor 34. One skilled in the art will 
recognize that use of such an optic coupling advantageously 
permits the sensor 34 to be disposed at various locations 

5 within the instrument 10, either on or off the axis of 
examination 36. Moreover, as mentioned hereinabove, such 
an arrangement may also facilitate use of a remote sensor 34, 
such as a remote digital camera, coupled optically and/or 
electronically to lens 30 through a port 28. Instrument 10 

10 also includes an internal light source 38 which includes a 
light generator 40 such as an array of light emitting diodes 
(LEDs) 42 disposed on a printed circuit board 44. Light 
source 38 further includes an optical coupling such as a light 
pipe or fiber-optic coupling 46 optically coupled to a light 

15 outlet 48. As shown, light outlet 48 preferably includes distal 
or terminal portions of the light pipe 46 which are splayed 
for disposition about the periphery of lens housing 32. As 
shown, each of these terminal portions extends substantially 
parallel to axis of examination 36 to emit light along light 

20 emission axes 37 which are substantially parallel to the 
examination axis 36. Depending on the application (as 
discussed hereinbelow with respect to FIGS. 6a-6e), such 
substantially parallel light emission may include light emit
ted along one or more light emission axes 37 oriented to 

25 extend either slightly convergently towards axis 36, or 
slightly divergently away from axis 36. In this regard, the 
instrument 310 of FIG. 6d may utilize one or more slightly 
convergently disposed light emission axes to illuminate a 
relatively small area of a patient. Conversely, instrument 210 

30 of FIG. 6c may utilize slightly divergent light emission axes, 
or a combination of convergent and divergent light emission 
axes, to illuminate a relatively larger area of the patient (i.e., 
to inspect a region of a patient's skin). In this manner outlet 
48 emits light nominally coaxial with axis of examination 

35 36. 
Although light generator 40 preferably includes LEDs 42 

as shown, any suitable light generation means, such as 
miniature incandescent bulbs, compact florescent lighting, 
or one or more lasers may be utilized. Image sensor 34 may 

40 be any suitable miniature video image capture device known 
to those skilled in the art, such as, for example form factor 
video cameras, semiconductor chip mounted CCD devices, 
or other devices commonly utilized in the field of electronic 
or digital photography. In this regard, the image capture 

45 device 16 of the present invention provides nominally the 
same capabilities commonly associated with conventional 
digital cameras and the like, namely, the ability to digitally 
capture, store and retrieve images for display and/or trans
mission. Such image transmission may be accomplished in 

50 a known manner, such as by use of port 28. 
As also shown, a focus control switch 24, such as a user 

actuatable thumb wheel as shown, is operatively coupled by 
cable 50 to the lens housing 32 to focus the image captured 
by image sensor 34. In one embodiment, focus control 24 

55 may include a mechanical gear-type control which actuates 
a cable 50 to effect focusing movement of the lens 30 
relative to sensor 34 in a known manner. In such an 
embodiment, cable 50 may be a conventional mechanical 
cable. In an alternate embodiment, cable 50 may include an 

60 electric wire which serves to couple electrical signals from 
focus control 24 to an electrical actuator (not shown) 
coupled to the lens 30 to effect the focusing movement. 

Moreover, all or a portion of speculum 14 is advanta
geously coupled modularly, i.e., in a snap-fit type 

65 arrangement, to the body 12 to permit convenient replace
ment and/or substitution thereof to facilitate various discrete 
uses. For example, a nose portion 15 (also referred to as 
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"lens sub-system") of the speculum 14 may be modularly 
engagable with the display portion 17 thereof, as will be 
discussed in greater detail hereinbelow with respect to FIGS. 
6a-6e. 

The instrument power supply includes a DC-DC con- 5 
verter 52 electrically coupled to a DC-AC power inverter 54. 
Power inverter 54 is, in turn, electrically coupled to video 
display 20. In a preferred embodiment, as shown, instrument 
10 includes an internal power source such as a rechargeable 

6 
describing the examination process to the patient. Moreover, 
the image may be recorded by connecting the video output 
to a suitable image recorder such as a computer or VCR or 
other recording device. 

As shown in FIG. 5, an AC powered recharging base 66 
may be utilized to receive one or more instruments 10 for 
recharging power source 56 by coupling external charger 
contacts 26 (FIG. 1) to AC power supply 58 (FIG. 3). 
Turning now to FIGS. 6a-6e, in addition to the instrument 

or non-rechargeable battery 56 electrically coupled to 
DC-DC converter 52. Video display 20 is preferably a color 
liquid crystal display (LCD) monitor disposed integrally 
within body 12 in spaced relation to lens housing 32 along 
axis of examination 36 at a proximal end of speculum 14. An 
example of a suitable display 20 is known as a 1.8 inch (4.6 
cm) high density LCD display available from Prime View 
International Co., Ltd., Model number is P18BD1. 
Moreover, in a preferred embodiment, the substantially 
planar screen portion 21 of display 20 is disposed substan
tially orthogonally to the axis of examination 36. Such 
placement of monitor 20 advantageously places a displayed 
image generally within a natural line of sight of speculum 14 
defined by axis of examination 36. This use of the integral 
video display 20 advantageously provides an integrated 
one-piece instrument 10 which enables a user to view an 
image which moves in a natural and intuitive manner in 
response to movement of the instrument 10 by a user. 
Advantageously, this action facilitates proper use with little 

10 10 discussed hereinabove, various alternate embodiments of 
the present invention are shown as instruments 110,210,310 
and 410. These embodiments are substantially similar to 
instrument 10 while utilizing various modular nose portions 
to facilitate discrete medical/dental examination procedures, 

15 as mentioned hereinabove. Nose portion 15 (FIG. 6a) of the 
speculum 14 is thus modularly engagable with the display 
portion 17 thereof for convenient replacement with various 
alternate nose portions 115,215,315 and 415 (FIGS. 6b-6e, 
respectively). In this regard, an electric focus control 

20 arrangement utilizing an electric cable 50, as discussed 
hereinabove with respect to FIG. 2, is preferably provided. 
Moreover, a light source 38 and image capture device 16 
(FIG. 2) are preferably disposed entirely within each modu
lar (removable) nose portion. These arrangements advanta-

25 geously simplify modular connection between the nose 
portions and the display portion 17, by permitting use of 
conventional modular electrical connectors. Alternatively, 
the light source 38 may be disposed within the display 
portion 17, with the light pipe 46 (FIG. 2) fabricated as two or no training to generally enable a user to operate the 

instrument with greater tactile sensitivity than prior devices 
which utilize discreet video displays located remotely from 
the image sensing device. The use of an integral display 20 
disposed within the axis of examination 36 also advanta
geously tends to improve the efficiency of the examination 
procedure by enabling the user to look in a single direction 35 
for viewing the image captured on the monitor 20, the 
instrument 10 and the patient while manipulating the instru
ment 10. This aspect thus provides improved ergonomics to 
enable manipulation of the instrument 10 with greater accu
racy than prior art devices which generally require the user 40 
to manipulate the device while looking away from the 

30 discrete portions that are axially aligned with one another 
when a particular modular nose portion is engaged with the 
display portion 17. 

patient to view a remote monitor. 
Turning now to FIG. 3, a rechargeable power source 56 is 

electrically coupled to contacts 26 which, in turn, are 
adapted for connection to an AC power source 58. Internal 45 

power source 56 is coupled to DC-DC converter 52 which, 
as shown, is coupled to a light generator 40 which is coupled 
to light pipe 46. DC-DC converter 52 is also coupled to the 
DC-AC inverter 54 to supply power to a backlight 60 of 
video display 20. As further shown, DC-DC converter 52 50 

provides power to a video converter 62 which provides an 
electronic image signal to the display 20 as well as to 
external video port 28. Port 28 may be coupled a remote 
video display 64, either directly, or via a computer network 
(i.e., an intranet or the Internet. As also shown, lens 30 is 55 

optically coupled to sensor 34 which is, in turn, electroni
cally coupled to the video converter 62. Focus control 24 is 
electrically and/or mechanically coupled to the lens 30. 

Turning now to FIG. 4, in a preferred embodiment inspec
tion device 10 is adapted for being coupled by its external 60 

video port 28 to a remote monitor 64. The remote monitor 
64 may comprise a LCD display, television monitor, and the 
like, and is preferably wall mounted or movably mounted to 
enable a patient to view captured images in real time as the 
dentist or physician views the captured images on the 65 

integral display 20. This aspect of the present invention thus 
provides the user with a useful tool for explaining and or 

As shown, instrument 10 may be conveniently utilized to 
enable a physician to examine a patient's ear, nose, and 
throat. As shown in FIG. 6b, an extended and slightly angled 
nose portion 115 may be utilized to examine a patient's 
middle meatus, inferior meatus, superior meatus, and 
oropharynx. A reversed cone nose portion or lens subsystem 
215 as shown in FIG. 6c, may be utilized to examine a 
patient's skin. An extended nose portion 315, as shown in 
FIG. 6d, may be utilized to examine animals such as horses, 
cows, and the like. As shown in FIG. 6e, an offset lens 
subsystem 415 may be utilized to facilitate rectal examina-
tions and the like. 

In these alternate embodiments of FIGS. 6b-6e, the 
substantially planar screen portion 21 of display 20 is 
disposed substantially orthogonally to either the respective 
axis of examination 136, 236, 336 or 436, or to a plane 
which includes the axis of examination. As discussed above 
with respect to instrument 10, such placement of monitor 20 
advantageously places a displayed image generally within a 
natural line of sight of speculum 14 defined by the axis of 
examination. This use of the integral video display 20 
advantageously provides an integrated one-piece instrument 
10 which enables a user to view an image which moves in 
a natural and intuitive manner in response to movement of 
the instrument 10 by a user. 

Although various components of the present invention 
have been shown and described as being disposed within 
various nose portions 15,115,215,315 and 415, it should be 
recognized by those skilled in the art that any arrangement 
of components may be included or removed from the nose 
portions without departing from the spirit and scope of the 
present invention. 

Moreover, although several alternate configurations of 
nose portions or lens subsystems have been provided, those 
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skilled in the art should recognize that nose portions or lens 
subsystems of substantially any geometry or construction 
may be utilized without departing from the spirit and scope 
of the present invention. 

The foregoing description is intended primarily for pur- 5 

poses of illustration. Although the invention has been shown 
and described with respect to an exemplary embodiment 
thereof, it should be understood by those skilled in the art 
that the foregoing and various other changes, omissions, and 
additions in the form and detail thereof may be made therein 10 

without departing from the spirit and scope of the invention. 
Having thus described the invention, what is claimed is: 
1. A portable unitary hand-held dental/medical instrument 

of the type selected from the group consisting of otoscopes, 
ophthalmoscopes, larynx scopes, nasopharynx scopes, der- 15 

matologic scopes, anoscopes, or veterinary scopes, said 
instrument comprising: 

a body having a pistol-grip adapted for engagement by a 
user's hand; 

said body including a rigid frusto-conical speculum dis-
posed thereon, said speculum having a nose with a 
distal opening di<;posed along an axis of examination, 
said speculum being sized and shaped to allow location 

20 

of said distal opening a predetermined distance from a 
25 

target; 

8 
13. The dental/medical instrument of claim 12, wherein 

said charging circuitry further comprises contacts disposed 
externally on said body, said contacts adapted for power 
coupling contact with an external power source when said 
body is received within a charger. 

14. The dental/medical instrument of claim 1, further 
comprising video circuitry adapted to couple said image 
capture device with said video display. 

15. The dentalimedical instrument of claim 14, wherein 
said video circuitry further comprises an external port dis
posed on said body, said external port adapted to couple with 
an external video display. 

16. The dental/medical instrument of claim 15, further 
comprising an external video display. 

17. The dental/medical instrument of claim 1, wherein 
said video display further comprises a substantially planar 
screen portion, said screen portion being disposed substan
tially orthogonally to said axis of examination. 

18. The dental/medical instrument of claim 1, wherein 
said video display further comprises a substantially planar 
screen portion, said screen portion being disposed substan
tially orthogonally to a plane which includes said axis of 
examination. 

19. The dental/medical instrument of claim 1, further 
comprising an image recorder. 

20. A dental/medical instrument of the type selected from 
the group consisting of otoscopes, ophthalmoscopes, larynx 
scopes, nasopharynx scopes, dermatologic scopes, 
anoscopes, or veterinary scopes, said instrument compris-

an image capture device and a light source, said image 
capture device and said light source being disposed 
integrally within said body, to capture a target image 
viewed by said image capture device through said distal 
opening; and 

30 ing: 

a video display housed within said body, said video 
display being disposed within said axis of examination, 
to locate a displayed image of the target within said axis 
of examination. 

2. The dental/medical instrument of claim 1, further 
comprising a power supply disposed integrally with said 
body. 

35 

3. The dental/medical instrument of claim 2, further 
comprising a power source disposed integrally with said 40 

body. 
4. The dentalimedical instrument of claim 2, wherein said 

image capture device and said light source are disposed 
integrally within said speculum. 

5. The dental/medical instrument of claim 2, wherein said 45 

image capture device further comprises a lens disposed in 
optical communication with an image sensor. 

6. The dentalimedical instrument of claim 5, wherein said 
light source emits light substantially coaxially with a central 
optical axis of said image capture device. 

7. The dental/medical instrument of claim 6, wherein said 
light source further comprises a light emitting diode. 

8. The dental/medical instrument of claim 2, further 
comprising a user actuatable power switch disposed inte
grally on said body. 

9. The dental/medical instrument of claim 8, wherein said 
power switch is operable by a user's thumb. 

10. The dental/medical instrument of claim 2, further 
comprising a power supply disposed integrally within said 
body. 

11. The dentalimedical instrument of claim 10, wherein 
said power supply is adapted for being coupled with an 
external power source. 

50 

55 

60 

12. The dental/medical instrument of claim 11, wherein 
said power supply further comprises charging circuitry 65 

adapted to recharge rechargeable batteries disposed inte
grally with said body. 

a body having a pistol-grip adapted for engagement by a 
user's hand; 

said body including a rigid speculum disposed thereon; 
an image capture device disposed integrally within said 

body, said image capture device having a central optical 
axis; 

a light source disposed integrally within said body, said 
light source being adapted to emit light along at least 
one light emission axis disposed substantially parallel 
to said central optical axis; and 

a substantially planar video display disposed integrally 
within said body, said video display being disposed 
within an axis of examination in substantially orthogo
nal relation thereto, said display being coupled with 
said video capture device to display an image captured 
thereby. 

21. A method of examining a patient comprising: 
(a) utilizing a portable hand-held instrument of the type 

selected from the group consisting of otoscopes, 
ophthalmoscopes, larynx scopes, nasopharynx scopes, 
dermatologic scopes, anoscopes, or veterinary scopes, 
said instrument including: 
a body having a pistol-grip adapted for engagement by 

a user's hand, said body including a rigid speculum 
disposed thereon; 

an image capture device; 
a light emitter; 
said image capture device and said light emitter being 

disposed integrally with said body; and 
a substantially planar video display housed within said 

body, said video display being disposed within an 
axis of examination in substantially orthogonal rela
tion thereto; and 

(b) manipulating the instrument relative to a patient while 
the user simultaneously faces both the patient and the 
video display. 
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22. The method of claim 21, further comprising the step 
of: 

(c) transmitting the image to a remote display. 
23. The method of claim 22, further comprising the step 

of: 

(d) recording the image on an image recorder. 

5 

10 
25. The instrument of claim 24, wherein said lens and 

light outlet are disposed integrally within a nose portion of 
said speculum. 

26. The instrument of claim 25, wherein said nose portion 
further comprises a modular unit adapted for alternate 
engagement and disengagement with said body. 

27. The instrument of claim 26, further comprising a 
plurality of said nose portions being interchangeably eng
agable with said body. 

24. A portable hand-held instrument of the type selected 
from the group consisting of otoscopes, ophthalmoscopes, 
larynx scopes, nasopharynx scopes, dermatologic scopes, 

10 anoscopes, or veterinary scopes, said instrument compris- 28. The instrument of claim 27, wherein each of said 
plurality of nose portions are sized and shaped to facilitate 
discrete examining procedures. 

ing: 

a body having a pistol-grip adapted for engagement by a 
user's hand; 

said body including a frusto-conical speculum disposed 
thereon; said speculum having a distal opening dis
posed along an axis of examination, said speculum 
being sized and shaped to allow location of said distal 
opening a predetermined distance from a target; 

a lens and a light outlet, said lens and said light outlet 
being disposed integrally within said body; and 

a video display disposed within said body, said video 
display being disposed within said axis of examination. 

29. The dentalimedical instrument of claim 24, wherein 
said video display further comprises a substantially planar 

15 screen portion, said screen portion being disposed substan
tially orthogonally to said axis of examination. 

30. The dental/medical instrument of claim 24, wherein 
said video display further comprises a substantially planar 
screen portion, said screen portion being disposed substan-

20 tially orthogonally to a plane which includes said axis of 
examination. 

* * * * * 
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(57) ABSTRACT 

A method and system for providing an operational command 
signal to a workstation of an imaging system. The worksta
tion is provided imaging data from a positionable transducer. 
The method and system convert at least one of a predeter
mined plurality of motion patterns imparted by an operator 
of the system to the transducer into the operational com
mand signal. 
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Mouse double click, select a user interface object, 
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of measurements. 

7 D-U ~v Mouse left click. 

8 U-D ~~ Start automatic image gain adjustment. 

9 D-U-D-U ~w Start VCR recording. 

10 U-D-U-D ~w Stop VCR recording. 

11 R-D-U-L ~~ Start a trace tool. 

12 L-D-U-R A Enter a calculation report screen. 

Go to the next stage in a defined exam protocol. This may 

~~ 13 R-L-D-U 
change a combination of imaging parameters, stopwatch 
timers, image annotations, measurement tools and calculation 

33 package measurements. 

14 L-R-D-U 33~ 
Display the next entry in a series of pre-defined 
image annotation text strings. 
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METHOD AND APPARATUS FOR CONTROLLING 
ULTRASOUND IMAGING SYSTEMS HAVING 

POSITIONABLE TRANSDUCERS 

TECHNICAL FIELD 

[0001] This invention relates generally to methods and 
apparatus for controlling imaging systems and more par
ticularly for controlling imaging systems having position
able transducers. 

BACKGROUND 

[0002] As is known in the art, one type of imaging system 
is an ultrasound imaging systems. A conventional ultrasound 
imaging system includes a positional transducer, typically a 
sonographer handheld transducer, coupled to a large pro
cessing and display workstation or operator interface. The 
frontal portion of the transducer includes an array of ultra
sonic elements which transmit and receive ultrasonic energy 
for imaging a selected region of a patient. The received 
ultrasonic energy is converted to electric signals by the 
transducer and passed to the workstation. The workstation 
detects, filters and otherwise processes the information to 
generate a two- or three-dimensional representation of the 
scanned region. 

[0003] The sonographer supplies the control signals for 
the workstation. Such control signals are typically supplied 
by the sonographer's free, or non-transducer carrying hand. 
Scanning situations in both the examination room and other 
locations often require the sonographer to be in awkward 
positions for simultaneously reaching the controls with the 
free hand and placing the frontal portion of the transducer in 
the proper position on the patient's body. One technique 
suggested to solve this problem is through voice activation; 
however, such technique may be prone to error and requires 
a speech recognition learning phase for each sonographer. 
Another technique suggested to provide the central signals 
to the workstation is through a sonographer actuated foot 
pedal; however such is not practical for all scanning situa
tions. 

SUMMARY 

[0004] In accordance with the present invention, a method 
is provided for providing an operational command signals, 
sometimes herein referred to as control signals, to a work
station of an imaging system. The workstation is provided 
imaging data from a positionable transducer. One method 
includes converting at least one of a plurality of predeter
mined motion patterns imparted by an operator of the system 
to the transducer into the operational command signals. 

[0005] With such method, the operator is provided with a 
way to control the workstation without taking a hand off of 
the transducer, or relying on voice control or foot actuated 
controls. The method reduces the number of times the 
operator must touch controls on the workstation. 

[0006] Another method includes parting the transducer 
head into multiple regions (in one embodiment, less than 
four regions) and interpreting the reception of the signals 
from such regions into operational command signals. 

[0007] A third method includes converting detections of 
predetermined echo signatures into operational command 
signals. 
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[0008] In one embodiment, the converting comprises 
detecting at least one of the predetermined motion patterns 
and converting such detected motion patterns into a corre
sponding one of the operational command signals. 

[0009] In one embodiment, the detecting comprises com
paring a sequence of images formed by the system. 

[0010] In one embodiment, the method includes determin
ing from the sequence of images whether the motion 
imparted to the transducer was either a repositioning of the 
transducer to produce a different image to be observed by the 
operator or a motion imparted to produce the corresponding 
one of the command signals to the workstation. 

[0011] In one embodiment, such determining includes 
comparing types of motions imparted by the operation. 

[0012] In one embodiment, such determining includes 
comparing imparted motion with a level threshold. 

[0013] In one embodiment, such determining includes 
comparing imparted motion with a time duration threshold. 

[0014] In one embodiment, a method is provided for 
providing control signals to a workstation of an imaging 
system, such workstation being provided imaging data from 
a positionable transducer. The method includes detecting 
patterns of motion of the transducer, and converting the 
patterns to the control signals. 

[0015] In one embodiment, the detection is performed by 
detecting patterns of change in real time images provided by 
the system. 

[0016] In one embodiment, timing of the motion is used to 
discriminate between motion intended to provide the control 
signals and motion normally occurring during scanning. 

[0017] In one embodiment, patterns of direction of the 
transducer motion are used to discriminate between motion 
intended to provide the control signals and motion normally 
occurring during scanning. 

[0018] In one embodiment, a combination of patterns of 
direction of the transducer motion and timing of the motion 
are used to discriminate between motion intended to provide 
the control signals and motion normally occurring during 
scanning. 

[0019] In one embodiment, an imaging system is provided 
having a workstation and a positionable transducer for 
providing imaging data to the workstation. The workstation 
responds to the operational command signals. The worksta
tion includes a memory for storing a table mapping detected 
motion of the transducer into the command signals. 

[0020] In one embodiment, the workstation includes a 
processor programmed to detect at least one of a predeter
mined plurality of motion patterns and convert such detected 
one of the motion patterns into the operational command 
signals. 

[0021] In one embodiment, the transducer has deposed 
within a housing thereof motion sensors. 

[0022] In one embodiment, sensors disposed remote from 
the transducer sense motion of the transducer. 

[0023] In one embodiment, an imaging system is provided 
having a workstation and a positionable transducer for 
providing imaging data to the workstation. The workstation 
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responds to control signals. The workstation includes a 
processor for detecting patterns of motion of the transducer 
and converting the patterns to the control signals. 

[0024] The details of one or more embodiments of the 
invention are set forth in the accompanying drawings and 
the description below. Other features, objects, and advan
tages of the invention will be apparent from the description 
and drawings, and from the claims. 

DESCRIPTION OF DRAWINGS 

[0025] FIG. 1 is a sketch of an imaging system according 
to the invention; 

[0026] FIG. 2A is an isometric sketch of a transducer used 
in the system of FIG. 1; 

[0027] FIG. 2B is a front elevation view of the frontal 
portion of the transducer of FIG. 2A; 

[0028] FIG. 2C is an isometric sketch of a transducer 
adapted for use in the system of FIG. 1 according to one 
embodiment of the invention; 

[0029] FIG. 2D is a front elevation view of the frontal 
portion of a 2D array transducer; 

[0030] FIG. 3 is a block diagram of a processor used to 
process imaging data from the transducer of FIGS. 2A and 
2B to generate an image for an operator of a workstation 
used in the system of FIG. 1 and to process such data to 
generate control signal for operation of the workstation; 

[0031] FIG. 4A is a diagram showing a coordinate system 
for a one-dimensional array transducer used in the system of 
FIG. 1, such coordinate system indicating and defining 
operator motion of the transducer; 

[0032] FIG. 4B is a diagram showing a coordinate system 
for a two-dimensional array transducer used in the system of 
FIG. 1, such coordinate system indicating and defining 
operator motion of the transducer; 

[0033] FIGS. SA, 5B and SC show various patterns of 
motion which may be imparted to the transducer by the 
operator and then image data which is processed by the 
processor of FIG. 3 to generate the control signally for the 
workstation of the system of FIG. 1; 

[0034] FIG. 6A is a table showing the relationship 
between a repertoire of motions impartable by the operator 
to the transducer and the workstation control signals 
intended by the operator resulting from such motions; 

[0035] FIG. 6B shows a comparison between normal 
transducer motion occurring during scanning and motion 
used to initiate a command signal to the workstation of FIG. 
1; 

[0036] FIG. 7 is a flow diagram of a process used by the 
processor of FIG. 3 in generating the workstation control 
signals from images generated by the transducer; 

[0037] FIGS. 8, SA and 8B are flow diagrams in more 
detail of the process of FIG. 7 used by the processor of FIG. 
3 in generating the workstation control signals from images 
generated by the transducer; 

[0038] FIG. 9 is a diagram showing an image obtained by 
the processor of FIG. 3 divided into sub-image segments by 
the processor and used to detect overall image motion; and 
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[0039] FIG. 10 is a diagram showing an image obtained by 
the processor of FIG. 3 divided into sub-image segments by 
the processor with near-field segments used to detect overall 
image motion. 

[0040] Like reference symbols in the various drawings 
indicate like elements. 

DETAILED DESCRIPTION 

[0041] FIG. 1 shows an imaging system 10, here an 
ultrasound imaging system for medical diagnostics. The 
system 10 includes a positionable, here handheld, image 
processing ultrasound device, here a transducer 12 shown in 
more detail in FIGS. 2A and 2B, and a multi-use display 
device, or operator interface, herein sometime collectively 
referred to as a workstation 14. The handheld transducer 12 
obtains ultrasound data and formats the ultrasound data for 
transmission to the workstation 14, here via a cable 15. 
Controls to the workstation 14 are provided by detecting 
patterns of motion, to be described in more detail below, 
provided, or imparted, to the transducer 12 by an operator of 
the system 10, typically by a sonographer. Suffice it to say 
here that the pattern of motions may include: an up-down or 
down-up (i.e., axial) motion of the sonographer's transducer 
hand holding wrist (i.e., an up flick of the wrist followed by 
a down flick of the wrist or a sequence of down-up flicks of 
the wrist); a left-right or right-left (i.e., azimuthal) motion of 
the sonographer's transducer hand holding wrist (i.e., left
right flicks or right-left flicks of the wrist); for 2D arrays, a 
forward-and-backward (i.e., elevational) motion of the 
sonographer's transducer hand holding wrist; a inward
outward motion towards and away from the patient's body, 
or visa versa, or any combination thereof. The detection of 
these sonographer's imparted transducer motions may be 
performed by hardware and/or software to detect patterns of 
change in real time images. When motion is detected, the 
timing of the motion is used to discriminate between motion 
intended to initiate control changes and motion which occurs 
normally during scanning. In addition, patterns of direction 
are be used to discriminate between motion intended to 
initiate control changes and motion which occurs normally 
during scanning. The combination of timing and direction of 
transducer 12 motion changes are used to discriminate 
between transducer motion intended to initiate control 
changes and motion which occurs normally during scanning. 

[0042] The transducer 12 includes a housing 16 (FIG. 2A) 
adapted to be easily handheld, such as for example, being 
less than 8 inches in any dimension and/or having an 
ergonomic shape for holding in a operator's hand. The 
housing 16 comprises plastic, rubber, metal, other materials 
now known or later developed, or combinations thereof. In 
one embodiment shown in FIG. 2A, the housing 16 is shaped 
for ergonomic use or holding by the operator (e.g., sonog
rapher) by having a generally round or curved circumference 
handle serving as a grip for the sonographer's hand. 

[0043] The handheld transducer 12 includes conventional 
ultrasound circuitry, not shown, within the housing 16. Thus, 
the ultrasound circuitry includes, in the frontal portion 20 
thereof (FIGS. 2A and 2B) an array of ultrasonic elements 
19 which transmit and receive ultrasonic energy for imaging 
a patient, not shown. It is noted that FIG. 2B is for a 
one-dimensional array transducer and FIG. 2D is for a 2D 
array transducer. Here, the transducer's transmit and receive 
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elements 19 in the frontal portion 20 are arranged in an 
elongated array along a the longer axis, here the Y axis of the 
rectangular shaped patient interfacing surface, i.e., the fron
tal portion 20, of the housing 16. The elements 20 in the 
frontal portion 20 are, as shown in FIG. 3 fed to a display 22 
of the workstation 14 (FIG. 1) serially through: a beam
forming network 24, an echo processor 26, a scan converter 
28, and an image processor 31 in a conventional manner. 
The beamforming network 24, echo processor 26, scan 
converter 28, image processor 31 and display 22 are con
trolled by a central processing unit (CPU) 32 coupled to a 
random access memory RAM37. The CPU 32 operates in 
accordance with program instructions stored in a ROM 34, 
or in RAM 37, or in flash memory not shown, or on a hard 
drive device, not shown. A memory 36, here an erasable, or 
other type of programmable semiconductor memory, here a 
read only memory (ROM) is provided for storing a com
puter, here microprocessor, executable program, for operat
ing the CPU 32 as described herein. Further, the RAM 37 
stores, after being read from the hard drive, not shown, a 
table (TABLE I) mapping detected motion imparted by the 
operator of the transducer 12 into command, or control, 
signals for the workstation 14 (FIG. 1). Further it should be 
noted that the user might alter the mapping provided by the 
table using setup screen touch commands. 

[0044] Thus, the ultrasound processor 21 (FIG. 3) scan 
converts data associated with the radial scan pattern to 
generate ultrasound image data in a video format ( e.g. 
Cartesian coordinate format). In one embodiment, a single 
radial scan format with possible changes in depth limits the 
number of operations for scan converting. Multiple scan 
formats and associated scan conversions may be used. Video 
filtering or processing may also be provided. Thus, as noted 
briefly above, the processor 21 (FIG. 3) includes the array of 
transmitting/receiving elements 18, here an array of piezo
electric crystals that deliver ultrasonic energy into a patient 
and receive ultrasonic echoes from the patient. Electrical 
signals representative of the echoes produced by the trans
ducer 12 are delivered to the beamforming network 24 
where they are selectively combined to produce an indica
tion of the echo intensity along a particular direction or beam 
in the patient. The data produced by the beamforming 
network 24 is fed to the echo processor 26 that calculates 
echo intensity at each position along a beam and may 
calculate a Doppler shift of the echoes received along a 
particular beam. Data from the echo processor 28 is fed to 
a scan converter 28 that converts the data into a form that can 
be readily displayed on a video monitor 22. 

[0045] The data produced by the scan converter 28 is 
stored in an the RAM 37 where an additional processing, 
such as adding color, may be performed prior to displaying 
the images on a video monitor. Controlling the operation of 
the above-referenced parts are one or more central process
ing units, here collectively indicated by the CPU 32. The 
central processing units also receive commands from the 
sonographer. As noted above, controls to the workstation 14 
are provided by detecting patterns of motion, to be described 
in more detail below, provided to the transducer 12 by the 
sonographer. Thus, the CPU 32 together with the image data 
stored in RAM 37 and the TABLE I stored in memory 36, 
processes the motion detection signals imparted by the 
sonographer to provide these workstation control signals. 
Recognition of the motion inputted command by the pro
cessor 21 results in the CPU 32 sending a signal to a light 

3 
Apr. 5, 2007 

and/or buzzer 27 mounted on the workstation 14, or chang
ing some on-screen indicator. Activation of the light and/or 
buzzer or on screen indicator 27 provides a visual and/or 
audible indication to the sonographer that the command has 
been completed. 

[0046] It should be understood that the commands or 
control signals provided to the workstation 14 by detecting 
patterns of motion provided to the transducer 12 by the 
sonographer may be supplemented by other tactile com
mands entered manually by the sonographer to the work
station keyboard 25 (FIG. 1) or by a foot pedal 29 (FIG. 1). 
In either case, these controls allow the sonographer to adjust 
the operation of the ultrasound machine workstation 14. In 
addition, some command or control signals may be sent after 
some configurable delay after the pattern of motion is 
detected. This will allow controls which require a stable 
image, such as image capture, to be included in the com
mand table. 

[0047] The transducer 12, as noted above, includes trans
mit and receive elements 19 (FIGS. 2A and 2B). These 
elements 19 are arranged to provide an array of elements for 
transducing between acoustical and electrical energies, such 
as a one-dimensional, 1.5D, two-dimensional or single ele
ment transducer. Any of a phased array, linear array, curved 
array or other arrays may be used. An acoustic window, not 
shown, is disposed in the frontal portion 20 on the housing 
16 adjacent to the transducer 12. 

[0048] As noted above, the transducer 12 is electrically 
coupled to the workstation 14 (FIG. 1) by a cable 20. It 
should be noted that the transducer 12 might be wireless 
coupled to the workstation 14 as described in U.S. Pat. No. 
6,780,154 issued Aug. 24, 2004, inventors Hunt et al., 
assigned to the same assignee as the present invention, the 
entire subject matter thereof being incorporated herein by 
reference. 

[0049] Referring now again to FIGS. 2A and 2B, it is 
noted that the housing 16 of the transducer 12, and more 
particularly the frontal portion 20 thereof having the array, 
here a one or two-dimensional array, of transmitting and 
receiving elements, not shown, is rectangular shaped, having 
its longer dimension along a, here Y, or azimuthal axis, and 
its shorter dimension along, here, the X, or elevation, axis, 
as indicated. An axial Z axis is thus along the length of the 
housing (i.e., an axis perpendicular to both the X and Y axes 
to provide a conventional Cartesian coordinate system for 
the transducer 12. 

[0050] FIG. 4A shows the region of a scan of an image 30, 
here a sonogram, produced by placing the transducer 12 at 
one fixed position on the patient's body, not shown. It is first 
noted that the transducer 12 shown in FIG. 4A has a 
one-dimensional array of the transmit/receive elements 19. 
It is next noted that the image 30 is the Y-Z plane of the 
transducer's coordinate system described above in connec
tion with FIGS. 2A and 2B. Here, for this one dimensional 
array transducer we define the following directions of 
motion impartable by the sonographer to the transducer 12: 

[0051] (1) a upward (U) motion is a motion along the -Z 
axis; 

[0052] (2) a downward (D) motion is a motion along the 
+Z axis; 
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[0053] (3) a leftward (L) motion is a motion along the -Y 
axis; and 

[0054] ( 4) a rightward (R) motion is a motion along the+ Y 
axis. 

[0055] FIG. 4B shows the region of a scan of an image 30 
produced by a transducer 12 having a two dimensional array 
of elements 19. It is noted that image 30' produced by this 
two dimensional array transducer is a three-dimensional 
image 30'. Here, for this two-dimensional array transducer, 
we define the following directions of motion impartable by 
the sonographer to the transducer 12: 

[0056] (1) a forward (F) motion is a motion along the +X 
axis; 

[0057] (2) a backward (B) motion is a motion along the -X 
axis; 

[0058] (3) a upward (U) motion is a motion along the -Z 
axis; 

[0059] ( 4) a downward (D) motion is a motion along the 
+Z axis; 

[0060] (5) a leftward (L) motion is a motion along the -Y 
axis; and 

[0061] (6) a rightward (R) motion is a motion along the+ Y 
axis. 

[0062] The ultrasound system 10 (FIG. 1) is capable of 
displaying the image 30 in either orientation, (also U/D 
inverted) it is simply an operator preference. A small sym
bol, not shown, is displayed on the screen 22 which corre
sponds to a physical notch, not shown, on the transducer 12 
housing so the operator (and anyone viewing the images 
later) can tell which way the image is oriented. In FIGS. 4A 
and 4B the surface the patient, not shown, is in the X-Y 
plane, and the Z axis is "into" the patient's body. 

[0063] It should be understood that, as is well known, the 
term "Linear array" refers to a one-dimensional (ID) array 
used to produce a "Linear" image, while a "Sector array" or 
"Vector array" refers to a ID array used to produce a 
"Sector" image. The physical geometry of the transducers is 
similar, but vector arrays tend to be smaller. The shape of the 
image is determined by the way the systems controls the 
electrical timing of the transmit and receive signals. A third 
image format is the "Curved Linear" image, produced by a 
linear transducer with a convex curve along the azimuthal 
dimension of the transducer surface. 

[0064] FIG. SA shows of a motion of the transducer 12 by 
the sonographer along the X-axis (i.e., a forward/backward 
motion); FIG. SB shows of a motion of the transducer 12 by 
the sonographer along the Y-axis (i.e., a right (R)/Ieft (L) 
motion; and, FIG. SC shows of a motion of the transducer 12 
by the sonographer along the Z-axis (i.e., an up (U)/down 
(D) motion. 

[0065] As noted above, the processor 21 (FIG. 3) detects 
patterns of these X, Y and/or Z sonographer imparted 
motions to provide controls to the workstation 14. The 
invention consists of software and/or hardware to detect 
patterns of transducer motion, and hardware and/or software 
to map those patterns to the activation of system controls. 
The detection of these sonographer's imparted transducer 
motions may be performed by hardware and/or software to 
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detect patterns of change in real time images. When motion 
is detected, the timing of the motion are be used to discrimi
nate between motion intended to initiate control changes and 
motion which occurs normally during scanning. As noted 
above, patterns of direction are used to discriminate between 
motion intended to initiate control changes and motion 
which occurs normally during scanning. The combination of 
timing and direction of transducer 12 motion changes are 
used to discriminate between transducer motion intended to 
initiate control changes and motion which occurs normally 
during scanning. 

[0066] More particularly, the Table I below and stored in 
memory 36 (FIG. 3) provides an exemplary repertoire of 
motions imparted to the transducer by the sonographer and 
which are interpreted by data stored in a Table II below of 
the memory 36, e.g., an EPROM, of the processor as 
command, or control signals for the workstation. Thus, the 
memory stores a table (TABLE I, below) mapping, in this 
example 14 detectable motions of the transducer 12 each one 
of the 14 motions (i.e., identified by the designations "IDl" 
through "ID14") corresponding to one of 14 command 
signals for the workstation 14, as indicated in FIG. 6A. It is 
noted that each one of the exemplary patterns 33 (FIG. 6A) 
in TABLE I is different from merely changing the position 
of the transducer 12 to obtain a different scan view. For 
example, a sequence of a left flick of the wrist followed by 
a right flick of the wrist is not the type of motion used to 
merely change the scan view. Further, it is noted that each 
pattern includes a sequence of at least two flicks of the wrist 
( each pair of flick typically occurring in a second of time or 
less). Still further, a single flick of the wrist, as shown by the 
curve 33 in FIG. 6B may be used assuming it is fast 
compared with the motion typically, or normally, used to 
change transducer image position shown by the curve 31 in 
FIG. 6A. 

TABLE I 

ID Name Description 

1 R-L The transducer is moved to the right, then back to the 
original position 

2 L-R Transducer moved to the left, then back to the original 
position 

3 R-L-R-L Transducer moved to the right, back to the original 
position, then back to the right and finally back 
to the original position. 

4 L-R-L-R Transducer moved to the left, back to the original 
position, then back to the left, and finally back 
to the original position. 

5 R-L-L-R Transducer moved to the right, to the left past the 
original position, then back right to the original 
position. 

6 L-R-R-L Transducer moved to the left, to ther right past the 
original position, then back to the original position. 

7 D-U Transducer moved down, then back up. 
8 U-D Transducer moved up, then back down. 
9 D-U-D-U Transducer moved down, then back up, then the motion 

is repeated. 
10 U-D-U-D Transducer moved up, then back down, then the motion 

is repeated. 
11 R-D-U-L Transducer moved to the right, then down, then up, 

then back to the original position 
12 L-D-U-R Transducer moved to the left, then down, then up, 

then back right to the original position 
13 R-L-D-U Transducer moved to the right, left, down, and back 

to the original position 
14 L-R-D-U Transducer moved to the left, right, down, and back 

up to the original position. 
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[0067] 

TABLE II 

ID Name User interface action 

1 R-L Capture the image and store it in a patient database .. 
2 L-R Start capturing image data to a movie clip. 
3 R-L-R-L Mouse Right click, bring up a menu. 
4 L-R-L-R Mouse double click, select a user interface object, 

such as a menu item. 
5 R-L-L-R Invoke an on-screen cursor. 
6 L-R-R-L Select the next measurement in a series of 

measurements. 
7 D-U Mouse left click 
8 U-D Start automatic image gain adjustment 
9 D-U-D-U Start VCR recording 

10 U-D-U-D Stop VCR recording 
11 R-D-U-L Start a trace tool 
12 L-D-U-R Enter a calculation report screen 
13 R-L-D-U Go to the next stage in a defined exam protocol. 

This may change a combination of imaging parameters, 
stopwatch timers, image annotations, measurement 
tools and calculation package measurements. 

14 L-R-D-U Display the next entry in a series of pre-defined image 
annotation text strings. 
Enter cine review playback 
Start voice activation listening 
Start voice annotation recording 
Stop voice annotation recording 

[0068] The motion detection (i.e., U, D, Land R) may be 
performed in any one of a variety of ways. For example, the 
detection of transducer motion may be done using decimated 
image data; using Doppler Tissue Imaging, (FIG. 9) in 
which dedicated hardware or software will average the 
computed Doppler velocity and/or Doppler energy signals 
from a sample set of echo information at a predetermined set 
of image locations 91; or in a like manner but with the 
predetermined set of image locations confined to the near
field of the image, using a pair of micromachined acceler
ometers 13, 17 (FIG. 2C) such as model series ADXL 
manufactured by Analog Devices, Norwood, Mass., one 
disposed within the housing 16 of the transducer 12 along 
the Y axis, and other disposed along for example, either 
along the X axis or the Z axis, as shown in FIG. 2C, a rate 
gyro for sensing twisting or rolling motion of the wrist, such 
a model series ADXRS manufactured by Analog Devices, 
Norwood, Mass. or other motion-sensing device disposed 
within the housing 16 of the transducer 12; or by a video 
monitoring camera. Signals from the motion-sensing 
devices mentioned above disposed within the housing 16 are 
coupled from the transducer 12 to the workstation 14 
through cable 15, or wireless. Another technique may 
include mounting light emitting diodes to the transducer 
body and having light detecting sensors fixed to the work
station or examination room remote from the transducer. 
One such system is manufactured by Northern Digital 
(NDI), International Headquarters 103 Randall Drive Water
loo, Ontario Canada N2V 1C5. 

[0069] One technique used to detect transducer motion is 
described in U.S. Pat. No. 6,162,174 entitled "Method for 
compensating for object motion in ultrasound images", 
issued Dec. 19, 2000, inventor Friemel, assigned to the same 
assignee as the present invention, the entire subject matter 
thereof being incorporated herein by reference. While there 
transducer motion is detected to remove image flicker, the 
method included determining transducer motion. As noted 
above, when motion is detected, the timing of the motion are 
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be used to discriminate between motion intended to initiate 
control changes and motion which occurs normally during 
scanning. In addition, patterns of direction are be used to 
discriminate between motion intended to initiate control 
changes and motion which occurs normally during scanning. 
The combination of timing and direction of transducer 12 
motion changes are used to discriminate between transducer 
motion intended to initiate control changes and motion 
which occurs normally during scanning. 

[0070] Referring now to FIG. 7, a flow diagram of one 
method used herein to generate workstation commands from 
sonographer imparted motions to the transducer is shown. 

[0071] The scanner (i.e., scanning system) acquires image 
data (Step 700). The processor 21 (FIG. 3) determines the 
overall image motion vector (Step 702). If the determined 
overall image movement vector is greater than a predeter
mined threshold (i.e., the motion is consistent with the flick 
of the sonographer's wrist or a rapid up-down motion of the 
transducer as distinguished from a motion consistent with 
the sonographer merely changing the position of the trans
ducer to obtain a different view of the region being observed 
of the patient) the processor 21 acquires additional image 
data and stores such data in RAM 34 (Step 704). It is noted 
that, in general, the magnitude threshold filters out normal, 
small movements of the sonographer's hand, while the 
pattern matching filters out normal movement to obtain a 
different field of view. Further, one type of filter which may 
be useful would be a high pass filter or differentiator to 
produce an output signal related to the rate of change of the 
motion, i.e. the slope of the curve shown in FIG. 6B. Thus, 
referring to FIG. 6B, whenever the magnitude of the motion, 
i.e., the Y axis in this example, exceed a predetermined 
threshold, or window 35, as in time region 37, a timer, not 
shown, in the CPU 32 (FIG. 3) is activated. i.e., indicated as 
"Timer started at first level crossing". If a second motion 
exceeding the motion limits is detected before the time 
duration exceeds, a predetermined time duration window 37, 
a command signal is recognized by the CPU 32. If a single 
motion exceeds the motion threshold limits, but is not 
followed by a second motion prior to the timer expiration, 
the position limits will be reset to the current position. 

[0072] Next, in Step 706, the processor 21 determines 
additional overall image motion. This may be achieved by 
the means described in one of the means ( e.g., low pass 
filter) described above. If the determined overall image 
movement vector is greater than a predetermined threshold 
(i.e., the motion is consistent with the sonographer's inten
tion to generate a control signal for the workstation 14), a 
motion vector pattern is compared to pattern templates at 
Step 708. 

[0073] Now the process has determined a sequence of two 
motions. This pattern is now fed to the memory-36 storing 
TABLE I and the information is used by TABLE II also 
stored in memory 36 (Step 710) to provide the correspond
ing control signals to the workstation 14 (Step 712). Also, 
the light and/or buzzer 27 is activated to provide a visual 
and/or audible indication to the sonographer that the com
mand has been completed. 

[0074] A more detailed flow diagram is shown in FIG. 8, 
which further includes FIGS. SA and SB. Again the scanner 
acquires image data to generate an image (Step 800). The 
processor 21 (FIG. 3) partitions the generated image 30, 30' 
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into a plurality of segments, not shown, Step 802. For each 
segment the processor 21 determines a movement vector, 
not shown, Step 804. From the plurality of vectors, the 
processor 21 determines the overall image motion vector, 
not shown, Step 806. More details of Steps 802 through 806 
are provided in the above-identified in U.S. Pat. No. 6,162, 
174. Another technique to detect motion is to select a 
number of strategic image segments, measure the Doppler 
velocity or energy of each, and add up the velocity vectors. 
If there is a moving structure in the body in one of the 
segments, it will be averaged out by the other vectors and 
produce a small vector, while if the transducer is moving, the 
sum of the vectors will be relatively large. One possible 
placement of the image segments used to detect transducer 
motion is a selection of image segments in the near-field of 
the image, as shown in FIG. 10. Such a placement minimizes 
the effect of normal motion of organs within the body 
causing false transducer motion detection. 

[0075] If the determined overall image movement vector 
is greater than a predetermined threshold (i.e., the motion is 
consistent with the flick of the sonographer' s wrist or a rapid 
up-down motion of the transducer as distinguished from a 
motion consistent with the sonographer merely changing the 
position of the transducer to obtain a different view of the 
region being observed of the patient), the processor 21 
acquires additional image data and the processor starts a 
timer, not shown, in the CPU 32 (FIG. 3), Step 808. 

[0076] Again the scanner acquires image data to generate 
an image 30, 30', Step 810. The processor 21 partitions the 
generated image into a plurality of segments, not shown, for 
each segment the processor determines a movement vector, 
and from the plurality of vectors, the processor determines 
the overall image motion vector, Step 812. 

[0077] If the determined overall image movement vector 
is greater than a predetermined threshold (i.e., the motion is 
consistent with the flick of the sonographer' s wrist or a rapid 
up-down motion of the transducer as distinguished from a 
motion consistent with the sonographer merely changing the 
position of the transducer to obtain a different view of the 
region being observed of the patient), and the timer has not 
expired, i.e., the overall motion has not exceeded a prede
termined time, (i.e., the processor 21 has determined a 
sequence of two motions, the processor 21 compares the 
motion vector to the vectors stored in TABLE I and the 
information from TABLE I is used by TABLE II, Step 816 
to provide the corresponding control to the workstation Step 
818. Also, the light and/or buzzer 27 is activated to provide 
a visual and/or audible indication to the sonographer that the 
command has been completed. 

[0078] It should be noted that the method described above 
compares types of motions imparted by the operation. Fur
ther, the method described above compares imparted motion 
with a level threshold. Still further, the method described 
above compares imparted motion with a time duration 
threshold. Thus, the method described above comprises 
detecting patterns of motion of the transducer, and convert
ing the patterns to the control signals. The detection is 
performed by detecting patterns of change in real time 
images and/or real time Doppler frequency shift information 
provided by the system. Further, timing of the motion is used 
to discriminate between motion intended to provide the 
control signals and motion normally occurring during scan-
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ning. It should be understood that patterns of direction of the 
transducer motion may used to discriminate between motion 
intended to provide the control signals and motion normally 
occurring during scanning. Likewise, timing of the motion is 
used to discriminate between motion intended to provide the 
control signals and motion normally occurring during scan
ning, or a combination of timing and direction may be used 
for such discrimination. 

[0079] A number of embodiments of the invention have 
been described. Nevertheless, it will be understood that 
various modifications may be made without departing from 
the spirit and scope of the invention. For example, other 
commands may be used such as, for example: The operator 
may press the transducer slightly down and back up to the 
original position. The detection of this may be mapped to the 
action of moving to the next step in a protocol driven exam; 
the operator may move the transducer slightly left and back 
right to the original position. This may be mapped to 
pressing the image store key; the operator may move the 
transducer slightly left and back right to the original posi
tion. This may be mapped to increasing the image depth. The 
operator may remove the transducer from the patient and 
re-apply it causing the current calculation package to 
advance to the next measurement. The operator may move 
the transducer back and forth twice in a "double-wiggle or 
flick" motion, then stop. This could be mapped to starting or 
stopping a clip store. Any of the above motions or any 
detectable intentional motion could be mapped to any desir
able operator action or set of actions. Any of the above 
motions or any detectable intentional motion could be used 
to start/stop voice control listening. Any of the above 
motions or any detectable intentional motion could be used 
to step through a sequence of preset imaging control sets. In 
combination with some starting action, the motion of the 
transducer in one axis could be mapped to adjusting the 
value of a control over a given range. In combination with 
some starting action, the motion of the transducer in two 
different axes could be mapped to adjustment of two control 
values over two given ranges. In combination with some 
starting action, detection of image change on two axis could 
be mapped to the movement of an on screen cursor used to 
interact with on-screen control elements. Moving the trans
ducer in the third axis could be mapped to selections of the 
control the cursor is over. Further, while the embodiments 
described above used an ultrasonic handheld imaging trans
ducer, the methods described above may be applied to other 
types of handheld imaging transducers. Further, other posi
tionable transducers such robotically, or remotely movable 
transducers may be used. Accordingly, other embodiments 
are within the scope of the following claims. 

[0080] In addition to patterns of transducer motion while 
the transducer is on the patient body, sequences of trans
ducer motion on and off of the body, or motions of the 
sonographer tapping on the transducer face with a finger or 
other object may also be used to trigger command signals. 
When used in this manner, the transducer surface area may 
be divided into a number of control regions, each region 
having a different control signal meaning. The length of time 
of a tap on the transducer face ( or head) or the position of 
the tap on the transducer face ( or head) can be used to 
distinguish different tap types, allowing a binary ( or greater) 
encoding of control signals meanings. For example, two taps 
on the left end of the transducer followed by one tap on the 
right can map to selecting a specific exam type. This 
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embodiment allows for the triggering of commands without 
the sonographer having to remove the transducer from the 
patient, which would disrupt the exam. 

[0081] When a sonographer picks the transducer and intro
duces a finger or palm as a reflective body, the system will 
interpret this reception, which exceeds a predefined thresh
old level, as a signal to activate the color. If one desires, one 
may further elaborate on this kind of binary encoding to 
include sequences of free-space and solid-body signals into 
a Morse logic. Furthermore, the transducer surface area may 
be divided into N regions to simulate an N part touch sensor 
to enhance its user-interface capabilities. 

[0082] Table III shows an exemplary two region trans
ducer and some command signals that are map-able to 
particular motions on the transducer. 

TABLE III 

Action Region 1 Region 2 Command Signal 

Lift the transducer No touch No touch System is prepared for 
command mode 

Lifted transducer Touch No touch Command 1 
Lifted transducer Touch Touch Command 2 
Lifted transducer No touch Touch Command 3 

[0083] Another embodiment of employing a transducer as 
user-interface is the employment of a calibrated passive 
substrate comprised of a specific map of echo signatures. 
This substrate can be a strip of material that is placed near 
the patient or worn by the sonographer in such a way that the 
movements of the transducer are minimized. A reception of 
a distinct signature can signify a desired state and trigger a 
state change, e.g., the start or stop of an ultrasound exam. A 
transition between distinct signatures by the movement of 
the transducer over adjacent parts of the substrate can 
encode parameter quantity changes. The acceleration of this 
transition may further signify the magnitude of that quantity 
change. Table IV illustrates an example of scanning a 
substrate or material other than a patient with a transducer to 
trigger a command signal or input data. 

TABLE IV 

Action Substrate Command 

Lift the transducer 

Lifted transducer 

Lifted transducer 

No contact 

Placed on MO 
substrate 
Placed on Network 
Cable 

System is prepared for 
command mode 
Command 1 (Open Study 
Utility Page) 
Command 2 (Output study 
data to storage media or 
network) 

[0084] While the invention has been described above by 
reference to various embodiments, it should be understood 
that many changes and modifications can be made without 
departing from the scope of the invention. It is therefore 
intended that the foregoing detailed description be regarded 
as illustrative rather than limiting, and that it be understood 
that it is the following claims, including all equivalents, that 
are intended to define the spirit and scope of this invention. 

What is claimed is: 
1. A method for providing an operational command signal 

to a workstation of an imaging system, said workstation 
being provided imaging data from a positionable transducer, 
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compnsmg: converting at least one of a predetermined 
plurality of motion patterns imparted by an operator of the 
system to the transducer into said operational command 
signal. 

2. The method of claim 1 wherein said converting com
prises: 

detecting said at least one motion pattern; and 

converting said at least one motion pattern into said 
operational command signal. 

3. The method of claim 2 wherein said detecting com
prises comparing a sequence of images formed by the 
system. 

4. The method of claim 3 further comprising determining 
from the sequence of images whether motion imparted to the 
transducer was either a repositioning of the transducer to 
produce a different image to be observed by the operator or 
a motion imparted to produce the command signal to the 
workstation. 

5. The method of claim 4 wherein said determining 
includes comparing types of motions imparted by the opera
tion. 

6. The method of claim 4 wherein said determining 
includes comparing imparted motion with a level threshold. 

7. The method of claim 4 wherein said determining 
includes comparing imparted motion with a time duration 
threshold. 

8. The method of claim 4 wherein said determining 
includes comparing imparted motion with an acceleration 
threshold. 

9. A method for providing control signals to a workstation 
of an imaging system, said workstation being provided 
imaging data from a positionable transducer, comprising 
detecting patterns of motion of the transducer, and convert
ing said patterns to said control signals. 

10. The method of claim 9 wherein the detection is 
performed by detecting patterns of change in real time 
images provided by the system. 

11. The method of claim 10 wherein when motion is 
detected, timing of the motion is used to discriminate 
between motion intended to provide the control signals and 
motion normally occurring during scanning. 

12. The method of claim 9 wherein patterns of direction 
of the transducer motion is used to discriminate between 
motion intended to provide the control signals and motion 
normally occurring during scarming. 

13. The method of claim 11 wherein patterns of direction 
of the transducer motion is used to discriminate between 
motion intended to provide the control signals and motion 
normally occurring during scarming. 

14. The method of claim 4 wherein said motion is 
imparted by tapping on a transducer face rather than moving 
said transducer. 

15. The method of claim 5 wherein said transducer face is 
divided into a number of regions, each of said regions 
corresponding to a distinct map-able control signal. 

16. An imaging system comprising: 

a workstation; 

a positionable transducer for providing imaging data to 
the workstation; 
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wherein said workstation responds to operational com
mand signals; and 

wherein the workstation includes a memory for storing a 
table mapping detected motion of the transducer into 
said command signals. 

17. The system of claim 16 wherein said workstation 
includes a processor programmed to detect at least one of a 
predetermined plurality of motion patterns and convert said 
detected at least one motion pattern into said operational 
command signal. 

18. The system of claim 17 wherein said detecting com
prises comparing a sequence of images formed by the 
system. 

19. The system of claim 18 wherein the processor is 
programmed to determine from the sequence of images 
whether the motion imparted to the transducer was either a 
repositioning of the transducer to produce a different image 
to be observed by the operator or a motion imparted to 
produce the command signal to the workstation. 

20. The system of claim 18 wherein said determining 
includes comparing types of motions imparted by the opera
tion. 

21. The system of claim 18 wherein said determining 
includes comparing imparted motion with a level threshold. 

22. The system of claim 18 wherein said determining 
includes comparing imparted motion with a time duration 
threshold. 

23. The system of claim 16 wherein the transducer has 
deposed within a housing thereof motion sensors. 

24. The system of claim 16 therein wherein motion of the 
transducer is sensed by sensors remote from the transducer. 
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25. An imaging system comprising: 

a workstation; 
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a positionable transducer for providing imaging data to 
the workstation; 

wherein said workstation responds to control signals; and 

wherein the workstation includes a processor for detecting 
patterns of motion of the transducer, and converting 
said patterns to said control signals. 

26. The system of claim 25 wherein the detection is 
performed by detecting patterns of change in real time 
images provided by the system. 

27. The system of claim 26 wherein when motion is 
detected, timing of the motion is used to discriminate 
between motion intended to provide the control signals and 
motion normally occurring during scanning. 

28. A method for providing an operational command 
signal to a workstation of an imaging system comprising: 

converting at least one predetermined motion imparted by 
an operator of said system to at least one of a prede
termined region of interest on a surface of a transducer 
into said operational command signal, wherein said 
surface of said transducer is partitioned into a plurality 
of said predetermined regions of interest. 

29. A method for providing an operational command 
signal to a workstation of an imaging system comprising: 

converting an echo signature of a substrate into said 
operational command signal, wherein said echo signa
ture is generated upon contact of said substrate with a 
transducer. 

30. The method of claim 29 wherein said substrate is worn 
by a sonographer. 

* * * * * 

0152



1111111111111111 IIIIII IIIII 1111111111 11111 1111111111 1111111111 11111 111111111111111 11111111 
US 20100231509Al 

c19) United States 
c12) Patent Application Publication 

Boillot et al. 
c10) Pub. No.: US 2010/0231509 Al 
(43) Pub. Date: Sep. 16, 2010 

(54) STERILE NETWORKED INTERFACE FOR 
MEDICAL SYSTEMS 

(76) Inventors: Marc Boillot, Plantation, FL (US); 
Martin Roche, Fort Lauderdale, FL 
(US) 

Correspondence Address: 
Marc Boillot 
9110 NW 11th Court 
Plantation, FL 33322 (US) 

(21) Appl. No.: 

(22) Filed: 

12/723,486 

Mar. 12, 2010 

Related U.S. Application Data 

(60) Provisional application No. 61/159,793, filed on Mar. 
12, 2009. 

---i 
0 
C 
C) 
::::, 

ii> 
U) 
U) 

:::; 

Sensor 130 © 
=l, 
0-> 
C) 

Processor 132 CD 

Wireless Unit 134 Sensing Unit 

User Interface 136 Comm unit 

Memory 138 

Battery 137 

Sterile Field 

Publication Classification 

(51) Int. Cl. 
A61B 17100 (2006.01) 
G06F 3/033 (2006.01) 
G09G 5100 (2006.01) 

(52) U.S. Cl. .............................. 345/156; 606/1; 715/863 

(57) ABSTRACT 

One embodiment of a sterile networked interface system is 
provided comprising a hand-held surgical tool and a data 
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able and orientation information responsive to a touchless 
gesture control and predetermined orientation of the surgical 
tool. Other embodiments are disclosed. 
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STERILE NETWORKED INTERFACE FOR 
MEDICAL SYSTEMS 

CROSS-REFERENCE TO RELATED 
APPLICATION 

[0001] This application claims the priority benefit of U.S. 
Provisional Patent Application No. 61/159,793 filed Mar. 12, 
2009, the entire contents of which are hereby incorporated by 
reference. This application also incorporates by reference the 
following Utility Applications: 

FIELD 

[0002] The present embodiments of the invention generally 
relate to the field of hospital systems, more particularly medi
cal device data processing and control. 

BACKGROUND 

[0003] As data becomes more readily available in hospitals 
and clinics, doctors and patients have more information to 
process. Computer systems and medical devices provide an 
interface which allows them to retrieve, interpret and display 
the information. In the operating room environment, com
puter systems are generally outside the surgical field and 
operated by a technician. Electronic surgical tools are provid
ing the surgeon with new means for performing surgery. 
Although the medical devices may communicate with the 
computer system there still lacks an intuitive user interface 
which allows the surgeon to retrieve information. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0004] The features of the embodiments of the invention, 
which are believed to be novel, are set forth with particularity 
in the appended claims. Embodiments of the invention, 
together with further objects and advantages thereof, may 
best be understood by reference to the following description, 
taken in conjunction with the accompanying drawings, in the 
several figures of which like reference numerals identify like 
elements, and in which: 
[0005] FIG. lA is an exemplary illustration of an operating 
room system configured for touchless user interface control 
according to one embodiment; 
[0006] FIG. lB is an exemplary illustration of a sensory 
device for processing touchless movements and gesture con
trol according to one embodiment; 
[0007] FIG. lC is an exemplary illustration of a sterile 
networked interface system according to one embodiment; 
[0008] FIGS. 2A and 2B are exemplary illustrations for 
user interface calibration according to one embodiment; 
[0009] FIG. 3A is an exemplary depiction for touchless 
user interface scrolling according to one embodiment; 
[0010] FIGS. 4A and 4B are exemplary depictions for 
touchless user interface gesture controls according to one 
embodiment; and 
[0011] FIG. 5 is an exemplary depiction for touchless user 
interface image analysis and feedback according to one 
embodiment. 

DETAILED DESCRIPTION 

[0012] While the specification concludes with claims 
defining the features of the invention that are regarded as 
novel, it is believed that the invention will be better under-

1 
Sep. 16, 2010 

stood from a consideration of the following description in 
conjunction with the drawing figures, in which like reference 
numerals are carried forward. 

[0013] As required, detailed embodiments of the present 
invention are disclosed herein; however, it is to be understood 
that the disclosed embodiments are merely exemplary of the 
invention, which can be embodied in various forms. There
fore, specific structural and functional details disclosed 
herein are not to be interpreted as limiting, but merely as a 
basis for the claims and as a representative basis for teaching 
one skilled in the art to variously employ the present invention 
in virtually any appropriately detailed structure. Further, the 
terms and phrases used herein are not intended to be limiting 
but rather to provide an understandable description. 

[0014] The terms a or an, as used herein, are defined as one 
or more than one. The term plurality, as used herein, is defined 
as two or more than two. The term another, as used herein, is 
defined as at least a second or more. The terms including 
and/or having, as used herein, are defined as comprising (i.e., 
open language). The term coupled, as used herein, is defined 
as connected, although not necessarily directly, and not nec
essarily mechanically. The terms program, software applica
tion, and the like as used herein, are defined as a sequence of 
instructions designed for execution on a computer system. A 
program, computer program, or software application may 
include a subroutine, a function, a procedure, an object 
method, an object implementation, an executable application, 
a source code, an object code, a shared library/dynamic load 
library and/or other sequence of instructions designed for 
execution on a computer system or embedded electronic 
device. 

[0015] FIG. lA shows an exemplary sterile networked 
interface in an operating room environment comprising a 
touchless sensing device 100 and a data processing system 
104 display. The sensing device 100 permits the surgeon a 
sterile user interface for interacting and viewing operational 
data, processing medical information, and viewing surgical 
tool functionality. It may be positioned 1-2 feet within reach. 
It can also be placed farther out of the sterile field. As will be 
described ahead, the touchless sensing device 100 in various 
embodiments permits the surgeon the ability to scroll, select, 
rotate and save data via touchless gestures, and in certain 
embodiments, update operational tool parameters in accor
dance with a predetermined work flow. Although shown as a 
separate unit, the touchless sensing device 100 can be con
figured peripheral to the display or positioned above. One 
example of an arrangement is disclosed in U.S. patent appli
cation Ser. No. 11/683,416, the entire contents of which are 
hereby incorporated by reference. The touchless sensing 
device 100 can comprise infrared sensors, ultrasonic sensors, 
camera elements or a combination thereof as therein speci
fied. 

[0016] FIG. lB is an exemplary illustration of the compo
nents of the touchless sensing device 100 according to one 
embodiment. The sensing device 100 can include a transmit
ter 112, three or more receivers 122 ( at the comers), a Digital 
Signal Processor (DSP) 110 to process sensory information 
from the receivers 122, a communications module ( e.g., Blue
Tooth, ZigBee, or other IEEE protocol), a memory 120, and 
one or more analog to digital converters and digital to analog 
converters 118. Operation of the touchless sensing unit in 
various configurations for achieving touchless sensing are 
disclosed in the following U.S. patent applications, all of 
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which are hereby incorporated by reference in their entirety: 
11/559,295; 11/559,325; 11/562,404; 12/146,445. 

[0017] The touchless sensing device 100 in the configura
tion shown includes an optical camera element 117 to image 
an anatomical feature in the sterile field, an ultrasonic trans
ducer 112 to measure a distance to the anatomical feature that 
is associated with the physical variable, and an accelerometer 
121 for identifying an axial tilt and movement. This informa
tion can be used by the data processing system in accordance 
with touchless user input to report proper use and orientation 
of the surgical tool. As one example, the processor configures 
one or more of its operational parameters responsive to ana
lyzing the anatomical feature of interest and determining a 
proper working angle from the orientation. 

[0018] FIG. lC is a diagrammatic illustration of an exem
plary sterile networked interface system. The sterile net
worked interface system comprises a hand-held surgical tool 
139 used within a sterile field during surgery, a touchless 
interface 140, and a data processing system 104 outside the 
sterile field and wirelessly coupled to the surgical tool. The 
surgical tool comprises a sensor 130 for sensing a physical 
variable related to the surgery, a wireless communication unit 
134 to transmit the physical variable, and a battery 139 for 
powering the hand-held surgical tool. It is not limited to these 
features and may include other components of a surgical tool, 
for example, a processor 132 a user interface 116 and asso
ciated memory 138. It can also include a drill, a saw, a rotor, 
a stator or other mechanical hardware. The data processing 
system 150 receives the physical variable and orientation 
information reported from and related to the hand-held sur
gical tool during the surgery. 

[0019] The surgical tool 139 communicates a physical vari
able associated with the surgical procedure to the data pro
cessing system 104 responsive to the sensing unit 110 detect
ing a touchless gesture control and predetermined orientation 
of the surgical tool 109. The sensing unit 141 (see processor 
114 of FIG. 1B) detects touchless gestures of re-centering, 
accelerated movements, left-right movements, up-down 
movements, and zoom in and out movements. Touchless fin
ger pointing and hand gestures control aspects of a user inter
face presented through the data processing system 104. 
Aspects oftouchless sensing are disclosed in issued U.S. Pat. 
No. 7,620,316 which is incorporated by reference in its 
entirety. 

[0020] In another configuration, the hand-held surgical tool 
139 includes the touchless sensing device as the user interface 
component 136 thereon for use within a sterile field during 
surgery. The hand-held surgical tool 139 comprises the sensor 
130 for sensing a physical variable related to the surgery, the 
wireless communication unit 134 to transmit the physical 
variable, the battery 137 for powering the hand-held surgical 
tool. The touchless sensing unit on the hand-held surgical tool 
identifies a location and movement of a finger or hand gesture, 
and the processor 132 communicates the physical variable 
from the hand-held surgical tool 139 to the data processing 
system 150 responsive to the touchless gesture control and 
predetermined orientation of the surgical tool. The hand-held 
surgical tool 139 sends physical variable and orientation 
information to the data processing system 150 outside the 
sterile field that is wirelessly coupled to the surgical tool, and 
that provides operative directives back to the surgical tool for 
performing a work flow procedure of the surgery based on the 
physical variable and orientation. 
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[0021] The touchless user interface 150 comprises a sens
ing unit 141 for identifying a location and movement of a 
finger or hand gesture; a processor to operate display infor
mation for touchless sensing, touchless image scrolling, 
selection, and saving, touchless gesture controls, and touch
less image rotation; and a communications interface 142 for 
sending the location and movement to a display of the data 
processing system for controlling a user interface of the hand
held surgical tool. The data processing system 150 can 
include a processor 151, a memory 152, a wireless unit 153 
and user interface 154. The touchless sensing device 100 
provides 1) display calibration for touchless sensing, 2) 
touchless thumbnail Scrolling, 3) touchless gesture controls, 
4) touchless image rotation, 5) small vowel recognition 
vocabulary for enhanced interface control, and 6) pointing to 
image features with drag & drop labeling. 

[0022] One aspect of range detection and positioning deter
mination as described below are disclosed in issued U.S. Pat. 
No. 7,414,705 which is incorporated by reference in their 
entirety. As one particular example, the sensor comprises a 
pulse shaper for producing a pulse shaped signal, the pulse 
shaped signal intended for reflecting off an anatomical feature 
to produce a reflected signal, wherein at least one portion of 
the pulse shaped signal is at least one among a frequency 
modulated region, constant frequency region, phase modu
lated region, and a chirp region, a phase detector for receiving 
and identifying a relative phase of the reflected signal with 
respect to a previously received reflected signal, and a pro
cessor operatively coupled to the pulse shaper for receiving 
the reflected signal, tracking a location and a movement of the 
hand-held surgical tool from an estimated arrival time of the 
reflected signal and the relative phase, and providing the 
physical variable to a user interface control in accordance 
with the location and the movement of the hand-held surgical 
tool. The processor estimates the location of the first object 
from a frequency modulated region of the reflected signal, 
and a velocity of the first object from the relative phase from 
a continuous frequency region of the reflected signal and 
responsive to a touchless gesture control and predetermined 
orientation of the surgical tool communicates the physical 
variable from the hand-held surgical tool to the data process
ing system. 

[0023] FIGS. 2A and 2B shows exemplary calibration steps 
for setting up the touchless sensing device 100. The device is 
calibrated to the display based on the finger range of motion. 
That is, the dimensions of the touchless sensing space are 
mapped to the display. For instance, a 6 in left and 6 in right 
motion (12 inch horizontal span) is mapped to the 30-50 inch 
wide display range. A 4 in up and 4 in down motion (8 inch 
vertical span) is mapped to the 20-30 inch display height since 
screen is rectangular and vertical arm movement may require 
more lifting (fatiguing) motion. The touchless sensing device 
100 can also be used in conjunction with a hand-held device 
such as a wireless pointer in addition to the previously shown 
hand-held drill. As illustrated the surgeon pauses finger/hand, 
then moves finger/hand left and right for desired full range of 
arm/hand motion. Sensors can also be included in a surgical 
glove to provide further gesture functionality. The dual bars 
open during the jitter motion to visually identify the mapped 
horizontal boundaries. Similarly during height calibration 
dual bars are shown opening during a left-right jitter motion 
to visually identify a mapped horizontal boundaries. 

[0024] In another embodiment, the touchless sensing unit 
can be configured for touchless interface control and range 
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detection. In either configuration the sensor identifies a loca
tion and movement of a finger or hand gesture, and the com
munications interface sends the location and movement to a 
display device of the data processing system for controlling 
one or more parameters of the surgical tool 139 by way of the 
touchless user interface 150. The touchless sensing unit com
municates a physical variable captured during a surgical pro
cedure from the surgical tool to the data processing system for 
presentation in the display responsive to a touchless gesture 
control and predetermined orientation of the surgical tool. As 
one example, the user pauses the surgical tool 139 at a certain 
angle and with the other hand points to the screen. The accel
erometer identifies an axial tilt and movement. The processor 
references the orientation of the hand-held surgical tool with 
respect to a coordinate system established by the anatomical 
feature position, tilt and movement. The interface isolates and 
displays a point of interest, for example, an anatomical fea
ture of the patient according to an orientation of the surgical 
tool. The surgical tool can capture an image of and a distance 
to the anatomical feature which is reported on the display. 
Surgical feedback provided via the touchless user interface 
can then be used to set one or more parameters of the surgical 
tool 139 for updating the work flow. The sensor can be opera
tively coupled to the surgical tool. In another embodiment the 
sensor is operatively coupled to the data processing system 
apart from the tool. As another example, the processor 114 
references the orientation of a hand-held surgical tool with 
respect to the anatomical feature, distance, tilt and movement. 
The data processing system 150 provides operative directives 
to the surgical tool in accordance with a predetermined work 
flow that takes into account the physical variable. 

[0025] FIGS. 3A and 3B shows a thumbnail scrolling user 
interface on the screen 300. The screen can include a variable 
or fixed number of thumbnail images 302 on the top row. To 
refresh more images, surgeon can re-center (1) the finger once 
its pointed to the far left or right of reach. As another example, 
the system can have 10 thumbnail images 302 in a buffer, but 
only show 5 at a time, where the entire 10 images are mapped 
to the surgeon's full horizontal hand motion to permit scroll
ing of the 10 images. The active image (the one pointed too) 
can have a colored box outline for example. That image can be 
actively displayed in the lower left corner 304 as the surgeon 
fingers across (scrolls 2) thumbnail images. The surgeon can 
disengage (3) via retracted finger movement or voice com
mand. 

[0026] One example method of thumbnail scrolling five (5) 
thumbnail images fixed on the display, includes method steps 
where the surgeon raises and centers finger/hand and pauses 
for a brief moment ( e.g., 1 second) in front of the touchless 
sensing device 100 to indicate readiness, a border 302 will be 
displayed indicating touchless control acquired. The surgeon 
moves their finger/hand left or right to scroll through images. 
An actively selected image will be outlined by border box and 
will enlarge in (e.g., left main) display area. The surgeon 
retracts finger/hand to disengage touchless control, which 
leaves active image enlarged. Alternatively, surgeon can say a 
word to disengage (exit) touchless control via voice recogni
tion applications. One example of voice recognition com
bined with touchless sensing is disclosed in U.S. patent appli
cation Ser. No. 12/120,654, the entire contents of which are 
hereby incorporated by reference. 

[0027] FIGS. 4A and 4B show exemplary touchless gesture 
controls for the user interface on the screen 400. To select an 
image the surgeon can perform a brief up/ down (-1 inch) 
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finger motion. In an alternate configuration, the surgeon can 
do brief right->re-center movements to scroll to the right, and 
left->re-center movements to scroll left, so the hand can 
remain sufficiently centered. A simple voice command can be 
used to start touchless gesture controls, to override touchless 
control for image thumbnail scrolling as shown. The 3D 
location at which the surgeon re-centers the finger-hand can 
establish the reference zoom plane. The surgeon can slowly 
move the finger forward (in) to zoom in. Then, the surgeon 
can slowly move finger back to zoom-out back to the refer
ence zoom plane. 
[0028] One example method of gesture control comprises 
steps where the surgeon jitters the finger/hand up and down to 
select the image. The thumbnail border turns green and 
flashes to indicate a waiting state. The surgeon then re-centers 
and pauses the finger/hand in front of touchless sensing 
device 100 to acquire gesture control (e.g., thumbnail border 
then stops flashing and turns solid green indicating ready) 
Re-centering is also the motion required if the surgeon pre
viously disengaged iPoint control. As one example, the sur
geon speaks a voice command to start touchless navigation/ 
zoom, and can then move up/down/left/right to navigate 
image in conjunction with inward pointing movement to 
zoom-in on image. (Zoom-out is permitted after zoom-in). 
[0029] Means foroperation of the touchless sensing unit for 
gesture control and user interfaces are disclosed in the fol
lowing U.S. patent applications, all of which are hereby incor
porated by reference in their entirety: 11/562,413;11/566, 
137; 11/566,148; 11/566,156; 11/683,410; 11/683,412; 
11/683,413; 11/683,415 and 11/683,416. 
[0030] An accelerated retracting finger movement ( or voice 
command) can disable (exit) touchless control thereby tem
porarily locking the image at the zoom-level and position just 
prior to the accelerated retracted finger movement. This 
releases touchless control and permits the surgeon to continue 
the medical procedure. In order to enable and re-engage 
touchless control, the surgeon can center and pause the finger/ 
hand in front of the iPoint again. A thumb motion on the same 
hand an also be performed for control (an action similar to 
mimicking a thumb trigger). The 3D location at which the 
surgeon re-centers the finger-hand establishes the reference 
zoom plane. The surgeon can slowly move the finger forward 
(in) to zoom in. Then, the surgeon can slowly move finger 
back to zoom-out back to the reference zoom plane. 
[0031] An accelerated retracting finger movement can dis
able touchless control thereby temporarily locking the image 
at the zoom-level and position just prior to the accelerated 
retracted finger movement. This releases touchless control 
and permits the surgeon to continue the medical procedure. A 
thumb motion on the same hand can alternatively signal the 
image lock instead of the accelerated retracting movement). 
To enable and re-engage touchless control, the surgeon can 
center and pause the finger/hand in front of the sensing device 
100 again. Voice commands can also be used in conjunction 
with drag and drop labeling. The surgeon can select labels 
from a user interface 306 which can then be dragged to 
anatomical features on the image 304. 
[0032] FIG. 5 shows an exemplary touchless user interface 
application for image rotation. Upon selecting an image 502, 
then displayed in a larger window 504, the surgeon can speak 
a voice command 506 such as "rotate", to commence touch
less rotation controls. The surgeon can then perform touch
less clockwise and counter clockwise finger motions to rotate 
the image. The touchless sensing device 100 translates the 
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finger motions to image translations that rotate the image. The 
ipoint can identify a finger ( or hand) pause to stop rotation and 
lock to the current rotation to permit surgeon to retract hand. 
Rotation controls include voice recognition, circular finger 
motions, and forward and retracting hand motions. 
[0033] Means for operation of the touchless sensing unit to 
detect scrolling, gestures and rotations for controlling user 
interfaces are disclosed in the following U.S. patent applica
tions, all of which are hereby incorporated by reference in 
their entirety: 11/839,323; 11/844,329; 11/850,634; 11/850, 
637; 11/930,014; 11/936,777; 11/936,778; 12/050,790; 
12/099,662 and 12/120,654 
[0034] The illustrations of embodiments described herein 
are intended to provide a general understanding of the struc
ture of various embodiments, and they are not intended to 
serve as a complete description of all the elements and fea
tures of apparatus and systems that might make use of the 
structures described herein. Many other embodiments will be 
apparent to those of skill in the art upon reviewing the above 
description. Other embodiments may be utilized and derived 
therefrom, such that structural and logical substitutions and 
changes may be made without departing from the scope of 
this disclosure. Figures are also merely representational and 
may not be drawn to scale. Certain proportions thereof may 
be exaggerated, while others may be minimized. Accord
ingly, the specification and drawings are to be regarded in an 
illustrative rather than a restrictive sense. 
[0035] Such embodiments of the inventive subject matter 
may be referred to herein, individually and/or collectively, by 
the term "invention" merely for convenience and without 
intending to voluntarily limit the scope of this application to 
any single invention or inventive concept if more than one is 
in fact disclosed. Thus, although specific embodiments have 
been illustrated and described herein, it should be appreciated 
that any arrangement calculated to achieve the same purpose 
may be substituted for the specific embodiments shown. This 
disclosure is intended to cover any and all adaptations or 
variations of various embodiments. Combinations of the 
above embodiments, and other embodiments not specifically 
described herein, will be apparent to those of skill in the art 
upon reviewing the above description. 

What is claimed is: 
1. A sterile networked interface system comprising 
a hand-held surgical tool used within a sterile field during 

surgery, the surgical tool comprising: 
a sensor for sensing a physical variable related to the 

surgery; 
a wireless communication unit to transmit the physical 

variable; and 
a battery for powering the hand-held surgical tool; 

a data processing system outside the sterile field wirelessly 
coupled to the surgical tool for receiving the physical 
variable and orientation information reported from and 
related to the hand-held surgical tool during the surgery; 
and 

a touchless interface that responsive to a touchless gesture 
control and predetermined orientation of the surgical 
tool communicates the physical variable from the hand
held surgical tool to the data processing system. 

2. The sterile networked interface of claim 1 where the 
touchless user interface comprises: 

a sensing unit for identifying a location and movement of a 
finger or hand gesture; a processor to operate display 
information for: 
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touchless sensing, 
touchless image scrolling, selection, and saving; 
touchless gesture controls, and 
touchless image rotation; and 

a communications interface for sending the location and 
movement to a display of the data processing system for 
controlling a user interface of the hand-held surgical 
tool. 

3. The sterile networked interface of claim 2, where the 
processor detects touchless gestures of re-centering, acceler
ated movements, left-right movements, up-downmovements, 
and zoom in and out movements. 

4. The sterile networked interface of claim 1 where the 
sensor includes 

an optical camera element to image an anatomical feature 
in the sterile field; 

an ultrasonic transducer to measure a distance to the ana
tomical feature that is associated with the physical vari
able; 

and, an accelerometer for identifying an axial tilt and 
movement; where the processor references the orienta
tion of the hand-held surgical tool with respect to the 
anatomical feature, distance, tilt and movement. 

5. The sterile networked interface of claim 3 where the data 
processing system provides operative directives to the surgi
cal tool in accordance with a predetermined work flow that 
takes into account the physical variable. 

6. A hand-held surgical tool suitable for use within a sterile 
field during surgery, the surgical tool comprising: 

a sensor for sensing a physical variable related to the sur
gery; 

a wireless communication unit to transmit the physical 
variable; 

a battery for powering the hand-held surgical tool; 
a touchless sensing unit on the hand-held surgical tool for 

identifying a location and movement of a finger or hand 
gesture; and 

a processor to communicates the physical variable from the 
hand-held surgical tool to a data processing system 
responsive to the touchless gesture control and predeter
mined orientation of the surgical tool. 

7. The hand-held surgical tool of claim 6 sends the physical 
variable and orientation information to the data processing 
system outside the sterile field that is wirelessly coupled to the 
surgical tool, and that provides operative directives back to 
the surgical tool for performing a work flow procedure of the 
surgery based on the physical variable and orientation. 

8. The hand-held surgical tool of claim 6, where the sensor 
includes 

an optical camera element to image an anatomical feature 
in the sterile field; 

an ultrasonic transducer to measure a position of the ana
tomical feature relative to the hand-held surgical tool 
that is associated with the physical variable; 

and, an accelerometer for identifying an axial tilt and 
movement; where the processor references the orienta
tion of the hand-held surgical tool with respect to a 
coordinate system established by the anatomical feature 
position, tilt and movement. 

9. The hand-held surgical tool of claim 6, where the sensor 
comprises: 

a pulse shaper for producing a pulse shaped signal, the 
pulse shaped signal intended for reflecting off an ana
tomical feature to produce a reflected signal, wherein at 
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least one portion of the pulse shaped signal is at least one 
among a frequency modulated region, constant fre
quency region, phase modulated region, and a chirp 
region; 

a phase detector for receiving and identifying a relative 
phase of the reflected signal with respect to a previously 
received reflected signal, and 

a processor operatively coupled to the pulse shaper for 
receiving the reflected signal, tracking a location and a 
movement of the hand-held surgical tool from an esti
mated arrival time of the reflected signal and the relative 
phase, and providing the physical variable to a user 
interface control in accordance with the location and the 
movement of the hand-held surgical tool, 

wherein the processor estimates the location of the first 
object from a frequency modulated region of the 
reflected signal, and a velocity of the first object from the 
relative phase from a continuous frequency region of the 
reflected signal and responsive to a touchless gesture 
control and predetermined orientation of the surgical 
tool communicates the physical variable from the hand
held surgical tool to the data processing system. 

10. The hand-held surgical tool of claim 6, where the 
processor configures one or more of its operational param
eters responsive to analyzing the anatomical feature of inter
est and determining a proper working angle from the orien
tation. 

11. A touchless sensing unit configurable for touchless 
interface control and range detection, the touchless sensing 
unit comprising: 

a sensor for identifying a touchless location and movement 
of a finger or hand gesture; and 
a communications interface for sending the location and 

movement to a display device of a data processing 
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system for controlling one or more parameters of a 
surgical tool by way of a touchless user interface, 

where the touchless sensing unit communicates a physi
cal variable captured during a surgical procedure from 
the surgical tool to the data processing system for 
presentation in the display responsive to a touchless 
gesture control of the finger or hand movement and 
predetermined orientation of the surgical tool. 

12. The touchless sensing unit of claim 11, where the 
sensor is operatively coupled to the data processing system. 

13. The touchless sensing unit of claim 11, where the 
sensor is operatively coupled to the surgical tool. 

14. The touchless sensing unit of claim 11, comprising 
a wireless communication unit to transmit the physical 

variable; and 
a battery for powering the hand-held surgical tool. 
15. The touchless sensing unit of claim 11, where the 

sensor includes 
an optical camera element to image an anatomical feature 

in the sterile field; 
an ultrasonic transducer to measure a position of the ana

tomical feature relative to the hand-held surgical tool 
that is associated with the physical variable; 

and, an accelerometer for identifying an axial tilt and 
movement; where the processor references the orienta
tion of the hand-held surgical tool with respect to a 
coordinate system established by the anatomical feature 
position, tilt and movement. 

16. The touchless sensing unit of claim 10, where a display 
of the data processing system during width calibration shows 
dual bars open during a left-right jitter motion to visually 
identify a mapped horizontal boundaries, and during height 
calibration shows dual bars open during an up-down jitter 
motion to visually identify a mapped vertical boundaries 

* * * * * 
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(57) ABSTRACT 

An apparatus for obtaining an image of a tooth having at 
least one light source providing incident light having a first 
spectral range for obtaining a reflectance image (122) from 
the tooth and a second spectral range for exciting a fluores
cence image (120) from the tooth. A polarizing beamsplitter 
(18) in the path of the incident light from both sources 
directs light having a first polarization state toward the tooth 
and directs light from the tooth having a second polarization 
state along a return path toward a sensor (68), wherein the 
second polarization state is orthogonal to the first polariza
tion state. A first lens (22) in the return path directs image
bearing light from the tooth toward the sensor (68), and 
obtains image data from the portion of the light having the 
second polarization state. A long-pass filter (15) in the return 
path attenuates light in the second spectral range. 
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APPARATUS FOR CARIES DETECTION 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

[0001] Reference is made to commonly-assigned copend
ing U.S. application Ser. No. 11/262,869, filed Oct. 31, 
2005, entitled METHOD FOR DETECTION OF CARIES, 
by Wong et al.; U.S. application Ser. No. 11/408,360, filed 
Apr. 21, 2006, entitled OPTICAL DETECTION OF DEN
TAL CARIES by Wong et al.; and U.S. patent application 
Ser. No. ___ , filed herewith, entitled LOW COHER-
ENCE DENTAL OCT IMAGING, by Liang et al., the 
disclosures of which are incorporated herein. 

FIELD OF THE INVENTION 

[0002] This invention generally relates to methods and 
apparatus for dental imaging and more particularly relates to 
an apparatus for caries detection using fluorescence and 
scattering. 

BACKGROUND OF THE INVENTION 

[0003] In spite of improvements in detection, treatment, 
and prevention techniques, dental caries remains a widely 
prevalent condition affecting people of all age groups. If not 
properly and promptly treated, caries can lead to permanent 
tooth damage and even to loss of teeth. 
[0004] Traditional methods for caries detection include 
visual examination and tactile probing with a sharp dental 
explorer device, often assisted by radiographic (x-ray) imag
ing. Detection using these methods can be somewhat sub
jective, varying in accuracy due to many factors, including 
practitioner expertise, location of the infected site, extent of 
infection, viewing conditions, accuracy of x-ray equipment 
and processing, and other factors. There are also hazards 
associated with conventional detection techniques, includ
ing the risk of damaging weakened teeth and spreading 
infection with tactile methods as well as exposure to x-ray 
radiation. By the time caries is evident under visual and 
tactile examination, the disease is generally in an advanced 
stage, requiring a filling and, if not timely treated, possibly 
leading to tooth loss. 
[0005] In response to the need for improved caries detec
tion methods, there has been considerable interest in 
improved imaging techniques that do not employ x-rays. 
One method that has been commercialized employs fluo
rescence, caused when teeth are illuminated with high 
intensity blue light. This technique, termed quantitative 
light-induced fluorescence (QLF), operates on the principle 
that sound, healthy tooth enamel yields a higher intensity of 
fluorescence under excitation from some wavelengths than 
does de-mineralized enamel that has been damaged by caries 
infection. The strong correlation between mineral loss and 
loss of fluorescence for blue light excitation is then used to 
identify and assess carious areas of the tooth. A different 
relationship has been found for red light excitation, a region 
of the spectrum for which bacteria and bacterial by-products 
in carious regions absorb and fluoresce more pronouncedly 
than do healthy areas. 
[0006] Among proposed solutions for optical detection of 
caries are the following: 

[0007] U.S. Pat. No. 4,290,433 (Alfano) discloses a 
method to detect caries by comparing the excited 
luminescence in two wavelengths. 
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[0008] U.S. Pat. No. 4,479,499 (Alfano) describes a 
method to detect caries by comparing the intensity of 
the light scattered at two different wavelengths. 

[0009] U.S. Pat. No. 4,515,476 (Ingmar) discloses use 
of a laser for providing excitation energy that generates 
fluorescence at some other wavelength for locating 
carious areas. 

[0010] U.S. Pat. No. 6,231,338 (de Josselin de Jong et 
al.) discloses an imaging apparatus for identifying 
dental caries using fluorescence detection. 

[0011] U.S. Patent Application No. 2004/0240716 (de 
Josselin de Jong et al.) discloses methods for improved 
image analysis for images obtained from fluorescing 
tissue. 

[0012] Among commercialized products for dental imag
ing using fluorescence behavior is the QLF Clinical System 
from Inspektor Research Systems BY, Amsterdam, The 
Netherlands. Using a different approach, the Diagnodent 
Laser Caries Detection Aid from Ka Vo Dental GmbH, 
Biberach, Germany, detects caries activity monitoring the 
intensity of fluorescence of bacterial by-products under 
illumination from red light. 
[0013] U.S. Patent Application Publication 2005/0003323 
(Katsuda et al.) describes a hand-held imaging apparatus 
suitable for medical or dental applications, using fluores
cence imaging. The '3323 Katsuda et al. disclosure shows an 
apparatus that receives the reflection light from the diag
nostic object and/or the fluorescence of the diagnostic object 
with different light irradiation. The disclosed apparatus is 
fairly complicated, requiring switchable filters in the probe, 
for example. While the apparatus disclosed in the Katsuda et 
al. '3323 patent application takes advantage of combining 
reflection light and fluorescence from the diagnostic object 
in the same optical path, the apparatus does not remove or 
minimize specular reflection. Any unwanted specular reflec
tion produces false positive results in reflectance imaging. 
Moreover, with the various illumination embodiments dis
closed, the illumination directed toward a tooth or other 
diagnostic object is not uniform, since the light source is in 
close proximity to the diagnostic object. 
[0014] U.S. Patent Application Publication 2004/0202356 
(Stookey et al.) describes mathematical processing of spec
tral changes in fluorescence in order to detect caries in 
different stages with improved accuracy. Acknowledging the 
difficulty of early detection when using spectral fluorescence 
measurements, the '2356 Stookey et al. disclosure describes 
approaches for enhancing the spectral values obtained, 
effecting a transformation of the spectral data that is adapted 
to the spectral response of the camera that obtains the 
fluorescent image. 
[0015] While the disclosed methods and apparatus show 
promise in providing non-invasive, non-ionizing imaging 
methods for caries detection, there is still room for improve
ment. One recognized drawback with existing techniques 
that employ fluorescence imaging relates to image contrast. 
The image provided by fluorescence generation techniques 
such as QLF can be difficult to assess due to relatively poor 
contrast between healthy and infected areas. As noted in the 
'2356 Stookey et al. disclosure, spectral and intensity 
changes for incipient caries can be very slight, making it 
difficult to differentiate non-diseased tooth surface irregu
larities from incipient caries. 
[0016] Overall, it is well-recognized that, with fluores
cence techniques, the image contrast that is obtained corre-
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sponds to the severity of the condition. Accurate identifica
tion of caries using these techniques often requires that the 
condition be at a more advanced stage, beyond incipient or 
early caries, because the difference in fluorescence between 
carious and sound tooth structure is very small for caries at 
an early stage. In such cases, detection accuracy using 
fluorescence techniques may not show marked improvement 
over conventional methods. Because of this shortcoming, 
the use of fluorescence effects appears to have some prac
tical limits that prevent accurate diagnosis of incipient 
caries. As a result, a caries condition may continue unde
tected until it is more serious, requiring a filling, for 
example. 

[0017] Detection of caries at very early stages is of par
ticular interest for preventive dentistry. As noted earlier, 
conventional techniques generally fail to detect caries at a 
stage at which the condition can be reversed. As a general 
rule of thumb, incipient caries is a lesion that has not 
penetrated substantially into the tooth enamel. Where such a 
caries lesion is identified before it threatens the dentin 
portion of the tooth, remineralization can often be accom
plished, reversing the early damage and preventing the need 
for a filling. More advanced caries, however, grows increas
ingly more difficult to treat, most often requiring some type 
of filling or other type of intervention. 

[0018] In order to take advantage of opportunities for 
non-invasive dental techniques to forestall caries, it is nec
essary that caries be detected at the onset. In many cases, as 
is acknowledged in the '2356 Stookey et al. disclosure, this 
level of detection has been found to be difficult to achieve 
using existing fluorescence imaging techniques, such as 
QLF. As a result, early caries can continue undetected, so 
that by the time positive detection is obtained, the opportu
nity for reversal using low-cost preventive measures can be 
lost. 

[0019] U.S. Pat. No. 6,522,407 (Everett et al.) discloses 
the application of polarimetry principles to dental imaging. 
One system described in the Everett et al. '407 teaching 
provides a first polarizer in the illumination path for direct
ing a polarized light to the tooth. A second polarizer is 
provided in the path of reflected light. In one position, the 
polarizer transmits light of a horizontal polarization. Then, 
the polarizer is oriented to transmit light having an orthogo
nal polarization. Intensity of these two polarization states of 
the reflected light can then be compared to calculate the 
degree of depolarization of light scattered from the tooth. 
The result of this comparison then provides information on 
a detected caries infection. 

[0020] While the approach disclosed in the Everett et al. 
'407 patent takes advantage of polarization differences that 
can result from backscattering of light, the apparatus and 
methods described therein require the use of multiple polar
izers, one in the illumination path, the other in the imaging 
path. Moreover, the imaging path polarizer must somehow 
be readily switchable between a reference polarization state 
and its orthogonal polarization state. Thus, this solution has 
inherent disadvantages for allowing a reduced package size 
for caries detection optics. It would be advantageous to 
provide a simpler solution for caries imaging, a solution not 
concerned with measuring a degree of depolarization, thus 
using a smaller number of components and not requiring 
switchable orientation of a polarizer between one of two 
positions. 
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[0021] As is described in one embodiment of the Everett 
et al. '407 patent disclosure, optical coherence tomography 
(OCT) has been proposed as a tool for dental and periodontal 
imaging, as well as for other medical imaging applications. 
For example: 

[0022] U.S. Pat. No. 5,321,501 (Swanson et al.) 
describes principles of OCT scanning and measure
ment as used in medical imaging applications; 

[0023] U.S. Pat. No. 5,570,182 (Nathe! et al.) describes 
the use of OCT for imaging of tooth and gum struc
tures; 

[0024] U.S. Pat. No. 6,179,611 (Everett et al.) describes 
a dental explorer tool that is configured to provide a 
scanned OCT image; 

[0025] U.S. Patent Application Publication No. 2005/ 
0024646 (Quadling et al.) describes the use of time
domain and Fourier-domain OCT systems for dental 
imaging; 

[0026] Japanese Patent Application Publication No. JP 
2004-344260 (Kunitoshi et al.) discloses an optical 
diagnostic apparatus equipped with a camera for visual 
observation of a tooth part, with visible light for 
illuminating a surface image, and an OCT device for 
scanning the indicated region of a surface image using 
an alternate light source. 

[0027] While OCT solutions, such as those described 
above, can provide very detailed imaging of structure 
beneath the surface of a tooth, OCT imaging itself can be 
time-consuming and computation-intensive. OCT images 
would be most valuable if obtained within one or more local 
regions of interest, rather than obtained over widespread 
areas. That is, once a dental professional identifies a specific 
area of interest, then OCT imaging could be provided for 
that particular area only. Conventional solutions, however, 
have not combined visible light imaging with OCT imaging 
in the same imaging apparatus. 
[0028] Thus, it can be seen that there is a need for a 
non-invasive, non-ionizing imaging method for caries detec
tion that offers improved accuracy for detection of caries, 
particularly in its earlier stages, with a reduced number of 
components and reduced complexity over conventional 
solutions. 

SUMMARY OF THE INVENTION 

[0029] The present invention provides an apparatus for 
imaging a tooth comprising: 

[0030] (a) at least one light source providing incident 
light having a first spectral range for obtaining a 
reflectance image on the tooth and a second spectral 
range for exciting a fluorescence image of the tooth; 

[0031] (b) a polarizing beamsplitter in a path of the 
incident light, the polarizing beamsplitter directing 
light having a first polarization state toward the tooth 
and directing light from the tooth having a second 
polarization state along a return path toward a sensor, 
wherein the second polarization state is orthogonal to 
the first polarization state; 

[0032] ( c) a lens positioned in the return path to direct 
image-bearing light from the tooth toward the sensor 
for obtaining image data from the portion of the light 
having the second polarization state; and 

[0033] ( d) a long-pass filter in the return path, to attenu
ate light in the second spectral range and to transmit 
light in the first spectral range. 

0197



US 2008/0063998 Al 

[0034] It is a feature of the present invention that it utilizes 
both fluorescence and reflectance image data for dental 
imaging. 
[0035] It is an advantage of the present invention that it 
offers enhancement over existing fluorescence imaging tech
niques, useful for detection of caries in its incipient stages. 
[0036] These and other objects, features, and advantages 
of the present invention will become apparent to those 
skilled in the art upon a reading of the following detailed 
description when taken in conjunction with the drawings 
wherein there is shown and described an illustrative embodi
ment of the invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0037] While the specification concludes with claims par
ticularly pointing out and distinctly claiming the subject 
matter of the present invention, it is believed that the 
invention will be better understood from the following 
description when taken in conjunction with the accompa
nying drawings, wherein: 
[0038] FIG. 1 is a schematic block diagram of an imaging 
apparatus for caries detection according to one embodiment; 
[0039] FIG. 2 is a schematic block diagram of an imaging 
apparatus for caries detection according to an alternate 
embodiment; 
[0040] FIG. 3 is a schematic block diagram of an imaging 
apparatus for caries detection according to an alternate 
embodiment; 
[0041] FIG. 4A is a schematic block diagram of an imag
ing apparatus for caries detection according to an alternate 
embodiment using polarized light; 
[0042] FIG. 4B is a schematic block diagram of an imag
ing apparatus for caries detection according to an alternate 
embodiment using a polarizing beamsplitter to provide 
polarized light; 
[0043] FIG. 4C is a schematic block diagram of an alter
nate embodiment using a band pass filter with a narrow band 
light source; 
[0044] FIG. 5 is a view showing the process for combining 
dental image data to generate a fluorescence image with 
reflectance enhancement according to the present invention; 
[0045] FIG. 6 is a composite view showing the contrast 
improvement of the present invention in a side-by-side 
comparison with conventional visual and fluorescence meth
ods; 
[0046] FIG. 7 is a block diagram showing a sequence of 
image processing for generating an enhanced threshold 
image according to one embodiment; 
[0047] FIG. 8 is a schematic block diagram of an imaging 
apparatus for caries detection according to an alternate 
embodiment using multiple light sources; 
[0048] FIG. 9 is a schematic block diagram of an imaging 
apparatus for caries detection using polarized light in one 
embodiment of the present invention; 
[0049] FIG.10 is a schematic block diagram ofan imaging 
apparatus for caries detection using polarized light in an 
alternate embodiment of the present invention; 
[0050] FIG. 11 is a schematic block diagram of an imaging 
apparatus for caries detection using polarized light in an 
alternate embodiment of the present invention; 
[0051] FIG. 12A is a schematic block diagram of an 
imaging apparatus for caries detection using polarized light 
from two sources in an alternate embodiment of the present 
invention; 
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[0052] FIG. 12B is a schematic block diagram of an 
imaging apparatus for caries detection using a ring illumi
nator with LEDs in an alternate embodiment of the present 
invention; 
[0053] FIG. 12C is a schematic block diagram of an 
imaging apparatus for caries detection using a fiber ring 
illuminator in an alternate embodiment of the present inven
tion; 
[0054] FIG. 13 is a schematic block diagram of an imaging 
apparatus for caries detection using polarized light and OCT 
scanning in one embodiment; 
[0055] FIG. 14A is a plan view of an operator interface 
screen in one embodiment; 
[0056] FIG. 14 B is an example display of OCT scanning 
results; 
[0057] FIG. 15 is a block diagram showing an arrange
ment of a hand-held imaging apparatus in one embodiment; 
[0058] FIG. 16 is a perspective view showing an imaging 
apparatus having an integral display; 
[0059] FIG. 17 is a block diagram showing combination of 
multiple types of images in order to form a composite image; 
[0060] FIG. 18 is a block diagram showing a wireless 
dental imaging system in one embodiment; 
[0061] FIG. 19 is a block diagram of an alternate embodi
ment for the imaging probe with two sensors; 
[0062] FIG. 20 is a logic flow diagram for image process
ing workflow; 
[0063] FIG. 21 is a block diagram showing an image relay 
arrangement used in one embodiment; 
[0064] FIG. 22 is a block diagram showing the path of 
emitted light within the apparatus of the present invention; 
[0065] FIGS. 23A and 23B are block diagrams of embodi
ments for image capture with auto-focusing capability; 
[0066] FIG. 23C is a diagram showing how focusing 
indicators operate; 
[0067] FIG. 24 is a graph showing characteristic curves 
for white light and for a long pass filter used in the apparatus 
of the present invention; and 
[0068] FIG. 25 is a diagram showing operation of a toggle 
switch for obtaining separate images. 

DETAILED DESCRIPTION OF THE 
INVENTION 

[0069] The present description is directed in particular to 
elements forming part of, or cooperating more directly with, 
apparatus in accordance with the invention. It is to be 
understood that elements not specifically shown or described 
may take various forms well known to those skilled in the 
art. 
[0070] As noted in the preceding background section, it is 
known that fluorescence can be used to detect dental caries 
using either of two characteristic responses: First, excitation 
by a blue light source causes healthy tooth tissue to fluoresce 
in the green spectrum. Secondly, excitation by a red light 
source can cause bacterial by-products, such as those indi
cating caries, to fluoresce in the red spectrum. 
[0071] In order for an understanding of how light is used 
in the present invention, it is important to give more precise 
definition to the terms "reflectance" and "back-scattering" as 
they are used in biomedical applications in general and, 
more particularly, in the method and apparatus of the present 
invention. In broadest optical parlance, reflectance generally 
denotes the sum total of both specular reflectance and 
scattered reflectance. (Specular reflection is that component 
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of the excitation light that is reflected by the tooth surface at 
the same angle as the incident angle.) In biomedical appli
cations, however, as in the dental application of the present 
invention, the specular component of reflectance is of no 
interest and is, instead, generally detrimental to obtaining an 
image or measurement from a sample. The component of 
reflectance that is of interest for the present application is 
from back-scattered light only. Specular reflectance must be 
blocked or otherwise removed from the imaging path. With 
this distinction in mind, the term "back-scattered reflec
tance" is used in the present application to denote the 
component of reflectance that is of interest. "Back-scattered 
reflectance" is defined as that component of the excitation 
light that is elastically back-scattered over a wide range of 
angles by the illuminated tooth structure. "Reflectance 
image" data, as this term is used in the present invention, 
refers to image data obtained from back-scattered reflec
tance only, since specular reflectance is blocked or kept to a 
minimum. In the scientific literature, back-scattered reflec
tance may also be referred to as back-reflectance or simply 
as backscattering. Back-scattered reflectance is at the same 
wavelength as the excitation light. 

[0072] It has been shown that light scattering properties 
differ between sound and carious dental regions. In particu
lar, reflectance of light from the illuminated area can be at 
measurably different levels for normal versus carious areas. 
This change in reflectance, taken alone, may not be suffi
ciently pronounced to be of diagnostic value when consid
ered by itself, since this effect is very slight, although 
detectable. For more advanced stages of caries, for example, 
back-scattered reflectance may be less effective an indicator 
than at earlier stages. 

[0073] In conventional fluorescence measurements such 
as those obtained using QLF techniques, reflectance itself is 
an effect that is avoided rather than utilized. A filter is 
usually employed to block off all excitation light from 
reaching the detection device. For this reason, the slight but 
perceptible change in back-scattered reflectance from exci
tation light has received little attention for diagnosing caries. 

[0074] The inventors have found, however, that this back
scattered reflectance change can be used in conjunction with 
fluorescence effects to more clearly and more accurately 
pinpoint a carious location. Moreover, the inventors have 
observed that the change in light scattering activity, while it 
can generally be detected wherever a caries condition exists, 
is more pronounced in areas of incipient caries. This back
scattered reflectance change is evident at early stages of 
caries, even when fluorescent effects are least pronounced. 

[0075] The present invention takes advantage of the 
observed back-scattering behavior for incipient caries and 
uses this effect, in combination with fluorescence effects 
described previously in the background section, to provide 
an improved capability for dental imaging to detect caries. 
The inventive technique, hereafter referred to as fluores
cence imaging with reflectance enhancement (FIRE), not 
only helps to increase the contrast of images over that of 
earlier approaches, but also makes it possible to detect 
incipient caries at stages where preventive measures are 
likely to effect remineralization, repairing damage done by 
the caries infection at a stage well before more complex 
restorative measures are necessary. Advantageously, FIRE 
detection can be accurate at an earlier stage of caries 
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infection than has been exhibited using existing fluorescence 
approaches that measure fluorescence alone. 

Imaging Apparatus 

[0076] Referring to FIG. 1, there is shown one basic 
optical arrangement for an imaging apparatus 10 for caries 
detection using the FIRE method in one embodiment. A light 
source 12 directs an incident light, at a blue wavelength 
range or other suitable wavelength range, toward tooth 20 
through an optional lens 14 or other light beam conditioning 
component. The tooth 20 may be illuminated at a smooth 
surface (as shown) or at an occlusal surface (not shown). 
Two components of light are then detected by a mono
chrome camera 30 through a lens 22: a back-scattered light 
component having the same wavelength as the incident light 
and having measurable reflectance; and a fluorescent light 
that has been excited due to the incident light. For FIRE 
imaging, specular reflection causes false positives and is 
undesirable. To minimize specular reflection pick up, the 
camera 30 is positioned at a suitable angle with respect to the 
light source 12. This allows imaging of back-scattered light 
without the confounding influence of a specularly reflected 
component. 
[0077] In the embodiment of FIG. 1, monochrome camera 
30 has color filters 26 and 28. One of color filters 26 or 28 
is used during reflectance imaging; the other is used during 
fluorescence imaging. A processing apparatus 38 obtains and 
processes the reflectance and fluorescence image data and 
forms a FIRE image 60. FIRE image 60 is an enhanced 
diagnostic image that can be printed or can appear on a 
display 40. FIRE image 60 data can also be transmitted to 
storage or transmitted to another site for display. 
[0078] Referring to FIG. 2, there is shown the basic optics 
arrangement in an alternate embodiment using a color 
camera 32. With this arrangement, auxiliary filters would not 
generally be needed, since color camera 32 would be able to 
obtain the reflectance and fluorescence images from the 
color separations of the full color image of tooth 20. 
[0079] Light source 12 is typically centered around a blue 
wavelength, such as about 405 nm in one embodiment. In 
practice, light source 12 could emit light ranging in wave
length from an upper ultraviolet range to blue, between 
about 300 and 500 nm. Light source 12 can be a laser or 
could be fabricated using one or more light emitting diodes 
(LEDs). Alternately, a broadband source, such as a xenon 
lamp, having a supporting color filter for passing the desired 
wavelengths could be used. Lens 14 or other optical ele
ments may serve to condition the incident light, such as by 
controlling the uniformity and size of the illumination area. 
For example, a diffuser 13, shown as a dotted line in FIG. 2, 
might be used before or after lens 14 to smooth out the hot 
spots of an LED beam. The path of illumination light might 
include light guiding or light distributing structures such as 
an optical fiber or a liquid light guide, for example (not 
shown). Light level is typically a few milliwatts in intensity, 
but can be more or less, depending on the light conditioning 
and sensing components used. 
[0080] Referring to the basic optical arrangement shown 
in FIG. 3, illumination components could alternately direct 
light at normal incidence, turned through a beamsplitter 34. 
Camera 32 would then be disposed to obtain the image light 
that is transmitted through beamsplitter 34. Other options for 
illumination include multiple light sources directed at the 
tooth with angular incidence from one or more sides. Alter-
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nately, the illumination might use an annular ring or an 
arrangement of LED sources distributed about a center such 
as in a circular array to provide light uniformly from 
multiple angles as shown in FIGS. 12A and 12B. Illumina
tion could also be provided through an optical fiber or fiber 
array as shown in FIG. 12C. 

[0081] The imaging optics, represented as lens 22 in FIGS. 
1-3, could include any suitable arrangement of optical 
components, with possible configurations ranging from a 
single lens component to a multi-element lens. Clear imag
ing of the tooth surface, which is not flat but can have areas 
that are both smoothly contoured and highly ridged, requires 
that imaging optics have sufficient depth of field. Preferably, 
for optimal resolution, the imaging optics provides an image 
size that substantially fills the sensor element of the camera. 

[0082] Image capture can be performed by either mono
chrome camera 30 (FIG. 1) or color camera 32 (FIG. 2). 
Typically, camera 30 or 32 employs a CMOS or CCD sensor. 
The monochrome version would typically employ a retract
able spectral filter 26, 28 suitable for the wavelength of 
interest. For light source 12 having a blue wavelength, 
spectral filter 26 for capturing reflectance image data would 
transmit predominately blue light. Spectral filter 28 for 
capturing fluorescence image data would transmit light at a 
different wavelength, such as predominately green light. 
Preferably, spectral filters 26 and 28 are automatically 
switched into place to allow capture of both reflectance and 
fluorescence images in very close succession. Both images 
are obtained from the same position to allow accurate 
registration of the image data. 

[0083] Spectral filter 28 would be optimized with a pass
band that captures fluorescence data over a range of suitable 
wavelengths. The fluorescent effect that has been obtained 
from tooth 20 can have a relative broad spectral distribution 
in the visible range, with light emitted that is outside the 
wavelength range of the light used for excitation. The 
fluorescent emission is typically between about 450 nm and 
600 nm, while generally peaking in the green region, 
roughly from around 510 nm to about 550 nm. Thus a green 
light filter is generally preferred for spectral filter 28 in order 
to obtain this fluorescence image at its highest energy levels. 
With color camera 32, the green image data is generally used 
for this same reason. This green image data is also obtained 
through a green light filter, such as a green filter in a color 
filter array (CFA), as is well known to those skilled in the 
color image capture art. However, other ranges of the visible 
spectrum could also be used in other embodiments. 

[0084] Camera controls are suitably adjusted for obtaining 
each type of image. For example, when capturing the 
fluorescence image, it is necessary to make appropriate 
exposure adjustments for gain, shutter speed, and aperture, 
since this image may not be intense. When using color 
camera 32 (FIG. 2), color filtering is performed by the color 
filter arrays on the camera image sensor. The reflectance 
image is captured in the blue color plane; simultaneously, 
the fluorescence image is captured in the green color plane. 
That is, a single exposure captures both back-scattered 
reflectance and fluorescence images. 
[0085] Processing apparatus 38 is typically a computer 
workstation but may, in its broadest application, be any type 
of control logic processing component or system that is 
capable of obtaining image data from camera 30 or 32 and 
executing image processing algorithms upon that data to 
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generate the FIRE image 60 data. Processing apparatus 38 
may be local or may connect to image sensing components 
over a networked interface. 
[0086] Referring to FIG. 5, there is shown, in schematic 
form, how the FIRE image 60 is formed according to the 
present invention. Two images of tooth 20 are obtained, a 
green fluorescence image 50 and a blue reflectance image 
52. As noted earlier, it must be emphasized that the reflec
tance light used for reflectance image 52 and its data is from 
back-scattered reflectance, with specular reflectance blocked 
or kept as low as possible. In the example of FIG. 5, there 
is a carious region 58, represented in phantom outline in 
each of images 50, 52, and 60, which causes a slight 
decrease in fluorescence and a slight increase in reflectance. 
The carious region 58 may be imperceptible or barely 
perceptible in either fluorescence image 50 or reflectance 
image 52, taken individually. Processing apparatus 38 oper
ates upon the image data using an image processing algo
rithm as discussed below for both images 50 and 52 and 
provides FIRE image 60 as a result. The contrast between 
carious region 58 and sound tooth structure is heightened, so 
that a caries condition is made more visible in FIRE image 
60. 
[0087] FIG. 6 shows the contrast improvement of the 
present invention in a side-by-side comparison with a visual 
white-light image 54 and conventional fluorescence meth
ods. For caries at a very early stage, the carious region 58 
may look indistinct from the surrounding healthy tooth 
structure in white-light image 54, either as perceived directly 
by eye or as captured by an intraoral camera. In the green 
fluorescence image 52 captured by existing fluorescence 
method, the carious region 58 may show up as a very faint, 
hardly noticeable shadow. In contrast, in the FIRE image 60 
generated by the present invention, the same carious region 
58 shows up as a darker, more detectable spot. Clearly, the 
FIRE image 60, with its contrast enhancement, offers greater 
diagnostic value. 

Image Processing 

[0088] As described earlier with reference to FIGS. 5 and 
6, processing of the image data uses both the reflectance and 
fluorescence image data to generate a final image that can be 
used to identify carious areas of the tooth. There are a 
number of alternative processing methods for combining the 
reflectance and fluorescence image data to form FIRE image 
60 for diagnosis. Commonly-assigned U.S. patent applica
tion Ser. No. 11/262,869, cited above, describes one method 
for combining reflectance and fluorescence image data, 
using scalar multipliers and finding a difference between 
scaled reflectance and fluorescence values. 
[0089] Following an initial combination of fluorescence 
and reflectance values, additional image processing may 
also be of benefit. A thresholding operation, executed using 
image processing techniques familiar to those skilled in the 
imaging arts, or some other suitable conditioning of the 
combined image data used for FIRE image 60, may be used 
to further enhance the contrast between a carious region and 
sound tooth structure. Referring to FIG. 7, there is shown, in 
block diagram form, a sequence of image processing for 
generating an enhanced threshold FIRE image 64 according 
to one embodiment. Fluorescence image 50 and reflectance 
image 52 are first combined to form FIRE image 60, as 
described previously. A thresholding operation is next per
formed, providing threshold image 62 that defines more 
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clearly the area of interest, carious region 58. Then, thresh
old image 62 is combined with original FIRE image 60 to 
generate enhanced threshold FIRE image 64. Similarly, the 
results of threshold detection can also be superimposed onto 
a white light image 54 (FIG. 6) in order to definitively 
outline the location of a carious infection. 
[0090] It can be readily appreciated that any number of 
complex image processing algorithms could alternately be 
used for combining the reflectance and fluorescence image 
data in order to obtain an enhanced image that identifies 
carious regions more clearly. It may be advantageous to 
apply a number of different imaging algorithms to the image 
data in order to obtain the most useful result. In one 
embodiment, an operator can elect to use any of a set of 
different image processing algorithms for conditioning the 
fluorescence and reflectance image data obtained. This 
would allow the operator to check the image data when 
processed in a number of different ways and may be helpful 
for optimizing the detection of carious lesions having dif
ferent shape-related characteristics or that occur over dif
ferent areas of the tooth surface. 
[0091] It is emphasized that the image contrast enhance
ment achieved in the present invention, because it employs 
both reflectance and fluorescence data, is advantaged over 
conventional methods that use fluorescent image data only. 
Conventionally, where only fluorescence data is obtained, 
image processing has been employed to optimize the data, 
such as to transform fluorescence data based on spectral 
response of the camera or of camera filters or other suitable 
characteristics. For example, the method of the '2356 
Stookey et al. disclosure, cited above, performs this type of 
optimization, transforming fluorescence image data based 
on camera response. However, these conventional 
approaches overlook the added advantage of additional 
image information that the back-scattered reflectance data 
obtains. 

ALTERNATE EMBODIMENTS 

[0092] The method of the present invention admits a 
number of alternate embodiments. For example, the contrast 
of either or both of the reflectance and fluorescence images 
may be improved by the use of a polarizing element. It has 
been observed that enamel, having a highly structured 
composition, is sensitive to the polarization of incident light. 
Polarized light has been used to improve the sensitivity of 
dental imaging techniques, for example, in "Imaging Caries 
Lesions and Lesion Progression with Polarization Sensitive 
Optical Coherence Tomography" in J. Biomed Opt., 2002 
October; 7( 4): pp. 618-627, by Fried et al. 
[0093] Specular reflection tends to preserve the polariza
tion state of the incident light. For example, where the 
incident light is s-polarized, the specular reflected light is 
also s-polarized. Backscattering, on the other hand, tends to 
de-polarize or randomize the polarization of the incident 
light. Where incident light is s-polarized, back-scattered 
light has both s- and p-polarization components. Using a 
polarizer and analyzer, this difference in polarization han
dling can be employed to help eliminate unwanted specular 
reflectance from the reflectance image, so that only back
scattered reflectance is obtained. 
[0094] Referring to FIG. 4A, there is shown an embodi
ment of imaging apparatus 10 that expands upon the basic 
model shown in FIGS. 1-3, employing a polarizer 42 in the 
path of the incident illumination light and other supporting 
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optics. Polarizer 42 transmits linearly polarized incident 
light. An optional analyzer 44 may also be provided in the 
return path of image-bearing light from tooth 20 as a means 
to minimize the specular reflectance component. With this 
polarizer 42/analyzer 44 combination as polarizing ele
ments, reflectance light in the return path and sensed by 
camera 30 or 32 is predominantly back-scattered light, that 
portion of the reflectance that is desirable for combination 
with the fluorescence image data according to the present 
invention. A long-pass filter 15 in the path of returned light 
from the tooth is used to attenuate ultraviolet and shorter 
wavelength visible light (for example, light over the blue 
portion of the spectrum, centered near about 405+/-40 nm) 
and to pass longer wavelength light. This arrangement 
minimizes the effect of blue light that may be used to excite 
fluorescence (normally centered in the green portion of the 
spectrum, nominally about 550 nm) and, by attenuating this 
shorter-wavelength light, allows the use of a white light 
source as light source 12 for obtaining a reflectance image. 
The curves of FIG. 24 show the overall relationship between 
a white light curve 98 (shown with a dashed line) and a 
long-pass filter curve 96. 
[0095] FIG. 4C shows an alternate embodiment using 
multiple light sources 12, each light source 12 having a 
different spectral range. Here, one light source 12 is a white 
light source for obtaining the reflectance image. The typical 
spectral range for a white light source can include wave
lengths from about 400 to about 700 nm. The other light 
source 12 is a UV LED or other source that emits light 
having shorter wavelengths for exciting fluorescent emis
sion. For example, its spectral range may be well within 
300-500 nm. A band pass filter 17 can be used to narrow the 
band and reduce optical crosstalk from this second light 
source into the fluorescence image. 
[0096] Where there are multiple light sources 12, indi
vidual light sources 12 can be toggled on and off in order to 
obtain the corresponding reflectance or fluorescence image 
at any one time. For the embodiment described with refer
ence to FIG. 4C, for example, white light source 12 is on to 
obtain the reflectance image ( or white light image) at camera 
32 or other sensor. The other UV LED source is off. Then, 
when white light source 12 is turned off and the UV LED 
source is energized, a fluorescence image can be obtained. 
[0097] FIG. 25 shows an embodiment with an imaging 
probe 104 having a toggle switch 83 and the corresponding 
display 40 for each position of toggle switch 83. In one 
position, as shown in the upper portion of FIG. 25, toggle 
switch 83 enables capture of fluorescence image 120. In 
another position, shown in the lower portion of FIG. 25, 
toggle switch 83 enables capture of reflectance image 122. 
[0098] In an alternate embodiment, toggling in this fash
ion can be accomplished automatically, such as by control 
logic circuitry in communication with camera 32 or sensor 
in imaging apparatus 10. This arrangement allows a single 
camera 32 or other sensor to obtain images of different 
types. 
[0099] An alternate embodiment, shown in FIG. 4B, 
employs a polarizing beamsplitter 18 (sometimes termed a 
polarization beamsplitter) as a polarizing element. In this 
arrangement, polarizing beamsplitter 18 advantageously 
performs the functions of both the polarizer and the analyzer 
for image-bearing light, thus offering a more compact solu
tion. Tracing the path of illumination and image-bearing 
light shows how polarizing beamsplitter 18 performs this 
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function. Illumination from light source 12 is essentially 
unpolarized. Polarizing beamsplitter 18 transmits p-polar
ization, as shown by the dotted arrow in FIG. 4B, and 
reflects s-polarization, directing this light to tooth 20. At the 
tooth 20, back-scattering depolarizes this light. Polarizing 
beamsplitter 18 treats the back-scattered light in the same 
manner, transmitting the p-polarization and reflecting the 
s-polarization. The resulting p-polarized light can then be 
filtered at long-pass filter 15, and detected at camera 30 
(with suitable color filter as was described with reference to 
FIG. 1) or color camera 32. Because specular reflected light 
is s-polarized, polarizing beamsplitter 18 effectively 
removes this specular reflective component from the light 
that reaches camera 30, 32. 
[0100] Polarized illumination results in further improve
ment in image contrast, but at the expense of light level, as 
can be seen from the description of FIGS. 4Aand 4B. Hence, 
when using polarized light in this way, it may be necessary 
to employ a higher intensity light source 12. This employ
ment of polarized illumination is particularly advantaged for 
obtaining the reflectance image data and is also advantaged 
when obtaining the fluorescence image data, increasing 
image contrast and minimizing the effects of specular reflec
tion. 
[0101] One type of polarizer 42 that has particular advan
tages for use in imaging apparatus 10 is the wire grid 
polarizer, such as those available from Moxtek Inc. of Orem, 
Utah and described in U.S. Pat. No. 6,122,103 (Perkins et 
al.) The wire grid polarizer exhibits good angular and color 
response, with relatively good transmission over the blue 
spectral range. Either or both polarizer 42 and analyzer 44 
in the configuration of FIG. 4Acould be wire grid polarizers. 
Wire grid polarizing beamsplitters are also available, and 
can be used in the configuration of FIG. 4B. 
[0102] The method of the present invention takes advan
tage of the way the tooth tissue responds to incident light of 
sufficient intensity, using the combination of fluorescence 
and light reflectance to indicate carious areas of the tooth 
with improved accuracy and clarity. In this way, the present 
invention offers an improvement upon existing non-invasive 
fluorescence detection techniques for caries. As was 
described in the background section given above, images 
that have been obtained using fluorescence only may not 
clearly show caries due to low contrast. The method of the 
present invention provides images having improved contrast 
and is, therefore, of more potential benefit to the diagnos
tician for identifying caries. 
[0103] In addition, unlike earlier approaches using fluo
rescence alone, the method of the present invention also 
provides images that can be used to detect caries in its very 
early incipient stages. This added capability, made possible 
because of the perceptible back-scattering effects for very 
early carious lesions, extends the usefulness of the fluores
cence technique and helps in detecting caries during its 
reversible stages, so that fillings or other restorative strate
gies might not be needed. 
[0104] Referring to FIG. 9, there is shown an embodiment 
of imaging apparatus 10 using polarized light from a polar
izing beamsplitter 18 and using a telecentric field lens 24. 
Light source 12, typically a light source in the blue wave
length range for exciting maximum fluorescence from tooth 
20 provides illumination through lens 14 and onto polarizing 
beamsplitter 18. Here, one polarization state transmits, the 
other is reflected. In a typical embodiment, p-polarized light 
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is transmitted through polarizing beamsplitter 18 and is, 
therefore, discarded. The s-polarized light is reflected 
toward tooth 20, guided by field lens 24 and an optional 
turning mirror 46 or other reflective surface. Light returning 
from tooth 20 can include a specular reflection component 
and a back-scattered reflection component. Specular reflec
tance does not change the polarization state. Thus, for the 
s-polarized illumination, that is, for the unwanted specularly 
reflected component, the reflected light is directed back 
toward light source 12. As has been observed, back-scattered 
reflectance undergoes some amount of depolarization. Thus, 
some of the back-scattered reflected light hasp-polarization 
and is transmitted through polarizing beamsplitter 18. This 
returning light may be further conditioned by optional 
analyzer 44 and then directed by an imaging lens 66 to 
sensor 68, such as a camera, through color filter 56. Long 
pass filtering (not shown in FIG. 9) could also be employed 
in the path of light returned from tooth 20. Color filter 56 is 
used in this arrangement to block light from the light source 
that was used to excite fluorescence, since the response of 
the color filter array (CFA) built inside the sensor is typically 
not sharp enough to block the light from the light source in 
this region. In this way, the returning light directed to sensor 
68 is fluorescence only. 

[0105] The use oftelecentric field lens 24 is advantaged in 
the embodiment of FIG. 9. Telecentric optics provides 
constant magnification within the depth of field, which is 
particularly useful for highly contoured structures such as 
teeth that are imaged at a short distance. Perspective distor
tion is minimized. Telecentric field lens 24 could be a 
multi-element lens, represented by a single lens symbol in 
FIG. 9. Light source 12 may be any suitable color, including 
white, blue, green, red, or near infrared, for example. Light 
source 12 may also be a more complex assembly capable of 
providing light at different spectral bands, such as through 
the use of movable color filters. FIG. 10 shows an alternate 
embodiment of imaging apparatus 10 in which no turning 
mirror is used. Instead, polarizing beamsplitter 18 is dis
posed in the imaging path between field lens 24 and tooth 20. 
Alternately, if no field lens is used, polarizing beamsplitter 
18 is disposed in the imaging path just before tooth 20. Light 
source 12 is positioned to direct illumination through polar
izing beamsplitter 18, so that the illumination effectively 
bypasses field lens 24 if any. Specularly reflected light is 
again discarded by means of polarizing beamsplitter 18 and 
analyzer 44. 
[0106] The block diagram of FIG. 11 shows an alternate 
embodiment of imaging apparatus 10 in which two separate 
light sources 12a and 12b are used. Light sources 12a and 
12b may both emit the same wavelengths or may emit 
different wavelengths. They may illuminate tooth 20 simul
taneously or one at a time. Polarizing beamsplitter 18 is 
disposed in the imaging path between field lens 24 and tooth 
20, thus providing both turning and polarization functions. 

[0107] FIG. 12A shows another alternate embodiment, 
similar to that shown in FIG. 11, in which each of light 
sources 12a and 12b has a corresponding polarizer 42a and 
42b. A turning mirror could be substituted for polarizing 
beamsplitter 18 in this embodiment; however, the use of 
both polarized illumination, as provided from the combina
tion of light sources 12a and 12b and their corresponding 
polarizers 42a and 42b, and polarizing beamsplitter 18 can 
be advantageous for improving image quality. FIG. 12B is 
another embodiment with additional LEDs to increase the 
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light level on the tooth or other object. As described above, 
the LEDs can be white light LEDs and/or blue LEDs. In 
order to achieve uniform illumination, the arrangement of 
LEDs, with respect to the tooth or other object, should be 
symmetric. 
[0108] FIG. 12C is another embodiment with an alternate 
illumination implementation. In this embodiment, fiber 
bundles are used to direct light from LEDs or other light 
source to the tooth or other object. In FIG. 12C, four optical 
fiber bundles 49a-49d are used. Fiber bundles 49a and 49b 
are used to deliver white light to the object. Two polarizers 
42a and 42b are placed in front of the output surface of 
optical fiber bundles 49b, 49d to create linear polarized 
illumination. Fiber bundles 49c and 49d couple the light 
from Blue or UV LEDs or other light sources to excite the 
fluorescence from the object. 
[0109] FIG. 19 is an alternate embodiment for the imaging 
probe with two sensors 68a and 68b. One dichroic mirror 48 
is used as a spectral separator in this embodiment to direct 
the reflected light with different spectral bands to two 
different sensors. For example, in one embodiment, dichroic 
mirror 48 transmits light within the visible spectrum ( 440 
nm to 650 nm) and reflects UV ( <400 nm) and NIR (> 700 
nm). With this embodiment, the imaging probe can also be 
employed in other applications, such as for tooth color shade 
matching and for soft tissue imaging, for example. 
[0110] In one embodiment, the apparatus displays a fluo
rescence image, instead of a white light image, as the live 
video image. This enables the operator to screen the tooth for 
caries detection using fluorescence imaging and to assess 
tooth condition using the white light image for other appli
cations. One switch is necessary, either in the probe or in the 
software, so that the user can select the live video image 
mode based on the application. The switch in the probe can 
be a two-step button switch. Without pressing the button 
switch, the live video image is a white light image. When the 
button is pressed to its half way travel position, the fluo
rescence image becomes the live video image. Both fluo
rescence and white light images can be captured and saved 
when the button is pressed to its full travel position. 
[0111] With high-speed electronics and software, two live 
video images can be displayed in the monitor to the user. 
Both single-sensor and dual-sensor configurations can be 
used to display two live video images. In order to obtain two 
live images and avoid crosstalk, the LEDs with different 
wavelengths need to be switched alternately on and off. An 
advantage in displaying two live video images is that the 
user can compare the fluorescence and white light image and 
diagnose suspicious regions of these images. Using image 
processing utilities described subsequently, a suspicious 
region can be highlighted automatically when the fluores
cence and white image are alternately obtained. 
[0112] One common difficulty with conventional intra
oral cameras and caries detection image devices is that the 
live video image moves in the direction opposite to probe 
movement. This is due to imaging lens properties: the image 
is reversed when using only one imaging lens. Several 
optical methods can be applied to form the image. One of the 
methods is to use an image relay technique, as shown in FIG. 
21. Image lens 222 forms an intermediate image 224 of the 
object, tooth 20. The orientation of intermediate image 224 
is opposite to the object 220. An image lens 226 then forms 
a final image 228 of intermediate image 224. The orientation 
of image 228 is the same as the object, tooth 20. Using this 
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embodiment, the moving direction of the final image 228 
will be the same as the probe movement. In addition, folding 
mirrors can be used to change image orientation as neces
sary. Even without such extra optical components to change 
image orientation, software can manipulate the image to 
correct the image orientation that is displayed to the user. 
[0113] FIGS. 23A and 23B are two embodiments for 
image capture with auto-focusing capability. For simplicity, 
white light LEDs and LEDs for fluorescence imaging are not 
shown in FIGS. 23A and 23B. Light sources 250a and 250b 
are LEDs with integral lenses. Collimating lenses in light 
sources 250a and 250b form images 252a and 252b, respec
tively, onto a cross point 256 of the object plane and optical 
axis. As shown in FIG. 23A, when the probe is not in the 
right position (indicating focus), images 252a and 252b do 
not overlap. FIG. 23C shows how this is implemented in one 
embodiment, with tooth 20 at different positions relative to 
cross point 256. At left in this figure, tooth 20 is beyond 
cross point 256, thus out of focus. At right, tooth 20 is within 
cross point 256, also out of focus. In the central portion of 
this figure, tooth 20 is positioned within focus. To achieve 
focus with this arrangement, the operator simply moves the 
probe so that images 252a and 252b overlap. When images 
252a and 252b overlap, the user can instruct the system to 
take the images. As an alternative embodiment, auto focus 
can be provided. Software working with or within control 
circuitry 110 can detect and track the positions of images 
252a and 252b, using light detection techniques familiar to 
those skilled in the imaging arts. The software can then 
trigger sensor 68 or the camera to take the images once 
images 252a and 252b overlap. 
[0114] FIG. 23B is a simplified version of FIG. 23A. In 
this configuration, only one LED and lens 250a is used. A 
crosshair 254 displays on the monitor to indicate the center 
of the image and the optical axis. When images 252a align 
with crosshair 254, the probe is on focus. If software is 
applied to track the position of image 252a, the use of 
crosshair 254 or similar feature is not required. 

Embodiments Using Optical Coherence 
Tomography (OCT) 

[0115] Optical coherence tomography (OCT) is a non
invasive imaging technique that employs interferometric 
principles to obtain high resolution, cross-sectional tomo
graphic images of internal micro structures of the tooth and 
other tissue that cannot be obtained using conventional 
imaging techniques. Due to differences in the backscattering 
from carious and healthy dental enamel OCT can determine 
the depth of penetration of the caries into the tooth and 
determine if it has reached the dentin enamel junction. From 
area OCT data it is possible to quantify the size, shape, 
depth, and determine the volume of carious regions in a 
tooth. 
[0116] In an OCT imaging system for living tissue, light 
from a low-coherence source, such as an LED or other light 
source, can be used. This light is directed down two different 
optical paths: a reference arm of known length and sample 
arm, which goes to the tooth. Reflected light from both 
reference and sample arms is then recombined, and inter
ference effects are used to determine characteristics of the 
underlying features of the sample. Interference effects occur 
when the optical path lengths of the reference and sample 
arms are equal within the coherence length of the light 
source. As the path length difference between the reference 
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arm and the sample arm is changed the depth of penetration 
in the sample is modified in a similar manner. Typically in 
biological tissues NIR light of around 1300 nm can penetrate 
about 3-4 mm as is the case with dental tissue. In a time 
domain OCT system the reference arm delay path relative to 
the sample arm delay path is alternately increased mono
tonically and decreased monotonically to create depth scans 
at a high rate. To create a 2-dimensional scan the sample 
measurement location is changed in a linear manner during 
repetitive depth scans such as with a galvanometer. 

[0117] In an OCT system 80 shown in FIG. 13, light from 
a low-coherence light source 160, such as an LED or other 
light source, can be used. This light is split and made to 
travel down two different optical paths being a reference arm 
164 with a built in reference delay scanner to alternately 
change its path length and a sample arm 76 that goes to the 
tooth by a beamsplitting and combining element 162. 
Reflected light from both reference and sample arms is then 
recombined by beamsplitting and combining element 162, 
and interference effects are used to determine characteristics 
of the underlying features of the sample. The reference arm 
and sample arm pathlengths are made to be the same at some 
part of the reference delay scanning operation to enable 
observation of interference effects. The recombined and 
interfering light from beamsplitting and combining element 
162 is then sent to a detector and processing electronics 166 
where the optical interference signal is converted to an 
electrical signal which is then acquired by data acquisition 
hardware and computer system 168 for further processing 
and display. The optical elements of OCT system 80 are 
configured as an interferometer. 

[0118] Still referring to FIG. 13, there is shown an 
embodiment of imaging apparatus 10 using both FIRE 
imaging methods and OCT imaging. Light source 12, polar
izing beamsplitter 18, field lens 24, a turning mirror 82, 
imaging lens 66, and sensor 68 provide the FIRE imaging 
function along an optical path as described previously. An 
OCT imager 70 directs light for OCT scanning into the 
optical path that is shared with the FIRE imaging compo
nents. Light from OCT system 80 is directed through a 
sample arm 76 and through a collimating lens 74 to a 
scanning element 72, such as a galvanometer, for example. 
A dichroic mirror 78 is transmissive to visible light and 
reflective for near-IR and longer wavelengths. This sample 
arm light is then directed from dichroic mirror 78 to tooth 20 
through the optical system that includes a scanning lens 84 
and field lens 24. Field lens 24 is not required for non
telecentric OCT scanning. Returned light from tooth 20 
travels the same optical path and is recombined with light 
from the reference arm of interferometer 162. 
[0119] OCT scans are 2-dimensional in the plane of the 
impinging beam. Image-forming logic combines adjacent 
lines of successive 2-dimensional scans (length along the 
galvanometer scan line and depth) to form a multi-dimen
sional volume image of the sample (tooth) structure, includ
ing portions of the tooth that lie beneath the surface. 

[0120] For OCT imager 70, the light provided is continu
ous wave low coherence or broadband light, and may be 
from a source such as a super luminescent diode, diode
pumped solid-state crystal source, or diode-pumped rare 
earth-doped fiber source, for example. In one embodiment, 
near-IR light is used, such as light having wavelengths near 
1310 nm, for example. 
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[0121] While the OCT scan is a particularly powerful tool 
for helping to show the condition of the tooth beneath the 
surface, it can be appreciated that this type of detailed 
information is not needed for every tooth or for every point 
along a tooth surface. Instead, it would be advantageous to 
be able to identify specific areas of interest and apply OCT 
imaging to just those areas. Referring to FIG. 14A, there is 
shown a display of tooth 20. An area of interest 90 can be 
identified by a diagnostician for OCT scanning. For 
example, using operator interface tools at processing appa
ratus 38 and display 40 (FIGS. 1-3), an operator can outline 
area of interest 90 on display 40. This could be done using 
a computer mouse or some type of electronic stylus as a 
pointer, for example. The OCT scan can then be performed 
when a probe or other portion of imaging apparatus 10 of 
FIG. 13 is brought into the proximity of area of interest 90. 
Referring to FIG. 14B, there is shown a typical image from 
OCT data 92 in one embodiment. 

Probe Embodiment 

[0122] The components of imaging apparatus 10 of the 
present invention can be packaged in a number of ways, 
including compact arrangements that are designed for ease 
of handling by the examining dentist or technician. Refer
ring to FIG. 15, there is shown an embodiment of a hand
held dental imaging apparatus 100 according to the present 
invention. Here, a handle 102, shown in phantom outline, 
houses light source 12, sensor 68, and their supporting 
illumination and imaging path components. A probe 104 
attaches to a handle 102 and may act merely as a cover or, 
in other embodiments, support lens 22 and turning mirror 46 
in proper positioning for tooth imaging. Control circuitry 
110 can include switches, memory, and control logic for 
controlling device operation. In one embodiment, control 
circuitry 110 can simply include one or more switches for 
controlling components, such as an on/off switch for light 
source 12. Control circuitry 110 can be a microprocessor in 
the probe or externally connected, configured with pro
grammed logic for controlling probe functions and obtaining 
image data. Optionally, the function of control circuitry 110 
can be performed at processing apparatus 38 (FIGS. 1-3). In 
other embodiments, control circuitry 110 can include sens
ing, storage, and more complex control logic components 
for managing the operation of hand-held imaging apparatus 
100. Control circuitry 110 can connect to a wireless interface 
136 for connection with a communicating device, such as 
computer workstation or server, for example. FIG. 18 shows 
an imaging system 150 using wireless transmission. Hand
held imaging apparatus 100 obtains an image upon operator 
instruction, such as with the press of a control button, for 
example. The image can then be sent to a control logic 
processor 140, such as a computer workstation, server, or 
dedicated microprocessor based system, for example. A 
display 142 can then be used to display the image obtained. 
Wireless connection of hand-held imaging apparatus 100 
can be advantageous, allowing imaging data to be obtained 
at processing apparatus 38 without the need for hardwired 
connection. Any of a number of wireless interface protocols 
could be used, such as Bluetooth data transmission, as one 
example. 
[0123] Dental imaging apparatus 100 may be configured 
differently for different patients, such as having an adult size 
and a children's size, for example. In one embodiment, 
removable probe 104 is provided in different sizes for this 
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purpose. Alternately, probe 104 could be differently config
ured for the type of tooth or angle used, for example. Probe 
104 could be disposable or could be provided with steriliz
able contact components. Probe 104 could also be adapted 
for different types of imaging. In one embodiment, changing 
probe 104 allows use of different optical components, so that 
a wider angle imaging probe can be used for some types of 
imaging and a smaller area imaging probe used for single 
tooth caries detection. One or more external lenses could be 
added or attached to probe 104 for specific imaging types. 
[0124] Probe 104 could also serve as a device for drying 
tooth 20 to improve imaging. In particular, fluorescence 
imaging benefits from having a dry tooth surface. In one 
embodiment, as shown in FIG. 15, a tube 106 providing an 
outlet for directing pressurized air or other drying gas from 
a pressurized gas source 81 onto tooth 20 is provided as part 
of probe 104. Probe 104 could serve as an air tunnel or 
conduit for pressurized air; optionally, separate tubing could 
be required for this purpose. 
[0125] FIG. 16 shows an embodiment of hand-held imag
ing apparatus 100 having a display 112. Display 112 could 
be, for example, a liquid crystal (LC) or organic light 
emitting diode (OLED) display that is coupled to handle 102 
as shown. A displayed image 108 could be provided for 
assisting the dentist or technician in positioning probe 104 
appropriately against tooth 20. Using this arrangement, a 
white light source is used to provide the image on display 
112 and remains on unless FIRE imaging is taking place. At 
an operator command entry, such as pressing a switch on 
hand-held imaging apparatus 100 or pressing a keyboard 
key, the white light image is taken. Then the white light goes 
off and the fluorescence imaging light source, for example, 
a blue LED, is activated. Once the fluorescence and white 
light images are obtained, the white light goes back on. 
When using display 112 or a conventional video monitor, the 
white light image helps as a navigation aid. Using a display 
monitor, the use of white light imaging allows the display of 
an individual area to the patient. 
[0126] In order to obtain an image, probe 104 can be held 
in position against the tooth, using the tooth surface as a 
positional reference for imaging. This provides a stable 
imaging arrangement and fixed optical working distance. 
This configuration yields improved image quality and con
sistency. Placing probe 104 directly against the tooth has 
particular advantages for OCT imaging, as described earlier, 
since this technique operates over a small distance along the 
axis. 
[0127] In order to image different surfaces of the tooth, a 
folding mirror inside the probe, such as folding mirror 18 as 
shown in FIG. 22, is typically required. One problem related 
to this folding mirror is the undesired fogging of the mirror 
surface that often can occur. A number of methods are used 
in intraoral cameras to address this fogging problem. For 
example, in one embodiment, the mirror is heated so that its 
temperature approximates the temperature of the mouth. 
One drawback with this approach is that it requires an added 
heating element and current source for the heating element. 
In another embodiment of the present invention, an anti-fog 
coating is applied as a treatment to the mirror surface. With 
this arrangement, no additional components are required. 
Another embodiment is to bond an anti-fog film to the mirror 
surface. 
[0128] The embodiments shown in FIGS. 11 and 12A-12C 
use LEDs as light sources 12a, 12b to illuminate tooth 20 
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directly, without any light-shaping optical element. Since the 
divergent angle of the light from LED is usually large, a 
sizable portion of the emitted light strikes the inner surface 
of the probe, as shown in FIG. 22. The large angle rays 240a, 
240b and 240c in FIG. 22 hit the inner surface of the probe. 
If the probe inner surface is designed to be absorptive, the 
light hitting the surface is absorbed and does not reach tooth 
20. In one embodiment, the inner surface of the probe is 
reflective, so that the light incident on this surface is 
reflected and eventually reaches the tooth. There are two 
advantages with this design. One advantage is increased 
efficiency, since all of the light reaches tooth 20 except for 
some absorption loss. Another advantage relates to the 
uniformity of the illumination on tooth 20. With a reflective 
inner surface, the probe operates as a light pipe. This 
integrates the light spatially and angularly, and provides 
uniform illumination to the tooth. 

Imaging Software 

[0129] One method for reducing false-positive readings 
or, similarly, false-negative readings, is to correlate images 
obtained from multiple sources. For example, images sepa
rately obtained using x-ray equipment can be combined with 
images that have been obtained using imaging apparatus 10 
of the present invention. Imaging software, provided in 
processing apparatus 38 (FIGS. 1-3) allows correlation of 
images of tooth 20 from different sources, whether obtained 
solely using imaging apparatus 10 or obtained from some 
combination of devices including imaging apparatus 10. 
[0130] Referring to FIG. 17, there is shown, in block 
diagram form, a processing scheme using images from 
multiple sources. A fluorescence image 120, a reflectance 
image 122, and a white light image 124 are obtained from 
imaging apparatus 10, as described earlier. An x-ray image 
130 is obtained from a separate x-ray apparatus. Image 
correlation software 132 takes two or more of these images 
and correlates the data accordingly to form a composite 
image 134 from these multiple image types. Composite 
image 134 can then be displayed or used by automated 
diagnosis software in order to identify regions of interest for 
a specific tooth. In one embodiment, the images are provided 
upon operator request. The operator specifies a tooth by 
number and, optionally, indicates the types of image needed 
or the sources of images to combine. Software in processing 
apparatus 38 then generates and displays the resultant 
image. 
[0131] As one example of the value of using combined 
images, white light image 124 is particularly useful for 
identifying stained areas, amalgams, and other tooth condi
tions and treatments that might otherwise appear to indicate 
a caries condition. However, as was described earlier, the 
use of white light illumination is often not sufficient for 
accurate diagnosis of caries, particularly in its earlier stages. 
Combining the white light image with some combination 
that includes one or more of fluorescence and x-ray images 
helps to provide useful information on tooth condition. 
Similarly, any two or more of the four types of images 
shown in FIG. 17 could be combined by image correlation 
software 132 for providing a more accurate diagnostic 
image. 
[0132] Imaging software can also be used to help mini
mize or eliminate the effects of specular reflection. Even 
where polarized light components can provide some mea
sure of isolation from specular reflection, it can be advan-
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tageous to eliminate any remaining specular effects using 
image processing. Data filtering can be used to correct for 
unwanted specular reflection in the data. Information from 
other types of imaging can also be used, as is shown in FIG. 
17. Another method for compensating for specular reflection 
is to obtain successive images of the same tooth at different 
light intensity levels, since the relative amount of specular 
light detected would increase at a rate different from light 
due to other effects. 

[0133] Another key feature of the image processing soft
ware is to enhance the image obtained and automatically 
highlight suspicious areas such as white spots. FIG. 20 
shows the flowchart for image processing workflow. As the 
first step 202, the software reads white light and fluorescence 
images. The software then analyzes the contents in different 
color planes in white light and fluorescence images in a step 
204. With the information obtained from the white light and 
fluorescence images, different image processing algorithms 
such as color rendering, contrast enhancement, and segmen
tation, can be applied to enhance the image in steps 206 and 
208. Some of the algorithms are discussed earlier with 
relation to image processing. Also, image processing algo
rithms can be used to identify the nature of each region, 
based on the color information in each color plane, and to 
highlight each region automatically in an enhancement step 
210. As a final step 212, the tooth information, such as the 
size, shape and status of the suspicious area, can be extracted 
and displayed to the dental professionals. 

[0134] The invention has been described in detail with 
particular reference to certain preferred embodiments 
thereof, but it will be understood that variations and modi
fications can be effected within the scope of the invention as 
described above, and as noted in the appended claims, by a 
person of ordinary skill in the art without departing from the 
scope of the invention. 

[0135] For example, various types of light sources 12 
could be used, with various different embodiments employ
ing a camera or other type of image sensor. While a single 
light source 12 could be used for fluorescence excitation, it 
may be beneficial to apply light from multiple incident light 
sources 12 for obtaining multiple images. Referring to the 
alternate embodiment of FIG. 8, light source 12 might be a 
more complex assembly that includes one light source 16a 
for providing light of appropriate energy level and wave
length for exciting fluorescent emission and another light 
source 16b for providing illumination at different times. The 
additional light source 16b could provide light at wavelength 
and energy levels best suited for back-scattered reflectance 
imaging. Or, it could provide white light illumination, or 
other multicolor illumination, for capturing a white light 
image or multicolor image which, when displayed side-by
side with a FIRE image, can help to identify features that 
might otherwise confound caries detection, such as stains or 
hypo calcification. The white light image itself might also 
provide the back-scattered reflectance data that is used with 
the fluorescence data for generating the FIRE image. Sup
porting optics for both illumination and image-bearing light 
paths could have any number of forms. A variety of support 
components could be fitted about the tooth and used by the 
dentist or dental technician who obtains the images. Such 
components might be used, for example, to appropriately 
position the light source or sensing elements or to ease 
patient discomfort during imaging. 
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[0136] Thus, what is provided is an apparatus and method 
for caries detection at early and at later stages using com
bined effects of back-scattered reflectance and fluorescence. 

PARTS LIST 

[0137] 10 imaging apparatus 
[0138] 12 light source 
[0139] 12a light source 
[0140] 12b light source 
[0141] 13 diffuser 
[0142] 14 lens 
[0143] 15 filter 
[0144] 16a light source 
[0145] 16b light source 
[0146] 17 filter 
[0147] 18 polarizing beamsplitter 
[0148] 20 tooth 
[0149] 22 lens 
[0150] 24 field lens 
[0151] 26 filter 
[0152] 28 filter 
[0153] 30 camera 
[0154] 32 camera 
[0155] 34 beamsplitter 
[0156] 38 processing apparatus 
[0157] 40 display 
[0158] 42 polarizer 
[0159] 42a polarizer 
[0160] 42b polarizer 
[0161] 44 analyzer 
[0162] 46 turning mirror 
[0163] 48 dichroic mirror 
[0164] 49a fiber bundle 
[0165] 49b fiber bundle 
[0166] 49c fiber bundle 
[0167] 49d fiber bundle 
[0168] 50 fluorescence image 
[0169] 52 reflectance image 
[0170] 54 white-light image 
[0171] 56 filter 
[0172] 58 carious region 
[0173] 60 FIRE image 
[0174] 62 threshold image 
[0175] 64 enhanced threshold FIRE image 
[0176] 66 lens 
[0177] 68 sensor 
[0178] 68a sensor 
[0179] 68b sensor 
[0180] 70 OCT imager 
[0181] 72 scanning element 
[0182] 74 lens 
[0183] 76 sample arm 
[0184] 78 dichroic mirror 
[0185] 80 OCT system 
[0186] 81 gas source 
[0187] 82 mirror 
[0188] 83 switch 
[0189] 84 scanning lens 
[0190] 90 area of interest 
[0191] 92 OCT data 
[0192] 96 filter curve 
[0193] 98 white light curve 
[0194] 100 imaging apparatus 
[0195] 102 handle 
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[0196] 
[0197] 
[0198] 
[0199] 
[0200] 
[0201] 
[0202] 
[0203] 
[0204] 
[0205] 
[0206] 
[0207] 
[0208] 
[0209] 
[0210] 
[0211] 
[0212] 
[0213] 
[0214] 
[0215] 

tern 
[0216] 
[0217] 
[0218] 
[0219] 
[0220] 
[0221] 
[0222] 
[0223] 
[0224] 
[0225] 
[0226] 
[0227] 
[0228] 
[0229] 
[0230] 
[0231] 
[0232] 
[0233] 
[0234] 
[0235] 

104 probe 
106 tube 
108 image 
110 control circuitry 
112 display 
120 fluorescence image 
122 reflectance image 
124 white light image 
130 x-ray image 
132 image correlation software 
134 composite image 
136 wireless interface 
140 control logic processor 
142 display 
150 imaging system 
160 light source 
162 beamsplitting and combining element 
164 reference arm 
166 detector and processing electronics 
168 data acquisition hardware and computer sys-

202 step 
204 step 
206 step 
208 step 
210 step 
212 step 
220 object (tooth) 
222 lens 1 
224 intermediate image 
226 lens 2 
228 final image 
240a ray 
240b ray 
240c ray 
250a light source 
250b light source 
252a image 
252b image 
254 crosshair 
256 cross point 

1. An apparatus for imaging a tooth comprising: 
(a) at least one light source providing incident light 

having a first spectral range for obtaining a reflectance 
image on the tooth and a second spectral range for 
exciting a fluorescence image of the tooth; 

(b) a polarizing beamsplitter in a path of the incident light, 
the polarizing beamsplitter directing light having a first 
polarization state toward the tooth and directing light 
from the tooth having a second polarization state along 
a return path toward a sensor, wherein the second 
polarization state is orthogonal to the first polarization 
state; 

( c) a lens positioned in the return path to direct image
bearing light from the tooth toward the sensor for 
obtaining image data from the portion of the light 
having the second polarization state; and 

(d) a long-pass filter in the return path, to attenuate light 
in the second spectral range and to transmit light in the 
first spectral range. 

2. The apparatus of claim 1 wherein the polarizing beam
splitter is a wire grid polarizing beamsplitter. 
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3. The apparatus of claim 1 wherein said light source is 
comprised of a first light source having a first spectral range 
and a second light source having a second spectral range. 

4. The apparatus of claim 1 wherein the lens is telecentric 
in object space. 

5. The apparatus of claim 1 wherein the sensor is a 
complementary metal oxide semiconductor (CMOS) sensor. 

6. The apparatus of claim 1 wherein the sensor is a 
charged couple device (CCD) sensor. 

7. The apparatus of claim 1 wherein the light source is 
taken from the group consisting of an LED, an incandescent 
bulb, a super luminescent diode, a diode-pumped solid-state 
crystal source, and a diode-pumped rare earth-doped fiber 
source. 

8. The apparatus of claim 1 further comprising an ana
lyzer in the return path. 

9. The apparatus of claim 1 wherein the first spectral range 
is between about 400 nm and 700 nm. 

10. The apparatus of claim 1 further comprising: 
( e) a display coupled to the sensor for presenting the 

image data obtained therefrom. 
11. The apparatus of claim 3 wherein the light source 

further comprises a third light and a fourth light, wherein 
both the third and fourth lights direct a beam toward a point 
that corresponds with the focus of the lens. 

12. The apparatus of claim 3 further comprising a band 
pass filter in the path of the second light source. 

13. The apparatus of claim 1 further comprising: 
( e) an interferometer coupled along the optical path for 

obtaining an image of a portion of the tooth using 
optical coherence tomography. 

14. The apparatus of claim 1 wherein the second spectral 
range is between about 300 nm and 500 nm. 

15. The apparatus according to claim 1 further comprising 
an outlet for directing a pressurized gas toward the tooth. 

16. The apparatus according to claim 11 further compris
ing control logic that automatically detects overlap of light 
from the third and fourth lights as focus and initiates capture 
of image data at the sensor. 

17. The apparatus according to claim 1 further comprising 
a switch enabling an operator to enable either the light in the 
second spectral range or the light in the first spectral range. 

18. The apparatus according to claim 1 further comprising 
a second lens for imaging an intermediate image formed by 
the first lens onto the sensor. 

19. An apparatus for imaging a tooth comprising: 
(a) at least one light source for providing an incident light 

having a first spectral range for obtaining a reflectance 
image on the tooth and a second spectral range for 
exciting a fluorescence image of the tooth; 

(b) a polarizer in the path of the incident light and 
disposed to direct light having a first polarization state 
toward the tooth; 

( c) an analyzer disposed to direct light obtained from the 
tooth and having a second polarization state along a 
return path toward a sensor, wherein the second polar
ization state is substantially orthogonal to the first 
polarization state; 

( d) a lens positioned in the return path to direct image
bearing light from the tooth toward the sensor for 
obtaining image data from the portion of the light 
having the second polarization state; and 
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(e) a long-pass filter in the return path, to attenuate light 
in the second spectral range and to transmit light in the 
first spectral range. 

20. The apparatus according to claim 19 further compris
ing: 

(f) a display mounted on the body of the apparatus and in 
communication with the sensor for displaying the 
image of the tooth. 

21. The apparatus as in claim 19 further comprising: 
(f) an interferometer coupled along the optical path for 

obtaining an image of a portion of the tooth using 
optical coherence tomography. 

22. An apparatus for imaging a tooth comprising: 
(a) a handle portion for handling and positioning by an 

operator; 
(b) a probe portion, separable from the handle portion, for 

placement in the proximity of the tooth; 
( c) an optical subsystem housed within the handle and 

probe portions comprising: 
(i) at least one light source providing incident light 

having a first spectral range for obtaining a reflec
tance image on the tooth and a second spectral range 
for exciting a fluorescence image of the tooth; 

(ii) a polarizing beamsplitter in a path of the incident 
light, the polarizing beamsplitter directing light hav
ing a first polarization state toward the tooth and 
directing light from the tooth having a second polar
ization state along a return path toward a sensor, 
wherein the second polarization state is orthogonal to 
the first polarization state; 

(iii) a lens positioned in the return path to direct 
image-bearing light from the tooth toward the sensor 
for obtaining image data from the portion of the light 
having the second polarization state; and 

(iv) a long-pass filter in the return path, to attenuate 
light in the second spectral range and to transmit 
light in the first spectral range. 

23. The apparatus according to claim 22 wherein the 
handle portion further comprises an operator control for 
initiating operation to obtain an image. 

24. The apparatus according to claim 22 further compris
ing a wireless interface for sending image data to a com
municating device. 

25. The apparatus according to claim 22 further compris
ing a display for operator viewing of the image data 
obtained. 

26. The apparatus according to claim 25 wherein the 
display is taken from the group consisting of a liquid crystal 
(LC) display and an organic light emitting diode (OLED) 
display. 

27. The apparatus according to claim 22 further compris
ing an outlet for directing a pressurized gas toward the tooth. 

28. The apparatus according to claim 22 wherein the 
probe portion is disposable. 

29. The apparatus according to claim 22 further compris
ing at least one folding mirror in the optical path. 

30. The apparatus according to claim 29 wherein the at 
least one folding mirror is treated to reduce fogging effects. 

31. The apparatus according to claim 22 wherein the 
probe portion comprises a reflective inner surface. 

32. The apparatus according to claim 29 wherein the 
probe is in communication with a display and wherein the at 

13 
Mar. 13, 2008 

least one folding mirror cooperates with other components 
along the optical path to track the tooth surface during 
movement of the probe. 

33. An apparatus for imaging a tooth comprising: 
(a) a handle portion for handling and positioning by an 

operator; 
(b) a probe portion, separable from the handle portion, for 

placement in the proximity of the tooth; 
( c) an optical subsystem housed within the handle and 

probe portions comprising: 
(i) at least one light source providing incident light 

having a first spectral range for obtaining a reflec
tance image on the tooth and a second spectral range 
for exciting a fluorescence image of the tooth; 

(ii) a polarizer in the path of the incident light and 
disposed to direct light having a first polarization 
state toward the tooth; 

(iii) an analyzer disposed to direct light obtained from 
the tooth and having a second polarization state 
along a return path toward a sensor, wherein the 
second polarization state is substantially orthogonal 
to the first polarization state; 

(iv) a lens positioned in the return path to direct 
image-bearing light from the tooth toward the sensor 
for obtaining image data from the portion of the light 
having the second polarization state; and 

(v) a long-pass filter in the return path, to attenuate light 
in the second spectral range and to transmit light in 
the first spectral range. 

34. An apparatus for imaging a tooth comprising: 
(a) at least one light source for providing, along an optical 

path, an incident light to illuminate the tooth; 
(b) a spectral separator in the optical path to direct light 

of a first spectral band that is reflected from the tooth 
toward a first sensor and other light from the tooth 
toward a second sensor; and 

( c) a lens positioned in the optical path to form an image 
of the tooth, through the spectral separator, onto the 
first and second sensors for obtaining image data from 
the tooth. 

35. The apparatus of claim 34 wherein the spectral 
separator is a dichroic beamsplitter. 

36. The apparatus of claim 34 wherein the first sensor 
obtains a reflected light image and the second sensor obtains 
a fluorescence light image. 

37. A method for imaging a tooth comprising: 
(a) providing incident light having a first spectral range 

for obtaining a reflectance image from the tooth; 
(b) providing incident light having a second spectral range 

for exciting a fluorescence image from the tooth; 
( c) directing light having a first polarization state toward 

the tooth and directing light from the tooth having a 
second polarization state along a return path toward a 
sensor, wherein the second polarization state is 
orthogonal to the first polarization state; 

(d) directing image-bearing light from the tooth toward 
the sensor for obtaining image data from the portion of 
the light having the second polarization state; and 

( e) attenuating light in the second spectral range and 
transmitting light in the first spectral range. 

38. The method according to claim 37 wherein directing 
image-bearing light toward the sensor comprises forming an 
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intermediate image in the return path and further comprising 
re-imaging the intermediate image onto the sensor. 

39. The method according to claim 37 further comprising 
displaying an image obtained by the sensor. 

40. The method according to claim 39 wherein the inci
dent light and sensor are provided using a hand-held probe 
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and wherein movement of the probe from one position to 
another is displayed as movement in the same direction. 

41. The method according to claim 37 further comprising 
obtaining an image of a portion of the tooth using optical 
coherence tomography. 

* * * * * 
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(57) Abstract: Described is a user-manipulated imaging device for measuring a three-dimensional surface of an object. The device 
includes an imager configured for acquiring two-dimensional images of the surfuce and a device housing coupled to the irnager 
and configured for manual positioning of the imager. The device also includes a processor in communication with the imager and 
configured to generate three-dimensional surface data based on the two-dimensional images. The device farther includes a display 
coupled to the device housing and in communication with at least one of the imager and the processor. The display shows images 
of the surface and is observable within a field of view of the user while the device housing is manually positioned within the field 
of view and relative to the surface. In various embodiments, the display shows the two-dimensional images and representations of 
the three-dimensional surface data. 
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INTEGRATED DISPLAY IN A HAND-HELD THREE

DIMENSIONAL METROLOGY SYSTEM 

RELATED APPLICATION 

This application claims the benefit of the earlier filing date of U.S. 

5 Provisional Patent Application Serial No. 61/227,255, filed July 21, 2009, 

titled "Integrated Display in a Hand-Held Three-Dimensional Metrology 

System," the entirety of which is incorporated herein by reference. 

FIELD OF THE INVENTION 

The invention relates to the field of three-dimensional imaging and 

10 more specifically to the field of displaying non-contact surface measurement 

data for dental and medical applications. 

BACKGROUND OF THE INVENTION 

A variety of precision non-contact three-dimensional (3D) metrology 

systems have been developed for dental and medical applications. 

15 Conventional systems typically include a handheld camera or scanner 

connected to a processing unit that communicates with a display monitor. 

The display monitor presents a variety of information to the user. The 

information can include control options, acquired images, and operator 

assistance information such as an indication of an optimal focus condition. 

20 This configuration requires the user to look in two directions, that is, to look 

at the position of the handheld device with respect to the patient and to look 

at the display monitor to determine that proper images are being acquired. 

Thus the time and effort to obtain the desired measurement data is 

adversely affected by the requirement for the user to alternately view the 

25 position of the device and view the acquired images. 

- 1 -
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SUMMARY 

In one aspect, the invention features a method of displaying 

information for a user-manipulated 3D imaging device. The method 

includes acquiring a plurality of two-dimensional (2D) images of a surface of 

5 an object with an imaging device manipulated by a user in position relative 

to the surface of the object and within a field of view of the user. The 2D 

images are processed to generate three-dimensional surface data for the 

surface of the object. Measurement data are displayed to the user within 

the field of view of the user during continued manipulation of the imaging 

10 device. In one embodiment, the displayed measurement information 

includes the two-dimensional images acquired by the imaging device and, in 

another embodiment, the displayed information includes a representation of 

the 3D surface data. 

In another aspect, the invention features a user-manipulated imaging 

15 device for measuring a 3D surface of an object. The imaging device includes 

an imager, a device housing, a processor and a display. The imager is 

configured for acquiring 2D images of a surface of the object. The device 

housing is coupled to the imager and configured for manipulation by a user 

to position the imager relative to the surface of the object. The processor 

20 communicates with the imager and is configured to generate 3D surface 

data for the surface based on the 2D images. The display is coupled to the 

device housing and communicates with at least one of the imager and the 

processor. The display shows images of the surface observable within a field 

of view of the user while the device housing is manually positioned within 

25 the field of view of the user relative to the surface. In one embodiment, the 

display shows the 2D images of the surface acquired by the imager and, in 

another embodiment, the display shows a representation of the 3D surface 

data generated by the processor. 

- 2 -
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BRIEF DESCRIPTION OF THE DRAWINGS 

The above and further advantages of this invention may be better 

understood by referring to the following description in conjunction with the 

accompanying drawings, in which like numerals indicate like structural 

5 elements and features in the various figures. The drawings are not 

necessarily to scale, emphasis instead being placed upon illustrating the 

principles of the invention. 

10 

15 

FIG. 1 illustrates a 3D imaging device that projects a structured light 

pattern onto an object. 

FIG. 2 is a flowchart representation of an embodiment of a 

measurement procedure using a hand-held 3D imaging device according to 

the invention. 

FIG. 3 illustrates an embodiment of a user-manipulated imaging 

device according to the invention. 

FIG. 4A illustrates an embodiment of a user-manipulated imaging 

device according to the invention and showing a display panel in an open 

position. 

FIG. 4B illustrates the user-manipulated imaging device of FIG. 4A 

showing the display panel in a closed position. 

20 DETAILED DESCRIPTION 

In brief overview, the invention relates to a user-manipulated 3D 

metro logy device such as a hand-held camera or scanning device. The 

device includes an integrated display monitor that provides the user with 

convenient access to control options, acquired images, and operator 

25 assistance indications within a field of view of the user. Advantageously, the 

location of the operating tip of the device relative to the object being 

measured can be viewed without the need to redirect the view of the user to 

- 3 -
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a display monitor. For medical and dental 3D metrology devices, the user 

positions and aligns the device to a patient while simultaneously viewing a 

display of the acquired images or data. As a result, measurement data are 

obtained with less time and operator effort than is required for conventional 

5 user-manipulated 3D metrology devices. 

The present teaching will now be described in more detail with 

reference to exemplary embodiments thereof as shown in the accompanying 

drawings. While the present teaching is described in conjunction with 

various embodiments and examples, it is not intended that the present 

10 teaching be limited to such embodiments. On the contrary, the present 

teaching encompasses various alternatives, modifications and equivalents, 

as will be appreciated by those of skill in the art. Those of ordinary skill in 

the art having access to the teaching herein will recognize additional 

implementations, modifications and embodiments, as well as other fields of 

15 use, which are within the scope of the present disclosure as described 

herein. 

In a typical dental or medical 3D camera or scanner imaging system, a 

series of 2D intensity images of an object surface is acquired where the 

illumination for each image can vary. In some systems, structured light 

20 patterns are projected onto the surface and detected in each 2D intensity 

image. FIG. 1 shows an example of a 3D imaging system 10 in which the 

structured light pattern is generated by a projector 14 as a pair of 

overlapping coherent optical beams 16A and 16B that illuminate the object 

18. The 3D imaging system 10 may be constructed to operate in accordance 

25 with the principles described in U.S. Patent No. 5,870,191, titled "Apparatus 

and Methods for Surface Contour Measurement," incorporated herein by 

reference in its entirety. A CCD camera 22 is used to acquire images of the 

illuminated object 18. The fringe pattern 26 resulting from the interference 

of the two beams 16 is varied between successive 2D images acquired by the 

30 camera 22. For example, the fringes in the fringe pattern 26 can be shifted 

by changing the phase difference between the two beams 16. 

- 4 -
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A processor 30 calculates the distance from the camera 22 to the 

object surface for each image pixel based on the intensity values for the pixel 

in the 2D images. Thus the process creates a set of 3D coordinates, that is, 

a "point cloud," for the object surface. 

In a dynamic 3D imaging system, a series of point clouds is acquired 

while the camera or scanner is in motion relative to the object surface. For 

example, the imaging system can be a handheld device that a user manually 

positions relative to the object surface. In some applications, multiple 

objects surfaces are measured by moving the device relative to the objects so 

10 that surfaces obscured from view of the device in one position are observable 

by the device in another position. A processor registers the overlapped 

region of adjacent point clouds, using a 3D correlation technique or other 

registration technique, to transform each successive point cloud into an 

initial coordinate space. The successive point clouds are thus "stitched" into 

15 a common reference space. 

Referring to FIG. 2, at the start of an embodiment of a measurement 

procedure 100 according to the invention, the user aligns and positions 

(step 110) the hand-held imaging device relative to the patient while 

acquiring 2D images of a patient area of interest. The 2D images are 

20 processed (step 120) to generate 3D surface data of the area of interest. The 

user simultaneously observes measurement images in a display while 

controlling (step 130) the positioning and motion of the handheld imaging 

device with respect to the patient. The images in the display can be the 

acquired 2D images. Alternatively, the displayed images can be 3D surface 

25 representations generated by processing the acquired 2D images. By way of 

examples, the 3D surface representations can be 3D wire-mesh 

representations of point clouds or artificial surface displays that comprise 

simple geometrical shapes (e.g., triangles) between neighboring points in 

point clouds. 

- 5 -
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Providing a display that is in communication with the processor and 

mounted to or otherwise integrated with the 3D imaging device according to 

the principles of the invention permits the user to see the acquired 2D 

images, 3D surface representation, other display information or 

5 combinations of such images and information simultaneous with the 

observation and continued manipulation of the 3D imaging device relative to 

the patient. Thus the user can more easily and rapidly complete the 

measurement procedure than would be possible using a conventional 

handheld dental or medical imaging device. Other displayed information 

10 can include operator assistance information such as a slide bar shown along 

the edge of the display to indicate measured position within a usable 

imaging range, the distance to a surface of the object being measured, and a 

color box to indicate the current mode of the device, such as idle, preview 

and scan modes. 

15 In one embodiment, the display includes a touchscreen that permits 

the user to input selection data while maintaining the handheld device in 

proper position relative to the patient. Control options shown on the 

touchscreen display can include, by way of example, preview, scan and stop 

function activation "buttons;" save and redo buttons presented at the 

20 completion of a scan, and input data buttons. For example, in dental 

applications, the input data buttons can be used to indicate the jaw to be 

imaged (upper or lower) or particular teeth to be imaged for a partial jaw 

scan. 

In another embodiment illustrated in FIG. 3, the imaging device 34 

25 includes a miniature display 38 similar to the displays typically used in 

mass-produced cell phones for consumers. The miniature display 38 can be 

embedded in a side of the device housing 42 and optionally has a viewing 

surface that is flush with the housing 42. By way of a specific example, the 

miniature display 38 may have a 1.8 inch diagonal viewing area. In one 

30 embodiment, the display is a compact liquid crystal display (LCD). 

- 6 -
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In an alternative embodiment, a display 46 is integral to a panel 50 

that is pivotally attached to a side of a device housing 54 for the 3D imaging 

device 58 shown in FIG. 4A and FIG. 4B. The panel 50 is small enough to 

be compatible with the overall dimensions of the device 58 and yet include a 

5 display 46 that is large enough to present detailed images to the user. By 

way of a specific example, the display 46 can have a four inch diagonal 

viewing area. FIG. 4A shows the panel 50 in an open position in which the 

user views the displayed images, 3D representations and information. 

FIG. 4B shows the panel 50 in a closed position such that the panel 50 is 

10 substantially parallel and adjacent to the side of the device housing 54. The 

closed position is intended for when the device 58 is stored or otherwise not 

in use for extended periods of time. 

In the embodiments described above, the device according to the 

invention is generally described as a handheld device; however, the 

15 invention also contemplates that the device can be manually adjusted or 

manipulated by a user without being directly held by hand. 

While the invention has been shown and described with reference to 

specific embodiments, it should be understood by those skilled in the art 

that various changes in form and detail may be made therein without 

20 departing from the spirit and scope of the invention. 

What is claimed is: 

- 7 -
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CLAIMS 

1. A method of displaying information for a user-manipulated three-

dimensional imaging device, the method comprising: 

acquiring a plurality of two-dimensional images of a surface of an 

object with an imaging device manipulated by a user in position relative to 

the surface of the object and within a field of view of the user; 

processing the two-dimensional images to generate three-dimensional 

surface data for the surface of the object; and 

displaying measurement information to the user within the field of 

view of the user during continued manual manipulation of the imaging 

device. 

2. The method of claim 1 wherein the displayed measurement 

information comprises the two-dimensional images acquired by the imaging 

device. 

3. The method of claim 1 wherein the displayed measurement 

information comprises a representation of the three-dimensional surface 

data. 

4. The method of claim 1 wherein the displayed measurement 

information comprises operator assistance information. 

- 8 -
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5. The method of claim 4 wherein the operator assistance information 

comprises a distance to the surface of the object. 

6. A user-manipulated imaging device for measuring a three-dimensional 

surface of an object, comprising: 

an imager configured for acquiring two-dimensional images of a 

surface of an object; 

a device housing coupled to the imager and configured for 

manipulation by a user to position the imager relative to the surface of the 

object; 

a processor in communication with the imager and configured to 

generate three-dimensional surface data for the surface based on the two

dimensional images; and 

a display coupled to the device housing and in communication with at 

least one of the imager and the processor, the display showing images of the 

surface observable within a field of view of the user while the device housing 

is manually positioned within the field of view of the user relative to the 

surface. 

7. The user-manipulated device of claim 6 wherein the images shown in 

the display are the two-dimensional images of the surface acquired by the 

imager. 

8. The user-manipulated device of claim 6 wherein the images shown in 

the display are representations of the three-dimensional surface data 

generated by the processor. 

- 9 -
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9. The user-manipulated device of claim 6 wherein the display shows 

operator assistance information. 

10. The user-manipulated device of claim 9 wherein the operator 

assistance information includes a distance to the surface of the object. 

11. The user-manipulated device of claim 6 wherein the display is a 

touchscreen display configured to receive data input from the user. 

12. The user-manipulated device of claim 6 wherein the display comprises 

a liquid crystal display (LCD). 

13. The user-manipulated device of claim 6 wherein the display comprises 

a display panel pivotably secured to a side of the device housing, the display 

panel extending away from a surface of the device housing while in an open 

position and extending substantially parallel to the surface of the device 

housing while in a closed position, and wherein images of the surface are 

observable to the user while the display panel is in the open position. 

14. The user-manipulated device of claim 6 wherein the display comprises 

a viewing surface that is substantially flush with a side of the device 

housing. 

- 10 -
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15. The user-manipulated device of claim 6 further comprising a projector 

in communication with the processor and configured for projecting a 

structured light pattern onto the surface of the object. 

16. The user-manipulated device of claim 15 wherein the projector 

comprises a source of coherent optical beams for illuminating the surface of 

the object with a fringe pattern. 

- 11 -
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System with 3D user interface integration 

Field of the invention 

5 This invention generally relates to a method and a system comprising a 

handheld device and at least one display. 

Background of the invention 

10 3D visualization is important in many fields of industry and medicine, where 

3D information is becoming more and more predominant. 

Displaying and inspecting 3D information is inherently difficult. To fully 

understand a 3D object or entire environment on a screen, the user should 

15 generally be able to rotate the object or scene, such that many or 

preferentially all surfaces are displayed. This is true even for 3D displays, 

e.g. stereoscopic or holographic, where from a given viewing position and 

with a given viewing angle, the user will only see some surfaces of an 

arbitrary 3D environment. Often, the user will also want to zoom into details 

20 or zoom out for an overview. 

25 

30 

Various user interaction devices are in use for software that displays 3D data; 

these devices are: 3D mice, space balls, and touch screens. The operation of 

these current interaction devices requires physically touching them. 

Physically touching a user-interaction device can be a disadvantage in 

medical applications due to risks of cross-contamination between patients or 

between patient and operator, or in industrial applications in dirty 

environments. 
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Several non-touch user interfaces for 3D data viewing in medical applications 

have been described in the literature. Vogt et al (2004) describe a touchless 

interactive system for in-situ visualization of 3D medical imaging data. The 

user interface is based on tracking of reflective markers, where a camera is 

5 mounted on the physician's head. Graetzel et al (2004) describe a touchless 

system that interprets hand gestures as mouse actions. It is based on stereo 

vision and intended for use in minimally invasive surgery. 

It remains a problem to improve systems that require user interfaces for view 

10 control, which for example can be used for clinical purposes. 

Summary 

Disclosed is a system comprising a handheld device and at least one display, 

15 where the handheld device is adapted for performing at least one action in a 

physical 3D environment, where the at least one display is adapted for 

visually representing the physical 3D environment, and where the handheld 

device is adapted for remotely controlling the view with which said 3D 

environment is represented on the display. 

20 

The system may be adapted for switching between performing the at least 

one action in the physical 3D environment, and remotely controlling the view 

with which the 3D environment is represented on the display. 

25 The system disclosed here performs the integration of 3D user interface 

functionality with any other handheld device with other operating functionality, 

such that the operator ideally only touches this latter device that is intended 

to be touched. A particular example of such a handheld device is one that 

records some 3D geometry, for example a handheld 3D scanner. 

30 
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3 

The handheld device is a multi-purpose device, such as a dual-purpose or 

two-purpose device, i.e. a device both for performing actions in the physical 

3D environment, such as measuring and manipulating, and for remotely 

controlling the view of the 3D environment on the display. 

Geometrically, a view is determined by the virtual observer's/camera's 

position and orientation relative to the 3D environment or its visual 

representation. If the display is two-dimensional, the view is also determined 

by the type of projection. A view may also be determined by a magnification 

10 factor. 

The virtual observer's and the 3D environment's position and orientation are 

always relative to each other. In terms of user experience in software 

systems with 3D input devices, the user may feel that for example, he/she is 

15 moving the 3D environment while remaining stationary himself/herself, but 

there is always an equivalent movement of the virtual observer/camera that 

gives the same results on the display. Often, descriptions of 3D software 

systems use the expression "pan" to indicate an apparent translational 

movement of the 3D environment, "rotate" to indicate a rotational movement 

20 of the 3D environment, and "zoom" to indicate a change in magnification 

factor. 

Graphically, a view can represent a 3D environment by means of 

photographs or as some kind of virtual representation such as a computer 

25 graphic, or similar. A computer graphic can be rendered for example with 

texture and/or shading and/or virtual light sources and/or light models for 

surface properties. A computer graphic can also be a simplified 

representation of the 3D environment, for example a mesh, an outline, or an 

otherwise simplified representation. All or parts of the 3D environment can 

30 also be rendered with some degree of transparency. A view may represent 

the 3D environment in total or only parts thereof. 
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All of the touch-less prior art systems are 3D user interface devices only. In 

many prior art applications, the operator using such user interface device will 

also hold and work with another device that really is the central device in the 

5 overall application, e.g. a medical instrument. 

10 

It is thus an advantage of the present system that the 3D user-interface 

functionality is integrated in the central device, which is used for performing 

some kind of action. 

In some embodiments the handheld device is adapted for remotely 

controlling the magnification with which the 3D environment is represented 

on the display. 

15 In some embodiments the handheld device is adapted for changing the 

rendering of the 3D environment on the display. 

20 

In some embodiments the view is defined as viewing angle and/or viewing 

position. 

In some embodiments the at least one action comprises one or more of the 

actions of: 

- measuring, 

- recording, 

25 - scanning, 

- manipulating, 

- modifying. 

In some embodiments the 3D environment comprises one or more 3D 

30 objects. 
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In some embodiments the handheld device is adapted to be held in one hand 

by an operator. 

In some embodiments the display is adapted to represent the 3D 

5 environment from multiple views. 

In some embodiments the display is adapted to represent the 3D 

environment from different viewing angles and/or viewing positions. 

10 In some embodiments the view of the 3D environment in the at least one 

display is at least partly determined by the motion of the operator's hand 

holding said device. 

In some embodiments the magnification represented in the at least one 

15 display is at least partly determined by the motion of the operator's hand 

holding said device. 

20 

In some embodiments the handheld device is adapted to record the 3D 

geometry of the 3D environment. 

Thus the handheld device may be an intraoral dental scanner, which records 

the 3D geometry of a patient's teeth. The operator may move the scanner 

along the teeth of the patient for capturing the 3D geometry of the relevant 

teeth, e.g. all teeth. The scanner may comprise motion sensors for taking the 

25 movement of the scanner into account while creating the 3D model of the 

scanned teeth. 

30 

The 3D model of the teeth may be shown on a display, and the display may 

for example be a PC screen and/or the like. 
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The user interface functionality may comprise incorporating motion sensors 

in the scanner to provide that the user can determine the view on the screen 

by moving the scanner. Pointing the scanner down can provide that the 

scanned teeth are shown given a downward viewing angle. Holding the 

5 scanner in a horizontal position can provide that the viewing angle is likewise 

horizontal. 

In some embodiments the handheld device comprises at least one user

interface element. A user-interface element is an element which the user may 

10 manipulate in order to activate a function on the user interface of the 

software. Typically the use interface is graphically presented on the display of 

the system. 

The handheld device may furthermore be provided with an actuator, which 

15 switches the handheld device between performing the at least one action and 

remotely controlling the view. By providing such a manual switching function 

that enables the operator to switch between performing the at least one 

action and remotely controlling the view, the operator may easily control what 

is performed. 

20 

Such an actuator can for example be in the form of a button, switch or 

contact. In other embodiments it could be a touch sensitive surface or 

element. 

25 In another embodiment the actuator could be a motion sensor provided in the 

handheld device that function as the actuator when it registers a specific type 

of movement, for example if the operator shakes the handheld device. 

Examples of such motion sensors will be described herein with respect to the 

user-interface element, however, the person skilled in the art will based on 

30 the disclosure herein understand that such motion sensors may also be used 

as actuators as discussed. 

0233



WO 2012/076013 PCT/DK2011/050461 

7 

For example, the handheld device can in one embodiment be an intra-oral 

3D scanner used by a dentist. The scanner is set to be performing the action 

of scanning a dental area when the actuator is in one position. When the 

5 actuator is switched into a second position the handheld is set to control the 

view with which the 3D environment is represented on the display. This could 

for example be that when the dentist have scanned a part of or the complete 

desired area of an dental arch he can activate the actuator which then allows 

the dentist to remotely control the view of the 3D representation of the 

10 scanned area on the display by using the handheld device. 

For example, the actuator could be a button. When the button is pressed 

quickly the handheld device is prepared for scanning, i.e. it is set for 

performing at least one action, the scanning procedure, in the physical 3D 

15 environment. The scanning is stopped when the button is pressed quickly a 

second time. 

20 

While the scanning is performed a virtual 3D representation is visually built 

on the display. 

The user can now press and hold the button. This will put the handheld in a 

controller mode, where the handheld device is adapted for remotely 

controlling the view with which the 3D environment, such as scanned teeth, is 

represented on the display. While holding the button pressed the system will 

25 use signals from a motion sensor in the handheld device to determine how to 

present the view of the virtual 3D environment. Thus, if the user turns or 

otherwise moves the hand that holds the handheld device the view of the 

virtual 3D environment on the display will change accordingly. 

30 Thus, the dentist may use the same handheld device for both scanning an 

area and subsequently verifying that the scan has been executed correctly 
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without having to move away from the patient or touching any other 

equipment than already present in his hands. 

In one embodiment the user-interface element is the same as the actuator, or 

5 where several user-interface elements are present at least one also functions 

as an actuator. 

The system may be equipped with a button as an additional element 

providing the user-interface functionality. 

10 In an example the handheld device is a handheld intraoral scanner, and the 

display is a computer screen. The operator or user may be a dentist, an 

assistant and/or the like. The operation functionality of the device may be to 

record some intraoral 3D geometry, and the user interface functionality may 

be to rotate, pan, and zoom the scanned data on the computer screen. 

15 

In some embodiments the at least one user-interface element is at least one 

motion sensor. 

Thus the integration of the user interface functionality in the device may be 

20 provided by motion sensors, which can be accelerometers inside the 

scanner, whose readings determine the orientation of the display on the 

screen of the 3D model of the teeth acquired by the scanner. Additional 

functionality, e.g. to start/stop scanning, may be provided by a button. The 

button may be located where the operator's or user's index finger can reach it 

25 conveniently. 

Prior art intraoral scanners use a touch screen, a trackball, or a mouse to 

determine the view in the display. These prior art user interface devices can 

be inconvenient, awkward and difficult to use, and they can be labor-

30 intensive, and thus costly to sterilize or disinfect. An intraoral scanner should 

always be disinfected between scanning different patients, because the 
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scanner is in and may come in contact with the mouth or other parts of the 

patient being scanned. 

The operator or user, e.g. dentist, may use one hand or both hands to hold 

5 the intraoral scanner while scanning, and the scanner may be light enough 

and comfortable to be held with just one hand for a longer time while 

scanning. 

The device can also be held with one or two hands, while using the device as 

10 remote control for e.g. changing the view in the display. It is an advantage of 

the touchless user interface functionality that in clinical situations, the 

operator can maintain both hands clean, disinfected, or even sterile. 

An advantage of the system is that it allows an iterative process of working in 

15 a 3D environment without releasing the handheld device during said process. 

For the above intraoral scanning system example, the operator, e.g. dentist, 

can record some teeth surface geometry with a handheld device that is an 

intraoral scanner, inspect coverage of the surface recording by using that 

same handheld device to move, e.g. rotate, the recorded surface on the 

20 display, e.g. a computer screen, detect possible gaps or holes in the 

coverage of the scanned teeth, and then for example arrange the scanner in 

the region where the gaps were located and continue recording teeth surface 

geometry there. Over this entire iterative cycle, which can be repeated more 

than once, such as as many times as required for obtaining a desired scan 

25 coverage of the teeth, the dentist does not have to lay the handheld intraoral 

scanner out of his or her hands. 

In some embodiments, the 3D user interface functionality is exploited in a 

separate location than the operation functionality. For the above intraoral 

30 scanning system example, the scanning operation is performed in the oral 

cavity of the patient, while the user interface functionality is more flexibly 
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exploited when the scanner is outside the patient's mouth. The key 

characteristic and advantage of the system, again, is that the dentist can 

exploit the dual and integrated functionality, that is operation and user 

interface, of the scanner without laying it out of his or her hands. 

The above intraoral scanning system is an example of an embodiment. Other 

examples for operation functionality or performing actions could be drilling, 

welding, grinding, cutting, soldering, photographing, filming, measuring, 

executing some surgical procedure etc .. 

The display of the system can be a 2D computer screen, a 3D display that 

projects stereoscopic image pairs, a volumetric display creating a 3D effect, 

such as a swept-volume display, a static volume display, a parallax barrier 

display, a holographic display etc .. Even with a 3D display, the operator has 

15 only one viewing position and viewing angle relative to the 3D environment at 

a time. The operator can move his/her head to assume another viewing 

position and/or viewing angle physically, but generally, it may be more 

convenient to use the handheld device with its built-in user interface 

functionality, e.g. the remote controlling, to change the viewing position 

20 and/or viewing angle represented in the display. 

In some embodiments the system comprises multiple displays, or one or 

more displays that are divided into regions. For example, several sub

windows on a PC screen can represent different views of the 3D 

25 environment. The handheld device can be used to change the view in all of 

them, or only some of them. 

In some embodiments the user interface functionality comprises the use of 

gestures. 
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Gestures made by e.g. the operator can be used to change, shift or toggle 

between sub-windows, and the user-interface functionality can be limited to 

an active sub-window or one of several displays. 

5 In some embodiments the gestures are adapted to be detected by the at 

least one motion sensor. Gestures can alternatively and/or additionally be 

detected by range sensors or other sensors that record body motion. 

The operator does not have to constantly watch the at least one display of 

10 the system. In many applications, the operator will shift between viewing and 

possible manipulating the display and performing another operation with the 

handheld device. Thus it is an advantage that the operator does not have to 

touch other user interface devices. However, in some cases it may not be 

possible for the operator to fully avoid touching other devices, and in these 

15 cases it is an advantage that fewer touches are required compared to a 

system where a handheld device does not provide any user interface 

functionality at all. 

In some embodiments the at least one display is arranged separate from the 

20 handheld device. 

In some embodiments the at least one display is defined as a first display, 

and where the system further comprises a second display. 

25 In some embodiments the second display is arranged on the handheld 

device. 

In some embodiments the second display is arranged on the handheld 

device in a position such that the display is adapted to be viewed by the 

30 operator, while the operator is operating the handheld device. 
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In some embodiments the second display indicates where the handheld 

device is positioned relative to the 3D environment. 

In some embodiments the first display and/or the second display provides 

5 instructions for the operator. 

10 

The display(s) can be arranged in multiple ways. For example, they can be 

mounted on a wall, placed on some sort of stand or a cart, placed on a rack 

or desk, or other. 

In some embodiments at least one display is mounted on the device itself. It 

can be advantageous to have a display on the device itself because with 

such an arrangement, the operator's eyes need not focus alternatingly 

between different distances. In some cases, the operating functionality may 

15 require a close look at the device and the vicinity of the 3D environment it 

operates in, and this may be at a distance at most as far away as the 

operator's hand. Especially in crowded environments such as dentist's 

clinics, surgical operation theatres, or industrial workplaces, it may be difficult 

to place an external display closely to the device. 

20 

In some embodiments visual information is provided to the operator on one 

or more means other than the first display. 

In some embodiments audible information to the operator is provided to the 

25 operator. 

Thus in some embodiments, the system provides additional information to 

the operator. In some embodiments, the system includes other visual clues 

shown on means other than the display(s), such as LEDs on the device. In 

30 some embodiments, the system provides audible information to the operator, 

for example by different sounds and/or by speech. 
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Said information provided to the operator can comprise instructions for use, 

warnings, and the like. 

The information can aid with improving the action performance or operation 

5 functionality of the device, for example by indicating how well an action or 

operation is being performed, and/or instructions to the operator aimed at 

improving the ease of the action or operation and/or the quality of the action 

or operation's results. For example, a LED can change in color and/or 

flashing frequency. In a scanner, the information can relate to how well the 

10 scanned 3D environment is in focus and/or to scan quality and/or to scan 

coverage. The information can comprise instructions on how best to position 

the scanner such as to attain good scan quality and/or scan coverage. The 

instructions can be used for planning and/or performing bracket placement. 

The instructions can be in the form of a messenger system to the operator. 

15 

In some embodiments, some 3D user interface functionality is provided by at 

least one motion sensor built into the device. Examples of motion sensors 

are accelerometers, gyros, and magnetometers and/or the like. These 

sensors can sense rotations, lateral motion, and/or combinations thereof. 

20 Other motion sensors use infrared sensing. For example, at least one 

infrared sensor can be mounted on the device and at least one infrared 

emitter can be mounted in the surroundings of the device. Conversely, the at 

least one emitter can be mounted on the device, and the at least one sensors 

in the surroundings. Yet another possibility is to use infrared reflector(s) on 

25 the device and both sensor(s) and emitter(s) on the surroundings, or again 

conversely. Thus motion can be sensed by a variety of principles. 

Through proper signal processing, some sensors can recognize additional 

operator actions; for example gestures such as taps, waving, or shaking of 

30 the handheld device. Thus, these gestures can also be exploited in the 3D 

user interface functionality. 
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In some embodiments the handheld device comprises at least two motion 

sensors providing sensor fusion. Sensor fusion can be used to achieve a 

better motion signal from for example raw gyro, accelerometer, and/or 

5 magnetometer data. Sensor fusion can be implemented in ICs such as the 

lnvenSense MPU 3000. 

10 

In some embodiments the handheld device comprises at least one user

interface element other than the at least one motion sensor. 

In some embodiments the at least one other user-interface element is a 

touch-sensitive element. 

In some embodiments the at least one other user-interface element is a 

15 button. 

In some embodiments the at least one other user-interface element is a 

scroll-wheel. 

20 In some embodiments, user interface functionality is provided through 

additional elements on the device. Thus these additional elements can for 

example be buttons, scroll wheels, touch-sensitive fields, proximity sensors 

and/or the like. 

25 The additional user interface elements can be exploited or utilized in a 

workflow suitable for the field of application of the device. The workflow may 

be implemented in some user software application that may also control the 

display and thus the view represented thereon. A given interface element can 

supply multiple user inputs to the software. For example, a button can 

30 provide both a single click and a double click. For example, a double click 

can mean to advance to a subsequent step in a workflow. For the example of 
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intraoral scanning, three steps within the workflow can be to scan the lower 

mouth, the upper mouth, and the bite. A touch-sensitive field can provide 

strokes in multiple directions each with a different effect, etc. Providing 

multiple user inputs from a user interface elements is advantageous because 

5 the number of user interface elements on the device can be reduced relative 

to a situation where each user interface element only provides one user 

input. 

The motion sensors can also be exploited in a workflow. For example, lifting 

10 the device, which can be sensed by an accelerometer, can represent some 

type of user input, for example to start some action. In a device that is a 

scanner, it may start scanning. Conversely, placing the device back in some 

sort of holder, which can be sensed by an accelerometer as no acceleration 

occur over some period of time, can stop said action. 

15 

If the action performed by the device is some kind of recording, for example 

scanning, for example 3D scanning, the results of the recording can also be 

exploited as user inputs, possibly along with user inputs from other user 

interface elements. For example, with a 3D scanner with a limited depth of 

20 field, it may be possible to detect whether any objects within the 3D 

environments are present in the volume corresponding to this depth of field 

by detecting whether any 3D points are recorded. User inputs can depend on 

such detected presence. For example, a button click on an intraoral scanner 

can provide a different user input depending on whether the scanner is in the 

25 mouth, where teeth are detectable, or significantly away from and outside the 

mouth. Also the effect of motion sensor signals can be interpreted differently 

for either situation. For example, the scanner may only change the view 

represented on the display when it is outside the mouth. 
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In some embodiments the handheld device is adapted to change a viewing 

angle with which the 3D environment is represented on the at least one 

display. 

5 In some embodiments the handheld device is adapted to change a 

magnification factor with which the 3D environment is represented on the at 

least one display. 

In some embodiments the handheld device is adapted to change a viewing 

10 position with which the 3D environment is represented on the at least one 

display. 

15 

In some embodiments the view of the 3D environment comprises a viewing 

angle, a magnification factor, and/or a viewing position. 

In some embodiments the view of the 3D environment comprises rendering 

of texture and/or shading. 

In some embodiments the at least one display is divided into multiple regions, 

20 each showing the 3D environment with a different view. 

Thus in some embodiments the user interface functionality comprises 

changing the view with which the 3D environment is displayed. Changes in 

view can comprise changes in viewing angle, viewing position, magnification 

25 and/or the like. A change in viewing angle can naturally be effected by 

rotating the device. Rotation is naturally sensed by the aid of gyros and/or 

relative to gravity sensed by an accelerometer. Zooming, i.e. a change in 

magnification, can for example be achieved by pushing the handheld device 

forward and backward, respectively. A translational change of the viewing 

30 position, i.e., panning, can for example be achieved by pushing the handheld 

device up/down and/or sideways. 
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In some embodiments the user interface functionality comprises selecting or 

choosing items on a display or any other functionality provided by graphical 

user interfaces in computers known in the art. The operator may perform the 

5 selection. The Lava C.O.S scanner marketed by 3M ESPE has additional 

buttons on the handheld device, but it is not possible to manipulate the view 

by these. Their only purpose is to allow navigation through a menu system, 

and to start/stop scanning. 

10 In some embodiments the user interface functionality comprises manipulating 

the 3D environment displayed on the screen. For example, the operator may 

effect deformations or change the position or orientation of objects in the 3D 

environment. Thus, in some embodiments the user interface functionality 

comprises virtual user interface functionality, which can be that the 3D data 

15 are manipulated, but the physical 3D environment in which the device 

operates may not be manipulated. 

In some embodiments the handheld device is an intraoral scanner and/or an 

in-the-ear scanner. If the scanner comprises a tip, this tip may be exchanged 

20 whereby the scanner can become suitable for scanning in the mouth or in the 

ear. Since the ear is a smaller cavity than the mouth, the tip for fitting into an 

ear may be smaller than a tip for fitting in the mouth. 

In some embodiments the handheld device is a surgical instrument. In some 

25 embodiments, the surgical instrument comprises at least one motion sensor, 

which is built-in in the instrument. 

In some embodiments the handheld device is a mechanical tool. In some 

embodiments, the tool has at least one motion sensor built in. In other 

30 embodiments, other user-interface elements are built in as well, for example 

buttons, scrol I wheels, touch-sensitive fields, or proximity sensors. 
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In some embodiment the 3D geometry of the 3D environment is known a

priori or a 3D representation of the environment is known a priori, i.e. before 

the actions (s) are performed. For example in surgery, a CT scan may have 

5 been taken before the surgical procedure. The handheld device in this 

example could be a surgical instrument that a physician needs to apply in the 

proper 3D position. To make sure this proper position is reached, it could be 

beneficial to view the 3D environment from multiple perspectives 

interactively, i.e. without having to release the surgical instrument. 

10 

An advantage of the system, also in the above surgery example, is the ability 

of the handheld device to record the 3D environment at least partially, 

typically in a 3D field-of-view that is smaller than the volume represented in 

the a-priori data. The 3D data recorded by the handheld device can be 

15 registered in real time with the a-priori data, such that the position and 

orientation of the device can be detected. 

20 

In some embodiments the 3D geometry comprises a 3D surface of the 

environment. 

In some embodiments the 3D geometry comprises a 3D volumetric 

representation of the environment. 

Thus the 3D environment can be displayed as volumetric data, or as surface, 

25 or a combination thereof. Volumetric data are typically represented by voxels. 

Voxels can comprise multiple scalar values. Surface data are typically 

represented as meshed, such as triangulated meshes, or point clouds. 

The scanning may be performed by means of LED scanning, laser light 

30 scanning, white light scanning, X-ray scanning, and/or CT scanning. 
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The present invention relates to different aspects including the system 

described above and in the following, and corresponding systems, methods, 

devices, uses, and/or product means, each yielding one or more of the 

benefits and advantages described in connection with the first mentioned 

5 aspect, and each having one or more embodiments corresponding to the 

embodiments described in connection with the first mentioned aspect and/or 

disclosed in the appended claims. 

In particular, disclosed herein is a method of interaction between a handheld 

10 device and at least one display, where the method comprises the steps of: 

- performing at least one action in a physical 3D environment by means of 

the handheld device; 

- visually representing the physical 3D environment by the at least one 

display; and 

15 - remotely controlling the view of the represented 3D environment on the 

display by means of the handheld device. 

Furthermore, the invention relates to a computer program product comprising 

program code means for causing a data processing system to perform the 

20 method according to any of the embodiments, when said program code 

means are executed on the data processing system, and a computer 

program product, comprising a computer-readable medium having stored 

there on the program code means. 

25 According to another aspect, disclosed is a system comprising a handheld 

device for operating in a 3D environment and at least one display for 

visualizing said environment, where the display is adapted to represent said 

environment from multiple perspectives, 

where said device is adapted to be held in one hand by an operator, and 

30 where the perspective represented in the at least one display is at least partly 

determined by the motion of the operator's hand holding said device. 
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According to another aspect, disclosed is a system comprising a handheld 

device for operating in a 3D environment and at least one display for 

visualizing said environment, where the display is adapted to represent said 

5 environment in multiple views, 

10 

where said device is adapted to be held in one hand by an operator, where 

the view represented in the at least one display is at least partly determined 

by the motion of the operator's hand holding said device, and where the 

device has at least one touch-sensitive user interface element. 

The motion of the operator's hand is typically determined by a motion sensor 

arranged in the handheld device. 

15 Definitions 

3D geometry: A constellation of matter or its virtual representation in a three

dimensional space. 

20 3D environment: A constellation of physical objects each having a 3D 

geometry in a three-dimensional space. 

View: The way a 3D environment is represented on a display. Geometrically, 

a view is determined by the virtual observer's/camera's position and 

25 orientation. If the display is two-dimensional, the view is also determined by 

the type of projection. A view may also be determined by a magnification 

factor. Graphically, a view can show the 3D environment by means of 

photographs or as some kind of virtual representation such as a computer 

graphic, or similar. A computer graphic can be rendered for example with 

30 texture and/or shading and/or virtual light sources and/or light models for 

surface properties. A computer graphic can also be a simplified 
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representation of the 3D environment, for example a mesh, an outline, or an 

otherwise simplified representation. All or parts of the 3D environment can 

also be rendered with some degree of transparency. A view may represent 

the 3D environment in total or only parts thereof. 

Functionality: A purpose or intended use. 

Performing action(s) or operating functionality: Actions or functionality that 

includes some type of interaction with a 3D environment, such as measuring, 

10 modifying, manipulating, recording, touching, sensing, scanning, moving, 

transforming, cutting, welding, chemically treating, cleaning, etc. The term 

"operating" is thus not directed to surgical procedures, but operating may 

comprise surgical procedures. 

15 User Interface Functionality: Functionality for interaction between a human 

user and a machine with a display. 

Handheld device: An object that has at least one functionality and that is held 

by a human operator's hand or both hands while performing this at least one 

20 functionality. 

3D scanner: A device that analyzes a real-world object or 3D environment to 

collect data on its shape and possibly its appearance. 

25 Coverage of scan: The degree to which a physical surface is represented by 

recorded data after a scanning operation. 

Motion sensor: A sensor detecting motion. Motion can be detected by: sound 

(acoustic sensors), opacity (optical and infrared sensors and video image 

30 processors), geomagnetism (magnetic sensors, magnetometers), reflection 

of transmitted energy (infrared laser radar, ultrasonic sensors, and 
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microwave radar sensors), electromagnetic induction (inductive-loop 

detectors), and vibration (triboelectric, seismic, and inertia-switch sensors). 

MEMS accelerometers, gyros, and magnetometers are examples of motions 

sensors. 

Workflow: a sequence of tasks implemented in software. 

Brief description of the drawings 

The above and/or additional objects, features and advantages of the present 

invention, will be further elucidated by the following illustrative and non

limiting detailed description of embodiments of the present invention, with 

reference to the appended drawings, wherein: 

Fig. 1 shows an example of the system comprising a handheld device and a 

display. 

Fig. 2 shows an example of user interface functionality in the form of remote 

20 controlling using the handheld device. 

Fig. 3 shows an example of the handheld device. 

Fig. 4 shows an example of a flow-chart of a method of interaction between a 

25 handheld device and a display. 

Detailed description 

30 In the following description, reference is made to the accompanying figures, 

which show by way of illustration how the invention may be practiced. 
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Fig. 1 shows an example of the system comprising a handheld device and a 

display. The handheld device 100 is in this example an intraoral dental 

scanner, which records the 3D geometry of the patient's teeth. The operator 

5 102 moves the scanner along the teeth of the patient 104 for capturing the 

3D geometry of the relevant teeth, e.g. all teeth. The scanner comprises 

motion sensors (not visible) for taken the movement of the scanner into 

account while creating the 3D model 105 of the scanned teeth. The display 

101 is in this example a PC screen displaying the data recorded by the 

10 scanner. 

Fig. 2 shows an example of user interface functionality in the form of remote 

controlling using the handheld device. The motion sensors (not shown) in the 

handheld device 100, e.g. scanner, provide that the user 102 can determine 

15 the view shown on the display 101, e.g. screen, by moving the handheld 

device 100. 

Fig. 2a) shows that pointing the device 100 down can provide that the 3D 

model 105 of the scanned teeth is shown from a downward viewing angle. 

Fig. 2b) shows that holding the scanner in a horizontal position can provide 

20 that the viewing angle is likewise horizontally from the front, such that the 3D 

model 105 of the scanned teeth is shown from the front. 

Fig. 3 shows an example of the handheld device. 

The handheld device 100 is in this example an intraoral scanner with a pistol-

25 grip. The scanner comprises a housing 106 comprising the pistol-grip part 

107, and a tip 108 adapted for insertion in the mouth of the patient. In this 

example the scanner also is equipped with a button 103 which is an 

additional element providing user-interface functionality. 

30 The example system as shown in fig. 1, fig. 2 and fig. 3 comprises a device 

100 which is a handheld intraoral scanner and a display 101 which is a 
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computer screen. The operator 102 may be a dentist, an assistant and/or the 

like. In an example, the action performance or operation functionality of the 

device 100 is to record some intraoral 3D geometry, and the user interface 

functionality is to rotate, pan, and zoom the 3D model 105 of the scanned 

5 data on the computer screen 101. The integration of the user interface 

functionality in the device 100 is provided by motion sensors (not visible), 

which can be accelerometers inside the scanner 100, whose readings 

determine the orientation, as seen in Figs 2a and 2b, of the display on the 

screen of the 3D model 105 of the teeth acquired by the scanner 100. 

10 Additional functionality, e.g. to start/stop scanning, may be provided by the 

button 103 as seen in fig. 3. In the example system, the button 103 is located 

where the user's index finger can reach it conveniently. 

In fig. 1 the dentist 102 uses two hands to hold the intraoral scanner 100 

15 while scanning, but it is understood that the scanner 100 can also be held 

with one hand while scanning. The device 100 can also be held with one or 

two hands, while changing the perspective of the 3D model 105 in the display 

101. The example shown in Figure 1 thus illustrates the advantage of the 

touchless user interface functionality, because in many clinical situations, the 

20 operator 102 should maintain both hands clean, disinfected, or even sterile. 

The 3D user interface functionality may be exploited in a separate location 

than the operation functionality. For the above intraoral scanning system 

example, the scanning operation is performed in the oral cavity of the patient, 

25 see fig. 1, while the user interface functionality is more flexibly exploited 

when the scanner is outside the patient's mouth, see figs 2 and 3. 

Fig. 4 shows an example of a flow-chart of a method of interaction between a 

handheld device and a display. 
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In step 101 at least one action in a physical 3D environment is performed by 

means of the handheld device. This action may the scanning of teeth as 

shown in fig. 1. 

In step 102 the physical 3D environment is visually represented by the at 

5 least one display. This may be the display of the 3D model of the scanned 

teeth as seen in fig 1 . 

In step 103 the view of the represented 3D environment shown on the display 

is remotely controlled on the display by means of the handheld device. This 

may be the control of the viewing angle of the 3D model as seen in fig. 2. 

10 All the steps of the method may be repeated one or more times. The order in 

which the steps are performed may be different than the order described 

above, which is indicated by the dotted lines in the figure. If one or more of 

the steps are performed more times, the order of the steps may also be 

different. 

15 

Although some embodiments have been described and shown in detail, the 

invention is not restricted to them, but may also be embodied in other ways 

within the scope of the subject matter defined in the following claims. In 

particular, it is to be understood that other embodiments may be utilised and 

20 structural and functional modifications may be made without departing from 

the scope of the present invention. 

In device claims enumerating several means, several of these means can be 

embodied by one and the same item of hardware. The mere fact that certain 

25 measures are recited in mutually different dependent claims or described in 

different embodiments does not indicate that a combination of these 

measures cannot be used to advantage. 

It should be emphasized that the term "comprises/comprising" when used in 

30 this specification is taken to specify the presence of stated features, integers, 
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steps or components but does not preclude the presence or addition of one 

or more other features, integers, steps, components or groups thereof. 

The features of the method described above and in the following may be 

5 implemented in software and carried out on a data processing system or 

other processing means caused by the execution of computer-executable 

instructions. The instructions may be program code means loaded in a 

memory, such as a RAM, from a storage medium or from another computer 

via a computer network. Alternatively, the described features may be 

10 implemented by hardwired circuitry instead of software or in combination with 

software. 

15 
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Embodiments 

The following embodiments relates to one aspect of the system as disclosed 

by the description herein. 

5 1. A system comprising a handheld device and at least one display, where 

the handheld device is adapted for performing at least one action in a 

physical 3D environment, where the at least one display is adapted for 

visually representing the physical 3D environment, and where the handheld 

device is adapted for remotely controlling the view with which the 3D 

10 environment is represented on the display. 

2. The system according to any one or more of the preceding embodiments, 

wherein the view is defined as viewing angle and/or viewing position. 

15 3. The system according to any one or more of the preceding embodiments, 

wherein the handheld device is adapted for remotely controlling the 

magnification with which the 3D environment is represented on the display. 

4. The system according to any one or more of the preceding embodiments, 

20 wherein the handheld device is adapted for changing the rendering of the 3D 

environment on the display. 

5. The system according to any one or more of the preceding embodiments, 

wherein the at least one action comprises one or more of: 

25 - measuring, 

- recording, 

- scanning, 

- manipulating, and/or 

- modifying. 

30 
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6. The system according to any one or more of the preceding embodiments, 

wherein the 3D environment comprises one or more 3D objects. 

7. The system according to any one or more of the preceding embodiments, 

5 wherein the handheld device is adapted to be held in one hand by an 

operator. 

8. The system according to any one or more of the preceding embodiments, 

wherein the display is adapted to represent the 3D environment from multiple 

10 views .. 

9. The system according to any one or more of the preceding embodiments, 

wherein the view of the 3D environment represented in the at least one 

display is at least partly determined by the motion of the operator's hand 

15 holding said device. 

20 

10. The system according to any one or more of the preceding embodiments, 

wherein the magnification represented in the at least one display is at least 

partly determined by the motion of the operator's hand holding said device. 

11. The system according to any one or more of the preceding embodiments, 

wherein the handheld device is adapted to record the 3D geometry of the 3D 

environment. 

25 12. The system according to any one or more of the preceding embodiments, 

wherein the 3D geometry of the 3D environment is known a-priori. 

30 

13. The system according to any one or more of the preceding embodiments, 

wherein the handheld device comprises at least one user-interface element. 
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14. The system according to any one or more of the preceding embodiments, 

wherein the at least one user-interface element is at least one motion sensor. 

15. The system according to any one or more of the preceding embodiments, 

5 wherein the handheld device comprises at least two motion sensors 

providing sensor fusion. 

10 

16. The system according to any one or more of the preceding embodiments, 

wherein the user interface functionality comprises the use of gestures. 

17. The system according to any one or more of the preceding embodiments, 

wherein the gestures are detected by the at least one motion sensor. 

18. The system according to any one or more of the preceding embodiments, 

15 wherein the handheld device comprises at least one user-interface element 

other than the at least one motion sensor. 

19. The system according to any one or more of the preceding embodiments, 

wherein the at least one other user-interface element is a touch-sensitive 

20 element. 

20. The system according to any one or more of the preceding embodiments, 

wherein the at least one other user-interface element is a button. 

25 21. The system according to any one or more of the preceding embodiments, 

wherein the at least one other user-interface element is a scroll wheel. 

22. The system according to any one or more of the preceding embodiments, 

wherein the handheld device is adapted to change a viewing angle with 

30 which the 3D environment is represented on the at least one display. 
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23. The system according to any of the preceding embodiments, wherein the 

handheld device is adapted to change a magnification factor with which the 

3D environment is represented on the at least one display. 

5 24. The system according to any one or more of the preceding embodiments, 

wherein the handheld device is adapted to change a viewing position with 

which the 3D environment is represented on the at least one display. 

25. The system according to any one or more of the preceding embodiments, 

10 wherein the view of the 3D environment comprises a viewing angle, a 

magnification factor, and/or a viewing position. 

26. The system according to any one or more of the preceding embodiments, 

wherein the view of the 3D environment comprises rendering of texture 

15 and/or shading. 

20 

27. The system according to any one or more of the preceding embodiments, 

wherein the at least one display is divided into multiple regions, each 

showing the 3D environment with a different view. 

28. The system according to any one or more of the preceding embodiments, 

wherein the 3D geometry comprises a 3D surface of the environment. 

29. The system according to any one or more of the preceding embodiments, 

25 wherein the 3D geometry comprises a 3D volumetric representation of the 

environment. 

30 

30. The system according to any one or more of the preceding embodiments, 

wherein the handheld device is an intra-oral 3D scanner. 
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31. The system according to any one or more of the preceding embodiments, 

wherein the handheld device is a surgical instrument. 

32. The system according to any one or more of the preceding embodiments, 

5 wherein the handheld device is a mechanical tool. 

33. The system according to any one or more of the preceding embodiments, 

wherein the handheld device is an in-ear 3D scanner. 

10 34. The system according to any one or more of the preceding embodiments, 

wherein the at least one display is arranged separate from the handheld 

device. 

35. The system according to any one or more of the preceding embodiments, 

15 wherein the at least one display is arranged on a cart. 

20 

36. The system according to any one or more of the preceding embodiments, 

wherein the at least one display is defined as a first display, and where the 

system further comprises a second display. 

37. The system according to any one or more of the preceding embodiments, 

wherein the second display is arranged on the handheld device. 

38. The system according to any one or more of the preceding embodiments, 

25 wherein the second display is arranged on the handheld device in a position 

such that the display is adapted to be viewed by the operator, while the 

operator is operating the handheld device. 

39. The system according to any one or more of the preceding embodiments, 

30 wherein the second display indicates where the handheld device is 

positioned relative to the 3D environment. 
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40. The system according to any one or more of the preceding embodiments, 

wherein the first display and/or the second display provides instructions for 

the operator. 

41. The system according to any one or more of the preceding embodiments, 

wherein visual information is provided to the operator on one or more means 

other than the first display. 

10 42. The system according to any one or more of the preceding embodiments, 

wherein audible information to the operator is provided to the operator. 

43. The system according to any one or more of the preceding embodiments, 

wherein the scanning is performed by means of LED scanning, laser light 

15 scanning, white light scanning, X-ray scanning, and/or CT scanning. 

44. A method of interaction between a handheld device and at least one 

display, where the method comprises the steps of: 

- performing at least one action in a physical 3D environment by means of 

20 the handheld device; 

25 

30 

- visually representing the physical 3D environment by the at least one 

display; and 

- remotely controlling the view of the represented 3D environment on the 

display by means of the handheld device. 

45. A computer program product comprising program code means for 

causing a data processing system to perform the method of any one or more 

of the preceding embodiments, when said program code means are 

executed on the data processing system. 
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46. A computer program product according to the previous embodiment, 

comprising a computer-readable medium having stored there on the program 

code means. 
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Claims 

1. A system comprising a handheld device and at least one display, where 

the handheld device is adapted for switching between 

5 - performing at least one action in a physical 3D environment, where the at 

least one display is adapted for visually representing the physical 3D 

environment, and 

10 

- remotely controlling the view with which the 3D environment is represented 

on the display. 

2. A system according to any one or more of the preceding claims, wherein 

the handheld device is adapted to record the 3D geometry of the 3D 

environment. 

15 3. A system according to any one or more of the preceding claims, wherein 

means for manually switching between performing the at least one action and 

remotely controlling the view is provided on the handheld device. 

4. A system according to claim 3, wherein the means for manually switching 

20 is an actuator, such as a button, a switch or a contact. 

5. The system according to any one or more of the preceding claims, wherein 

the view is defined as viewing angle and/or viewing position. 

25 6. The system according to any one or more of the preceding claims, wherein 

the handheld device is adapted for remotely controlling the magnification with 

which the 3D environment is represented on the display. 

7. The system according to any one or more of the preceding claims, wherein 

30 the handheld device is adapted for changing the rendering of the 3D 

environment on the display. 
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8. The system according to any one or more of the preceding claims, wherein 

the at least one action comprises one or more of: 

- measuring, 

5 - recording, 

- scanning, 

- manipulating, and/or 

- modifying. 

10 9. The system according to any one or more of the preceding claims, wherein 

the 3D environment comprises one or more 3D objects. 

10. The system according to any one or more of the preceding claims, 

wherein the handheld device is adapted to be held in one hand by an 

15 operator. 

20 

11. The system according to any one or more of the preceding claims, 

wherein the display is adapted to represent the 3D environment from multiple 

views. 

12. The system according to any one or more of the preceding claims, 

wherein the handheld device comprises at least one motion sensor. 

13. The system according to any one or more of the preceding claims, 

25 wherein the view of the 3D environment represented in the at least one 

display is at least partly determined by the at least one motion sensor. 

14. The system according to any one or more of the preceding claims, 

wherein the magnification represented in the at least one display is at least 

30 partly determined by the at least one motion sensor. 
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15. The system according to any one or more of the preceding claims, 

wherein the handheld device is adapted to record the 3D geometry of the 3D 

environment. 

16. The system according to any one or more of the preceding claims, 

wherein the 3D geometry of the 3D environment is known a-priori. 

17. The system according to any one or more of the preceding claims, 

10 wherein the handheld device comprises at least one user-interface element. 

18. The system according to any one or more of the preceding claims, 

wherein the at least one user-interface element is at least one motion sensor. 

15 19. The system according to any one or more of the preceding claims, 

wherein the handheld device comprises at least two motion sensors 

providing sensor fusion. 

20. The system according to any one or more of the preceding claims, 

20 wherein the user interface functionality comprises the use of gestures. 

21. The system according to any one or more of the preceding claims, 

wherein the gestures are detected by the at least one motion sensor. 

25 22. The system according to any one or more of the preceding claims, 

wherein the handheld device comprises at least one user-interface element 

other than the at least one motion sensor. 

23. The system according to any one or more of the preceding claims, 

30 wherein the at least one other user-interface element is a touch-sensitive 

element. 
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24. The system according to any one or more of the preceding claims, 

wherein the at least one other user-interface element is a button. 

5 25. The system according to any one or more of the preceding claims, 

wherein the at least one other user-interface element is a scroll wheel. 

26. The system according to any one or more of the preceding claims, 

wherein the handheld device is adapted to change a viewing angle with 

10 which the 3D environment is represented on the at least one display. 

15 

27. The system according to any of the preceding claims, wherein the 

handheld device is adapted to change a magnification factor with which the 

3D environment is represented on the at least one display. 

28. The system according to any one or more of the preceding claims, 

wherein the handheld device is adapted to change a viewing position with 

which the 3D environment is represented on the at least one display. 

20 29. The system according to any one or more of the preceding claims, 

wherein the view of the 3D environment comprises a viewing angle, a 

magnification factor, and/or a viewing position. 

30. The system according to any one or more of the preceding claims, 

25 wherein the view of the 3D environment comprises rendering of texture 

and/or shading. 

31. The system according to any one or more of the preceding claims, 

wherein the at least one display is divided into multiple regions, each 

30 showing the 3D environment with a different view. 
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32. The system according to any one or more of the preceding claims, 

wherein the 3D geometry comprises a 3D surface of the environment. 

33. The system according to any one or more of the preceding claims, 

5 wherein the 3D geometry comprises a 3D volumetric representation of the 

environment. 

10 

34. The system according to any one or more of the preceding claims, 

wherein the handheld device is an intra-oral 3D scanner. 

35. The system according to any one or more of the preceding claims, 

wherein the handheld device is a surgical instrument. 

36. The system according to any one or more of the preceding claims, 

15 wherein the handheld device is a mechanical tool. 

37. The system according to any one or more of the preceding claims, 

wherein the handheld device is an in-ear 3D scanner. 

20 38. The system according to any one or more of the preceding claims, 

wherein the at least one display is arranged separate from the handheld 

device. 

39. The system according to any one or more of the preceding claims, 

25 wherein the at least one display is arranged on a cart. 

30 

40. The system according to any one or more of the preceding claims, 

wherein the at least one display is defined as a first display, and where the 

system further comprises a second display. 
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41. The system according to any one or more of the preceding claims, 

wherein the second display is arranged on the handheld device. 

42. The system according to any one or more of the preceding claims, 

5 wherein the second display is arranged on the handheld device in a position 

such that the display is adapted to be viewed by the operator, while the 

operator is operating the handheld device. 

43. The system according to any one or more of the preceding claims, 

10 wherein the second display indicates where the handheld device is 

positioned relative to the 3D environment. 

44. The system according to any one or more of the preceding claims, 

wherein the first display and/or the second display provides instructions for 

15 the operator. 

20 

45. The system according to any one or more of the preceding claims, 

wherein visual information is provided to the operator on one or more means 

other than the first display. 

46. The system according to any one or more of the preceding claims, 

wherein audible information to the operator is provided to the operator. 

47. The system according to any one or more of the preceding claims, 

25 wherein the scanning is performed by means of LED scanning, laser light 

scanning, white light scanning, X-ray scanning, and/or CT scanning. 

48. The system according to any one or more of the preceding claims, 

wherein a graphical pointer is provided on the display for representing the 

30 movement of the handheld device when the handheld device is used to 

0266



WO 2012/076013 PCT/DK2011/050461 

40 

remotely controlling the view with which the 3D environment is represented 

on the display. 

49. The system according to any one or more of the preceding claims, 

5 wherein the handheld device is an intra-oral 3D scanner and the at least one 

action performed in the physical 3D environment is scanning and that the 

view is remotely controlled by at least one motion sensor arranged in the 

handheld device, and wherein an actuator provided on the handheld device 

switches between performing the at least one action and remotely controlling 

10 the view. 

50. A method of interaction between a handheld device and at least one 

display, where the method comprises the steps of: 

- performing at least one action in a physical 3D environment by means of 

15 the handheld device; 

20 

- visually representing the physical 3D environment by the at least one 

display; and 

- remotely controlling the view of the represented 3D environment on the 

display by means of the handheld device. 

51. A computer program product comprising program code means for 

causing a data processing system to perform the method of claim 44, when 

said program code means are executed on the data processing system. 

25 52. A computer program product according to the previous claim, comprising 

a computer-readable medium having stored there on the program code 

means. 
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national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of 
the application. 
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Attorney Docket No. 0079124-000266 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

In re Patent Application of ) 
) 

Henrik OJELUND et al. ) Group Art Unit: 3992 
) 

Reissue Application Serial No.: 16/526,281 ) Examiner: Peng KE 
) 

Filed: July 30, 2019 ) Confirmation No.: 9657 

) 
For: SYSTEM WITH 3D USER INTERFACE ) 

INTEGRATION ) 

SECOND PRELIMINARY AMENDMENT 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Commissioner: 

Prior to examination of the above-captioned patent application, kindly amend the 

application as follows: 
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The following listing of claims will replace all prior versions and listings of claims 

in this application. 

LISTING OF CLAIMS: 

1. (amended) A scanning system for scanning a 3D environment, the scanning 

system comprising: 

a handheld device including an optical scanner, wherein the 3D environment to 

be scanned is selected by pointing the optical scanner at the 3D 

environment; and 

at least one display remotely connected to the handheld device, 

wherein the hand held device is adapted for performing at least one 

scanning action in a physical 3D environment, and the at least one display is 

adapted for visually representing the physical 3D environment; and 

the handheld device includes a 3D user interface for remotely controlling the 

display to adjust the view with which the 3D environment is represented on the 

display.,_ 

wherein the handheld device comprises at least one motion sensor, and 

wherein the at least one motion sensor is a sensor that directly detects motion. 

2. (amended) [A] The scanning system according to claim 1, wherein the handheld 

device is adapted to record the 3D geometry of the 3D environment. 
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3. (amended) [A] The scanning system according to claim 1, wherein the handheld 

device includes an actuator [means] for manually switching between performing 

the at least one scanning action and remotely controlling the view. 

Please cancel Claim 4. 

5. (amended) The scanning system according to claim [4] 1, wherein the view of 

the 3D environment represented in the at least one display is at least partly 

determined by the at least one motion sensor. 

6. (amended) The scanning system according to claim [4] 1, wherein functionality 

of the 3D user interface comprises a use of gestures. 

7. (amended) The scanning system according to claim 6, wherein the gestures are 

detected by the at least one motion sensor. 

8. (amended) The scanning system according to claim [4] 1, wherein the [user

interface is other than the at least one motion sensor] handheld device further 

comprises at least one of an infrared sensor, a range sensor, or a proximity 

sensor. 
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9. (amended) The scanning system according to claim 1, wherein the handheld 

device is adapted to change a viewing angle with which the 3D environment is 

represented on the at least one display. 

10. (amended) The scanning system according to claim 1, wherein the handheld 

device is adapted to change a magnification factor with which the 3D 

environment is represented on the at least one display. 

11. (amended) The scanning system according to claim 1, wherein the handheld 

device is an intra-oral 3D scanner. 

12. (amended) The scanning system according to claim 1, wherein the handheld 

device includes a surgical instrument. 

13. (amended) The scanning system according to claim 1, wherein the handheld 

device includes a mechanical tool. 

14. (amended) The scanning system according to claim 1, wherein the handheld 

device is an in-ear 3D scanner. 
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15. (amended) The scanning system according to claim 1, wherein the at least one 

display is defined as a first display, and where the system further comprises a 

second display. 

16. (amended) The scanning system according to claim 15, wherein the second 

display indicates where the handheld device is positioned relative to the 3D 

environment. 

17. (amended) The scanning system according to claim 15, wherein the first display 

and/or the second display provides instructions for the operator. 

18. (amended) The scanning system according to claim 1, wherein audible 

information is provided to the operator. 

19. (amended) A system comprising: 

a handheld device and at least one display; 

wherein the handheld device is adapted for switching between performing at 

least one action in a physical 3D environment, wherein the at least one 

display is adapted for visually representing the physical 3D environment; and 

remotely controlling the display to adjust the view with which the 3D 

environment is represented on the display; 
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wherein the handheld device is an intra-oral 3D scanner and the at least one 

action performed in the physical 3D environment is scanning and that the 

view is remotely controlled by at least one motion sensor arranged in the 

handheld device, and wherein an actuator provided on the handheld device 

switches between performing the at least one action and remotely controlling 

the view, and wherein the at least one motion sensor is a sensor that directly 

detects motion. 

(new) The scanning system according to claim 1, wherein the at least one motion 

sensor is an accelerometer, gyro, or magnetometer. 

(new) The scanning system according to claim 1, wherein the at least one motion 

sensor is adapted for taking the movement of the scanner into account while 

performing the scanning. 

(new) The scanning system according to claim 1, wherein the system comprises 

at least two motion sensors and wherein the at least two motion sensors provide 

sensor fusion. 

(new) The scanning system according to claim 1, wherein the at least one 

motion sensor is the 3D user interface for remotely controlling the display, 

wherein the view on the display is determined by moving the handheld scanner. 
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24. (new) The scanning system according to claim 23, wherein moving the handheld 

scanner to point down causes the view on the display to be a downward viewing 

angle. 

25. (new) The scanning system according to claim 1, wherein the handheld device 

further comprises a user-interface element 

26. (new) The scanning system according to claim 25, wherein the user-interface 

element comprises a touch-sensitive element, a button, a scroll-wheel, or a 

proximity sensor. 

27. (new) The scanning system according to claim 25, wherein the user-interface 

element provides more than one user input. 

28. (new) The scanning system according to claim 25, wherein the at least one 

motion sensor and/or the user-interface element are utilized in a workflow. 

29. (new) The system according to claim 19, wherein the handheld device is 

adapted to change a magnification factor of the view represented on the at least 

one display which is determined by the motion of the operator's hand holding the 

handheld device, through the use of the at least one motion sensor. 
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30. (new) The scanning system according to claim 1, wherein the at least one display 

is arranged on a cart. 

31. (new) The scanning system according to claim 1, wherein the at least one 

display is divided into multiple regions. 

32. (new) The system according to claim 19, wherein the handheld device further 

comprises a user interface element, 

wherein switching to remotely controlling the view puts the handheld device into 

a controller mode, 

wherein holding the user interface element and/or the actuator on the handheld 

device in conjunction with moving the handheld device determines the view of 

the 3D environment on the display in accordance with signals from the motion 

sensor. 

33. (new) A scanning system for scanning a 3D environment, the scanning system 

comprising: 

a handheld device including an optical scanner, wherein the 3D environment to 

be scanned is selected by pointing the optical scanner at the 3D 

environment; and 

at least one display remotely connected to the handheld device, 
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wherein the hand held device is adapted for performing at least one 

scanning action in a physical 3D environment, and the at least one display is 

adapted for visually representing the physical 3D environment; and 

wherein the handheld device includes at least one motion sensor for 

remotely controlling the display to adjust the view with which the 3D environment 

is represented on the display; and 

wherein the at least one motion sensor is an accelerometer, gyro, or 

magnetometer. 

(new) The scanning system according to claim 33, wherein the handheld device 

further comprises at least two user interface elements. 

(new) The scanning system according to claim 34, wherein the at least two user 

interface elements comprises at least one button and a touch-sensitive element, 

and wherein the display is on a cart. 

(new) The scanning system according to claim 35, wherein the at least one 

button and the touch-sensitive element provides more than one user input. 

(new) The scanning system according to claim 36, wherein at least one of the 

user input provides for manually switching between performing the at least one 

scanning action and remotely controlling the view. 
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38. (new) The scanning system according to claim 37, wherein switching to remotely 

controlling the view puts the handheld device into a controller mode, wherein 

holding at least one user interface element on the handheld device in conjunction 

with moving the handheld device determines the view of the 3D environment on 

the display in accordance with signals from the motion sensor. 

39. (new) The scanning system according to claim 37, wherein switching to remotely 

controlling the view puts the handheld device into a controller mode and wherein 

when in controller mode, moving the handheld device down results in showing 

the view of the 3D environment from a downward viewing angle on the display. 

40. (new) The scanning system according to claim 1, wherein the at least one 

display is a 3D display, whereby a 3D representation of the 3D environment is 

displayed on the 3D display; and wherein the handheld device is an intra-oral 3D 

scanner or an in-ear 3D scanner. 

41. (new) The scanning system according to claim 40, wherein the 3D display is 

configured to project stereoscopic image pairs of the 3D representation. 
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42. (new) The scanning system according to claim 40, wherein the 3D display is 

volumetric display configured to create a 3D effect of the 3D representation. 

43. (new) The system according to claim 19, wherein the at least one display is a 3D 

display, whereby a 3D representation of the 3D environment is displayed on the 

3D display; and wherein the 3D display is configured to project stereoscopic 

image pairs of the 3D representation. 

44. (new) The scanning system according to claim 33, wherein the at least one 

display is a 3D display, whereby a 3D representation of the 3D environment is 

displayed on the 3D display; wherein the handheld device is an intra-oral 3D 

scanner or an in-ear 3D scanner; and wherein the 3D display is configured to 

project stereoscopic image pairs of the 3D representation. 
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This communication is submitted in accordance with 37 C.F.R. § 1.173. 

Status of Claims and Support for Claim Changes 

This application for a narrowing reissue is being filed with original patent Claims 

1-19, of which Claims 1-3, 5-19 are amended and Claim 4 is canceled, and new Claims 

20-44 are added. 

As of the filing of this second preliminary amendment, Claims 1-3, 5-44 are 

pending. 

The following table lists the status of the claims as well as non-limiting, 

exemplary support for the claim amendments and the new claims. 

1 

2 

3 

4 
5 

6 

7 

8 

9 

10 

Pending and Amended. Non-limiting, exemplary support found at original 
Claims 1 and 4; col. 1, lines 58-60; col. 6, lines 46-50; col. 9, lines 59-60; 
and col. 10, line 35. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1; and col. 3, lines 28-31. 
Canceled. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claims 1 and 4; col. 1, lines 58-60; and col. 5, lines 37-38 and 43-46. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claims 1 and 4; col. 5, lines 43-46; col. 6, lines 51-58; and col. 7, lines 14-
17. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
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11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 
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Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at original 
Claim 1. 
Pending and Amended. Non-limiting, exemplary support found at col. 6, 
lines 46-50; col. 9, lines 59-60; and col. 10, line 35. 
Pending and New. Non-limiting, exemplary support found at col. 6, lines 46-
50. 
Pending and New. Non-limiting, exemplary support found at col. 3, lines 10-
12. 
Pending and New. Non-limiting, exemplary support found at col. 6, line 65-
col. 7, line 3. 
Pending and New. Non-limiting, exemplary support found at original Claim 
19; col. 3, lines 15-17; and col. 4, lines 6-8. 
Pending and New. Non-limiting, exemplary support found at Fig. 2a; col. 3, 
lines 18-19; and col. 11, lines 9-17. 
Pending and New. Non-limiting, exemplary support found at col. 7, lines 4-
17. 
Pending and New. Non-limiting, exemplary support found at col. 7, lines 4-
17. 
Pending and New. Non-limiting, exemplary support found at col. 7, lines 22-
34. 
Pending and New. Non-limiting, exemplary support found at col. 7, lines 18-
34. 
Pending and New. Non-limiting, exemplary support found at original Claim 
1 0; col. 9, lines 45-60; and col. 13, lines 28-31. 
Pending and New. Non-limiting, exemplary support found at col. 14, lines 
45-47. 
Pending and New. Non-limiting, exemplary support found at col. 14, lines 
19-21. 
Pending and New. Non-limiting, exemplary support found at original Claim 
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34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 
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19; col. 3, line 66-col. 4, line 8; and col. 7, lines 4-17. 
Pending and New. Non-limiting, exemplary support found at original Claims 
1, 4, 19; col. 6, lines 46-50. 
Pending and New. Non-limiting, exemplary support found at col. 7, lines 4-
34. 
Pending and New. Non-limiting, exemplary support found at col. 7, lines 4-
34; and col. 14, lines 45-47. 
Pending and New. Non-limiting, exemplary support found at col. 7, lines 22-
34. 
Pending and New. Non-limiting, exemplary support found at original Claims 
3 and 19; and col. 3, lines 28-37. 
Pending and New. Non-limiting, exemplary support found at col. 3, lines 15-
17; and col. 3, line 66-col. 4, line 8. 
Pending and New. Non-limiting, exemplary support found at Fig. 2a; col. 3, 
lines 15-19; col. 3, line 66-col. 4, line 8; and col. 11, lines 9-17. 
Pending and New. Non-limiting, exemplary support found at Fig. 1; col. 5, 
lines 19-30; col. 3, lines 6-12 and 47-48; col. 4, lines 47-48; col. 5, lines 14-
15; and col. 8, lines 39-40. 
Pending and New. Non-limiting, exemplary support found at col. 5, lines 19-
30. 
Pending and New. Non-limiting, exemplary support found at col. 5, lines 19-
30. 
Pending and New. Non-limiting, exemplary support found at col. 5, lines 19-
30. 
Pending and New. Non-limiting, exemplary support found at Fig. 1; col. 5, 
lines 19-30; col. 3, lines 6-12 and 47-48; col. 4, lines 47-48; col. 5, lines 14-
15; and col. 8, lines 39-40. 

Early and favorable action concerning this application is respectfully requested. 

If there are any questions concerning this Second Preliminary Amendment 

Pursuant To 37 C.F.R. § 1.173, or the reissue application in general, the Examiner is 

respectfully requested to telephone the undersigned representative so that prosecution 

of the application may be expedited. 

The Director is hereby authorized to charge any appropriate fees under 37 

C.F.R. §§ 1.16, 1.17 and 1.20(d) and 1.21 that may be required by this paper, and to 

credit any overpayment, to Deposit Account No. 02-4800. 
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Favorable consideration of the application in view of the foregoing amendments 

is respectfully requested. Should any questions arise in connection with this 

application, it is respectfully requested that the undersigned be contacted at the number 

indicated below. 

Date October 28, 2019 

Customer No. 21839 
703 836 6620 

Respectfully submitted, 

BUCHANAN INGERSOLL & ROONEY PC 

By: /Stephany G. Small/ 
Stephany G. Small, Ph.D. 
Registration No. 69,532 
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Attorney Docket No.: 0079124-000266 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

In re Application of ) 
) Group Art Unit: 3992 

Henrik OJELUND et al. ) 
) Examiner: Peng KE 

Reissue Application Serial No.: 16/526,281 ) 
) Confirmation No.: 9657 

Filed: July 30, 2019 ) 
) 

For: SYSTEM WITH 3D USER INTERFACE ) 
INTEGRATION ) 

FIRST INFORMATION DISCLOSURE STATEMENT 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Commissioner: 

In accordance with the duty of disclosure as set forth in 37 C. F. R. § 1.56, the 

accompanying information is being submitted in accordance with 37 C.F.R. §§ 1.97 

and 1.98. 

To assist the Examiner, the documents are listed on the attached substitute for 

forms PTO/SB/08a and PTO/SB/08b. It is respectfully requested that an Examiner

initialed copy of this form be returned to the undersigned. 

The documents are being submitted within three (3) months of the filing or 

entry of the national stage of this application or before the first Office Action on the 

merits, whichever is later. Because these documents are being filed within the time 

period set forth in 37 C.F.R. § 1.97(b), no fee or statement is required. 

The Director is hereby authorized to charge any appropriate fees under 37 

C.F.R. §§ 1.16, 1.17, and 1.21 that may be required by this paper, and to credit any 

overpayment, to Deposit Account No. 02-4800. 

Dated: October 28, 2019 

Customer No. 21839 
BUCHANAN INGERSOLL & ROONEY PC 
1737 King Street, Suite 500 
Alexandria, Virginia 22314 
(703) 836-6620 

Respectfully submitted, 
BUCHANAN INGERSOLL & ROONEY PC 

By: /Stephany G. Small/ 
Stephany G. Small, Ph.D. 
Registration No. 69,532 
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ULTRASOUND ASSEMBLY AND SYSTEM COMPRISING 

INTERCHANGABLE TRANSDUCERS AND DISPLAYS 

BACKGROUND AND SUMMARY 

Acoustic waves (including, specifically, ultrasound 

many scientific or technical fields, waves) are useful in 

such as in medical diagnosis and medical procedures, non-

destructive control of mechanical parts and underwater 

15 imaging, etc. Acoustic waves allow diagnoses and 

visualizations which are complementary to optical 

observations, because acoustic waves can travel in media 

that are not transparent to electromagnetic waves. 

In one application, acoustic waves are employed by a 

20 medical practitioner in the course of performing a medical 

procedure or to provide images of a particular anatomical 

region of a body. Often, an acoustic imaging apparatus is 

employed to provide images of an area of interest to the 

medical practitioner to facilitate successful performance 

25 of the medical procedure. 

As should be appreciated by one having ordinary skill 

in the art, the acoustic imaging apparatus comprises an 

ultrasound transducer and signal processing electronics 

that capture the electrical signal from the acoustic 

30 transd-c1cer and process the signal for display on one type 

of monitor or another. The monitor may then be viewed by 

the medical practitioner real-time, 

stored/reproduced for later review, 

1 

or may be 

or both. 
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5 As is known, there are various types of transducers 

that can be used to capture ultrasonic images. For 

example, there are linear, curved linear and phased array 

transducers, which may be used iE ultrasound. These 

transducers may have elements arranged in a one-dimensional 

10 or a two-dimensional fashion, which can enable the 

capturing of either a narrow slice of echo data, multiple 

narrow s::...ices of echo data iE different orientations with 

respect to each other, or a full volume set of echo data. 

Each type of array has advantages, and depending on the 

15 medica::... anatomy being imaged (due to different target 

depths or imaging window accessibility) a medical 

prac-citioner 

another. As 

may select one type of transducer over 

shou::...d be appreciated, in known systems this 

results in dup::...icative transducer e::...ectronics, transducer 

20 housings, and cables, and thus increases the overal::... 

capital expenditure for the medical facility. 

25 

30 

Furthermore, the arrangement of the medical equipment 

in the imaging room can be challenging due to the placement 

of the ultrasound system 

needs to ::...ook at during 

and 

the 

its display, whicri the user 

scanning session. Storing and 

using multiple transducer probes iE the imaging 

the patient 

room 

exacerbates the problem of crowding area with 

cables and equipment. 

In addition, in 

ultrasound system and 

for placement, since 

relatively immobi::...e. 

such 

its 

they 

:i<::.nown systems, the main 

disp::...ay are similarly problematic 

are typica::...ly bulky and 

Traditional ultrasound scanners are 

large, weighing 

integrated with 

up to severa::... 

wheeled carts. 

hundred po\.1nds, and are 

Even newer "compac-c" 

2 
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ultrasound 

permanently 

display systems, typically 

on sma_[__l_er, lighter carts, 

to a practical location such that the 

PCT/IB2009/054999 

mounted semi-

must be transported 

display is visible to 

the sonographer but the cart is sufficiently out of the way 

of the medical procedure. This is a difficult compromise to 

10 achieve, and often leads to awkward viewing angles or 

motions such as leaning across the patient by the medical 

practitioner to view the display. 

What is needed, therefore, is an ultrasound assembly 

and system that overcomes at least the shortcomings of the 

15 known assemblies and systems described above. 

In accordance with a representative embodiment, an 

ultrasound assembly comprises a module having an input side 

and an output side; an ultrasound transducer comprising a 

micro-beamf ormer configured for attachment and detachment 

20 from the input side of the module; and a display attached 

to the output side of the module. 

In accordance with another representative embodiment, 

a system for ultrasound imaging comprises an ultrasound 

assembly. The ultrasound assembly comprises: a module 

25 having an input side and an output side; a ultrasound 

transducer comprising a micro-beamf ormer configured for 

attachment and detachment from the input side of the 

module; and a display attached to the output side of the 

module . 

30 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present teachings are best understood from the 

following detailed description when read with the 

accompanying drawing figures. The features are not 

3 
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necessarily drawn to scale. Wherever practical, 

reference numerals refer to li-'<e features. 

PCT/IB2009/054999 

like 

Fig. 1 is a perspective view of an ultrasound assembly 

in accordance with a representative embodiment. 

Fig. 2 is a simplified schematic diagram of an 

10 ultrasound assembly in accordance with a representative 

15 

20 

embodiment 

Fig. 

ultrasound 

embodiment 

3 is a simplified block 

imaging in accordance 

diagram of a system 

with a representative 

DEFINED TERMINOLOGY 

for 

As used herein, the terms ~ ' or Aan' , as used herein 

are defined as one or more than or:e. 

meanings, the terms In addition 

"substantial' or 

limits or degree 

to their ordinary 

"substantially' mean to with 

ordinary skill 

acceptable 

to one having in the art. 

In addition to their ordinary meanings, the term 

"approximately' mean to within an acceptable limit or 

amount to one having ordinary skill in the art. For 

25 example, "approximately the same' means that one of 

ordinary skill in the art would consider the i terns being 

compared to be the same. 

30 

DETAILED DESCRIPTION 

In the £allowing detailed description, for purposes of 

explanation and not limitation, 

disclosing specific details are 

provide a thorough understanding 

representative embodiments 

set £orth in order to 

of the present teachings. 
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5 Descriptions of known devices, materials and manufacturing 

methods may be omitted so as to avoid obscuring the 

description of the exarrple embodiments. Nonetheless, such 

devices, materials and methods that are within the purview 

of one of ordinary skill in the art may be used in 

10 accordance with the representative embodiments. 

15 

20 

Fig. 1 is a perspective view of an ultrasound assembly 

100 in accordance with a representative embodiment. The 

assembly comprises a phased array transducer 102 having 

transducer elements 101 in a forward portion thereof. The 

transducer elements 101 are shown in a two-dimensional 

array in the representative embodiment. As will become 

clearer as the present description continues, the 

transducer elements may be arranged in a linear array, or 

in a curved linear array, or other transducer arrangement 

within 

It is 

the purview 

noted that a 

of one having 

lens covering 

ordinary skill in 

the elements 101 

the art. 

is 

normally included; but is not shown in the various Figs. 

The transducer 102 is connected to an ultrasound (US) 

module 103 in a detachable manner. The module 103 

25 illustratively comprises a display 104 configured to 

provide an ultrasound image {not shown) garnered from the 

transducer 102. The display 104 is illustratively a small 

form-factor liquid crystal display (LCD) device but may be 

30 

a display :oased on other techt10logies. 

display 104 may be a small form-factor 

For example, the 

organic light 

err,itting diode (OLEO) device to name only one alternative 

to the LCD. 

technologies 

Other types of displays based on known 

are contemplated. 

5 
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5 Notably, because the assembly 100 is designed and 

intended for hand-held use by a medical practitioner, the 

display 104 is beneficially of a comparatively small form-

factor as mentioned above. :::t is contemplated that the 

display 104 may be the only display of an ultrasound 

10 system; or an auxiliary display used by the medical 

practitioner during a medical procedure or test. As should 

be appreciated by one having ordinary skill in the art, the 

locating of the display 10 4 fosters simplicity and accc1racy 

during certain procedc1res and testing. Beneficially, 

15 beca\.1se the display 104 is on the module, the medical 

practitioner can look to the location where he/ she is 

physically scanning and view the resc1ltant image on the 

display 104 without looking away at a remote display. For 

instance, the display 104 could be attached to the back of 

20 a transducer in a manner that it can be easily rotated and 

tilted or can be located on the side of the modc1le 103 in a 

so-called "flip-oc1t" style configc1ration (similar to a 

consc1mer video camera) 

Moreover, the display 104 may be detachable so as to 

25 be positioned in a desired location separate from the body 

of the transd-c1cer and module. Among other benefits, this 

is useful in cases where another action is being effected 

simultaneously, such as placement of a needle for a biopsy, 

or insertion of a catheter in the body. The medical 

30 practitioner would be able to hold the assembly 100 in one 

hand, and guide the needle/ catheter with the other using 

the image on the display 104 to facilitate the process and 

without having to look away to a remote monitor (not 

shown) 

6 
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The module 103 may be connected to a system (not 

shown) via connection 105. 

the connection 105 may be 

to operate under one of a 

=n representative embodiments, 

a wireless connection configured 

variety of wireless protocols 

provided under standards. 

having ordinary skill in 

Such protocols 

the art and thus 

are 

are 

known to one 

not detailed 

in order to avoid obscuring 

representative embodiments. 

issues of confidentiality 

the description of the 

Notably, however, due to 

related to medical information, 

the selected protocol will likely have a competent level of 

15 security to ensure compliance with medical information 

confidentiality. 

20 

25 

Alternatively, the 

wired connection and may 

connection 105 

be compatible 

Illustratively, 

is shown 

with one 

to be a 

of a 

the connection may be variety of standards. 

a single differential serial pair such as universal serial 

bus (USB) or 

However, it 

low-voltage differential 

is contemplated that other 

signaling 

types of 

(LVDS) 

connections 

may be used. 

As alluded to above, the transducer 

mounted to the module 103. As described 

102 is detachably 

more fully herein, 

by providing for selective attachment and detachment 

transducer 102, a medical practitioner is accorded 

ability to select a different transducer type based 

of the 

the 

on the 

particular test/measurement undertaken; and without having 

30 to select and stock an entirely different assembly. As 

should be appreciated, this option beneficially allows the 

medical facility to reduce its capital expenditure by 

stocking one module for multiple types of transducers, 

7 
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5 rather than having to stock a complete ultrasound assembly 

for each type of transducer. 

Similarly, the display 104 is illustratively 

detachably mounted to module 103. As mentioned above, the 

display 104 may be detached for optimal placement ir" the 

10 field of view of the sonographer during the imaging 

session. The data connection between the display 104 and 

the module 103 may be wired, as with USB or similar high-

speed serial interface, or wireless, as with an ultra-

wideband (UWB) protocol promoted by the WiMedia Alliance. 

15 If wireless, the display 104 should include a provision to 

provide power, 

an AC adapter. 

such as a battery or DC input connector 

Taking advantage of the detachable feature of the 

for 

display 104, the medical facility is afforded the ability 

20 to reduce their overall capital investment or increase 

25 

30 

their aggregate ultrasound scanner reliability, or "up 

time", by separately stocking detachable display units. The 

display units may then be combined at will with one or rr,ore 

ultrasound transducers and modules as the patient workload 

changes, or as display units occasionally fail. 

In representative 

magnetically connected 

the transducer 102 may 

such as by 

embodiments, the transducer 102 is 

to the module l 03. Alternatively, 

be mechanically connected to the 

latching mechanisms (not shown) or module 103, 

friction-fit (i.e., 'snap-on') mechanisms. As described 

more fully below, the transducer 102 is connected 

electrically to the module by an interface (not shown in 

Fig. 1), which 

the transducer 

is operative to provide electrical power to 

102 and to pass electrical signals from the 

8 

0309



5 

10 

WO 2010/064156 

transducer 

connection 

with gold 

102. Illustratively, 

may comprise tabs (not 

coating on a lower end 

PCT/IB2009/054999 

the electrical-mechanical 

shovm) comprising copper 

(not shown) of the 

transducer 102 that mate 

on the module 103 end. A 

either the transducer 102 

to the electrical tabs (not shown) 

skirt may be located around 

or module 103 sides that align 

the module to the opposite end. The connected structure is 

sealed such that it is resistant to fluid ingress. For 

example, the electrical-mechanical connection of the 

transducer 102 to the module 103 can be made similarly as 

15 described in US Patent 6,635,019, the disclosure of which 

is specifically incorporated herein by reference. 

Notably however, and as described below, beca--.1se of 

the microbeamf ormer placed in the transducer 102, the 

electrical connections needed to mate are much rect-Jced 

20 since less analogue signals are required thus allowing for 

simpler mechanical connections such as "snap-on" mechanism 

where the mechanical tolerance required is much less. The 

is much more practically achievable allowing for easy 

connect /disconnect modules where the wear and tear over 

25 time would still allow a robust electrical connection. 

30 

Fig. 2 is a simplified schematic diagram of an 

ultrasound assembly 200 in accordance with a representative 

embodiment. The assembly 200 includes many common features 

to the assembly 100 described in connection with Fig. 

Such common features are often not duplicatively described, 

but may be further 

The transducer 

elaborated upon. 

as noted above. The 

102 comprises transducer 

transducer elements 101 

elements 102 

may be linear 

array or a phased array, or a combination thereof, such as 

9 
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described in U.S. Patent 6,436,048. The beam from the 

transducer elements 101 may also be steered as described in 

U.S. 

101 

Patent 

may be 

7,037,264. As noted, 

a curved linear (ID) 

the 

array 

transducer 

(CLA) , such 

elements 

as 

described in US Patent 6,540,682. These patents are 

10 assigned to the present assignee and are all specifically 

15 

incorporated herein by reference. 

The transducer 102 also comprises a microbeamformer 

201. The microbeamformer 201 may be as described in U.S. 

Patent 6,436,048. Echoes by the elements 101 of the 

transducer 

beamformer 

beamformer 

102 are partially beamformed by a micro-

201. 

201 

In a representative embodiment, 

contains circuitry which controls 

the 

the 

micro-

signals applied to groups of elements ("patches") of the 

transducer elements 101 and effects some processing of the 

20 echo signals received by elements of each group. Micro-

beamforming in the transducer 102 beneficially reduces the 

number of conductors in the connection 105 betwee.c1 the 

assembly 

Additional 

100 and the ultrasound system (not 

details of the benefits derived 

shown) 

from 

25 microbeamf orming may be found in corrJrconly assigned U.S. 

30 

Pat. No. 5,997,479, the disclosure of which is specifically 

incorporated herein by reference and in the Ao4s patent. 

In addition to the be.c1efits derived frorr, dividing the 

with a microbeamformer, the representative beamforming 

errcbodiment s foster additional benefits because the 

microbeamformer 201 is co-located with the transducer 

elements 101 within the transducer 102. For example, 

superior electrical performance is realized because the 

electronics of the microbeamformer 201 are proximal to the 

10 
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5 elements 101, eliminating the need for complex 

interconnects, cabling, and the attendant signal 

distortions and power losses of long electrical 

connections 

Moreover, microbeamf orming may be specifically mat:.ched 

10 with the type of array of transducer elements 101, since 

the microbeamf orming is physically combined with the 

elements 101. Moreover, because of the matching of the 

microbeamf ormer 201 to t:.he part:.icular type of sensor array 

different:. versions of the microbeamformer 201 can be 

15 

20 

25 

optimized for different sensor classes (e.g., sect.or, 

linear, CLA) and for different frequencies/ impedances. 

Thus, rather than a generic microbeamformer that is 

configured to work acceptably with each of a number of 

transducer types, the present teachings allow for an 

improved if not optimal match of microbeamformer to the 

type of transducer array of each indi victual transducer 102. 

Illustratively, 

in dimensions to the 

the microbeamformer 201 

layout of the aco-c1stic 

may be matched 

elements of 

sensor 

sensor 

array 101 and 

itself, saving 

then may be mounted 

space, simplifying 

directly 

the 

interconnection scheme between the microbeamformer 

to the 

201 and 

the sensor, and reducing electrical noise and signal loss 

by minimizing signal trace lengths. 

In addition, the microbeamformer 201 may be optimized 

30 to respond to ::.he resonant frequency range of the acoustic 

sensor elements and to apply beamforming delays that match 

said frequency range with sufficient resolution for high 

quality imaging, but not so much resolution as to wast:.e 

circuit component:.s. Similarly, the microbeamformer 

11 
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5 circuitry may be optimized to match the characteristic 

impedance of the sensor elemen-=.s l O l. 

10 

15 

As described above, the transducer 102 is connected to 

the module 

comprises 

103 

both 

via an interface 2 02; and the interface 202 

a mechanical 

connection. The mechanical 

connection and an electrical 

connection enables attaching 

and detaching of the transducer 102 to the module 103 as 

described above. The elec-=.rical connection 

to the transducer 102, in particular to its 

provides power 

integrated 

microbeamf ormer; and signa.::_s 

to the module 103 for further 

from the microbeamf ormer 201 

processing. The electrical 

mechanical connection can be made using a standard USB type 

latching connector or a custom mechanical latch type, snap 

£it, or magnetic type connection, such as described in co

pending US Patent Application Serial No. 60/941, 427 

20 entitled Wireless Ultrasound Probe Cable and filed on June 

25 

2007. The disclosure of this application is 

specifically incorporated herein by reference. 

The mod-c1le 103 comprises a scan controller 203 and a 

main beamformer 2 04, such as described in U.S. Patent 

6,436,048 or in U.S. Patent 7,037,264 for example. The 

module 103 may also comprise DSP circuitry 205 for the 

signal detection path in multiple modes (e.g., Greyscale, 

Flow, PW, CW) In addition, the module 103 comprises a 

power supply 206 for powering the mod-c1le 103, the 

30 transducer 102 and the display component 104. It also 

comprises a memory 207 for storing acquired images user 

preset.s scan control and beamforming coefficients user 

programs 

12 
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5 The power supply 206 may be an AC/DC converter 

10 

operative to provide a desired DC voltage. Alternatively, 

the power supply 20 6 may be a known type of battery. The 

implementation of the latter provides certain benefits over 

known devices. First, because no cable is needed for 

power, the 

according 

assembly 100 

to a wireless 

may be 

protocol 

portability and use. Moreover, 

rechargeable, can be recharged 

transfer over the same (wired) 

readily implemented 

providing ease of 

a battery, which can be 

simultaneously with data 

connection 105. For 

15 example, a USB connection may be used to realize both data 

and power for recharging. 

20 

25 

The 

powering 

display 

have its 

compact 

external 

use 

the 

104 

of a :oattery also accords the 

display 104 in a local manner. 

does not require a remote power 

benefit of 

Thus, the 

supply, and 

own battery. As such, the di splay 104 can be 

and light. By contrast, a separate monitor or 

display such as on a personal digital assistant 

may 

(PDA) will 

unit (CPU) , 

reduce the 

require a power source and central processing 

which add to the corrplexity of the system and 

ergonomic benefits derived from the self-

contained assembly 100. 

Furthermore, the rendering and formatting of images 

may be effected in the module 103, thus minimizing the need 

for processing at the display 104. This reduces not only 

30 the size a.:1d weight of the system, but also the cost of the 

display 104. The display 104 is easily connected or 

disco.:1nected to the module 103 thus allowing for 

flexibility in positioning for the user. ::::iue to the few 

electrical signals required, the mechanical electrical 

13 
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5 connect.ion can be made to be simple since the alignment and 

tolerance of the electrical tabs easily achievable. The 

electrical tabs of the mod-Jle {described above) can mate to 

the electrical tabs of the display 104, such as by a 

magnetic connect.ion, a friction fit or some other type of 

10 latching connection. This mechanical connect.ion can allow 

for rotation and tilting of the display. 

Fig. 3 is a simplified block diagram of a system 300 

for ultrasound imaging in accordance with a representative 

embodiment. The syst.em 300 comprises the assembly 100 and 

15 a syst.em monitor 301 connected by connection 105 as shown. 

The system 300 includes many common features and details to 

those described in connect.ion with the representative 

embodiments of Figs . 1 and 2 . 

The system monitor 301 may be a stand-alone monitor 

20 used by the medical practitioner using the assembly 100 and 

may be in lieu of or in addition to the display 104. 

25 

Alternatively, 

(e.g., 

to the 

Again, 

a server) 

the system monitor 300 may be a central unit 

of a medical facility that provides access 

assembly in real-time or via memory. images from the 

the link between the assembly 100 and the monitor 

301 may be wired or wireless, as may t.he link from the 

monitor to other devices of a network connected thereto. 

In view of this disclosure it is noted that the 

various ultrasound assemblies and systems ultrasound 

30 imaging may comprise a variety of devices, components, 

soft.ware, hardware and firmware. Moreover, applicat.ions 

at.her than medical imaging may benefit from the present 

teachings. Further, the various devices, components, 

soft.ware, hardware, firmware and parameters are included by 

14 
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5 way of example only and not in any limiting sense. In view 

of this disclosure, those skilled in trie art can implement 

the present teachings in determining their own applications 

and needed devices, components, software, hardware and 

firmware to implement these applications, while remaining 

10 within the scope of the appended claims. 

15 
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5 Claims 

An ultrasound assembly, comprising: 

a module having an input side and an output side; 

a ultrasound transducer comprising a micro-beamf ormer 

10 configured for attachment and detachment from the input 

side of the module; and 

a display attached to the output side of the module. 

2 . An ultrasound assembly as claimed in claim 1, wherein 

15 the ultrasound transducer comprises a linear transducer 

array and the module is configured to receive input signals 

from the linear transducer array and to provide output 

signals to the display. 

20 

25 

3 . An ultrasound assembly as claimed in claim 1, wherein 

the ultrasound transducer comprises a phased array 

transducer array and the module is configured to receive 

input signals from the phased array transducer array and to 

provide output signals to the display. 

4 . An ultrasound assembly as claimed in claim 1, wherein 

the ultrasound transducer comprises a curved transducer 

array and the module is configured to receive input signals 

from the curved transducer array and to provide output 

30 signals to the display. 

5. An ultrasound assembly as claimed in claim 1, wherein 

the module comprises a microcontroller and a memory and the 

16 
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5 microcontroller is configured to acquire a transducer 

parameter from the memory. 

6. An ultrasound assembly as claimed in claim 5, wherein 

the microcontroller is configured to receive data from the 

10 transducer array after acquiring the transducer parameter. 

7 An ultrasound assembly as claimed in claim 5, wherein 

the microcontroller is configured to optimize calculating 

configuration and scanning coefficients of the ultrasound 

15 transducer. 

20 

25 

30 

s An ultrasound assembly as claimed in claim 1, wherein 

the display is disposed over the module. 

9. An ultrasound assembly as 

the module and the transducer 

mechanically attach and detach 

claimed in claim 1, 

are configured to 

from one another. 

wherein 

10. An ultrasound assembly 

the display is electrically 

wired manner. 

as claimed in claim 1, wherein 

connected to the assembly in a 

11. An ultrasound 

the module and the 

attach and detach 

assembly as 

display are 

claimed in claim 1, wherein 

configured to magnetically 

from one another. 

12. An ultrasound assembly 

the display is electrically 

as claimed in claim 1, wherein 

connected to the assembly in a 

17 
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5 wireless manner. 

10 

13. A system for ultrasound imaging, comprising: 

an ultrasound asseITcbly, comprising: a module having an 

input side and an output side; an ultrasound transducer 

comprising a rricro-beamf armer configured for 

detachment from the input side of the module; 

attached to the output side of the module. 

attachment and 

and a display 

14. A system as claimed in claim 13, wherein the 

15 ultrasound transducer comprises a linear transducer array 

and the module is configured to receive input signals from 

the linear transducer array and to provide output signals 

to the display. 

20 

25 

15. A system as claimed in claim 13, wherein the 

ultrasound transducer 

array and the module 

from the phased array 

output signals to the 

comprises a phased array transducer 

is configured to receive input signals 

transducer array and to provide 

display. 

16. A system as claimed in claim 13, wherein the 

ultrasound transducer comprises a curved transducer array 

and the module is configured to receive input signals from 

the curved transducer array and to provide output signals 

30 to the display. 

1 7. A system as claimed in claim 13, wherein the 

ultrasound transducer comprises a memory and the module 

18 
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5 comprises a microcontroller configured to acquire a 

transducer parameter from the memory. 

18. A system as claimed in claim 1 7, wherein the 

microcontroller is configured to receive data from the 

10 transducer array after acquiring trie transducer parameter., 

19. A system as claimed in claim 13, wherein the 

microcontroller is configured to optimize calculating 

configuration and scanning coefficients of the ultrasound 

15 transducer. 

20. A system as claimed in claim 13, wherein the 

is disposed over the module. 

20 21. A system as claimed in claim 13, wherein the 

and the transducer are configured to mechanically 

and detach from one another. 

23. A system as claimed in claim 13, wherein the 

25 mechanical attachment is by friction-fit. 

display 

module 

attach 

23. A system as claimed in claim 13, further comprising 

another display remote to the ultrasound assembly. 

19 
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(54) Autostereoscopic display 

(57) An autostereoscopic display (1 ), in particular an 
autostereoscopic head-up display, is disclosed, compris
ing a pane (2), which is partly reflective and partly trans
missive and a light source (3) for generation of an image 
consisting of a plurality of pixels (5,5a,5b), wherein for 
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(72) Inventor: Thominet, Vincent 
5330 Bad Zurzach (CH} 

each pixel (5,5a,5b) a left/right light beam (6a,6b) is guid
ed from the light source (3) to the left/right eye of the 
viewer via the pane (2). According to the invention, said 
guiding of the light beams (6a,6b) to the eyes is achieved 
only by pure reflection at said pane (2) (ie. there is no 
diffraction). 
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Description 

Technical Field 

[0001] The invention relates to an autostereoscopic 
display. A autostereoscopic display is a device for dis
playing three-dimensional pictures without the need of 
additional equipment for the viewer, i.e. 3D-glasses such 
as anaglyphs, LCD-shutter glasses (LCD= Liquid Crystal 
Display), polarized glasses or prismatic glasses for ex
ample. In particular, the invention relates to head-up dis
plays (HUD). A head-up display is any transparent dis
play that presents data without requiring the user to look 
away from his or her usual viewpoint. Although they were 
initially developed for military aviation, HUDs are now 
used in commercial aircraft, automobiles, and other ap
plications as well. 

Prior Art 

[0002] DE 101 35 342 C1 discloses a projection device 
having a projection unit and a relatively spaced projection 
surface, e.g. incorporated in the automobile dashboard, 
onto which an image is projected using a light beam for 
each image point. The projection surface has a beam 
widening device in front of a mirror reflecting the incident 
light beams to provide reflected beams converging in a 
planar viewing field in front of the automobile driver. 
[0003] DE 101 31 720 Al discloses a head-up display 
system for presentation of an object outside the vehicle 
to a person in the vehicle, comprising means for deter
mination of the position of vehicle occupants and means 
for location corrected display of the object relative to the 
position. 
[0004] Furthermore, US 5, 198,895Adisclosesa head
up display used in a cockpit with a space for the pilot 
having two subspaces where the pilot's eyes will be lo
cated during flight. The head-up display includes a video 
display device for emitting light representative of a pre
determined image, located in the cockpit and a second 
video display for emitting light representative of the pre
determined image located in the cockpit. An angularly 
selective holographic optic element diffraction grating is 
provided for reflecting light emitted from the first video 
display into the first subspace, but not into the second 
subspace. Light emitted from second video display de
vice is reflected into the second subspace but not into 
the first subspace. 
[0005] In addition, US 5,973,727 A discloses a refrac
tive index modulator consisting of a liquid crystal layer, 
which is arranged near a glass plate so that the liquid 
crystal molecules are arranged to have a refractive index 
that is either less than or greater than that of the glass 
plate to produce either a total internal reflection of a beam 
at the glass plate or to transmit a light beam through the 
glass plate. 
[0006] Furthermore, US 2004/0239835 A1 discloses 
a three-dimension display apparatus which includes a 

liquid crystal display, a first polarizer on the rear surface 
of the liquid crystal display, a second polarizer on the 
front surface of the liquid crystal display, a liquid crystal 
polymer being on the second polarizer and including a 

5 chiral dopant and liquid crystal molecules. The liquid 
crystal polymer is divided into first regions through which 
incident light is not polarized and second regions through 
which the incident light is polarized at 90 degrees. A third 
polarizer on the liquid crystal polymer selectively trans-

10 mits the incident light from the liquid crystal polymer. 
[0007] Finally, EP 1 739 978 A2 discloses a three di
mensional display device including an image display unit, 
which unit includes pixels having first sub-pixels corre
sponding to a left-eye image and second sub-pixels cor-

15 responding to a right-eye image. The three dimensional 
display device also includes a parallax barrier which is 
located proximately to the image display unit. The paral
lax barrier includes light interception portions and light 
transmission portions alternately and repeatedly ar-

20 ranged in a direction and also color filters arranged be
tween the light interception portions and the light trans
mission portions, wherein the color filters control paths 
of lights from the pixels. 

25 Object of the Invention 

[0008] It is an object of the invention to provide an auto
stereoscopic display which is less complex and can be 
implemented with less technical effort. In particular, the 

30 object of the invention is to provide a head-up display 
which allows for a spatial impression. 

Summary of the Invention 

35 [0009] The object of the invention is achieved by a dis
play according to claim 1, that is an autostereoscopic 
display, comprising 

a pane which is partly reflective and partly transmis-
40 sive and 

a light source for generation of an image consisting 
of a plurality of pixels, wherein for each pixel a lefU 
right light beam is guided from the light source to the 
left/right eye of the viewer via said pane, 

45 wherein said guiding of the light beams to the eyes 
is achieved only by pure reflection at said pane. 

[001 0] Advantageously, the guiding of the light beams 
at the pane (particularly a windscreen) is achieved only 

50 by pure reflection. That does not mean that there may 
be no transmissive part, that is to say parts of the light 
beams which cross the pane and do not reach the view
er's eyes. It means that the part, which reaches the view
er, is just reflected at the pane and not diffracted as it is 

55 the case in some prior art solutions, which use a diffrac
tion grating in the windscreen. 

2 

[0011] A diffraction grating is an optical component 
with a regular pattern, which splits (diffracts) light into 
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several beams travelling in different directions. The di
rections of these beams depend on the spacing of the 
grating and the wavelength of the light so that the grating 
acts as a dispersive element. 
[0012] As one can imagine, the use of such a grating, 
especially in a relatively large pane such as a windscreen 
which in addition often have complex shapes, requires 
complex machinery to produce the same. By contrast, 
the inventive display does not need additional diffractive 
means in the pane. Accordingly, such a display can be 
produced with less technical effort. 
[0013] It is beneficial if the light beams are reflected at 
a surface being inclined in relation to the pane. For ex
ample, this embodiment can be used for cars, in which 
a light source is installed on the roof of the car which 
emits light beams to the viewer's eyes via the surface 
and the pane. Mounting the light source on the roof re
quires less space in the region of the dashboard of a car. 
Just the space for a reflecting surface, basically a small 
mirror, is needed there. 
[0014] It is advantageous if the light source is designed 
as one out of the group: LED-display (Light Emitting Di
ode), LCD-display (Liquid Crystal Display) or OLEO-dis
play (Organic Light Emitting Diode). Such displays are 
easy available, reliable and low priced. They can be used 
for generation of pictures by definition. To provide a spa
tial impression of the picture, parallax barriers, which are 
known per se, have to be provided. Examples are micro 
lenses and transmissive slits separated by opaque bar
rier regions. 
[0015] In an advantageous embodiment of the inven
tion, the light source is designed as a single laser light 
source for both light beams. Lasers are suitable means 
for generating pictures as known from laser shows for 
example. In this embodiment, both eyes have to share 
one light source. This is cost saving but may lead to lim
itations in brightness of the image and the frame rate. 
The latter is particularly important for animated pictures 
or videos. 
[0016] It is also advantageous if the light source is de
signed as one laser light source for each light beam. Here 
the left channel and the right channel are drawn by a left 
and a right laser. Using two lasers is more expensive but 
provides for brighter images and an increased frame rate. 
The latter is important for the generation of less 'nervous' 
pictures or videos. 
[0017] In a further advantageous embodiment, the pix
els are generated by modulation of a movable laser 
beam. Often so-called 'scanners' are used for the gen
eration of laser based pictures. Scanners comprise two 
galvanometers, i.e. two mirrors perpendicular to each 
other and electromagnetically actuated. The first mirror 
deflects the laser beam in horizontal direction, and the 
second mirror deflects it in vertical direction. By blanking 
and mixing colors in combination with said deflection, 
single pixels on a surface can be illuminated in a desired 
color and a desired brightness. If just one laser or scanner 
is used, it generates the pictures for the left and the right 

eye semi-parallel, wherein the projection of the image 
may be achieved interlaced, i.e. drawing the odd lines 
for the left eye and the even lines for the right eye and 
then vice versa, or picture by picture, i.e. drawing the 

5 complete picture for the left and the right eye in an alter
nating manner. If two lasers or scanners are used, the 
images are generated fully parallel. Using two lasers pro
vides for an increased frame rate and thus for generation 
of less 'nervous' pictures. 

10 [0018] In yet another preferred embodiment of the in
vention, the pixels are generated by modulation of a re
flection of a laser beam. Here a laser beam, which may 
also stand still, is modulated by a reflective surface com
prising pixels, whose reflective factor can be influenced. 

15 An example are very small mirrors, each representing 
one pixel and being electrically actuated, which can de
flect the assigned part of the light beam past the viewer's 
eye so that the pixels appears dark. This provides just 
for black and white images but also more sophisticated 

20 modulations are imaginable. 
[0019] It is beneficial if the reflection modulation is 
done at the pane. In this embodiment, the reflection mod
ulator is attached to or part of the pane. Here, the light 
source may directly shine on the pane respectively wind-

25 screen, but one has to take care that said means (e.g. 
usually thin foils) do not influence the viewers perception 
of the world outside the car. 
[0020] Furthermore, it is advantageous if the reflection 
modulation is done at said inclined surface. Here the 

30 problem of influencing the viewers perception (even 

when the display is switched off) is circumvented as the 
reflection modulator is attached to or built into said sur
face. Usually, the reflection modulator is mounted on a 
car's dashboard in this embodiment. 

35 [0021] Furthermore, it is advantageous if a LCD-matrix 
is provided as reflection modulator. Such matrices are 
easy available, reliable and low priced. Basically, an 
LCD-matrix is a LCD-display without backlight. By con
trast, the light for illuminating the pixels is generated in 

40 front of the matrix and a mirror is arranged behind the 
matrix. By darkening a LCD-pixel as known per se, light 
is no longer reflected. By means of an LCD-matrix also 
grayscale images can be generated quite easily. In the 
case of laser light being used, dedicated parallax barriers 

45 may be omitted as the laser beams for the left and the 
right channel can be guided to the viewer's eyes with 
high precession. However, one has to take care that the 
laser beam is widened a bit so that not a singular light 
point reaches the viewer's eyes but a beam having the 

50 size of, let us say the size of spectacles glass. In this 
sense, virtual glasses may be provided. 
[0022] Finally, the display comprises means for detect
ing a position of the viewer, means for determining a de
sired position for the lefUright light beam according to 

55 said position of the viewer and, means for adapting the 
lefUright light beam to said desired position in a preferred 
embodiment. It may happen that the driver considerably 
moves his head in the line of sight and/or in a plane per-
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pendicular to said line of sight during driving a car. An
other reason for changing eye-positions are different us
ers using the car. If the eyes of the viewer move out of 
the associated projecting areas, then the projecting areas 
are adapted to the current eye-position of the user in this 
embodiment. In this way, the viewer can see the project
ed image in any position and keeps on his 'virtual glasses' 
in this sense. 
These and other aspects of the invention are apparent 
from and will be elucidated with reference to the embod
iments described and shown in the schematic Figures 
hereinafter. 

Brief Description of the Drawings 

[0023] 

Figure 1 shows a first embodiment of the invention 
with an active display on a surface on a car's dash
board; 
Figure 2 shows a second embodiment with a laser 
scanner projecting the image directly via the wind
screen of a car; 
Figure 3 shows a third embodiment with a laser scan
ner projecting an image via a surface on a car's dash
board; 
Figure 4 shows a fourth embodiment with a reflection 
modulator in the windscreen of a car. 

Description of Embodiments 

[0024] In the Figs. the same elements and elements 
with the same function are referenced with the same ref
erence sign if not stated otherwise. 
[0025] Fig. 1 depicts a first embodiment of the inven
tion and shows an autostereoscopic display 1, compris
ing a pane 2, which is a windscreen of a car in this case, 
a light source 3 being arranged on a surface 4, which 
surface 4 is inclined in relation to the pane 2. For the sake 
of brevity just one pixel 5 of the light source 3 is shown, 
which pixel 5 consists of a left pixel 5a and a right pixel 
5b. In addition, a left and a right light beam 6a and 6b is 
shown being emitted by the pixels 5a and 5b. Finally, Fig. 
1 shows a driver's head 7. 
[0026] The function of the display 1 as shown in Fig. 
1 is as follows: 
[0027] The left pixel 5a and the right pixel 5b are illu
minated with a particular color and a particular brightness 
as the image to be projected requires. Thus, a left and a 
right light beam 6a and 6b are emitted, reflected at the 
pane 2 and finally reach the driver's head 7. The driver 
receives the left pixel 5a with the left eye and the right 
pixel 5b with right eye and thus gets the impression of a 
pixel 5 hovering in front or behind the pane 2. As can be 
seen, the angle of radiation for the beams 6a and 6b are 
chosen in such a way that the left and the right pixel 5a 
and 5b are visible in a particular left and right projecting 
areas Sa and Sb. Thus, small movements of the driver's 

head do not influence his spatial impression ofthe image. 
However, if he moves out of the target area, the spatial 
impression of the image is lost. This behavior of the light 
beams 6a and 6b can be seen as a provision of 'virtual 

5 glasses'. 
[0028] The light source 3 may be an (active, meaning 
back lighted) LCD-display, a LED display or an OLEO 
display. The way how pixels are activated is known per 
se for these devices and not explained any further. Said 

10 displays, however, need parallax barriers, which are 
known per se. Examples are micro lenses and transmis
sive slits separated by opaque barrier regions 
[0029] Fig. 2 isquitesimilarto Fig. 1, the only difference 
is that the light source 3 is designed as a laser scanner. 

15 In this embodiment one single laser is used for the image 
generation, however, also two lasers can be used as the 
case may be. Furthermore, it is assumed that the images 
for the left and the right eye are sequentially generated, 
that means one by one. First, the laser generates the left 

20 light beam 6a and draws the image pixel by pixel and line 
by line quite similar as the cathode ray tubes do. After 
the left image has been completed, the laser generates 
the right light beam 6b and draws the right image in a 
similar way. Usually, 25 frames per second are chosen 

25 to project flowing pictures. Accordingly, the single laser 
should be capable of providing 50 frames per second so 
that flowing pictures for both the left and the right eye 
can be generated. If the contents of the pictures does 
not change very fast, also considerably lower frame rates 

30 may be applicable. An example is the speedometer which 
owing to the physics of a car cannot change very fast. 
As a laser beam can be guided or directed very precisely 
and as such may act as a parallax barrier, a further par
allax barrier is not required. However, as laser light is so 

35 directional, means for widening the beams 6a and 6b a 
bit should be provided so that the pixels 5a and 5b are 
not just visible in a singular position of the driver's head 
but in a particular projecting area Sa and Sb as has been 
explained for the embodiment of Fig. 1 already. Addition-

40 ally, a variable step width for the vertical scanning lines 
can compensate the double image introduced by a wind
screen. According to prior art, a windscreen with 'wedged 
PVB' (Polyvinylbutyral) is used for this reason, which is 
a special windscreen providing for ghost-free automotive 

45 head-up displays. However, by employing variable step 
widths for the scanning lines also a 'normal' windscreen 
can be used. 
[0030] Fig. 3 shows a modification of the embodiment 
shown in Fig. 2. Here the light source 3, again a laser 

50 scanner, is arranged on the roof of the car and emits the 
light beams 6a and 6b downwards to a reflecting surface 
4 arranged inclined to the pane 1. However, the principle 
is the same as the one of Fig. 2. There is just another 
reflecting plane. The reflecting surface 4 may be a simple 

55 mirror in this embodiment, why the pixels 5a and 5b have 
a rather symbolical meaning. This variant of the invention 
is advantageous if there is just limited space on the dash
board. 
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[0031] A next embodiment is a variation of the embod
iments shown in the Figs. 1 and 3. Here again, a light 
source 3 is arranged on the roof of the car, but is a fixed 
laser source in this case. In addition, the surface 4 com
prises a reflection modulator, e.g. a LCD-matrix which is 
arranged right above the reflective surface 4. In this ex
ample, a left and a right light beam 6a and 6b are emitted 
by two lasers and reach two separated areas on the re
flecting surface 4. As known per se, the LCD-matrix pro
vides for darkening dedicated pixels and thus for the gen
eration of grayscale images. By contrast to the last ex
amples, the pixels 5a and 5b are 'real' here. The light 
beams 6a and 6b, which are already modulated now, 
propagate to the pane 2 and are deflected to the viewer's 
eyes there as has already been explained herein before. 
Alternatively, a single laser beam can be emitted by the 
light source 3 which is then separated in a left and a right 
light beam 6a and 6b at the reflective surface 4. 
[0032] In a fourth embodiment as shown in Fig. 4, the 
reflection modulator, e.g. a LCD-matrix again, is ar
ranged on or in the pane 2. In principle, this arrangement 
would also work without external light- provided the LCD
matrix comprises a parallax barrier- butto provide proper 
function also in twilight or during night, the matrix is again 
illuminated as has been explained hereinbefore. The light 
source 3, which may be a fixed laser again, can be ar
ranged on the roof if there is a reflective surface 4 (e.g. 
a mirror) on the dashboard or directly on the dashboard. 
In case of illuminating the LCD matrix with a laser, a par
allax barrier may be omitted, but if the LCD-matrix is il
luminated by 'normal' light, it has to be provided with a 
parallax barrier. 
[0033] As one can imagine, the 'virtual glasses', i.e. 
the projecting areas Ba and Bb, have to move with the 
driver's head 7. Otherwise it can happen that the left eye 
receives the image for the right eye whereas the right 
eye receives no image at all and vice versa. In a worst 
case the driver's head 7 completely moves out of the 
reception area, in other words the projecting areas Ba 
and Bb and his eyes do not coincide. Accordingly, means 
for detecting the position of the driver's head or his eyes 
are provided in a preferred embodiment. Several possi
bilities are imaginable. First of all, the position detection 
may be achieved by visual detection, i.e. by means of a 
camera, which can operate in the visible light spectrum 
or in the infrared spectrum. Here the algorithms for 'face 
detection', which have been incorporated in recent digital 
consumer cameras, can be used. Another possibility is 
to use a number of weight sensors in the driver's seat so 
as to detect the position of the center of gravity of his 
body. As the driver normally seats upright or slightly in
clined, the position of the eyes can easily be determined. 
In this context it should also be mentioned, that the pro
jecting areas Ba and Bb are not necessarily square
shaped but may also be in the form of narrow upright 
rectangles so that it does not matter if the driver moves 
his head in vertical direction. Finally, distance sensors 
may be used, e.g. ultrasonic distance sensors, passive 

infrared sensors and so on. As these sensors are known 
per se, they are not explained in detail here. 
[0034] Detecting the position of the driver's head 7 or 
his eyes is one part of the story. Advantageously, the 

5 inventive autostereoscopic display 1 comprises also 
means to shift the 'virtual glasses', i.e. the projecting ar
eas Ba and Bb according to the detected position. If nar
row, sufficiently high and upright rectangular projecting 
areas Ba and Bb are provided, a shift in the horizontal 

10 direction may be sufficient to follow the driver's eyes. If 
the vertical dimension is limited, i.e. does not cover the 
full vertical range of the eye's positions, then also a ver
tical shift of the projecting areas Ba and Bb may be em
ployed. In case of a laser scanner, shifting of the project-

15 ing areas Ba and Bb is relatively simple as the image in 
principle can be projected at any desired position. In case 
of an active pixel matrix or a reflection modulator is used, 
things are more complicated. 
[0035] If a reflection modulator in combination with a 

20 laser beam is employed, both the beam and the position 
on the modulator, where the image is generated, have 
to move. If an active pixel matrix is used, the position of 
the image generation has to move as well. Alternatively 
or in addition, a parallax barrier may move so that the 

25 position, from where the right and the left image can be 
viewed, varies. If the parallax barrier is formed by device, 
which allows for easy change of a 'picture', such as a 
LCD-matrix, the parallax barrier can easily be adapted 
to the detected position of the drive's head 7. In case of 

30 just a horizontal shift is needed, vertical stripes, whose 

transmission rate can individually be controlled, are prop
er means to adapt the projecting areas Ba and Bb to the 
actual eye-position. However, besides electronic shifting 
of the parallax barrier also mechanical shifting is imagi-

35 nable. Here a predetermined structure, i.e. a sequence 
of transmissive parts and non-transmissive parts, is 
moved by a motor, usually a linear motor. The movement 
may be based on electromagnetic or piezoelectric effects 
for example. 

40 [0036] So far, just movements of the driver's head 7 in 
a plane more or less perpendicular to the line of sight 
have been discussed. However, though it is less fre
quent, the head 7 may also move in direction of the line 
of sight and thus reduce or increase the distance between 

45 the eyes and the imaging device. Hand in hand with this 
movement the angle between the light beams generating 
the projecting areas Ba and Bb has to be adapted. If the 
distance is increased, the angle is decreased and vice 
versa. In case of a laser beam is used, the direction of 

50 the beam can be varied as discussed above. If systems 
are used, which need a dedicated parallax barrier, the 
parallax barrier has to be varied according to the distance 
between imaging system and driver. 
[0037] It should be noted that all steps which are taken 

55 to detect the position of the driver's head 7 and to move 
the projecting areas Ba and Bb to said detected position 
may be performed once, on demand, or ongoing for ex
ample. Quite often, cars are used by just one user, who 
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rarely changes his position once he has found a comfort
able position. In this case, it may be sufficient to run the 
adaptation sequence just initially, when the car is used 

tion, and that those skilled in the art will be capable of 
designing many alternative embodiments without depart
ing from the scope of the invention as defined by the 
appended claims. In the claims, any reference signs first or on demand if, for example, a dedicated function 

is chosen. On the other hand, there are cars, whose users 
change very often, for example rental cars. In this case 
or if the driver is rather nervous and changes its position 
very often also during driving the car, a continuous ad
aptation ofthe projecting areas 8a and 8b might be useful. 
[0038] It should also be noted that, cars and their driv
ers are subject to strongly varying light conditions, like 
night, bright sunlight and also front lights of opposing 
traffic. Without further measures the projected image can 

5 placed in parentheses shall not be construed as limiting 
the claims. The verb 'comprise' and its conjugations do 
not exclude the presence of elements or steps other than 
those listed in any claim or the specification as a whole. 
The singular reference of an element does not exclude 

10 the plural reference of such elements and vice-versa. In 

get badly visible or even invisible. Accordingly, measures 
are taken in a preferred embodiment to reduce or even 15 

avoid the influence of disturbing light sources and in par
ticular stray light from these light sources. Proper means 
range from simple covers and black, matt coatings to 
block light from undesired directions over semi-reflective 
layers to electrochromic layers and light diffusers. 20 

[0039] Said semi-reflective layers can increase the 
fraction of the light beams 6a and 6b, which is reflected, 
and at the same time increase the fraction of reflected 
light coming from outside the car. In this way the influence 
of disturbing light sources can substantially be de- 25 

creased. Such layers can, for example, be arranged in 
the region, where the light beams 6a and 6b are reflected 
on the pane 2. A further possibility to reduce the influence 
of external light is to arrange electrochromic layers in 
said region. If disturbing light sources, e.g. blinding lights 30 

from opposing traffic, shine through said region, the layer 
is darkened by applying a voltage as it is known per se. 
In this way, the fraction of light which gets into the car 
can be dramatically decreased. It is understood that also 
the driver cannot look outside the pane in this region. 
However, it is better to keep, for example, a speedometer 
visible than blinding lights. In a preferred embodiment, 
the darkening effect gradually disappears in the border 
region so that no ugly, dark rectangular is produced on 
the pane 2. Yet another possibility is to arrange diffusers 
in the region where the light beams 6a and 6b are reflect
ed on the pane 2. In this way, in particular the influence 
of dot-shaped light sources, e.g. again blinding lights, is 
decreased as they are 'blurred' over a particular region. 
It should be understood, that only a small number of pos
sibilities for reducing the influence of disturbing light 
sources can be presented here. However, one skilled in 
the art will easily choose the best solution or combination 
of solutions out of the possibilities presented here and 
other possibilities, which are known per se, when he im
plements an inventive autostereoscopic display 1. 
[0040] Furthermore, it should be noted that the inven
tion does not apply to head-up displays for cars only. It 
also applies to head-up displays for vehicles in general 
and also to autostereoscopic displays in general, mean
ing also to stationary devices. 
[0041] Finally, it should be noted that the above-men
tioned embodiments illustrate rather than limit the inven-

35 
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a device claim enumerating several means, several of 
these means may be embodied by one and the same 
item of software or hardware. The mere fact that certain 
measures are recited in mutually different dependent 
claims does not indicate that a combination of these 
measures cannot be used to advantage. 

Claims 

1. Autostereoscopic dis play ( 1 ), comprising 

2. 

3. 

4. 

5. 

6. 

7. 

- a pane (2) which is partly reflective and partly 
transmissive and 
- a light source (3) for generation of an image 
consisting of a plurality of pixels (5, 5a, 5b), 
wherein for each pixel (5, 5a, 5b) a lefUright light 
beam (6a, 6b) is guided from the light source (3) 
to the left/right eye of the viewer via said pane 
(2), 
- wherein said guiding of the light beams (6a, 
6b) to the eyes is achieved only by pure reflec
tion at said pane (2). 

Display (1) according to claim 1, wherein the light 
beams (6a, 6b) are reflected at a surface (4) being 
inclined in relation to the pane (2). 

Display (1) according to any one of the claims 1 or 
2, wherein the light source (3) is designed as one 
outofthegroup: LED-display, LCD-displayorOLED-
display. 

Display (1) according to any one of the claims 1 or 
2, wherein the light source (3) is designed as a single 
laser light source for both light beams (6a, 6b). 

Display (1) according to any one of the claims 1 or 
2, wherein the light source (3) is designed as one 
laser light source for each light beam (6a, 6b). 

Display (1) according to any one of the claims 4 or 
5, wherein the pixels (5, 5a, 5b) are generated by 
modulation of a movable laser beam. 

Display (1) according to any one of the claims 4 or 
5, wherein the pixels (5, 5a, 5b) are generated by 
modulation of a reflection of a laser beam. 
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8. Display (1) according to claim 7, wherein the reflec-
tion modulation is done at the pane (2). 

9. Display (1) according to the claims 2 and 7, wherein 
the reflection modulation is done at said inclined sur- 5 

face (4). 

10. Display (1) according to any one of the claims 7 to 
9, wherein a LCD-matrix is provided as reflection 
modulator. 10 

11. Display (1) according to any one of the preceding 
claims, comprising means for detecting a position of 
the viewer, means for determining a desired position 
for the left/right light beam (6a, 6b) according to said 15 

position of the viewer and, means for adapting the 
left/right light beam (6a, 6b) to said desired position. 
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Determining surface topology of a portion (26) of a three-dimensional structure is provided. An array of incident light beams (36) 
passing through a focusing optics ( 42) and a probing face is shone on said portion. The focusing optics defines one or more focal planes 
forward the probing face in a position which can be changed (72) by the focusing optics. The beams generate illuminated spots (52) on the 
structure and the intensity of returning light rays propagating in an optical path opposite to that of the incident light rays is measured (60) 
at various positions of the focal plane(s). By determining spot-specific positions yielding a maximum intensity of the returned light beams, 
data is generated which is representative of said topology. Measurement of teeth. Light beams by grating of matrix of pinholes, micro lens 
array. Simultaneous imaging from three angles. Quicker with three different light components. 
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IMAGING A THREE-DIMENSIONAL STRUCTURE BY CONFOCAL FOCUSSING AN 
ARRAY OF LIGHT BEAMS 

FIELD OF THE INVENTION 

This invention in the field of imaging techniques and relates to a 

method and an apparatus for non-contact imaging of three-dimensional 

structures, particularly useful for direct surveying of teeth. 

5 BACKGROUND OF THE INVENTION 

A great variety of methods and systems have been developed for direct 

optical measurement of teeth and the subsequent automatic manufacture of 

dentures. The term "direct optical measurement" signifies surveying of teeth 

in the oral cavity of a patient. This facilitates the obtainment of digital 

10 constructional data necessary for the computer-assisted design (CAD) or 

computer-assisted manufacture (CM1) of tooth replacements without having 

to make any cast impressions of the teeth. Such systems typically includes an 

optical probe coupled to an optical pick-up or receiver such as charge coupled 

device (CCD) and a processor implementing a suitable image processing 

15 technique to design and fabricate virtually the desired product. 

One conventional technique of the kind specified is based on a 

laser-triangulation method for measurement of the distance between the 

surface of the tooth and the optical distance probe, which is inserted into the 
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oral cavity of the patient. The main drawback of this technique consists of the 

following. It is assumed that the surface of the tooth reflects optimally, e.g. 

Lambert's reflection. Unfortunately, this is not the case in practice and often 

the data that is obtained is not accurate. 

5 Other techniques, which are embodied in CEREC-1 and CEREC-2 

systems commercially available from Siemens GmbH or Sirona Dental 

Systems, utilize the light-section method and phase-shift method, respectively. 

Both systems employ a specially designed hand-held probe to measure the 

three-dimensional coordinates of a prepared tooth. However, the methods 

10 require a specific coating (i.e. measurement powder and white-pigments 

suspension, respectively) to be deposited to the tooth. The thickness of the 

coating layer should meet specific, difficult to control requirements, which 

leads to inaccuracies in the measurement data. 

By yet another technique, mapping of teeth surface is based on 

15 physical scanning of the surface by a probe and by determining the probe' s 

position, e.g. by optical or other remote sensing means, the surface may be 

imaged. 

U.S. Patent No. 5,372,502 discloses an optical probe for 

three-dimensional surveying. The operation of the probe is based on the 

20 following. Various patterns are projected onto the tooth or teeth to be 

measured and corresponding plurality of distorted patterns are captured by the 

probe. Each interaction provides refinement of the topography. 

SUMMARY OF THE INVENTION 

The present invention is directed to a method and apparatus for 

25 imaging three-dimensional structures. A preferred, non-limiting embodiment, 

is concerned with the imaging of a three-dimensional topology of a teeth 

segment, particularly such where one or more teeth are missing. This may 

allow the generation of data for subsequent use in design and manufacture of, 
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for example, prosthesis of one or more teeth for incorporation into said teeth 

segment. Particular examples are the manufacture of crowns or bridges. 

The present invention provides, by a first of its aspects, a method for 

determining surface topology of a portion of a three-dimensional structure, 

5 comprising: 

10 

(a) providing an array of incident light beams propagating in an 

optical path leading through a focusing optics and a probing face; 

the focusing optics defining one or more focal planes forward said 

probing face in a position changeable by said optics, each light 

beam having its focus on one of said one or more focal plane; the 

beams generating a plurality of illuminated spots on the structure; 

(b) detecting intensity of returned light beams propagating from each 

of these spots along an optical path opposite to that of the incident 

light; 

15 (c) repeating steps (a) and (b) a plurality of times, each time changing 

20 

position of the focal plane relative to the structure; and 

(d) for each of the illuminated spots, determining a spot-specific 

position, being the position of the respective focal plane, yielding a 

maximum measured intensity of a respective returned light beam; 

and 

( e) based on the determined spot-specific positions, generating data 

representative of the topology of said portion. 

By a further of its aspects, the present invention provides an 

apparatus for determining surface topology of a portion of a 

25 three-dimensional structure, comprising: 

- a probing member with a sensing face; 

- an illumination unit for providing an array of incident light beams 

transmitted towards the structure along an optical path through said 

probing unit to generate illuminated spots on said portion; 
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- a light focusing optics defining one or more focal planes forward said 

probing face at a position changeable by said optics, each light beam 

having its· focus on one of said one or more focal plane ; 

- a translation mechanism coupled to said focusing optics for displacing said 

5 focal plane relative to the structure along an axis defined by the 

propagation of the incident light beams; 

- a detector having an array of sensing elements for measuring intensity of 

each of a plurality of light beams returning from said spots propagating 

through an optical path opposite to that of the incident light beams; 

10 - a processor coupled to said detector for determining for each light beam a 

spot-specific position, being the position of the respective focal plane of 

said one or more focal planes yielding maximum measured intensity of the 

returned light beam, and based on the determined spot-specific positions, 

generating data representative of the topology of said portion. 

15 The probing member, the illumination unit and the focusing optics 

and the translation mechanism are preferably included together in one device, 

typically a hand-held device. The device preferably includes also the detector. 

The determination of the spot-specific positions in fact amounts to 

determination of the in-focus distance. The determination of the spot-specific 

20 position may be by measuring the intensity per se, or typically is performed 

by measuring the displacement (S) derivative of the intensity (I) curve (dl/dS) 

and determining the relative position in which this derivative function 

indicates a maximum maximum intensity. The term "spot-specific position 

(SSP) " will be used to denote the relative in-focus position regardless of the 

25 manner in which it is determined. It should be understood that the SSP is 

always a relative position as the absolute position depends on the position of 

the sensing face. However the generation of the surface topology does not 

require knowledge of the absolute position, as all dimensions in the cubic 

field of view are absolute. 
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The SSP for each illuminated spot will be different for different spots. 

The position of each spot in an X-Y frame of reference is known and by 

knowing the relative positions of the focal plane needed in order to obtain 

maximum intensity (namely by determining the SSP) , the Z or depth 

5 coordinate can be associated with each spot and thus by knowing the X-Y-Z 

coordinates of each spot the surface topology can be generated. 

In accordance with one embodiment, in order to determine the Z 

coordinate (namely the SSP) of each illuminated spot the position of the focal 

plane is scanned over the entire range of depth or Z component possible for 

10 the measured surface portion. In accordance with another embodiment the 

beams have components which each has a different focal plane. Thus, in 

accordance with this latter embodiment by independent determination of SSP 

for the different light components, e.g. 2 or 3 with respective corresponding 2 

or 3 focal planes, the position of the focal planes may be changed by the 

15 focusing optics to scan only part of the possible depth range, with all focal 

planes together covering the expected depth range. In accordance with yet 

another embodiment, the determination of the SSP involves a focal plane scan 

of only part of the potential depth range and for illuminated spots where a 

maximum illuminated intensity was not reached, the SSP is determined by 

20 extrapolation from the measured values or other mathematical signal 

processing methods. 

The method and apparatus of the invention are suitable for determining 

a surface topology of a wide variety of three-dimensional structures. A 

preferred implementation of method and apparatus of the invention are in 

25 determining surface topology of a teeth section. 

In accordance with one embodiment of the invention, the method and 

apparatus are used to construct an object to be fitted within said structure. In 

accordance with the above preferred embodiment, such an object is at least 

one tooth or a portion of a tooth missing in the teeth section. Specific 
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examples include a crown to be fitted on a tooth stump or a bridge to be fitted 

within teeth. 

By one embodiment of the invention, the plurality of incident light 

beams are produced by splitting a parent beam. Alternatively, each incident 

5 light beam or a group of incident light beams may be emitted by a different 

light emitter. In accordance with a preferred embodiment, light emitted from a 

light emitter passes through a diffraction or refraction optics to obtain the 

array of light beams. 

In accordance with one embodiment, the parent light beam is light 

10 emitted from a single light emitter. In accordance with another embodiment, 

the parent light beam is composed of different light components, generated by 

different light emitters, the different light components differing from one 

another by at least one detectable parameter. Such a detectable parameter may, 

for example be wavelength, phase, different duration or pulse pattern, etc. 

15 Typically, each of said light components has its focus in a plane differently 

distanced from the structure than other light components. In such a case, when 

the focal plane of the optics is changed, simultaneously the different ranges of 

depth (or Z component) will be scanned. Thus, in such a case, for each 

illuminated spot there will be at least one light component which will yield a 

20 maximum intensity, and the focal distance associated with this light 

component will then define the Z component of the specific spot. 

In accordance with an embodiment of the invention the incident light 

beams are polarized. In accordance with this embodiment, typically the 

apparatus comprises a polarization filter for filtering out, from the returned 

25 light beams, light components having the polarization of the incident light, 

whereby light which is detected is that which has an opposite polarization to 

that of the incident light. 

The data representative of said topology may be used for virtual 

reconstruction of said surface topology, namely for reconstruction within the 
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computer environment. The reconstructed topology may be represented on a 

screen, may be printed, etc., as generally known per se. Furthermore, the data 

representative of said topology may also be used for visual or physical 

construction of an object to be fitted within said structure. In the case of the 

5 preferred embodiment noted above, where said structure is a teeth section 

with at least one missing tooth or tooth portion, said object is a prosthesis of 

one or more tooth, e.g. a crown or a bridge. 

By determining surface topologies of adjacent portions, at times from 

two or more different angular locations relative to the structure, and then 

10 combining such surface topologies, e.g in a manner known per se, a complete 

three-dimensional representation of the entire structure may be obtained. Data 

representative of such a representation may, for example, be used for virtual 

or physical reconstruction of the structure, may be transmitted to another 

apparatus or system for such reconstruction, e.g. to a CAD/CAM apparatus. 

15 Typically, but not exclusively, the apparatus of the invention comprises a 

communication port for connection to a communication network which may 

be a computer network, a telephone network, a wireless communication 

network, etc. 

BRIEF DESCRIPTION OF THE DRAWINGS 

20 In order to understand the invention and to see how it may be carried 

out in practice, a preferred embodiment will now be described, by way of 

non-limiting example only, with reference to the accompanying drawings, in 

which: 

Figs. lA and lB are a schematic illustration by way of a block diagram 

25 of an apparatus in accordance with an embodiment of the invention (Fig. 1B 

is a continuation of Fig. IA); 

Fig. 2A is a top view of a probing member in accordance with an 

embodiment of the invention; 
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Fig. 2B is a longitudinal cross-section through line II-II in Fig. 2A, 

depicting also some exemplary rays passing therethrough; 

Fig. 3· is a schematic illustration of another embodiment of a probing 

member; and 

5 Fig. 4 is a schematic illustration of an embodiment where the parent 

light beam, and thus each of the incident light beams, is composed of several 

light components, each originating from a different light emitter. 

DETAILED DESCRIPTION OF A PREFERRED EMBODIMENT 

IO Reference is first being made to Figs. IA and IB illustrating, by way 

of a block diagram an apparatus generally designated 20, consisting of an 

optical device 22 coupled to a processor 24. The embodiment illustrated in 

Fig. I is particularly useful for determining the three-dimensional structure of 

a teeth segment 26, particularly a teeth segment where at least one tooth or 

15 portion of tooth is missing for the purpose of generating data of such a 

segment for subsequent use in design or manufacture of a prosthesis of the 

missing at least one tooth or portion, e.g. a crown or a bridge. It should 

however be noted, that the invention is not limited to this embodiment, and 

applies, mutatis mutandis, also to a variety of other applications of imaging of 

20 three-dimensional structure of objects, e.g. for the recordal or archeological 

objects, for imaging of a three-dimensional structure of any of a variety of 

biological tissues, etc. 

Optical device 22 comprises, in this specific embodiment, a 

semiconductor laser unit 28 emitting a laser light, as represented by arrow 30. 

25 The light passes through a polarizer 32 which gives rise to a certain 

polarization of the light passing through polarizer 32. The light then enters 

into an optic expander 34 which improves the numerical aperture of the light 

beam 30. The light beam 30 then passes through a module 38, which may, for 

example, be a grating or a micro lens array which splits the parent beam 30 
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into a plurality of incident light beams 36, represented here, for ease of 

illustration, by a single line. The operation principles of module 38 are known 

per se and the art and these principles will thus not be elaborated herein. 

The light unit 22 further comprises a partially transparent mirror 40 

5 having a small central aperture. It allows transfer of light from the laser source 

through the downstream optics, but reflects light travelling in the opposite 

direction. It should be noted that in principle, rather than a partially 

transparent mirror other optical components with a similar function may also 

be used, e.g. a beam splitter. The aperture in the mirror 40 improves the 

10 measurement accuracy of the apparatus. As a result of this mirror structure the 

light beams will yield a light annulus on the illuminated area of the imaged 

object as long as the area is not in focus; and the annulus will turn into a 

completely illuminated spot once in focus. This will ensure that a difference 

between the measured intensity when out-of- and in-focus will be larger. 

15 Another advantage of a mirror of this kind, as opposed to a beam splitter, is 

that in the case of the mirror internal reflections which occur in a beam splitter 

are avoided, and hence the signal-to-noise ratio improves. 

The unit further comprises a confocal optics 42, typically operating 

in a telecentric mode, a relay optics 44, and an endoscopic probing member 

20 46. Elements 42, 44 and 46 are generally as known per se. It should 

however be noted that telecentric confocal optics avoids 

distance-introduced magnification changes and maintains the same 

magnification of the image over a wide range of distances in the Z direction 

(the Z direction being the direction of beam propagation). The relay optics 

25 enables to maintain a certain numerical aperture of the beam's propagation. 

The endoscopic probing member typically comprises a rigid, 

light-transmitting medium, which may be a hollow object defining within it 

a light transmission path or an object made of a light transmitting material, 

e.g. a glass body or tube. At its end, the endoscopic probe typically 
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comprises a mirror of the kind ensuring a total internal reflection and which 

thus directs the incident light beams towards the teeth segment 26. The 

endoscope 46 thus emits a plurality of incident light beams 48 impinging on 

to the surface of the teeth section. 

5 Incident light beams 48 form an array of light beams arranged in an 

X-Y plane, in the Cartasian frame 50, propagating along the Z axis. As the 

surface on which the incident light beams hits is an uneven surface, the 

illuminated spots 52 are displaced from one another along the Z axis, at 

different (Xi, Y1) locations. Thus, while a spot at one location may be in 

10 focus of the optical element 42, spots at other locations may be 

out-of-focus. Therefore, the light intensity of the returned light beams (see 

below) of the focused spots will be at its peak, while the light intensity at 

other spots will be off peak. Thus, for each illuminated spot, a plurality of 

measurements of light intensity are made at different positions along the 

15 Z-axis and for each of such (Xi,Yi) location, typically the derivative of the 

intensity over distance (Z) will be made, the Zi yielding maximum 

derivative, Z0, will be the in-focus distance. As pointed out above, where, as 

a result of use of the punctured mirror 40, the incident light forms a light 

disk on the surface when out of focus and a complete light spot only when 

20 in focus, the distance derivative will be larger when approaching in-focus 

position thus increasing accuracy of the measurement. 

The light scattered from each of the light spots includes a beam 

travelling initially in the Z axis along the opposite direction of the optical 

path traveled by the incident light beams. Each returned light beam 54 

25 corresponds to one of the incident light beams 36. Given the unsymmetrical 

properties of mirror 40, the returned light beams are reflected in the 

direction of the detection optics generally designated 60. The detection 

optics comprises a polarizer 62 that has a plane of preferred polarization 

oriented normal to the plane polarization of polarizer 32. The returned 
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polarized light beam 54 pass through an imaging optic 64, typically a lens 

or a plurality of lenses, and then through a matrix 66 comprising an array of 

pinholes. CCD camera has a matrix or sensing elements each representing a 

pixel of the image and each one corresponding to one pinhole in the array 

5 66. 

The CCD camera is connected to the image-capturing module 80 of 

processor unit 24. Thus, each light intensity measured in each of the sensing 

elements of the CCD camera, is then grabbed and analyzed, in a manner to 

be described below, by processor 24. 

10 Unit 22 further comprises a control module 70 connected to a 

controlling operation of both semi-conducting laser 28 and a motor 72. 

Motor 72 is linked to telecentric confocal optics 42 for changing the relative 

location of the focal plane of the optics 42 along the Z-axis. In a single 

sequence of operation, control unit 70 induces motor 72 to displace the 

15 optical element 42 to change the focal plane location and then, after receipt 

of a feedback that the location has changed, control module 70 will induce 

laser 28 to generate a light pulse. At the same time it will synchronize 

image-capturing module 80 to grab data representative of the light intensity 

from each of the sensing elements. Then in subsequent sequences the focal 

20 plane will change in the same manner and the data capturing will continue 

over a wide focal range of optics 44, 44. 

Image capturing module 80 is connected to a CPU 82 which then 

determines the relative intensity in each pixel over the entire range of focal 

planes of optics 42, 44. As explained above, once a certain light spot is in 

25 focus, the measured intensity will be maximal. Thus, by determining the Zi 

corresponding to the maximal light intensity or by determining the 

maximum displacement derivative of the light intensity, for each pixel,, the 

relative position of each light spot along the Z axis can be determined. 

Thus, data representative of the three-dimensional pattern of a surface in the 
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teeth segment, can be obtained. This three-dimensional representation may 

be displayed on a display 84 and manipulated for viewing, e.g. viewing 

from different angles, zooming-in or out, by the user control module 86 

(typically a computer keyboard). In addition, the data representative of the 

5 surface topology may be transmitted through an appropriate data port, e.g. a 

modem 88, through any communication network, e.g. telephone line 90, to 

a recipient (not shown) e.g. to an off-site CAD/CAM apparatus (not 

shown). 

By capturing, in this manner, an image from two or more angular 

10 locations around the structure, e.g. in the case of a teeth segment from the 

buccal direction, from the lingal direction and optionally from above the 

teeth, an accurate three-dimensional representation of the teeth segment 

may be reconstructed. This may allow a virtual reconstruction of the three

dimensional structure in a computerized environment or a physical 

15 reconstruction in a CAD/CAM apparatus. 

As already pointed out above, a particular and preferred application 

is imaging of a segment of teeth having at least one missing tooth or a 

portion of a tooth, and the image can then be used for the design and 

subsequent manufacture of a crown or any other prosthesis to be fitted into 

20 this segment. 

Reference is now being made to Figs. 2A AND 2B illustrating a 

probing member 90 in accordance with one, currently preferred, 

embodiment of the invention. The probing member 90 is made of a light 

transmissive material, typically glass and is composed of an anterior 

25 segment 91 and a posterior segment 92, tightly glued together in an 

optically transmissive manner at 93. Slanted face 94 is covered by a totally 

reflective mirror layer 95. Glass disk 96 defining a sensing surface 97 is 

disposed at the bottom in a manner leaving an air gap 98. The disk is fixed 

in position by a holding structure which is not shown. Three light rays are 
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99 are represented schematically. As can be seen, they bounce at the walls 

of the probing member at an angle in which the walls are totally reflective 

and finally bounce on mirror 94 and reflected from there out through the 

sensing face 97. The light rays focus on focusing plane 100, the position of 

5 which can be changed by the focusing optics (not shown in this figure). 

Reference is now being made to Fig. 3, which is a schematic 

illustration of an endoscopic probe in accordance with an embodiment of 

the invention. The endoscopic probe, generally designated 101, has a 

stem 102 defining a light transmission path ( e.g., containing a void 

10 elongated space, being made of or having an interior made of a light 

transmitting material. Probe 102 has a trough-like probe end 104 with two 

lateral probe members 106 and 108 and a top probe member 110. The 

optical fibers have light emitting ends in members 106, 108 and 110 

whereby the light is emitted in a direction normal to the planes defined by 

15 these members towards the interior of the trough-like structure 104. The 

probe is placed over a teeth segment 120, which in the illustrated case 

consists of two teeth 122 and 124, and a stamp 126 of a tooth for placement 

of a crown thereon. Such a probe will allow the simultaneous imaging of 

the surface topology of the teeth segment from three angles and 

20 subsequently the generation of a three-dimensional structure of this 

segment. 

Reference is now being made to Fig. 4. In this figure, a number of 

components of an apparatus generally designated 150 in accordance with 

another embodiment are shown. Other components, not shown, may be 

25 similar to those of the embodiment shown in Fig. 1. In this apparatus a 

parent light beam 152 is a combination of light emitted by a number of laser 

light emitters 154A, 154B and 154C. Optic expander unit 156 then expands 

the single parent beam into an array of incident light beams 158. Incident 
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light beams pass through unidirectional mirror 160, then through optic 

unit 162 towards object 164. 

The different light components composing parent beam 152 may for 

example be different wavelengths, a different one transmitted from each of 

5 laser emitters 154A-C. Thus, parent light beam 152 and each of incident 

light beams 158 will be composed of three different light components. The 

image of the optics, or an optical arrangement associated with each of light 

emitters may be arranged such that each light component focuses on a 

different plane, PA, PB and Pc, respectively. Thus in the position shown in 

10 Fig. 3, incident light beam 158A bounces on the surface at spot 170A which 

in the specific optical arrangement of optics 162 is in the focal point for 

light component A (emitted by light emitter 154A). Thus, the returned light 

beam 172A, passing through detection optics 17 4 yield maximum measured 

intensity of light component A measured by two-dimensional array of 

15 spectrophotometers 176, e.g. a 3 CHIP CCD camera. Similarly, different 

maximal intensity will be reached for spots 170B and 170C for light 

components B and C, respectively. 

Thus, by using different light components each one focused 

simultaneously at a different plane, the time measurement can be reduced as 

20 different focal plane ranges can simultaneously be measured. 
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CLAIMS: 

1. A method for determining surface topology of a portion of a 

three-dimensional structure, comprising: 

(a) providing an array of incident light beams propagating in an 

5 optical path leading through a focusing optics and through a 

probing face; the focusing optics defining one or more focal planes 

forward said probing face in a position changeable by said optics, 

each light beam having its focus on one of said one or more focal 

plane; the beams generating a plurality of illuminated spots on the 

10 structure; 

(b) detecting intensity of returned light beams propagating from each 

of these spots along an optical path opposite to that of the incident 

light; 

(c) repeating steps (a) and (b) a plurality of times, each time changing 

15 position of the focal plane relative to the structure; 

20 

2. 

(d) for each of the illuminated spots, determining a spot-specific 

position, being the position of the respective focal plane yielding a 

maximum measured intensity of a respective returned light beam; 

and 

( e) generating data representative of the topology of said portion. 

The method according to Claim 1, wherein the plurality of incident 

light beams are produced by splitting a single parent beam. 

3. The method according to Claim 1, wherein step (a) comprises 

polarizing the incident light beams. 

25 4. The method according to Claim 3, wherein step (b) comprises 

filtering light having polarization same as the incident light and measuring 

light of opposite polarization. 
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5. The method according to any one of Claims 1-4! wherein each of said 

beams is composed of at least two light components different in at least one 

parameter. 

6. The method according to Claim 5, wherein said at least one 

5 parameter is selected from the group consisting of wavelength, phase, light 

pulse duration and pattern. 

7. The method according to Claim 5, comprising. m step (b), 

determining intensity independently for each of said at least two light 

components in the return light beams. 

IO 8. The method according to Claim 7, wherein each of said at least two 

light components focuses in a plane differently distanced from the sensing 

surface. 

9. The method according to any one of Claims 1-8, wherein the data 

representative of said topology is used for constructing an object to be fitted 

15 within said structure. 

10. The method according to any one of Claims 1-9, wherein the data 

representative of said topology is converted into a form transmissible through 

a communication medium to recipient. 

11. The method according to any one of the preceding claims, wherein 

20 said structure is a teeth segment. 

12. The method according to Claim 12, wherein said structure is a teeth 

segment with at least one missing tooth or a portion of a tooth and said object 

is said at least one missing tooth or the portion of the tooth. 

13. A method for reconstruction of topology of a three-dimensional 

25 structure comprising: 

(i) determining surface topologies from at least two different 

positions or angular locations relative to the structure, by the 

method defined in any one of Claims 1-12; 
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(ii) combining the surface topologies to obtain data representative 

of said structure. 

14. The method according to Claim 13, for reconstruction of topology of 

a teeth portion, comprising: 

5 - determining surface topologies of at least a buccal surface and a lingual 

surface of the teeth portion; 

combining the surface topologies to obtain data representative of a 

three-dimensional structure of said teeth portion. 

15. The method according to Claim 14, for obtaining data representative 

10 of a three-dimensional structure of a teeth portion with at least one missing 

tooth or a portion of a tooth. 

16. The method according to Claim 15, wherein said data is used in a 

process of designing or manufacturing of a prostheses of said at least one 

missing tooth or a portion of a tooth. 

15 17. The method according to Claim 16, wherein said prostheses is a 

crown or a bridge. 

18. An apparatus for determining surface topology of a portion of a 

three-dimensional structure, comprising: 

- a probing member with a sensing face; 

20 - an illumination unit for providing an array of incident light beams 

transmitted towards the structure along an optical path through said 

probing unit to generate illuminated spots on said portion ; 

- a light focusing optics defining one or more focal planes forward said 

probing face at a position changeable by said optics, each light beam 

25 having its focus on one of said one or more focal plane; 

a translation mechanism for displacing said focal plane relative to the 

structure along an axis defined by the propagation of the incident light 

beams; 
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- a detector having an array of sensing elements for measuring intensity of 

each of a plurality of light beamsretuming from said spots propagating 

through an optical path opposite to that of the incident light beams; 

- a processor coupled to said detector for determining for each light beam a 

5 spot-specific position, being the position of the respective focal plane of 

said one or more focal planes yielding maximum measured intensity of the 

returned light beam, and based on the determined spot-specific positions, 

generating data representative of the topology of portion. 

19. The apparatus according to Claim 18, wherein said illumination unit 

10 comprises a source emitting a parent light beam and a beam splitter for 

splitting the parent beam into said array of incident light beams. 

20. The apparatus according to Claim 19, wherein said illumination unit 

comprises a grating or microlens array. 

21. The apparatus according to any one of Claims 18-20, comprising a 

15 polarizer for polarizing said incident light beams are polarized. 

22. The apparatus according to Claim 21, comprising a polarization filter 

for filtering out from the returned light beams light components having the 

polarization of the incident light beams. 

23. The apparatus according to any one of Claim 18-22, wherein the 

20 illumination unit comprises at least two light sources and each of said incident 

beams is composed of light components from the at least two light sources. 

24. The apparatus according to Claim 23, wherein the at least two light 

sources emit each a light component of different wavelength. 

25. The apparatus according to Claim 24, wherein said light directing 

25 optics defines a different focal plane for each light component and the 

detector independently detects intensity of each light components. 

26. The apparatus according to Claim 23, wherein the at least two light 

sources are located so as to define optical paths of different lengths for the 

incident light beams emitted by each of the at least two light sources. 
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27. The apparatus according to any one of Claims 18-26, wherein said 

focusing optics operates in a telecentric confocal mode. 

28. The apparatus according to any one of Claims 18-27, wherein said 

light directing optics comprises optical fibers. 

5 29. The apparatus according to any one of Claims 18-28, wherein said 

sensing elements are an array of charge coupled devices (CCD). 

30. The apparatus according to Claim 29, wherein, said detector unit 

comprises a pinhole array, each pinhole corresponding to one of the CCDs in 

the CCD array. 

1 O 31. The apparatus according to any one of Claims 18-30, comprising a 

unit for generating data for transmission to CAD/CAlvf device. 

32. The apparatus according to Claim 31, comprising a communication 

port of a communication medium. 

33. The apparatus according to any one of Claims 18-32, for determining 

15 surface topology of a teeth portion, comprising an optical probing memeber 

for placing proximal to the teeth. 
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Focus scanning apparatus 

The present invention relates to an apparatus and a method for optical 3 D scanning of 

surfaces. The principle of the apparatus and method according to the invention may be 

5 applied in various contexts. One specific embodiment of the invention is particularly 

suited for intraoral scanning, i.e. direct scanning of teeth and surrounding soft-tissue in 

the oral cavity. Other dental related embodiments of the invention are suited for 

scanning dental impressions, gypsum models, wax bites, dental prosthetics and 

abutments. Another embodiment of the invention is suited for scanning of the interior 

10 and exterior part of a human ear or ear channel impressions. The invention may find 

use within scanning of the 3D structure of skin in dermatological or cosmetic / 

cosmetological applications, scanning of jewelry or wax models of whole jewelry or part 

of jewelry, scanning of industrial parts and even time resolved 3D scanning, such as 

time resolved 3 D scanning of moving industrial parts. 

15 

Background of the invention 

The invention relates to three dimensional (3D) scanning of the surface geometry of 

objects. Scanning an object surface in 3 dimensions is a well known field of study and 

20 the methods for scanning can be divided into contact and non-contact methods. An 

example of contact measurements methods are Coordinate Measurement Machines 

(CMM), which measures by letting a tactile probe trace the surface. The advantages 

include great precision, but the process is slow and a CMM is large and expensive. 

Non-contact measurement methods include x-ray and optical probes. 

25 

Confocal microscopy is an optical imaging technique used to increase micrograph 

contrast and/or to reconstruct three-dimensional images by using a spatial pinhole to 

eliminate out-of-focus light or flare in specimens that are thicker than the focal plane. 

30 A confocal microscope uses point illumination and a pinhole in an optically conjugate 

plane in front of the detector to eliminate out-of-focus information. Only the light within 

the focal plane can be detected. As only one point is illuminated at a time in confocal 

microscopy, 2D imaging requires raster scanning and 3D imaging requires raster 

scanning in a range of focus planes. 

35 
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In WO 00/08415 the principle of confocal microscopy is applied by illuminating the 

surface with a plurality of illuminated spots. By varying the focal plane in-focus spot

specific positions of the surface can be determined. However, determination of the 

surface structure is limited to the parts of the surface that are illuminated by a spot. 

WO 2003/060587 relates to optically sectioning of a specimen in microscopy wherein 

the specimen is illuminated with an illumination pattern. Focus positions of the image 

plane are determined by characterizing an oscillatory component of the pattern. 

However, the focal plane can only be adjusted by moving the specimen and the optical 

1 O system relative to each other, i.e. closer to or further away from each other. Thus, 

controlled variation of the focal plane requires a controlled spatial relation between the 

specimen and the optical system, which is fulfilled in a microscope. However, such a 

controlled spatial relation is not applicable to e.g. a hand held scanner. 

15 US2007/01 09559 A 1 describes a focus scanner where distances are found from the 

focus lens positions at which maximum reflective intensity of light beams incident on 

the object being scanned is observed. In contrast to the invention disclosed here, this 

prior art exploits no pre-determined measure of the illumination pattern and exploits no 

contrast detection, and therefore, the signal-to-noise ratio is sub-optimal. 

20 

In WO 2008/1 25605, means for generating a time-variant pattern composed of 

alternating split images are described. This document describes a scanning method to 

obtain an optical section of a scan object by means of two different illumination profiles, 

e.g. two patterns of opposite phases. These two images are used to extract the optical 

25 section, and the method is limited to acquisition of images from only two different 

illumination profiles. Furthermore, the method relies on a predetermined calibration that 

determines the phase offset between the two illumination profiles. 

30 

Summary of the invention 

Thus, an object of the invention is to provide a scanner which may be integrated in a 

manageable housing, such as a handheld housing. Further objects of the invention are: 

discriminate out-of-focus information and provide a fast scanning time. 
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This is achieved by a method and a scanner for obtaining and/or measuring the 3 D 

geometry of at least a part of the surface of an object, said scanner comprising: 

at least one camera accommodating an array of sensor elements, 

means for generating a probe light incorporating a spatial pattern, 

means for transmitting the probe light towards the object thereby 

illuminating at least a part of the object with said pattern in one or more 

configurations, 

means for transmitting at least a part of the light returned from the object 

to the camera, 

means for varying the position of the focus plane of the pattern on the 

object while maintaining a fixed spatial relation of the scanner and the 

object, 

means for obtaining at least one image from said array of sensor 

elements, 

means for evaluating a correlation measure at each focus plane position 

between at least one image pixel and a weight function, where the 

weight function is determined based on information of the configuration 

of the spatial pattern; 

data processing means for: 

a) determining by analysis of the correlation measure the in-focus 

position(s) of: 

each of a plurality of image pixels for a range of focus 

plane positions, or 

each of a plurality of groups of image pixels for a range of 

focus plane positions, and 

b) transforming in-focus data into 3D real world coordinates. 

The method and apparatus described in this invention is for providing a 3D surface 

30 registration of objects using light as a non-contact probing agent. The light is provided 

in the form of an illumination pattern to provide a light oscillation on the object. The 

variation / oscillation in the pattern may be spatial, e.g. a static checkerboard pattern, 

and/or it may be time varying, for example by moving a pattern across the object being 

scanned. The invention provides for a variation of the focus plane of the pattern over a 

35 range of focus plane positions while maintaining a fixed spatial relation of the scanner 
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and the object. It does not mean that the scan must be provided with a fixed spatial 

relation of the scanner and the object, but merely that the focus plane can be varied 

(scanned) with a fixed spatial relation of the scanner and the object. This provides for a 

hand held scanner solution based on the present invention. 

In some embodiments the signals from the array of sensor elements are light intensity. 

One embodiment of the invention comprises a first optical system, such as an 

arrangement of lenses, for transmitting the probe light towards the object and a second 

10 optical system for imaging light returned from the object to the camera. In the preferred 

embodiment of the invention only one optical system images the pattern onto the object 

and images the object, or at least a part of the object, onto the camera, preferably 

along the same optical axis, however along opposite optical paths. 

15 In the preferred embodiment of the invention an optical system provides an imaging of 

the pattern onto the object being probed and from the object being probed to the 

camera. Preferably, the focus plane is adjusted in such a way that the image of the 

pattern on the probed object is shifted along the optical axis, preferably in equal steps 

from one end of the scanning region to the other. The probe light incorporating the 

20 pattern provides a pattern of light and darkness on the object. Specifically, when the 

pattern is varied in time for a fixed focus plane then the in-focus regions on the object 

will display an oscillating pattern of light and darkness. The out-of-focus regions will 

display smaller or no contrast in the light oscillations. 

25 Generally we consider the case where the light incident on the object is reflected 

diffusively and/or specularly from the object's surface. But it is understood that the 

scanning apparatus and method are not limited to this situation. They are also 

applicable to e.g. the situation where the incident light penetrates the surface and is 

reflected and/or scattered and/or gives rise to fluorescence and/or phosphorescence in 

30 the object. Inner surfaces in a sufficiently translucent object may also be illuminated by 

the illumination pattern and be imaged onto the camera. In this case a volumetric 

scanning is possible. Some planktic organisms are examples of such objects. 

When a time varying pattern is applied a single sub-scan can be obtained by collecting 

35 a number of 2 D images at different positions of the focus plane and at different 
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instances of the pattern. As the focus plane coincides with the scan surface at a single 

pixel position, the pattern will be projected onto the surface point in-focus and with high 

contrast, thereby giving rise to a large variation, or amplitude, of the pixel value over 

time. For each pixel it is thus possible to identify individual settings of the focusing 

5 plane for which each pixel will be in focus. By using knowledge of the optical system 

used, it is possible to transform the contrast information vs. position of the focus plane 

into 3 D surface information, on an individual pixel basis. 

Thus, in one embodiment of the invention the focus position is calculated by 

10 determining the light oscillation amplitude for each of a plurality of sensor elements for 

a range of focus planes. 

For a static pattern a single sub-scan can be obtained by collecting a number of 2D 

images at different positions of the focus plane. As the focus plane coincides with the 

15 scan surface, the pattern will be projected onto the surface point in-focus and with high 

contrast. The high contrast gives rise to a large spatial variation of the static pattern on 

the surface of the object, thereby providing a large variation, or amplitude, of the pixel 

values over a group of adjacent pixels. For each group of pixels it is thus possible to 

identify individual settings of the focusing plane for which each group of pixels will be in 

20 focus. By using knowledge of the optical system used, it is possible to transform the 

contrast information vs. position of the focus plane into 3 D surface information, on an 

individual pixel group basis. 

Thus, in one embodiment of the invention the focus position is calculated by 

25 determining the light oscillation amplitude for each of a plurality of groups of the sensor 

elements for a range of focus planes. 

The 2D to 3D conversion of the image data can be performed in a number of ways 

known in the art. I.e. the 3 D surface structure of the probed object can be determined 

30 by finding the plane corresponding to the maximum light oscillation amplitude for each 

sensor element, or for each group of sensor elements, in the camera's sensor array 

when recording the light amplitude for a range of different focus planes. Preferably, the 

focus plane is adjusted in equal steps from one end of the scanning region to the other. 

Preferably the focus plane can be moved in a range large enough to at least coincide 

35 with the surface of the object being scanned. 
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The present invention distinguishes itself from WO 2008/1 25605, because in the 

embodiments of the present invention that use a time-variant pattern, input images are 

not limited to two illumination profiles and can be obtained from any illumination profile 

5 of the pattern. This is because the orientation of the reference image does not rely 

entirely on a predetermined calibration, but rather on the specific time of the input 

image acquisition. 

Thus WO 2008/125605 applies specifically exactly two patterns, which are realized 

physically by a chrome-on-glass mask as illuminated from either side, the reverse side 

10 being reflective. WO 2008/1 25605 thus has the advantage of using no moving parts, 

but the disadvantage of a comparatively poorer signal-to-noise ratio. In the present 

invention there is the possibility of using any number of pattern configurations, which 

makes computation of the light oscillation amplitude or the correlation measure more 

precise. 

15 

Definitions 

Pattern: A light signal comprising an embedded spatial structure in the lateral plane. 

20 May also be termed "illumination pattern". 

25 

Time varying pattern: A pattern that varies in time, i.e. the embedded spatial structure 

varies in time. May also be termed "time varying illumination pattern". In the following 

also termed "fringes". 

Static pattern: A pattern that does not vary in time, e.g. a static checkerboard pattern 

or a static line pattern. 

Pattern configuration: The state of the pattern. Knowledge of the pattern 

30 configuration at a certain time amounts to knowing the spatial structure of the 

illumination at that time. For a periodic pattern the pattern configuration will include 

information of the pattern phase. If a surface element of the object being scanned is 

imaged onto the camera then knowledge of the pattern configuration amounts to 

knowledge of what part of the pattern is illuminating the surface element. 

35 

0373



WO 2010/145669 PCT/DK2010/050148 

7 

Focus plane: A surface where light rays emitted from the pattern converge to form an 

image on the object being scanned. The focus plane does not need to be flat. It may be 

a curved surface. 

5 Optical system: An arrangement of optical components, e.g. lenses, that transmit, 

collimate and/or images light, e.g. transmitting probe light towards the object, imaging 

the pattern on and/or in the object, and imaging the object, or at least a part of the 

object, on the camera. 

10 Optical axis: An axis defined by the propagation of a light beam. An optical axis is 

preferably a straight line. In the preferred embodiment of the invention the optical axis 

is defined by the configuration of a plurality of optical components, e.g. the 

configuration of lenses in the optical system. There may be more than one optical axis, 

if for example one optical system transmits probe light to the object and another optical 

15 system images the object on the camera. But preferably the optical axis is defined by 

the propagation of the light in the optical system transmitting the pattern onto the object 

and imaging the object onto the camera. The optical axis will often coincide with the 

longitudinal axis of the scanner. 

20 Optical path: The path defined by the propagation of the light from the light source to 

the camera. Thus, a part of the optical path preferably coincides with the optical axis. 

Whereas the optical axis is preferably a straight line, the optical path may be a non

straight line, for example when the light is reflected, scattered, bent, divided and/or the 

like provided e.g. by means of beam splitters, mirrors, optical fibers and the like. 

25 

Telecentric system: An optical system that provides imaging in such a way that the 

chief rays are parallel to the optical axis of said optical system. In a telecentric system 

out-of-focus points have substantially same magnification as in-focus points. This may 

provide an advantage in the data processing. A perfectly telecentric optical system is 

30 difficult to achieve, however an optical system which is substantially telecentric or near 

telecentric may be provided by careful optical design. Thus, when referring to a 

telecentric optical system it is to be understood that it may be only near telecentric. 

Scan length: A lateral dimension of the field of view. If the probe tip (i.e. scan head) 

35 comprises folding optics to direct the probe light in a direction different such as 
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perpendicular to the optical axis then the scan length is the lateral dimension parallel to 

the optical axis. 

Scan object: The object to be scanned and on which surface the scanner provides 

5 information. "The scan object" may just be termed "the object". 

10 

15 

Camera: Imaging sensor comprising a plurality of sensors that respond to light input 

onto the imaging sensor. The sensors are preferably ordered in a 2 D array in rows and 

columns. 

Input signal: Light input signal or sensor input signal from the sensors in the camera. 

This can be integrated intensity of light incident on the sensor during the exposure time 

or integration of the sensor. In general, it translates to a pixel value within an image. 

May also be termed "sensor signal". 

Reference signal: A signal derived from the pattern. A reference signal may also be 

denoted a weight function or weight vector or reference vector. 

Correlation measure: A measure of the degree of correlation between a reference 

20 and input signal. Preferably the correlation measure is defined such that if the 

reference and input signal are linearly related to each other then the correlation 

measure obtains a larger magnitude than if they are not. 

In some cases the correlation measure is a light oscillation amplitude. 

25 Image: An image can be viewed as a 2 D array of values (when obtained with a digital 

camera) or in optics, an image indicates that there exists a relation between an imaged 

surface and an image surface where light rays emerging from one point on said imaged 

surface substantially converge on one point on said image surface. 

30 Intensity: In optics, intensity is a measure of light power per unit area. In image 

recording with a camera comprising a plurality of individual sensing elements, intensity 

may be used to term the recorded light signal on the individual sensing elements. In 

this case intensity reflects a time integration of light power per unit area on the sensing 

element over the exposure time involved in the image recording. 

35 
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Mathematical notation 

A 

f 

n 

H 

w 

A correlation measure between the weight function and the recorded light 

signal. This can be a light oscillation amplitude. 

Light input signal or sensor input signal. This can be integrated intensity of 

light incident on the sensor during the exposure time or integration of the 

sensor. In general, it translates to a pixel value within an image. 

Reference signal. May also be called weight value. 

The number of measurements with a camera sensor and/or several camera 

sensors that are used to compute a correlation measure. 

Image height in number of pixels 

Image width in number of pixels 

Symbols are also explained as needed in the text. 
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Detailed description of the invention 

The scanner preferably comprises at least one beam splitter located in the optical path. 

For example, an image of the object may be formed in the camera by means of a beam 

5 splitter. Exemplary uses of beam splitters are illustrated in the figures. 

10 

In a preferred embodiment of the invention light is transmitted in an optical system 

comprising a lens system. This lens system may transmit the pattern towards the 

object and images light reflected from the object to the camera. 

In a telecentric optical system, out-of-focus points have the same magnification as in

focus points. Telecentric projection can therefore significantly ease the data mapping of 

acquired 20 images to 3D images. Thus, in a preferred embodiment of the invention 

the optical system is substantially telecentric in the space of the probed object. The 

15 optical system may also be telecentric in the space of the pattern and camera. 

Varying focus 

A pivotal point of the invention is the variation, i.e. scanning, of the focal plane without 

moving the scanner in relation to the object being scanned. Preferably the focal plane 

20 may be varied, such as continuously varied in a periodic fashion, while the pattern 

generation means, the camera, the optical system and the object being scanned is 

fixed in relation to each other. Further, the 3 D surface acquisition time should be small 

enough to reduce the impact of relative movement between probe and teeth, e.g. 

reduce effect of shaking. In the preferred embodiment of the invention the focus plane 

25 is varied by means of at least one focus element. Preferably the focus plane is 

periodically varied with a predefined frequency. Said frequency may be at least 1 Hz, 

such as at least 2 Hz, 3, 4, 5, 6, 7, 8, 9 or at least 10 Hz, such as at least 20, 40, 60, 80 

or at least 100 Hz. 

30 Preferably the focus element is part of the optical system. I.e. the focus element may 

be a lens in a lens system. A preferred embodiment comprises means, such as a 

translation stage, for adjusting and controlling the position of the focus element. In that 

way the focus plane may be varied, for example by translating the focus element back 

and forth along the optical axis. 

35 
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If a focus element is translated back and forth with a frequency of several Hz this may 

lead to instability of the scanner. A preferred embodiment of the invention thus 

comprises means for reducing and/or eliminating the vibration and/or shaking from the 

focus element adjustment system, thereby increasing the stability of the scanner. This 

5 may at least partly be provided by means for fixing and/or maintaining the centre of 

mass of the focus element adjustment system, such as a counter-weight to 

substantially counter-balance movement of the focus element; for example, by 

translating a counter-weight opposite to the movement of the focus element. Ease of 

operation may be achieved if the counter-weight and the focus element are connected 

10 and driven by the same translation means. This may however, only substantially 

reduce the vibration to the first order. If a counter-weight balanced device is rotated 

around the counter-weight balanced axis, there may be issues relating to the torque 

created by the counter-weights. A further embodiment of the invention thus comprises 

means for reducing and/or eliminating the first order, second order, third order and/or 

15 higher order vibration and/or shaking from the focus element adjustment system, 

thereby increasing the stability of the scanner. 

In another embodiment of the invention more than one optical element is moved to shift 

the focal plane. In that embodiment it is desirable that these elements are moved 

20 together and that the elements are physically adjacent. 

In the preferred embodiment of the invention the optical system is telecentric, or near 

telecentric, for all focus plane positions. Thus, even though one or more lenses in the 

optical system may be shifted back and forth to change the focus plane position, the 

25 telecentricity of the optical system is maintained. 

The preferred embodiment of the invention comprises focus gearing. Focus gearing is 

the correlation between movement of the lens and movement of the focus plane 

position. E.g. a focus gearing of 2 means that a translation of the focus element of 1 

30 mm corresponds to a translation of the focus plane position of 2 mm. Focus gearing 

can be provided by a suitable design of the optical system. The advantage of focus 

gearing is that a small movement of the focus element may correspond to a large 

variation of the focus plane position. In specific embodiments of the invention the focus 

gearing is between 0.1 and 100, such as between 0.1 and 1 , such as between 1 and 
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1 o, such as between 2 and 8, such as between 3 and 6, such as least 1 o, such as at 

least 20. 

In another embodiment of the invention the focus element is a liquid lens. A liquid lens 

5 can control the focus plane without use of any moving parts. 

Camera 

The camera may be a standard digital camera accommodating a standard CCD or 

CMOS chip with one AID converter per line of sensor elements (pixels). However, to 

10 increase the frame rate the scanner according to the invention may comprise a high

speed camera accommodating multiple AID converters per line of pixels, e.g. at least 2, 

4, 8 or 16 AID converters per line of pixels. 

Pattern 

15 Another central element of the invention is the probe light with an embedded pattern 

that is projected on to the object being scanned. The pattern may be static or time 

varying. The time varying pattern may provide a variation of light and darkness on 

and/or in the object. Specifically, when the pattern is varied in time for a fixed focus 

plane then the in-focus regions on the object will display an oscillating pattern of light 

20 and darkness. The out-of-focus regions will display smaller or no contrast in the light 

oscillations. The static pattern may provide a spatial variation of light and darkness on 

and/or in the object. Specifically, the in-focus regions will display an oscillating pattern 

of light and darkness in space. The out-of-focus regions will display smaller or no 

contrast in the spatial light oscillations. 

25 

Light may be provided from an external light source, however preferably the scanner 

comprises at least one light source and pattern generation means to produce the 

pattern. It is advantageous in terms of signal-to-noise ratio to design a light source 

such that the intensity in the non-masked parts of the pattern is as close to uniform in 

30 space as possible. In another embodiment the light source and the pattern generation 

means is integrated in a single component, such as a segmented LED. A segmented 

LED may provide a static pattern and/or it may provide a time varying pattern in itself 

by turning on and off the different segments in sequence. In one embodiment of the 

invention the time varying pattern is periodically varying in time. In another embodiment 
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of the invention the static pattern is periodically varying in space. 

Light from the light source (external or internal) may be transmitted through the pattern 

generation means thereby generating the pattern. For example the pattern generation 

5 means comprises at least one translucent and/or transparent pattern element. For 

generating a time varying pattern a wheel, with an opaque mask can be used. E.g. the 

mask comprises a plurality of radial spokes, preferably arranged in a symmetrical 

order. The scanner may also comprise means for rotating and/or translating the pattern 

element. For generating a static pattern a glass plate with an opaque mask can be 

10 used. E.g. the mask comprises a line pattern or checkerboard pattern. In general said 

mask preferably possesses rotational and/or translational periodicity. The pattern 

element is located in the optical path. Thus, light from the light source may be 

transmitted through the pattern element, e.g. transmitted transversely through the 

pattern element. The time varying pattern can then be generated by rotating and/or 

15 translating the pattern element. A pattern element generating a static pattern does not 

need to be moved during a scan. 

Correlation 

One object of the invention is to provide short scan time and real time processing, e.g. 

20 to provide live feedback to a scanner operator to make a fast scan of an entire tooth 

arch. However, real time high resolution 3 D scanning creates an enormous amount of 

data. Therefore data processing should be provided in the scanner housing, i.e. close 

to the optical components, to reduce data transfer rate to e.g. a cart, workstation or 

display. In order to speed up data processing time and in order to extract in-focus 

25 information with an optimal signal-to-noise ratio various correlation techniques may be 

embedded I implemented. This may for example be implemented in the camera 

electronics to discriminate out-of-focus information. The pattern is applied to provide 

illumination with an embedded spatial structure on the object being scanned. 

Determining in-focus information relates to calculating a correlation measure of this 

30 spatially structured light signal (which we term input signal) with the variation of the 

pattern itself (which we term reference signal). In general the magnitude of the 

correlation measure is high if the input signal coincides with the reference signal. If the 

input signal displays little or no variation then the magnitude of the correlation measure 

is low. If the input signal displays a large spatial variation but this variation is different 

35 than the variation in the reference signal then the magnitude of the correlation measure 

0380



WO 2010/145669 PCT/DK2010/050148 

14 

is also low. In a further embodiment of the invention the scanner and/or the scanner 

head may be wireless, thereby simplifying handling and operation of the scanner and 

increasing accessibility under difficult scanning situations, e.g. intra-oral or in the ear 

scanning. However, wireless operation may further increase the need for local data 

5 processing to avoid wireless transmission of raw 3 D data. 

The reference signal is provided by the pattern generating means and may be periodic. 

The variation in the input signal may be periodic and it may be confined to one or a few 

periods. The reference signal may be determined independently of the input signal. 

10 Specifically in the case of a periodic variation, the phase between the oscillating input 

and reference signal may be known independently of the input signal. In the case of a 

periodic variation the correlation is typically related to the amplitude of the variation. If 

the phase between the oscillating input and reference signals is not known it is 

necessary to determine both cosine and sinusoidal part of the input signal before the 

15 input signal's amplitude of variation can be determined. This is not necessary when the 

phase is known. 

One way to define the correlation measure mathematically with a discrete set of 

measurements is as a dot product computed from a signal vector, I= (Ii, ... ,/J, with n > 

20 1 elements representing sensor signals and a reference vector, f = ('1, ... , fJ, oi same 

length as said signal vector of reference weights. The correlation measure A is then 

given by 
n 

A = f . I = L fi Ii 
i=1 

The indices on the elements in the signal vector represent sensor signals that are 

recorded at different times and/or at different sensors. In the case of a continuous 

25 measurement the above expression is easily generalized to involve integration in place 

of the summation. In that case the integration parameter is time and/or one or more 

spatial coordinates. 

A preferred embodiment is to remove the DC part of the correlation signal or correlation 

30 measure, i.e., when the reference vector elements sums to zero (I,f=ifi = 0). The 

focus position can be found as an extremum of the correlation measure computed over 

all focus element positions. We note that in this case the correlation measure is 

proportional to the sample Pearson correlation coefficient between two variables. If the 
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DC part is not removed, there may exist a trend in DC signal over all focus element 

positions, and this trend can be dominating numerically. In this situation, the focus 

position may still be found by analysis of the correlation measure and/or one or more of 

its derivatives, preferably after trend removal. 

Preferably, the global extremum should be found. However, artifacts such as dirt on the 

optical system can result in false global maxima. Therefore, it can be advisable to look 

for local extrema in some cases. If the object being scanned is sufficiently translucent it 

may be possible to identify interior surfaces or surface parts that are otherwise 

10 occluded. In such cases there may be several local extrema that corresponds to 

surfaces and it may be advantageous to process several or all extrema. 

The correlation measure can typically be computed based on input signals that are 

available as digital images, i.e., images with a finite number of discrete pixels. 

15 Therefore conveniently, the calculations for obtaining correlation measures can be 

performed for image pixels or groups thereof. Correlation measures can then be 

visualized in as pseudo-images. 

The correlation measure applied in this invention is inspired by the principle of a lock-in 

20 amplifier, in which the input signal is multiplied by the reference signal and integrated 

over a specified time. In this invention, a reference signal is provided by the pattern. 

Temporal correlation 

Temporal correlation involves a time-varying pattern. The light signal in the individual 

25 light sensing elements in the camera is recorded several times while the pattern 

configuration is varied. The correlation measure is thus at least computed with sensor 

signals recorded at different times. 

A principle to estimate light oscillation amplitude in a periodically varying light signal is 

30 taught in WO 98/45745 where the amplitude is calculated by first estimating a cosine 

and a sinusoidal part of the light intensity oscillation. However, from a statistical point of 

view this is not optimal because two parameters are estimated to be able to calculate 

the amplitude. 
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In this embodiment of the invention independent knowledge of the pattern configuration 

at each light signal recording allows for calculating the correlation measure at each 

light sensing element. 

5 In some embodiments of the invention the scanner comprises means for obtaining 

knowledge of the pattern configuration. To provide such knowledge the scanner 

preferably further comprises means for registering and/or monitoring the time varying 

pattern. 

10 Each individual light sensing element, i.e. sensor element, in the camera sees a 

variation in the light signal corresponding to the variation of the light illuminating the 

object. 

One embodiment of the invention obtains the time variation of the pattern by translating 

15 and/or rotating the pattern element. In this case the pattern configuration may be 

obtained by means of a position encoder on the pattern element combined with prior 

knowledge of the pattern geometry that gives rise to a pattern variation across 

individual sensing elements. Knowledge of the pattern configuration thus arises as a 

combination of knowledge of the pattern geometry that results in a variation across 

20 different sensing elements and pattern registration and/or monitoring during the 30 

scan. In case of a rotating wheel as the pattern element the angular position of the 

wheel may then be obtained by an encoder, e.g. mounted on the rim. 

One embodiment of the invention involves a pattern that possesses translational and/or 

25 rotational periodicity. In this embodiment there is a well-defined pattern oscillation 

period if the pattern is substantially translated and/or rotated at a constant speed. 

One embodiment of the invention comprises means for sampling each of a plurality of 

the sensor elements a plurality of times during one pattern oscillation period, preferably 

30 sampled an integer number of times, such as sampling 2, 3, 4, 5, 6, 7 or 8 times during 

each pattern oscillation period, thereby determining the light variation during a period. 

The temporal correlation measure between the light variation and the pattern can be 

obtained by recording several images on the camera during one oscillation period (or at 

35 least one oscillation period). The number of images recorded during one oscillation 
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