US 20090204700A1

a2y Patent Application Publication (o) Pub. No.: US 2009/0204700 A1

a9y United States

Satya Sudhakar

43) Pub. Date: Aug. 13, 2009

(54) COORDINATED PEER-TO-PEER (P2P)
REPLICATED BACKUP AND VERSIONING
(76)

Inventor: Gosukonda Naga Venkata Satya

Sudhakar, Bangalore (IN)

Correspondence Address:

SCHWEGMAN, LUNDBERG & WOESSNER/
NOVELL

PO BOX 2938

MINNEAPOLIS, MN 55402 (US)

Publication Classification

(51) Int.CL

GOGF 15/173 (2006.01)
(52) US.Cle oo 709/224; 709/225
(57) ABSTRACT

Techniques are presented for peer-to-peer (P2P) replicated
backup and versioning. Peer clients register and share storage
with one another for purposes of P2P data replication, data
versioning, and/or data restoration via a P2P server. The P2P
server also provides security and management between the

(21) Appl. No.: 12/027,843 peer clients. Moreover, the P2P sever can audit behaviors of
the peer clients and take punitive actions against any of the
(22) Filed: Feb. 7,2008 peer clients that violate policy.
210 RECEIVE A REQUEST FROM A FIRST PEER 200
CLIENT (FPC) TO CONNECT TO ANOTHER ¢
PEER CLIENT (PC) FOR DATA REPLICATION,
DATA VERSIONING, OR DATA -
RESTORATION DETERMINE FOR INCLUSION
WITHIN THE LIST THOSE
30 v AVAILABLE SPC'S THAT CAN |\
AN SUPPLYING A LIST OF SECOND PEER > CURRENTLY RECEIVE AT LEAST | 221
CLIENTS (SPC’S) HAVING ONE OR MORE ONE MORE CONNECTION FROM
SPC’S; THE LIST IS SUPPLIED TO THE FPC THE FPC
230 v DETERMINE THAT WHEN THE
ACQUIRE A SELECTED SPC RECEIVED P .| SELECTED SPC IS ACQUIRED THAT
\ FROM THE FPC AND SCLECTED FROM [ - THE SELECTED SPC CANNOT
THE LIST ACCEPT A CURRENT CONNECTION | 231

v

INCREMENT A SERIAL NUMBER
REPRESENTING A TOTAL NUMBER OF
OTHER PC’S CURRENTLY CONNECTED TO
THE SELECTED PC, AND WHEREIN THE
SERIAL NUMBER IS INCREMENTED TO
REFLECT A CONNECTION TO THE
SELECTED PC BY THE FPC

240

AND IN RESPONSE THERETO
ASKING THE FPC TO WAIT OR HOLD
UNTIL A PARTICULAR

CONNECTION IS TERMINATED
WITH THE QFI FOTED QP

PRODUCE A PACKET THAT

\4

INCLUDES THE SERIAL NUMBER
AND THAT IS SUPPLIED TO THE |\
FPC, AND WHEREIN THE PACKET | 541
INCLUDES A TIME PERIOD FOR
WHICH THE FPC CAN CONNECT

250,
SIGNED SERIAL NUMBER TO THE FPC

| SIGN THE SERIAL NUMBER AND SUPPLY THE

TO THE SELECTED SPC AND
UNIQUE IDENTIFIERS
IDENTIFYING THE FPC AND THE

CTT T ATTe O

Y 242

\4

DETERMINE THE TIME PERIOD BY CONSIDERING A VARIETY OF FACTORS THAT
INCLUDE: HOW MUCH TIME THE SELECTED SPC HAS BEEN BURDENED WITH SHARED
DATA REQUESTS WITHIN A LAST CONFIGURABLE PERIOD OF TIME, HOW MANY
CONNECTION REQUESTS WERE MADE OF THE SELECTED SPC IN THE LAST
CONFIGURABLE PERIOD OF TIME, AND HOW MANY TIMES THE FPC CONNECTED TO THE
SELECTED SPC IN THE LAST CONFIGURABLE PERIOD OF TIME

A

ENSURE THAT A MINIMUM TIME PERIOD IS ASSIGNED TO THE PACKET WHEN THE
TIME PERIOD FALLS BELOW A THRESHOLD

\

243 r

Find authenticated court documents without watermarks at docketalarm.com.



https://www.docketalarm.com/

Patent Application Publication

121

Aug. 13,2009 Sheet1 of 3

DETERMINE FROM THE
FIRST PEER CLIENT THE
USAGE METRICS
REPRESENTING ONE OR
MORE OF THE FOLLOWING
A TOTAL SIZE OF THE
FIRST-PEER-CLIENT
STORAGE TO USE FOR THE
P2P DATA SHARING AND
DATA MANAGEMENT, A
REQUESTED NUMBER OF
THE SECOND PEER CLIENTS
THAT THE FIRST PEER
CLIENT WANTS TO USE FOR
THE P2P DATA SHARING
AND DATA MANAGEMENT,
A TIME ZONE ASSOCIATED
WITH THE FIRST PEER
CLIENT, AND EXPECTED
TIMES DURING A DAY
THAT THE FIRST PEER

RECEIVE A REGISTRATION
REQUEST FROM A FIRST
PEER CLIENT (FPC)

™\
110

v

INTERACTIVELY ACQUIRE
USAGE METRICS FROM
THE FPC

N
120

\

124

122 I

CALCULATE THE
TOTAL SIZE AS A
PRODUCT FOR A FPC
PROVIDED DATA SIZE
TO SHARE WITH THE
SPC’S MULTIPLIED BY
THE REQUESTED
NUMBER OF THE SPC’S
THAT THE FPC WANTS
TO USE

DIVIDE FPC STORAGE ON
THE FPC INTO A
CONFIGURABLE

NUMBER OF SLOTS (S) IN

RESPONSE TO SOME OF
THE USAGE METRICS

v

ALLOCATE A FIRST
NUMBER OF THE §’S
(FNS) ON THE FPC FOR
EXCLUSIVE USE OF THE
FPC

v

130

140

CALCULATE THE TOTAL
SIZE AS A PRODUCT FOR A
FPC PROVIDED DATA SIZE
TO SHARE WITH THE SPC’S

MULTIPLIED BY A SUM
ASSOCIATED WITH ADDING
ONE TO THE REQUESTED
NUMBER OF THE SPC’S
THAT THE FPC WANTS TO
USE

RESOLVE THE FNS BY
DIVIDING THE S’S BY
THE REQUESTED
NUMBER OF THE SPC’S
THAT THE FPC WANTS

123 ¢

TO USE
/
141

DETERMINE THE CONFIGURABLE NUMBER
OF THE SLOTS BY DIVIDING THE TOTAL
SIZE BY THE SUM, AND WHEREIN EACH

SLOT IS OF AN EQUAL SIZE WITH
REMAINING ONES OF THE SLOTS

DETERMINE A MAXIMUM
NUMBER OF SECOND
PEER CLIENTS (SPC’S)

THAT THE FPC CAN USE
FOR DATA REPLICATION
OR DATA VERSIONING OF

THE FNS; THE DATA

REPLICATION AND DATA
VERSIONING OCCUR VIA
A P2P COMMUNICATION

BETWEEN THE FPC AND
FACH OF THE SP(S

150

v

REGISTER THE FPC, THE S’S,
AND THE MAXIMUM NUMBER
OF SPC’S FOR P2P DATA
SHARING AND DATA

MANAGEMENT

v

160

US 2009/0204700 A1

100

MONITOR ACTIONS OF THE FPC IN RELATION TO THE SPC’S ONCE THE FPC BEGINS PARTICIPATING
IN THE P2P DATA SHARING AND MANAGEMENT WITH THE SPC’S; AND
DEREGISTER THE FPC WHEN THE ACTIONS VIOLATE A POLICY OR VIOLATE A THRESHOIL.D

170

DOCKET

_ ARM

FIG. 1

Find authenticated court documents without watermarks at docketalarm.com.



https://www.docketalarm.com/

Patent Application Publication  Aug. 13,2009 Sheet 2 of 3 US 2009/0204700 A1

210 | RECEIVE A REQUEST FROM A FIRST PEER 200
CLIENT (FPC) TO CONNECT TO ANOTHER «
PEER CLIENT (PC) FOR DATA REPLICATION,

DATA VERSIONING, OR DATA
RESTORATION DETERMINE FOR INCLUSION
i WITHIN THE LIST THOSE N
290 AVAILABLE SPC’S THAT CAN
SUPPLYING A LIST OF SECOND PEER <4—>» CURRENTLY RECEIVE AT LEAST 221
CLIENTS (SPC’S) HAVING ONE OR MORE ONE MORE CONNECTION FROM
SPC’S; THE LIST IS SUPPLIED TO THE FPC THE FPC
230 v DETERMINE THAT WHEN THE
ACQUIRE A SELECTED SPC RECEIVED .| SELECTED SPC IS ACQUIRED THAT
\ FROM THE FPC AND SELECTEDFROM [~ THE SELECTED SPC CANNOT
THE LIST ACCEPT A CURRENT CONNECTION 231
¢ AND IN RESPONSE THERETO
ASKING THE FPC TO WAIT OR HOLD
240 INCREMENT A SERIAL NUMBER UNTIL A PARTICULAR
REPRESENTING A TOTAL NUMBER OF CONNECTION IS TERMINATED
WITH TR QFT FOTFEFN {Pr

\ OTHER PC’S CURRENTLY CONNECTED TO
THE SELECTED PC, AND WHEREIN THE
SERIAL NUMBER IS INCREMENTED TO PRODUCE A PACKET THAT

REFLECT A CONNECTION TO THE <4—»| | NCLUDES THE SERIAL NUMBER

SELECTED PC BY THE FPC AND THAT IS SUPPLIED TO THE
FPC, AND WHEREIN THE PACKET | 941
INCLUDES A TIME PERIOD FOR

A

250 l WHICH THE FPC CAN CONNECT
| SIGN THE SERIAL NUMBER AND SUPPLY THE TO THE SELECTED SPC AND
SIGNED SERIAL NUMBER TO THE FPC UNIQUE IDENTIFIERS
IDENTIFYING THE FPC AND THE
4 242

v

DETERMINE THE TIME PERIOD BY CONSIDERING A VARIETY OF FACTORS THAT
INCLUDE: HOW MUCH TIME THE SELECTED SPC HAS BEEN BURDENED WITH SHARED
DATA REQUESTS WITHIN A LAST CONFIGURABLE PERIOD OF TIME, HOW MANY
CONNECTION REQUESTS WERE MADE OF THE SELECTED SPC IN THE LAST
CONFIGURABLE PERIOD OF TIME, AND HOW MANY TIMES THE FPC CONNECTED TO THE
SELECTED SPC IN THE LAST CONFIGURABLE PERIOD OF TIME

!

ENSURE THAT A MINIMUM TIME PERIOD IS ASSIGNED TO THE PACKET WHEN THE
TIME PERIOD FALLS BELOW A THRESHOLD

243

FIG. 2

DOCKET

A R M Find authenticated court documents without watermarks at docketalarm.com.



https://www.docketalarm.com/

Patent Application Publication  Aug. 13,2009 Sheet 3 of 3 US 2009/0204700 A1

300

¥

301

™~ PEER
CLIENTS

N MANAGEMENT
SERVER

FIG.3

400

401

—~ P2P
MANAGEMENT
SERVER

402 pP2P
.| CLIENT VERSIONING
SERVICE

FIG. 4

DOCKET

A R M Find authenticated court documents without watermarks at docketalarm.com.



https://www.docketalarm.com/

US 2009/0204700 A1

COORDINATED PEER-TO-PEER (P2P)
REPLICATED BACKUP AND VERSIONING

BACKGROUND

[0001] Data and information are rapidly becoming the life
blood of enterprises. Transactions with customers, opera-
tional data, financial data, corporate intelligence data; in fact,
all types of information are now captured, indexed, stored,
and mined by enterprises in today’s highly competitive and
world economy.

[0002] Sinceinformation is vital to the enterprise, it is often
made available twenty-four hours a day, seven days a week,
and three hundred sixty-five days a year. To achieve this, the
enterprises have to implement a variety of data replication,
databackup, and data versioning techniques against their data
models, users’ storage devices, and/or their data warehouses.
[0003] Itis notunusual for an enterprise to expend roughly
$6 for every gigabyte (GB) of data storage used for data
backup and replication per year. This is a best case scenario
and does not include the management overhead, risk associ-
ated with data loss, restore overhead in the event of data loss,
periodic tape drive cleansing overhead/cost, higher recover
times when data is lost, etc.

[0004] In fact, assuming an enterprise has 10,000 employ-
ees each employee having a modest 20 GB of data, then the
cost of data backup and replication is $1,200,000 (20x$6x10,
000). Again, this is best case scenario and does not even
account for a variety of overhead costs, which were discussed
above. Thus, it can be seen that data backup and replication
for medium to large enterprises can easily be in the millions of
dollars and can affect the enterprise’s bottom line in any year
but most especially during tough or lean years.

[0005] Additionally, many users of an enterprise never
fully utilize their existing storage capacity. Still, the enter-
prise has to retain sufficient backup space to account for the
situation when a user does fully utilize his/her storage capac-
ity. So, the reality is and enterprise not only expends a lot of
time, resources, and money on data backup and replication
but the enterprise is also wasting and underutilizing a lot of
existing storage capacity.

[0006] Thus, itis desirable to have improved techniques for
data backup and replication within enterprises.

SUMMARY

[0007] In various embodiments, techniques are provided
for coordinated peer-to-peer (P2P) replicated backup and ver-
sioning. More particularly and in an embodiment, a method is
provided for registering and configuring a client for coordi-
nated P2P replicated backup and version. A registration
request is received from a first peer client. Usage metrics are
interactively acquired from the first peer client. The first-
peer-client storage on the first peer client is divided into a
configurable number of slots in response to some of the usage
metrics. A first number of the slots on the first peer client are
allocated for exclusive use of the first peer client. Next, a
maximum number of second peer clients are determined,
where the second peer clients are used by the first peer client
for data replication or data versioning of the first number of
the slots The data rephcatlon and data Versmmng occur V1a a
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client, the slots, and the maximum number of second peer
clients are registered for P2P data sharing and data manage-
ment.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1 is a diagram of a method for registering and
configuring a client for coordinated P2P replicated backup
and version, according to an example embodiment.

[0009] FIG. 2 is a diagram a method for centralized P2P
data sharing and management, according to an example
embodiment.

[0010] FIG. 3 is a diagram of a P2P data management and
sharing system, according to an example embodiment.
[0011] FIG. 4is a diagram of another P2P data management
and sharing system, according to an example embodiment.

DETAILED DESCRIPTION

[0012] According to an embodiment, the techniques pre-
sented herein may be implemented within Novell products
distributed by Novell, Inc. of Provo, Utah. Of course it is to be
understood that any network architecture, device, proxy,
operating system (OS), or product may be enhanced to utilize
and deploy the techniques presented herein and below.
[0013] FIG. 1is a diagram of a method 100 for registering
and configuring a client for coordinated P2P replicated
backup and version, according to an example embodiment.
The method 100 (hereinafter “P2P registration service”) is
implemented in a machine-accessible and computer-readable
medium as instructions that process on a machine (computer,
processor-enabled device, etc.) and the P2P registration ser-
vice is accessible over a network. The network may be wired,
wireless, or a combination of wired and wireless.

[0014] The P2P registration service is implemented within
and processes on a P2P centralized server machine. Users
interact with their client machines (referred to as “peers” or
“peer clients” herein) to register with and be configured by the
P2P registration service for P2P data sharing and manage-
ment with other peer clients.

[0015] At 110, the P2P registration service receives a reg-
istration request from a first peer client. The first peer client
desires to share storage associated with its processing envi-
ronment and desires to have one or more other second peer
clients remotely located over the network house replicated
backup data for the first peer client’s storage or to house
versioned data for the first peer client’s storage.

[0016] The request can be received from a user associated
with the first peer client. Alternatively, the request can be
received from an automated service or daemon running of the
first peer client. In some cases, the request can be received
from an administrator on behalf of the first peer client and
from a machine that is not associated with the first peer client.
[0017] Before the first peer client can share storage and
have storage accessible via other peer clients, the first peer
client has to register via the P2P registration service. The
registration request received at 110 reflects the initiation of
that registration.

[0018] At 120, the P2P registration service interactively
acquires usage metrics from the first peer clients. A variety of
usage metrics can be received from information obtained
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