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57 ABSTRACT 

A method and an apparatus for generating information input 
which are capable of realizing a direct command type 
information input Scheme by which the gesture or the 
motion can be inputted easily. The apparatus has a timing 
Signal generation unit for generating a timing Signal; a 
lighting unit for emitting a light whose intensity vary in 
time, according to the timing Signal generated by the timing 
Signal generation unit; and a reflected light extraction unit 
having a Sensor array for detecting a reflected light from a 
target object resulting from the light emitted by the lighting 
unit, in Synchronization with the timing Signal generated by 
the timing Signal generation unit, So as to obtain a Spatial 
intensity distribution of the reflected light in a form of a 
reflected light image indicative of an information input 
related to the target object, in Separation from an external 
light that is illuminating the target object. 
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CALCULATE TH 
TH=(sum/max)? Xmax 
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max:MAXIMUM PIXEL VALUE IN 1ST & 2ND LINES 

OBTAIN k & a (0<as 1) THAT SATISFY: 
k-1 

THE X a k i0 Xsumi)+axSumk) 231 

WHERE xsumi IS PIXEL VALUE SUM OF 
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METHOD AND APPARATUS FOR
GENERATING INFORMATION INPUT

USING REFLECTED LIGHT IMAGE OF
TARGET OBJECT

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a method and an appa-
ratus for generating information input in which input infor-
mation is extracted by obtainingareflected light image of a
target object.

2. Description of the Background Art

There are various input devices for computers, and among
them, a mouse is widely used as one of the most popular
input devices along with a keyboard. However, the mouse
can only carry out manipulations such as a moving of a
cursor and a selection from a menu, sothat the mouseis only
capable of playing a role of a two-dimensional pointing
device at best. In other words, the mouse can only handle
two-dimensional information, and it is difficult to select a
thing with a depth aspect such as an object in a three-
dimensional space. Also, in a case of producing the anima-
tion by using a computer, for example,it is difficult to give
a natural motion to a character by means of manipulation
information input operations using the input device likemouse.

Also, in the multi-modal field, there is a demand for a
schemethat enables to handle a device in a form close to a

natural human communication by inputting manipulation
information such as a gesture like a hand action or a body
motion and a posture, as a complement to the input infor-
mation given by the input means such as speech input,
keyboard, mouse, track ball, etc.

For this reason, in recent years, the three-dimensional
pointing device for enabling the recognition of natural
human gestures has been developed as one technique for
enabling a variety of input operations in the multi-modal
field and others by compensating the difficulties associated
with the pointing in the three-dimensional space.

For example, there is a proposition of a three-dimensional
pointing device as shownin FIG. 105. This device has a ball
shaped operation portion in a middle of its body, and ten
keys arranged at a peripheral portion. This device has six
degrees of freedom corresponding to six different ways for
operating the ball shaped operation portion, that is, pushing
a front part ofit, pushing a central part of it, pushing a rear
part of it, pulling it upward, rotating it to the right, and
rotating it to the left.

By assigning appropriate roles to these six degrees of
freedom,it is possible to control a position (x, y, z) and an
orientation (x-axis, y-axis, z-axis) of a cursor in the three-
dimensional space, or a position (x, y, z) and an orientation
(x-axis, y-axis, z-axis) of a viewpoint with respect to the
three-dimensional space.

However,this three-dimensional pointing device requires
a considerable level of skills so that when this device is

actually operated it is quite difficult to control a cursor or a
viewpoint exactly as desired. For example, when onetries to
rotate the ball to the left or nght, a front part or a rear part
of the ball can be pushed at the same time unintentionally,
such that a cursor is moved or a viewpoint is shifted to a
totally unexpected direction.

As oppose to such a three-dimensional pointing device,
there are also input devices that use a hand action or a body
motion, known by the names such as a data glove, a data
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suit, and a cyber-glove. Among them, the data glove is a
glove shaped device which hasoptical fibers on its surface.
These optical fibers are provided up to finger joints so as to
utilize a change of a light conduction due to a bending of a
finger. By measuring an amount of light conduction, it is
made possible to determine how much each finger joint is
bent. A position of a hand itself in the three-dimensional
space is measured by a magnetic sensor provided on the
back of the hand.

As a result, when a command correspondingto a specific
hand action is determined in advance, such as a pointing by
an index finger indicates a forward move, for example,it is
possible to realize an operation (called a walk-through)
using the data glove that simulates a motion of walking
about while variously changing a viewpoint within the
three-dimensional space.

However, such a three-dimensional pointing device is
associated with the following problems.

First of all, it is very expensive and therefore not suitable
for homeuse.

Secondly, the recognition error is inevitable as an angle of
the finger joint is to be measured. For example, supposethat
a state of extending only the index finger while the other
fingers are turned in is defined as a forward move command.
Here, even when the index finger is extended it is rather
unlikely for an angle of the second joint of the index finger
to become exactly 180°, so that unless a margin is provided,
it would be impossible to recognize this state except when
the finger is completely extended.

Thirdly, the operator is required to wear the data glove so
that a natural movement can be obstructed, and also it is
necessary to calibrate the light conduction state in a state of
opening the hand andastate of closing the hand every time
the data glove is worn, so that it is not very convenient to
use. Moreover, because of the use of the optical fibers, a
problem like a brokenfiber occurs during the continuous use
so that it is very much anarticle of consumption.

In addition, despite of the fact that it is a very expensive
and noteasily handlable device, unless the size of the glove
perfectly fits, it is difficult to recognize sophisticated hand
actions because the light conduction state tends to deviate
from the calibrated state during the use.

Because of such numerous problemsassociated with it,
the data glove has not become as popular as originally
expected despite of the fact that it was a device that trigerred
the VR (Virtual Reality) technology, and there is no signifi-
cant reduction of its price so that there are many problems
related to its convenience in use.

Forthis reason, there are some attempts whichtry to input
a hand action or a body motion without requiring the
operator to wear a special device such as the data glove. For
example, there is a technique for recognizing a shape of the
hand by analyzing dynamic images such as video images.
However,to this end, there is a need to develop a technique
for extracting a target image from the background image.
Namely, in a case of recognizing a hand action, it is
necessary to extract the hand alone, but this has turned out
to be a technically rather difficult thing to do.

For example, consider a case of extracting a hand portion
in an image according to the color information. Since the
hand is in the flesh color, it is possible to contemplate a
schemefor extracting only those pixel portions that have the
flesh color as image information. However,it is impossible
to distinguish pixels corresponding to the flesh color of the
hand portion alone if beige clothes or walls are present in the
background. Also, even if it is made possible to distinguish
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the beige and the flesh color by some adjustments, the color
tone will be changed when the lighting is changed, so that
it is still difficult to extract the hand portionstably.

In order to resolve these problems,there is a measure for
imposing a limitation on the background image such as the
placing of a blue mat on the background so as to make the
extraction easy. There is also a measure to paint the finger
tips with a color that can be easily extracted from the
background, or wear a ring in such a color. However, these
limitations are not realistic so that they are utilized for
experiments but not for practical use.

On the other hand, as another available technique for
recognizing the handaction,it is possibleto utilize a device
for inputting range imagescalled range finder. Typically, the
range finder is based on the principle that a spot light or a slit
light is irradiated onto a target object and then a distance is
determinedby the principle of the triangular survey accord-
ing to a position at whichthe reflected light is received. This
spot light or slit light is mechanically scanned in order to
obtain the two-dimensional distance information.

This range finderis capable of generating the range image
in very high precision, but the device requires a very large
scale configuration and a high cost. Also, the input is very
time-consuming and it is difficult to carry out the real time
processing.

There are also devices, some of which are already in
practical use, for capturing a shape or a motion of the hand
or the body by attaching color markers or light emitting
elements to the hand or a part of the body, and detecting
these color markers or light emitting elements by using the
image.

However, the requirement for mounting some elementat
every occasion of its operation is a great demerit from a
viewpoint of the convenience of the user, and can limit its
application range significantly. Moreover, as can be seen in
the example of the data glove, a device that requires to
mount some element on the movable part such as hand tends
to have a problem of the durability.

Now,setting aside the input devices as described above,
the conventional art of the camera technique will be
described.

In the conventional camera technique,in order to realize
the chromakey,that is, a character composition with respect
to the background,it has been necessary to take an image of
the character with the blue back in advanceso as to makeit

easier to extract the character. For this reason, the location
for taking images has been limited to a place like studio
whereit is possible to take images with the blue back.Else,
in order to extract the character from the video image taken
without using the blue back, it has been necessary to
manually edit the character extraction range scene by scene,
which is very time-consuming.

Similarly, in a case of generating the character in the
three-dimensional space, the conventional camera technique
uses a scheme in which a three-dimensional model is

produced in advance and then the texture mapping for
attaching a picture of the character thereto is carried out.
However, the three-dimensional model production and the
texture mapping require considerable time and effort so that
this scheme has been almost impractical except for some
special case where the great expense is permitted such as the
movie production.

As described, conventionally, there has been no input
device of a direct command type by whichthe gesture or the
motion can be inputted easily. In particular, there has been
no device by which the pointing or the viewpoint change in
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the three-dimensional space can be carried out easily. Also,
it has been impossible to give a natural motion to the
animation character by using the gesture or the motion of a
user directly. In addition, in the conventional camera
technique, it has not been possible to extract a specific
character alone or input the depth information on the char-
acter easily.

SUMMARYOF THE INVENTION

It is therefore an object of the present invention to provide
to provide a method and an apparatus for generating infor-
mation input which are capable of realizing a direct com-
mand type information input scheme by whichthe gesture or
the motion can be inputted easily.

It is another object of the present invention to provide a
method and an apparatus for generating information input
which are capable of realizing an information input scheme
by which the pointing or the viewpoint change in the
three-dimensional space can be carried out easily.

It is another object of the present invention to provide a
method and an apparatus for generating information input
which are capable of realizing an information input scheme
by which it is possible to give a natural motion to the
animation character by using the gesture or the motion of a
user directly.

It is another object of the present invention to provide a
method and an apparatus for generating information input
which are capable of realizing an information input scheme
by which a specific character alone can be extracted and the
depth information on the character can be inputted easily.

It is another object of the present invention to provide a
method and an apparatus for generating information input
which are capable of extracting a specific target object at
high precision easily even under an environment incorpo-
rating the external light fluctuation.

It is another object of the present invention to provide a
method and an apparatus for generating information input
which are capable of extracting an imageof a target object
in an optimum state even when a distance with respect to the
target object is changing.

According to one aspect of the present invention there is
provided an information input generation apparatus, com-
prising: a timing signal generation unit for generating a
timing signal; a lighting unit for emitting a light whose
intensity vary in time, according to the timing signal gen-
erated by the timing signal generation unit; and a reflected
light extraction unit having a sensor array for detecting a
reflected light from a target object resulting from the light
emitted by the lighting unit, in synchronization with the
timing signal generated by the timing signal generation unit,
so as to obtain a spatial intensity distributionofthe reflected
light in a form ofa reflected light image indicative of an
information input related to the target object, in separation
from an external light that is illuminating the target object.

According to another aspect of the present invention there
is provided a method of information input generation, com-
prising the steps of: (a) generating a timing signal; (b)
emitting a light whose intensity vary in time at a lighting
unit, according to the timing signal generated bythe step (a);
and (c) detecting a reflected light from a target object
resulting from the light emitted by the step (b), in synchro-
nization with the timing signal generated by the step (a), so
as to obtain a spatial intensity distribution of the reflected
light in a form ofa reflected light image indicative of an
information input related to the target object, in separation
from an external lightthat is illuminating the target object,
at a reflected light extraction unit.
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Other features and advantages of the present invention
will become apparent from the following description taken
in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic block diagram showing an exem-
plary configuration of an information input generation appa-
ratus according to the first embodiment of the present
invention.

FIG.2 is a detailed block diagram of the information input
generation apparatus of FIG. 1.

FIG. 3 is a block diagram showing an exemplary con-
figuration of a reflected light extraction unit in the informa-
tion input generation apparatus of FIG.1.

FIG. 4 is a block diagram showing an exemplary con-
figuration of a unit photo-detector cell in the reflected light
extraction unit of FIG. 3.

FIG. 5 is a timing chart for control signals used in the
information input generation apparatus of FIG.1.

FIG.6 is a diagram showing an exemplary reflected light
image used in the second embodimentof the present inven-
tion.

FIG. 7 is a diagram for explaining a finger tip position
extraction operation in the second embodiment of the
present invention.

FIG. 8 is another diagram for explaining a finger tip
position extraction operation in the second embodiment of
the present invention.

FIG. 9 is a block diagram showing one exemplary con-
figuration of a feature data generation unit according to the
second embodimentof the present invention.

FIG.10 is a diagram showing an exemplaryreflected light
image processed by the feature data generation unit of FIG.
9.

FIGS. 11A and 11B are diagrams for explaining the
operation of the feature data generation unit of FIG. 9.

FIG.12 is another diagram for explaining the operation of
the feature data generation unit of FIG. 9.

FIG. 13 is a flow chart for a first half of the operation
carried out by the feature data generation unit of FIG. 9.

FIG.14 is a flow chart for a second half of the operation
carried out by the feature data generation unit of FIG. 9.

FIG. 15 is a diagram for explaining the operation of the
feature data generation unit of FIG. 9 according to the flow
charts of FIG. 13.

FIG.16 is another diagram for explaining the operation of
the feature data generation unit of FIG. 9 according to the
flow charts of FIG. 13.

FIG.17 is a diagram showing another exemplaryreflected
light imagethat can be used in the second embodimentof the
present invention.

FIG.18 is a diagram showing another exemplaryreflected
light imagethat can be used in the second embodimentof the
present invention.

FIG. 19 is a diagram for explaining additional aspect of
the operation carried out by the feature data generation unit
of FIG. 9.

FIG. 20 is another diagram for explaining additional
aspect of the operation carried out by the feature data
generation unit of FIG. 9.

FIG. 21 is a block diagram showing another exemplary
configuration of a feature data generation unit according to
the second embodiment of the present invention.
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FIG. 22 is a block diagram showing another exemplary
configuration of a feature data generation unit according to
the second embodiment of the present invention.

FIG. 23 is a schematic block diagram showing an exem-
plary configuration of a feature data generation unit accord-
ing to the third embodimentof the present invention.

FIG. 24 is a diagram showing exemplary reflected light
images and rectangles extracted therefrom used in the fea-
ture data generation unit of FIG. 23.

FIG.25 is a flow chart for the operation carried out by the
feature data generation unit of FIG. 23.

FIG. 26 is a diagram showing an exemplary shapeinter-
pretation rule used in the feature data generation unit of FIG.
23.

FIG.27 is a diagram showing another exemplary reflected
light images and rectangles extracted therefrom used in the
feature data generation unit of FIG. 23.

FIG.28 is a diagram showing another exemplary reflected
light images and rectangles extracted therefrom used in the
feature data generation unit of FIG. 23.

FIG. 29 is a diagram showing another exemplary shape
interpretation rule used in the feature data generation unit of
FIG. 23.

FIG.30 is a diagram for explaining a viewpoint extraction
operation that can be realized by the feature data generation
unit of FIG. 23.

FIG.31 is a diagram showing exemplary views from three
viewpoints indicated in FIG. 30.

FIG. 32 is a diagram showing exemplary reflected light
images and rectangles extracted therefrom used in the view-
point extraction operation by the feature data generation unit
of FIG. 23.

FIG. 33 is a diagram showing an exemplary shapeinter-
pretation rule used in the viewpoint extraction operation by
the feature data generation unit of FIG. 23.

FIG.34 is a diagram for explaining an alternative way of
realizing the viewpoint extraction operation by the feature
data generation unit of FIG. 23.

FIG. 35 is a schematic block diagram showing one
exemplary configuration of a feature data generation unit
accordingto the fourth embodimentof the present invention.

FIG.36 is a flow chart for the operation carried out by the
feature data generation unit of FIG. 35.

FIG. 37 is a diagram showing an exemplary character
motion to be handled by the feature data generation unit of
FIG. 35.

FIG. 38 is a diagram showing another exemplary char-
acter motion to be handled by the feature data generation
unit of FIG. 35.

FIG. 39 is a diagram for explaining the operation of the
feature data generation unit of FIG. 35.

FIG.40 is another diagram for explaining the operation of
the feature data generation unit of FIG. 35.

FIG.41 is another diagram for explaining the operation of
the feature data generation unit of FIG. 35.

FIG. 42 is a diagram showing exemplary reflected light
images used in the feature data generation unit of FIG. 35.

FIG. 43 is a block diagram showing another exemplary
configuration of a feature data generation unit according to
the fourth embodimentof the present invention.

FIG. 44 is a diagram showing an exemplary screen
display by a graphical user interface used in the feature data
generation unit of FIG. 43.
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FIG. 45 is a diagram showing another exemplary screen
display by a graphical user interface used in the feature data
generation unit of FIG. 43.

FIG. 46 is a block diagram showing one exemplary
configuration of an information input generation apparatus
according to the fifth embodiment of the present invention.

FIG.47 is a diagram showing an exemplary configuration
of a photo-detection array that can be used in the information
input generation apparatus of FIG. 46.

FIG.48 is a diagram for explaining the operation carried
out by the information input generation apparatus of FIG.
46.

FIG. 49 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the fifth embodiment of the present invention.

FIG. 50 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the fifth embodiment of the present invention.

FIG. 51 is a diagram for explaining another operation
carried out by the information input generation apparatus
according to the fifth embodiment of the present invention.

FIG. 52 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the fifth embodiment of the present invention.

FIG. 53 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the fifth embodiment of the present invention.

FIG. 54 is a block diagram showing one exemplary
configuration of an information input generation apparatus
according to the sixth embodimentof the present invention.

FIG. 55 is a diagram for explaining the operation carried
out by the information input generation apparatus of FIG.
54.

FIG. 56 is another diagram for explaining the operation
carried out by the information input generation apparatus of
FIG. 54.

FIG. 57 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the sixth embodimentof the present invention.

FIG. 58 is another diagram for explaining the operation
carried out by the information input generation apparatus of
FIG. 57.

FIG. 59 is a block diagram showing one exemplary
configuration of an information input generation apparatus
according to the seventh embodiment of the present inven-
tion.

FIG. 60 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the seventh embodiment of the present inven-
tion.

FIG. 61 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the seventh embodiment of the present inven-
tion.

FIG. 62 is a graph showing an ideal characteristic of a
nonlinear conversion used in an information input genera-
tion apparatus according to the seventh embodimentof the
present invention.

FIG. 63 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the seventh embodiment of the present inven-
tion.

FIG. 64 is a diagram showing an exemplary table data
used in a correction table of the information input generation
apparatus of FIG. 63.

10

15

20

25

30

35

40

45

50

55

60

65

8

FIG. 65 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the seventh embodiment of the present inven-
tion.

FIG. 66 is a diagram showing an exemplary table data
used in a correction table of the information input generation
apparatus of FIG. 63.

FIG. 67 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the seventh embodiment of the present inven-
tion.

FIG. 68 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the seventh embodiment of the present inven-
tion.

FIG. 69 is a diagram for explaining the operation carried
out by the information input generation apparatus of FIG.
68.

FIG. 70 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the seventh embodiment of the present inven-
tion.

FIG.71 is a diagram showing an exemplary dialogue box
used in a user commanding unit of the information input
generation apparatus of FIG. 70.

FIG.72 is a diagram for explaining the operation carried
out by the information input generation apparatus of FIG.
70.

FIG.73 is a flow chart for the operation carried out by the
information input generation apparatus of FIG. 70.

FIG. 74 is a diagram showing an exemplary system
configuration incorporating an information input generation
apparatus according to the eighth embodimentofthe present
invention.

FIG. 75 is a diagram showing another exemplary system
configuration incorporating an information input generation
apparatus according to the eighth embodimentofthe present
invention.

FIG.76 is a diagram showing another exemplary system
configuration incorporating an information input generation
apparatus according to the eighth embodimentofthe present
invention.

FIG. 77 is a diagram showing another exemplary system
configuration incorporating an information input generation
apparatus according to the eighth embodimentofthe present
invention.

FIG. 78 is a diagram showing another exemplary system
configuration incorporating an information input generation
apparatus according to the eighth embodimentofthe present
invention.

FIG. 79 is a diagram showing another exemplary system
configuration incorporating an information input generation
apparatus according to the eighth embodimentofthe present
invention.

FIG. 80 is a block diagram showing one exemplary
configuration of an information input generation apparatus
according to the ninth embodimentof the present invention.

FIG. 81 is a timing chart for explaining the operation
carried out by the information input generation apparatus of
FIG. 890.

FIG. 82 is another timing chart for explaining the opera-
tion carried out by the information input generation appa-
ratus of FIG. 80.

FIG. 83 is a flow chart for the operation carried out by a
reflected light image acquisition unit of the information
input generation apparatus of FIG. 80.

IPR2022-00090 - LGE

Ex. 1004 - Page 106



IPR2022-00090 - LGE
Ex. 1004 - Page 107

6,144,366
9

FIG. 84 is a block diagram showing another exemplary
configuration of an information input generation apparatus
according to the ninth embodimentof the present invention.

FIG. 85 is a block diagram showing an exemplary con-
figuration of an information input generation apparatus
according to the tenth embodimentof the present invention.

FIG. 86 is a timing chart for explaining the operation
carried out by the information input generation apparatus of
FIG. 85 in one exemplary case.

FIG. 87 is a timing chart for explaining the operation
carried out by the information input generation apparatus of
FIG. 85 in another exemplary case.

FIG. 88 is a block diagram showing an exemplary con-
figuration of an information input generation apparatus
according to the eleventh embodimentof the present inven-
tion.

FIG. 89 is a timing chart for explaining the operation
carried out by the information input generation apparatus of
FIG.88.

FIG. 90 is a block diagram showing an exemplary con-
figuration of an information input generation apparatus
according to the twelfth embodimentof the present inven-
tion.

FIG.91 is a flow chart for the operation carried out by a
reflected light image acquisition unit of the information
input generation apparatus of FIG. 90.

FIGS. 92A and 92B are diagrams for explaining the
operation carried out by the information input generation
apparatus of FIG. 90 in one exemplary case.

FIGS. 93A and 93B are diagrams for explaining the
operation carried out by the information input generation
apparatus of FIG. 90 in another exemplary case.

FIG. 94 is a block diagram showing another possible
configuration of a photo-detection section in an information
input generation apparatus according to the twelfth embodi-
ment of the present invention.

FIG. 95 is a timing chart for explaining the operation
carried out by the photo-detection section of FIG. 94.

FIG.96 is a graph showinga relationship of a distance and
a reflected light amount in an information input generation
apparatus according to the thirteenth embodiment of the
present invention.

FIG. 97 is a block diagram showing one exemplary
configuration of an information input generation apparatus
accordingto the thirteenth embodimentof the present inven-
tion.

FIG. 98 is a diagram showing a state transition among
three stated used in the information input generation appa-
ratus of FIG. 97.

FIG. 99 is a timing chart for explaining the operation
carried out by the information input generation apparatus of
FIG. 97 for three states in one exemplary case.

FIG. 100 is a timing chart for explaining the operation
carried out by the information input generation apparatus of
FIG. 97 for three states in another exemplary case.

FIG. 101 is a graph showing a characteristic of a loga-
rithmic amplifier that can be used in the information input
generation apparatus of FIG. 97.

FIG. 102 is a block diagram showing another exemplary
configuration of an information input generation apparatus
accordingto the thirteenth embodimentof the present inven-
tion.

FIG. 103 is a block diagram showing an exemplary
configuration of an information input generation apparatus
according to the fourteenth embodiment of the present
invention.
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FIG. 104 is a flow chart for the operation carried out by
the information input generation apparatus of FIG. 103.

FIG. 105 is a perspective view of a conventional three-
dimensional pointing device.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The present invention is basically directed to an informa-
tion input scheme in which the light is irradiated onto a
target object from a light source, and the reflected light from
this target object is captured as an image, so that information
onthis target object such as its shape, motion, distance, etc.,
can be obtained from this reflected light image. In addition,
in the present invention, a plurality of operation patterns for
the lighting and charge storing operation are provided and
selectively used according to the external light state so that
the reflected light image can be obtained at high precision
regardless of the external light state. In the following,
various embodiments of this information input scheme will
be described in detail.

<First Embodiment>

FIG. 1 shows an exemplary configuration of an informa-
tion input generation apparatus according to the first
embodiment of the present invention, which comprises a
lighting unit 101, a reflected light extraction unit 102, a
feature data generation unit 103, and a timing signal gen-
eration unit 104.

The lighting unit 101 emits a light whoseintensity varies
in time according to the timing signal generated by the
timing signal generation unit 104. This light is irradiated
onto a target object located in frontof the lighting unit 101.

The reflected light extraction unit 102 extracts the
reflected light from the target object resulting from the light
emitted by the lighting unit 101. Preferably, this reflected
light extraction unit 102 extracts the spatial intensity distri-
bution of the reflected light. This spatial intensity distribu-
tion of the reflected light can be captured as an image which
will be referred to as a reflected light image hereafter.

The reflected light extraction unit 102 has a photo-
detection section for detecting a receiving light amount in
order to extract the reflected light from the target object. In
general, the photo-detection section detects not only the
reflected light from the target object resulting from the light
emitted by the lighting unit 101 but also the external light
such as illumination light or sunlight. For this reason, the
reflected light extraction unit 102 takes a difference between
a received light amount detected when the lighting unit 101
is emitting the light and a received light amount detected
whenthe lighting unit 101 is not emitting the light, so as to
obtain only a component for the reflected light from the
target object resulting from the light emitted by the lighting
unit 101. In other words, the reflected light extraction unit
102 is also controlled by the timing signal generation unit
104 which generates the signal for controlling the lighting
umit 101.

The feature data generation unit 103 extracts various
feature data from the reflected light image. Manydifferent
types of the feature data and their extraction methods can be
used in the present invention, as will be described in detail
in the later embodiments. When the target object is a hand,
it becomes possible to obtain the information regarding a
gesture or a pointing according to the feature data extracted
from the reflected light image of the hand, for example, and
it becomes possible to operate a computer by using this
obtained information. It is also possible to extract the 3D
information on the target object for further utilization. Note
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that this feature data generation unit 103 is not an indis-
pensable element of the present invention, and it is also
possible to directly input or utilize the reflected light image
obtained by the reflected light extraction umt 102.

Now, the technical improvements incorporated in this
information input generation apparatus of the first embodi-
ment will be described in further detail with reference to
FIG.2.

FIG. 2 shows an exemplary detailed configuration of this
information input generation apparatus of the first embodi-
ment. In FIG.2, the light emitted by the lighting unit 101 is
reflected by the target object 106, and an image is formed on
a photo-detection plane of the reflected light extraction unit
102 by a photo-detection optics 107. The reflection light
extraction unit 102 detects the intensity distribution of this
reflected light, that is, the reflected light image. Here, the
reflected light extraction unit 102 has a first photo-detection
unit 109, a second photo-detection unit 110, and a difference
calculation unit 111.

Eachofthe first photo-detection unit 109 and the second
photo-detection unit 110 detects the optical image formed on
the photo-detection plane and converts it into image signals
corresponding to the received light amounts. The first photo-
detection unit 109 and the second photo-detection unit 110
carry out this photo-detection operation at different timings.
A timing controlunit 112 (correspondingto the timing signal
generation unit 104 of FIG. 1) controls their operation
timings such that the lighting unit 101 emits the light when
the first photo-detection unit 109 is in a photo-detecting
state, whereas the lighting unit 101 does not emit the light
when the second photo-detection unit 110 is in a photo-
detecting state.

By meansofthis control, the first photo-detection unit 109
detects the received light amounts by receiving the reflected
light from the object resulting from the light emitted by the
lighting unit 101 as well as the external light such as
illumination light or sunlight.

On the other hand, the second photo-detection unit 110
only receives the external light. Here, the timings at which
the first and second photo-detection units 109 and 110
receive the lights are set to be different but close to each
other, so that the fluctuation of the external light between
these timings is ignorable. Consequently, a difference
between the image detected by the first photo-detection unit
109 and the image detected by the second photo-detection
unit 110 corresponds to a componentfor the reflected light
from the object resulting from the light emitted by the
lighting unit 101, and therefore it is possible to extract the
reflected light image corresponding to the componentfor the
reflected light from the object resulting from the light
emitted by the lighting unit 101.

The difference calculation unit 111 calculates this differ-

ence between the images detected by the first photo-
detection unit 109 and the second photo-detection unit 110,
and outputs the obtained difference.

The further detail of this reflected light extraction unit 102
will be described below.

The reflected light extraction unit 102 sequentially out-
puts the reflected light amountfor each pixelof the reflected
light image. The output from the reflected light extraction
unit 102 is then amplified by an amplifier 113, converted
from analog signals into digital signals by an A/D converter
114, and stored at a memory 115. Then, at an appropriate
timing, the data stored in this memory 115 are read out and
processed at the feature data generation unit 103. The timing
control unit 112 controls this overall operation.
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Whenthe target object to be detected is a human hand,it
is preferable to use a device that can emit the near infrared
light which is invisible to the human eyes, as the lighting
unit 101. In this case, the light emitted from the lighting unit
101 cannot be seen by the target human being so that the
target human being will not sensethe glare of the light. Also,
when the lighting unit 101 emits the near infrared light, a
near infrared light passing filter should preferably be pro-
vided at the photo-detection optics 107. This filter can pass
the near infrared light in the emitted wavelength, while
blocking the visible light and the far infrared light, so that
the most of the external light can be removedbythis filter.

Now,the reflected light from the object decreases con-
siderably when a distance to the object increases. In a case
where the object surface scatters the light uniformly, the
received light amount per each pixel of the reflected light
image as seen by the receiving side becomes smaller in
counter-proportion to the square of the distance to the object.
Consequently, when the target object 106 is placed in front
of this multi-dimensional information input generation
apparatus of the present invention, the reflected light from
the background becomes ignorably small, and therefore it is
possible to obtain the reflected light image only from the
object. Thus, whenthe target object 106 in a form of a hand
is placed in front of this multi-dimensional information input
generation apparatus, it is possible to obtain the reflected
light image of the hand alone.

Atthis point, a value of each pixel of the reflected light
imageindicates the reflected light amount received by a unit
photo-detector cell corresponding to each pixel. The
reflected light amount can be affected by the property of the
object (that is, whether or not the object totally reflects the
light, scatters the light, absorbs the light, etc.), the orienta-
tion of the object surface, the distance to the object, etc., and
in a case where the object as a whole scatters the light
uniformly, the reflected light amountis closely related to the
distance to the object.

The hand has such a property, so that the reflected light
image of the hand is dependent on the distance to the hand,
the leaning of the hand (that causes the partially different
distance), etc. Consequently, by extracting these features as
the feature data, it is possible to input and generate various
information.

In a case whereit is desired to extract a 3D shape,it is
desirable to obtain the distance information at high preci-
sion. In such a case, it is preferable to use a logarithmic
amplifier as the amplifier 113. The received light amountat
the photo-detection section is counter-proportional to the
square of the distance, but when the logarithmic amplifier is
used, the output of the logarithmic amplifier is counter-
proportional to the distance, so that it becomes possible to
utilize the dynamic range effectively.

Now, with reference to FIG. 3, an exemplary configura-
tion of the reflected light extraction unit 102 will be
described in further detail.

The reflected light extraction unit 102 of FIG. 3 has the
photo-detection section formed by CMOSsensors, which
includes a plurality of unit photo-detector cells, each corre-
sponding to each pixel of the reflected light image, so as to
be able to capture the intensity distribution of the reflected
light. In FIG. 3, a simplified case of 2x2 pixels is shown for
the sake of clarity, where a portion 117 enclosed by a dashed
line is a unit photo-detector cell PD for one pixel. Each unit
photo-detector cell PD for one pixel has a configuration as
shown in FIG.4.

In relation to FIG. 2 described above, one pixel partof the
first photo-detection unit 109 and one pixel part of the

IPR2022-00090 - LGE

Ex. 1004 - Page 108



IPR2022-00090 - LGE
Ex. 1004 - Page 109

6,144,366
13

second photo-detection unit 110 constitutes a single unit
photo-detector cell PD in FIG. 3. As shown in FIG.4, each
unit photo-detector cell PD has one photo-electric conver-
sion unit 118 formed by a photo-diode and two charge
storage units 119 and 120 formed by capacitors. Between the
photo-electric conversion unit 118 and the charge storage
units 119 and 120, several gates (122 and 123 in this
example of FIG. 4) are provided, so that the charges gen-
erated at the photo-electric conversion unit 118 can be
selectively lead to either one of the two charge storage units
119 and 120 by controlling these gates. Here, the control
signal for these gates and the lighting control signal for the
lighting unit 101 are synchronized.

FIG. 5 shows time changes of the control signals in the
photo-detection section, the lighting control signal, and the
lighting power.

A lighting control pulse 128 is a signal for controlling the
lighting unit 101, for a case of realizing the light pulse
emission. The lighting unit 101 emits the light when the
lighting control pulse 128 is in “HIGH”level, and does not
emit the light when the lighting control pulse 128 is in
“LOW”level.

In response to this lighting control signal, the light actu-
ally emitted from the lighting unit 101 has a waveform that
changes in time as indicated by the lighting power 129 in
FIG.5, which is determined by the time responseof the light
emitting element used as a light source in the lighting unit
101. The control signals including RESET 130, SAMPLE1
131, SAMPLE2 132, and TRANSFERare also given to the
photo-detection section.

The TRANSFERis a signal for controlling a transfer gate
121 that transfers the changes generated at the photo-electric
conversion unit 118 to the next stage. When this signal is in
“HIGH”level, the charges accumulated at the photo-electric
conversion unit 118 are transferred. After the charge storing,
at a time of charge transfer to an output gate 125, this
transfer gate 121 is closed so that the changes generated at
the photo-electric conversion unit 118 do not flow into the
output gate 125 which is formed by an amplifying transistor
connected with a transistor for selecting this unit photo-
detector cell having a gate connected with an address line
127, where the photo-diode of the photo-electric conversion
unit 118 is connected with a gate of this amplifying
transistor, while each of the capacitors of the two charge
storage units 119 and 120 has one electrode connected to this
amplifying transistor while another electrode is grounded,as
shown in FIG.4.

The RESET 130is a reset control signal for controlling a
reset gate 124 formed by a reset transistor. While the
TRANSFER is “HIGH”, when the RESET becomes
“HIGH”, the reset gate 124 is opened so that the charges
accumulated at the photo-electric conversion unit 118 are
discharged through the transfer gate 121 and the reset gate
124.

The SAMPLE1 131 and SAMPLE2 132 are control

signals for controlling sample gates 122 and 123 in order to
lead the changes from the photo-electric conversion unit
118.

Now,the operation of the unit photo-detector cell accord-
ing these control signals will be described in detail.

In the unit photo-detection cell, the transfer gate 121 is
kept open during the charge storing period. First, by opening
the reset gate 124, the unnecessary charges accumulated
between the photo-electric conversion unit 118 and the
sample gates 122 and 123 are discharged. Then, by closing
the reset gate 124, the charges obtained by the photo-electric
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conversion are accumulated between the photo-electric con-
version unit 118 and the sample gates 122 and 123.

After a prescribed period of time,the first sample gate 122
is opened so that the accumulated charges are transferred to
the first charge storage unit 119. Consequently, the charges
obtained by the photo-electric conversion during the “stor-
ing period-1”as indicated in FIG. 5 which extendssince the
RESET 130 becomes “LOW” until the SAMPLE1 131

becomes “LOW”will be stored into the first charge storage
unit 119. After the first sample gate 122 is closed, the reset
gate 124 is opened again to discharge the unnecessary
charges, and then closed. Then,after the prescribed period of
time, the second sample gate 123 is opened so that the
charges generated by the photo-electric conversionare trans-
ferred to the second charge storage unit 120 this time.
Consequently, the charges obtained by the photo-electric
conversion during the “storing period-2” as indicated in
FIG. 5 which extends since the RESET 130 becomes
“LOW?”until the SAMPLE2 132 becomes “LOW”will be

stored into the second charge storage unit 120. Here, the
“storing period-1” and the “storing period-2” have the same
duration.

Here, the lighting unit 101 emits the light during the
charge storing period called “storing period-1” whereas the
lighting unit 101 does not emit the light during the charge
storing period called “storing period-2”.

As a result, the first charge storage unit 119 stores the
charges generated from both the reflected light from the
object resulting from the light emitted by the lighting umit
101 and the external light such as illumination light or the
sunlight, whereas the second charge storage unit 120 stores
the charges generated from the external light alone.

Here, the charge storing period called “storing period-1”
and the charge storing period called “storing period-2” are
close in time, so that the size of the fluctuation of the
external light between them can be regarded as sufficiently
small. Consequently, a difference between the charge
amounts in the first charge storage unit 119 and the second
charge storage unit 120 can be regarded as the charge
amount generated by the reflected light from the target
object 106 resulting from the light emitted by the lighting
umit 101.

For the SAMPLE1; SAMPLE2, RESET and TRANSFER
as described above, the same signals are given to all the unit
photo-detector cells, so that the charge storing is carried out
at all the unit photo-detector cells in synchronization. This
implies that a single light emission is sufficient in obtaining
the one frameofthe reflected light image. Consequently, it
is possible to reduce the power required for the light
emission. Also, a LED can be usedasthe light source, where
the LED has a property that it can emit more intense light
instantaneously when the DUTY ratio of the lighting pulse
is smaller (that is, when the pulse interval is longer com-
pared with a single pulse width), so that it is possible to
utilize the lighting powerefficiently.

After the charge storage, the charge extraction is carried
out. First, a single line is selected by a vertical selectors 135.
Then, from the unit photo-detector cells of each selected
line, the charges stored in the first charge storage unit 119
and the second charge storage unit 120 are sequentially
taken out, and their difference is obtained by a difference
circuit 133. The obtained difference is then taken out by
selecting a row by a horizontal shift registers 136.

Note that, in this example, at a time of the charge
extraction, the extraction cell addresses are specified by the
shift registers so that the output order is fixed (to that of the
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sequential output) but the random access is possible by
generating arbitrary address. In such a case,it is possible to
extract charges from only a part of the photo-detection
section, so that the sensor operation frequency can be
lowered or the framerate of the reflected light image can be
increased. For example, in a case of detecting a small object
that only occupies a part of the image andtracing its motion,
it suffices to search this object in a vicinity of its location in
some frame, so that it suffices to extract charges for only a
part of the images.

Also, a case of using the near infrared light as the light
source has been described, but the present invention is not
necessarily limited to this case, and it is also possible to use
the visible light under the condition that prevents the human
eyes from sensing the glare of the light (such as the
condition that the light amountis not too large, or that the
light is directed so that it does not enter into the human eye
directly, etc.). In addition, the present invention is not
necessarily limited to a case of using the light, and it is also
possible to use the electromagnetic waves, ultrasonic waves,
etc. It is also possible to omit the near infrared light passing
filter under the condition that requires no consideration for
the influence of the external light.

Note that it is also possible to realize the photo-detection
section by using the CCD image sensors for usual imaging
purpose instead of the CMOSsensors, but the use of the
CMOSsensors is advantageous in view of both the perfor-
mance and the cost.

Namely, although it is possible to use the CCD image
sensors and a light source, the CCD can only image once in
every Yo second (in unitoffield). Consequently, even when
the lighting unit 101 is controlled to emit the lightin thefirst
Yeo second and not to emit the light in the next Yeo second,
the external light can fluctuate largely during this Yo second
interval so that the difference will not be equal to the
reflected light amount. The fluorescent light hasits intensity
fluctuating in a period of “oo second, so that this problem
can be caused. Even in the usual imaging using the CCD
image sensors, it is known that the phenomenon called
flickering can occur, where the brightness of the image
flickers due to the difference between the imaging period and
the fluctuation period of the external light.

In a case of using the CMOS sensors for the photo-
detection section as described above, the CMOS sensors
have the structural property that it is possible to control the
photo-detection (charge storing) and the read outarbitrarily
in unit of pixel, and the control time can beas short as about
Yo000 secondorless, but it can also be set to any sufficiently
long time, so that it is possible to eliminate the influence of
the externallight fluctuation by selecting the optimum value
according to the fluctuation of the external light.

In the imaging using the CCD imagesensors,in order to
prevent the flickering, there are cases where the charge
storing period is set to be Yoo second so that it matches with
the fluctuation period of the fluorescent light. Similarly, in a
case of synchronizing this operation with the lighting unit,
it is possible to suppress the influence of the external light
by setting the charge storing period to be Yio0 second, or by
setting one field to be “oo second by changing the CCD
driving signals. However, in such cases, there arises another
problem. Namely, when the target object in a form of the
hand is moving, the position of the hand can beslightly
displaced between the imagingat a timeofthe light emission
and the imaging at a time of no light emission. When the
difference is taken in this state, the reflected light imageis
largely disturbed at the edge portion of the object (hand) in
particular.
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In addition, there is a significant difference in compact-
ness of the configuration between a case of using the CCD
image sensors and a case of using the CMOSsensors.
Namely, in a case of using the CCD,it is at least necessary
to provide an A/D converter, a memory for storing data for
one frame part, and a calculation circuit for obtaining a
difference image. Moreover, in a case of using the CCD,it
is also necessary to separately provide a driver IC.

In contrast, in a case of using the CMOSsensors in a
configuration where a plurality of unit photo-detector cells
are arranged two-dimensionally as described above, various
circuits can be formed on a base of the CMOSsensors (a
substrate on which the CMOSsensors are formed), so that
it is possible to contain the driver in the same chip. In
addition, the difference between a case of light emission and
a case of no light emission can be taken within the sensors
so that no difference calculation circuit is necessary.
Moreover,it is also possible to contain an A/D converter, a
memory, and a control unit in one chip, so that it can be
realized at a very low cost.

In the above, the configuration up to the extraction of an
image(the reflected light image) of the target object alone
has been described. This much of a configuration byitself is
sufficiently useful as a commercial product, but in practical
use, it is often preferable to use the present invention in a
form that matches with the need of a user by applying some
processing to the obtained reflected light image.

For example, by inputting the reflected light image of the
hand,it is possible to realize the pointing or gesture input.
The feature data generation unit 103 extracts the information
useful for this purpose from the reflected light image, by
extracting the feature quantity, processing the feature
quantity, or generating some other information from the
feature quantity.

A representative example for the processing of the
reflected light image is the distance information extraction
and a region extraction. As already described above, when
the object has a uniform and homogeneous scattering
surface, the reflected light image can be regarded as a range
image. Consequently, it is possible to extract a 3D shape of
the object. When the object is the hand, it is possible to
detect an inclination of the palm of the hand, which appears
as a partially different distances. Also, when the hand is
moved, the change of the pixel values can be regarded as a
change of the distance.

It is also possible to process the reflected light image so
as to extract the object property information such as a color
information and a material information of the target object.

The extracted distance information and/or the object
property information can then be utilized in extracting an
object image of at least a part of the target object for the
purpose of further processing.

Also, as there is almost no reflected light from remote
object such as the background,it is possible to extract the
shape of the object easily by the processing for extracting a
region with the pixel value over a certain threshold from the
reflected light image. For example, when the object is the
hand, it is quite easy to extractits silhouette image. Even in
a case of using the range image, it is often preferable to
extract a region according to a threshold once and then use
the distance information within that region.

In this manner, it becomes possible to extract the target
object image easily, so that it becomes possible to realize
various information input operations or commanding opera-
tions using the target object image.

As described, according to this first embodiment, it
becomespossible to acquire the reflected light image of the
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object such as the hand,easily in real time. This eliminates
the need of an image processing for extracting a target object
image which is a type of image processing that is most
difficult to realize conventionally and has been a hindrance
to the application of the image processing. Consequently,
according to this first embodiment, it becomes possible to
provide various types of image processing that have been
difficult to realize at the practically usable level
conventionally, in a form whichis easyto realize and stable,
and at a low cost, so that it can be a great innovation to the
wide ranging fields such as industry, home, and amusement.

<Second Embodiment>

Referring now to FIG. 6 to FIG. 22, the second embodi-
ment of the present invention will be described in detail.

This second embodiment is directed to one exemplary
case of the feature data generation unit in the first embodi-
ment.

When the handis used as the target object, it is possible
to capture the information on a position and a shape of the
hand without a contact, so that it is possible to utilize the
present invention as a meansfor inputting information from
a human being to a machine. The pointing operation (an
operation for inputting a position) has been carried out
conventionally by using a device called pointing device such
as mouse or track ball, but according to this second
embodiment, this pointing operation can be realized by the
hand action alone without a contact. In the following, a
device for realizing this non-contact pointing will be
described in detail.

First, an example of the non-contact pointing will be
described. According to the present invention, a shape of the
hand can be easily detected, so that it is possible to utilize
the present invention as the non-contact pointing device,
which can be a suitable pointing means for a portable
information device and the like.

In this second embodiment, a user extends his hand in
front of the input device in a state of extending all the
fingers, and then makes the hand action, which is a very
natural operation to do for a user. In this case, the reflected
light image appears as showninaleft half of FIG.6. A finger
tip position is detected from this reflected light image by
means of the image processing and utilized for the pointing
operation. The extended finger portion appears as an upward
pointing stick shaped object, so that it is not so difficult to
obtain the coordinates of this tip end by the image process-
ing. However, by simply obtaining the coordinates of the
stick shaped tip end,it is only possible to obtain the finger
tip position at the precision corresponding to the resolution
of the reflected light image.

In general, the reflected light extraction unit can be
manufactured at lower cost when the required numberof
pixels is smaller. Consequently, if it is possible to obtain the
finger tip position at high precision from the rough reflected
light image, it becomes possible to manufacture the non-
contact pointing device at low cost. To this end, in this
second embodiment, the position of a X mark 208 as
indicated in FIG. 7 is obtained by the resolution above the
pixels rather than the coordinates of the finger tip, and this
position is utilized for the pointing as a feature point. This
point is a center of gravity of a part of the finger tip (image).
The manner for extracting this center of gravity position
from the roughreflected light image will now be described
in detail.

Consider the pixel values in this reflected light image.It
is already mentioned that the pixel value can be converted
into the distance information. However, whenthe resolution
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of the reflected light image is rough, this idea is not
necessarily applicable to the region surrounding the hand.
Now supposethat the relationship between the pixels in the
reflected light image and a target space is as shown in FIG.
8. Here, the reflected light from one block in FIG. 8
corresponds to the pixel value of one pixel in the reflected
light image. From this FIG.8, it can be seen that the reflected
light from a block 211 is about a half of the reflected light
from a block 212. The reflected light amount is changed
according to a rate by which the target object occupies each
block, even if the target object is located at the same
distance. In other words, in this case, the decrease of the
reflected light amountindicates a position of the edge of the
hand.

Now supposethat the finger position has slightly moved.
Then, a rate by which the finger occupies each block
changes, so that the pixel values will be slightly changed.
Even if the reflected light image is rough, when the pixel
values can be obtained at certain precision,it is possible to
obtained the pointing position by the resolution above the
pixels by using the pixel values. It is experimentally con-
firmed that a good pointing precision can be achieved when
the width of the extended finger covers two to three pixels.
A method for obtaining the finger tip position at high
precision from the rough image will now be described in
detail.

FIG. 9 shows an exemplary configuration of the feature
data generation unit according to this second embodiment,
which comprises a stick shaped object detection unit 213, a
stick shaped object tip end extraction unit 214, and a center
of gravity detection unit 215.

The stick shaped object detection unit 213 detects a stick
shaped object extending in the vertical direction, that is, an
upward extended finger (normally an index finger) of the
hand of the operator. Then, the stick shaped object tip end
extraction unit 214 extracts an upper tip end of the stick
shaped object (index finger) extending in the vertical
direction, and then the center of gravity detection unit 215
obtains the center of gravity of that extracted portion.

At this point, if the portion is extracted in pixel units, the
pixel value sum of the extracted portion largely fluctuates
because the pixels are rough, and the precision of the
detected center of gravity would become poor (as will be
described in detail below). Consequently, the stick shaped
object tip end extraction unit 214 extracts the tip end portion
while correcting some pixel values such that the pixel value
sum of the extracted portion satisfies a certain condition.
Then,the center of gravity detection unit 215 calculates the
center of gravity of the tip end portion extracted by the stick
shaped object tip end extraction unit 214, and set this
calculates center of gravity as a finger tip position.

Motespecifically, this feature data generation unit of FIG.
9 operates as follows.

Here,it is assumed that, when a user extends a finger for
the purpose of commanding an operation, a commanding
finger (normally an index finger) is extended upwardsin the
reflected light image. Consequently, when the hand is
extended in a shape (such as that of a fist) that does not
match this assumption, there is a possibly that a correct
detection cannot be made.

First, the reflected light image 201 as shownin FIG.6 is
scanned along the horizontal direction from the top. When
the finger tip is not present at an upper end ofthe reflected
light image, in the upper part normally, all the pixels in one
line have pixel values nearly equal to 0 as indicated by lines
202 to 203 in FIG. 6. Whenthere is a portion wherethe pixel
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value becomeslocally large in one line along the horizontal
direction as indicated by a line 204 in FIG.6, this position
and this line are memorized. This is repeated for the several
lines as indicated in lines 205 to 207 in FIG.6, and when the
portion where the pixel value becomeslocally large coin-
cides overseverallines, it can be judgedthat the stick shaped
object (index finger, for example) extending in the vertical
direction is present there. Then, a region where the extended
finger is most likely present is enclosed by a rather large
enclosure, and for this partial image, the following process-
ing is carried out by the stick shaped object tip end extrac-
tion unit 214.

FIG. 10 shows an original reflected light image 216 in
which the finger tip is judged to be present within a partial
image 217 by the stick shaped object detection unit 213. In
this partial image 217, it is assumedthat the upper left corner
pixel value is P(1,1), the upper right corner pixel value is
P(n,1), the lower left corner pixel value is P(1,n), and the
lowerright corner pixel value is P(n,n).

Here, a certain threshold TH is set up in advance, and
values k and a that satisfy the following equation (1) are
obtained.

kl n (1)

PUx, y)+a- >" Plax, k) Q<asl)x=1

Then,the pixel values P(1,k) to P(n,k) are corrected by using
the obtained value a. Namely, the old pixel values P'(1,k) to
P'(n,k) are updated according to the following equation (2).

P@wA=a-P(%A) (x=1, 2,...,0) (2)

The pixel values P(1,1) to P(n,k) including the corrected
pixel values P(1,k) to P(n,k) constitute the extracted portion
218. The upper three lines of the extracted portion 218 are
the same as the upper three lines of the partial image 217,
while the fourth line of the extracted portion 218 (enclosed
by a bold line) is corrected by multiplying the value a to the
respective pixel values of the fourth line ofthe partial image
217, so that it appears paler in FIG. 10.

Next, at the center of gravity detection unit 215, the center
of gravity (xx,yy) is determined by using the obtained pixel
values P(1,1) to P(n,k) according to the following equations
(3) and (4).

n k nok

w= DY ern n/dd Pay
i)

Ml ‘yal zal y=l

nk nk (4)
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The center of gravity (xx,yy) obtained here nearly coin-
cides with a center of gravity of an image obtained by
extracting a certain length from a top (where a length to be
extracted is related to the threshold TH) of the extended
finger in the image of FIG. 8. Here, the pixels are rougher
than the usual TV image so that the above described
correction is made in order to achieve the same effect as

maintaining the length to be extracted constant. Note that the
precision of the center of gravity (xx,yy) becomes better
when the pixel value P(x,y) of each pixel is obtained at the
better precision.
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Here, the reason for correcting the pixel values P(1,k) to
P(n,k) as described above will be explained. Namely, what
might happensif the center of gravity (xx,yy) is calculated
without correcting the pixel values P(1,k) to P(n,k) will be
considered with references to FIGS. 11A and 11B.

Supposethat the finger tip position is to be determined by
calculating the center of gravity using a shaded region
indicated in FIGS. 11A and 11B, which starts from the
horizontal line where the pixel value becomeslocally large
up to three pixels part below. In this case, when the finger
moves from a state showninapart(a) of FIG. 11A toapart
(b) of FIG. 11A, the change of the position of the center of
gravity (xx,yy) becomes larger than the change of the
position of the finger tip. On the other hand, whenthe finger
movesfrom a state showninapart (c) of FIG. 11B to a part
(d) of FIG. 11B, the change of the position of the center of
gravity (xx,yy) becomes smaller than the change of the
position of the finger tip. In other words, there is no linearity
between the actual finger tip position and the calculated
center of gravity (xx,yy) in this case.

In contrast, when the center of gravity is calculated by
correcting the pixel values so that the pixel value sum ofall
the pixels remains constant while calculating the center of
gravity as described above,the finger tip movement and the
center of gravity movement can be smoothly correlated.

Also, it is mentioned above that the sufficient pointing
precision can be achieved when the width of the extended
finger covers two to three pixels, and on the contrary, when
the width of the finger does not even cover one pixel, the
sufficient precision cannot be achieved. This is a case shown
in FIG. 12, where the calculated x-coordinate of the center
of gravity does not change even whenthe finger tip is moved
slightly. In this case, there is also no linearity between the
actual finger tip position and the calculated center of gravity
(xx,yy).

Now,the operation of the feature data generation unit of
this second embodimentin a case of the digital processing
will be described with references to FIG. 13 to FIG. 15.

Here, some more details of the operation not described
above will also be described. By implementing a program
according to these flow charts, it is also possible to realize
this operation of the feature data generation unit in a form of
software. It is obviously possible to realize a hardware
configuration for carrying out this operation, and a configu-
ration using both software and hardwareis also possible. In
a case of using software, the program may be recorded in a
recording medium such as FD sothat it can be distributed.

FIG. 13 showsthe processing of the stick shaped object
detection unit 213. As described above,in this stick shaped
object detection unit 213, the reflected light image is
scanned along the horizontal direction, and a portion where
the pixel value becomeslocally large is found. When such
a portion appears in several lines at close positions, it is
judged that the stick shaped object is present. This portion
where the pixel value becomeslocally large will be referred
to as a partial pixel sequence. Also, a set of a plurality of
partial pixel sequences which is not yet judged as a stick
shaped object but which has a possibility of being judged as
a stick shaped object will be referred to as a stick shaped
object candidate. During the scanning along the horizontal
direction, the stick shaped object candidates can be found,
and as the scanning proceedsthe stick shaped object can be
detected from them.

More specifically, a plurality of structure elements for
storing information of the stick shaped object candidates are
prepared (step 220). Here, this structure element is denoted
as “infoStick[n]” where [n] is a label for distinguishing the
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plurality of structure elements. Here, a plurality of structure
elements are prepared because there may be more than one
stick shaped object candidates.

This structure elementhas five members, of which two are
arrays. As indicated by a reference numeral 235 in FIG. 15,
the members include: “ystart” indicating a y-coordinate of a
line at which the stick shaped object started; “xstart[i]”
indicating an x-coordinate at which the partial pixel
sequencestarts on the i-th line (where the uppermostline is
the 0-th line) from the top of the stick shaped object
candidate; “xend[i]’ indicating an x-coordinate at which the
partial pixel sequence ends on the i-th line (where the
uppermost line is the 0-th line) from the top of the stick
shaped object candidate; “length” indicating a length in the
vertical direction of the stick shaped object candidate (that
is, a numberofpartial pixel sequences); and “status” indi-
cating a current status (which takes three values of STICK,
NOSTICK, and EXTENDEDaswill be described below).
The starting x-coordinate and the ending x-coordinate are to
be indicated for each of a plurality of lines, so that they are
given in formsofarrays.

Now, this processing of FIG. 13 will be described with
reference also to FIG. 15 for the sake of clarity. In FIG. 15,
a reference numeral 234 indicates the reflected light image,
wherethe density of each pixel indicates the size of the pixel
value. The numbers on the upper side and the left side
indicate the x-coordinate and the y-coordinate, respectively.
A reference numeral 235 indicates the structure element
described abovein outline. A reference numerals 236 to 238

shown in the right half indicate the contents of the structure
element during the processing.

While scanning the horizontal line, when a partial pixel
sequencethat satisfies a given condition (which is assumed
to require the partial pixel sequence to have no more than c
consecutive pixels with the pixel values above p) is found
(step 221),it is either integrated with the already found stick
shaped object candidate (step 226) or registered as a new
stick shaped object candidate (step 225). The partial pixel
sequence that is found first will always be registered as a
new stick shaped object candidate.

For example, in FIG. 15, while the y=3 line is scanned,the
partial pixel sequence is found for the first time, and this is
registered as a new stick shaped object candidate (as indi-
cated by 236). Namely, the y-coordinate value “3” of this
line is entered into “infoStick[0]-ystart”. Also, the same
value “6” is entered into the “infoStick[0].xstart[O]’ and
“infoStick[O].xend[O]’ because the length of this partial
pixel sequence is “1”. Also, a value “1” is entered into
“infoStick[0].length” and a value “EXTENDED”is entered
into “infoStick[O].status” because this is a new stick shaped
object candidate. Here, a value “EXTENDED”is also used
in a case of registering a new stick shaped objected candi-
date for the reason explained below.

Next, the partial pixel sequence found by scanning the
y=4 line can be connected with the already found stick
shaped object candidate. Here, whether it can be connected
with the already found stick shaped object candidate or not
can be determined from a positional relationship in the
x-direction betweenthe partial pixel sequencein the last line
of the already found stick shaped object candidate and this
new partial pixel sequence. In this case, “infoStick[0]-xstart
[O]=6” and “infoStick[0].xend[0]=6”, while the
x-coordinates of the new partial pixel sequence are “5” to
“7”, so that they are judged as being connected.

Then, the information of the stick shaped object candidate
that was judged to be connected with this new partial pixel
sequence is updated (as indicated by 237). Namely, the
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positions (in the x-direction) of the new partial pixel
sequence are entered as “infoStick[O]-xstart[1]=5” and
“infoStick[0]-xend[1]=7” and the length of the stick shaped
object candidate is increased by 1 as “infoStick[0].length=
2”.

Next, the partial pixel sequence found by scanning the
y=5 line is also connected, as indicated by 238. Here,
assuming that a prescribed length d is equal to “3”, the
condition of the step 227 in FIG. 13 holds, so that the stick
shaped object is determined and the processing proceeds to
the next step 238. The above processing is repeated until this
conditionis satisfied, and when the scan of one imagefield
is finished before this conditionis satisfied, it is judged that
no stick shaped object was detected.

Now,the use of “infoStick[n].status” will be described in
further detail. This takes three values of STICK, NOSTICK,
and EXTENDED. NOSTICKindicates that this structure

element is not a stick shaped object candidate (so that the
“status” memberof all the structure elementsare initially set
to be NOSTICK). STICK indicates that this structure ele-
mentis a stick shaped object candidate. EXTENDEDis also
used for a stick shaped object candidate but its usage is
somewhat different. Namely, when the scan of a new hori-
zontal line begins, all the stick shaped object candidates
have values STICK. Then, a value of a stick shaped object
candidate which is connected with a newly found partial
pixel sequence during the scan of one line will be changed
to EXTENDED. Whenthe scan of this one line is finished,
the stick shaped object candidate thatstill has a value STICK
is not connected with any partial pixel sequenceonthatline,
so that it will be regarded as no longer a stick shaped object
candidate.

Consequently, when the scan of one line is finished, a
value of the stick shaped object candidate which remains to
be STICK will be changed to NOSTICK,and a value of the
stick shaped object candidate which has been changed to
EXTENDED will be changed to STICK again. By this
processing, as indicated by 239 in FIG. 16, the floating
partial pixel sequence (that may possibly be noise) will be
registered into “infoStick[O]’ as the stick shaped object
candidate once (as indicated by 241 in FIG. 16), but when
the pixel sequence becomes discontinuous, it is removed
from the stick shaped object candidates (actually deleted by
the processing of step 222) (as indicated by 242 in FIG.16).
Thereal finger tip portion is registered in “infoStick[1]’ as
indicated by 243 in FIG. 16. Here, the “status”is changed to
NOSTICKsimply for the purpose of removing it from the
stick shaped object candidates.

By meansofthis, at a time of judgementof the step 224
in the next scan, only the structure elements having the value
STICK will be referred, and the structure elements having
the value NOSTICK will be ignored. Also, in this manner,
the once used structure element can be used for a registration
of a new stick shaped object candidate again by changingits
value to NOSTICK, so that a memory can be saved. By
carrying out this processing, it is possible to reduce the
influence of the noise.

At the step 224, the judgement as to whether it can be
connected or not is made only for those structure elements
which have a value STICK.Also,at a time of registering a
new stick shaped object candidate, the structure element
having a value NOSTICK is searched and the new infor-
mation is stored there.

FIG. 14 showsthe processing of the stick shaped object
tip end extraction unit 214 and the center of gravity detection
unit 215. When the condition of the step 227 of FIG. 13 is
satisfied, the processing proceedsto the step 229 of FIG. 14.
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At the step 230, a parameter TH for the purpose of
extracting the tip end of the stick shaped object is obtained.
This threshold may be a fixed one, but it can also be
determined according to the size and the pixel values of the
tip end portion of the stick shaped object as in the step 230.
Whenthe formula shownin the step 230 is used, a difference
between the lengths of the extracted tip end portion in the
vertical and horizontal directions does not becomeso large
even when the pixel values are changed as a result of
different finger thicknessesor different distances. A first ratio
of a thicknessof a stick (i.e. the pixel value sum in one line,
wherethe 0-th line is excluded from the calculation because

it is at the tip end which often has no thickness) and the
maximum pixel value for one pixel is obtained, and a second
ratio of TH (i.e. the pixel value sum of the extracted portion)
and the maximum pixel valueis set to be a squareofthe first
ratio. It is also possible to obtain TH by the calculation
method other than this.

At the step 231, the value a and k described above are
obtained according to the above equation (1) by using TH
obtained by the step 230. In the above equation (1), the
calculation is made by using a rectangular region, but in the
step 231, the calculation is made by using only the partial
pixel sequenceof each line. In this manner, the influence of
the noise at the position unrelated to the stick shaped object
within the rectangular region can be reduced. For example,
whenthe finger is pointing to an oblique direction as shown
in FIG. 17, the influence of a noise 244 can be avoided.

At the step 232, a value a obtained at the step 231 is
multiplied with each pixel value of the k-th line.

These steps 230 to 232 constitute the processing of the
stick shaped object tip end extraction unit 214.

Then,at the step 233, the center of gravity is calculated by
using the values a and k and the corrected pixel values. In
principle, the x-coordinate of the center of gravity is given
by a sum of the products of respective pixel values and
x-coordinate values in the partial pixel sequences up to the
k-th line divided by TH (whichis equal to a total sum of the
pixel values), and the y-coordinate of the center of gravity
is given by a sum of the products of respective pixel values
and y-coordinate values in the partial pixel sequences up to
the k-th line divided by TH (whichis equalto a total sum of
the pixel values). Here, xsum[i] is known, so that the
y-coordinate of the center of gravity is obtained as a product
of this xsum[i] and the y-coordinate (infoStick[n]-ystart+i)
divided by TH.Here, of course, xsum[k] is re-calculated by
the corrected pixel values. xpsum[i] is a sum of products of
respective pixel values and x-coordinate valuesin thepartial
pixel sequence of the i-th line, and the x-coordinate of the
center of gravity is calculated by using this xpsuml[i] in the
formula shown in FIG. 14.

Up to this point, the processing has been described for a
case of dealing with an image in whichthe finger is extended
in the direction perpendicular to the optical axis of the
photo-detection sensors. In practice, however, the finger is
often also pointed along the direction of the optical axis of
the sensors. In the following, the method for obtaining the
position of the finger tip which is pointing toward the
sensors will be described.

In a case where the finger is extended along the optical
axis direction (toward the sensors), the reflected light image
appears as shown in FIG. 18, where a portion corresponding
to the finger tip has the pixel value that is abruptly increased.
In FIG. 18, the blacker pixel indicates the pixel with the
larger pixel value. Here, it is possible to merely find the
extremum pointof the pixel values and use it as the pointing
position. The calculation processing in such a case will be
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very simple. However, in such a method, it is impossible to
obtain the finger tip position at the precision better than the
resolution of the image. Here, similarly as in a case of
extending the finger upwards (toward the direction perpen-
dicular to the optical axis direction), a method for obtaining
the finger tip position at the precision better than the
resolution of the image will be described.

First, a pixel where the pixel value is the maximum is
found. This can be done easily by the comparison of the
pixel values. Then, for a surrounding small region I of this
pixel, the coordinate of the finger tip position is determined
by the following expression (5).

Dax y) Day Pos y)
Pw, yy?Tr

(6)

x P(x, y)Tr

This can be regarded as the center of gravity of the pixels
within the small region. As for the surrounding small region
T,it is customaryto set it to be a rectangular region such as
3x3 or 5x5, but it is not necessarily limited to this, and it can
be non-rectangular region. By using this formula, not just
the pixel at the maximum pointbut its surrounding pixels are
also taken into account.

For example, consider a case where the finger tip position
has slightly changed, as from a state showninapart (a) of
FIG. 19 to a state shown in a part (b) of FIG. 19, where a
region enclosed by the bold line is the small region I’. Here,
the change is so small that the coordinates of the maximum
point 246 is unchanged. However, the pixel values of the
surrounding pixels are changed, in such a mannerthat the
pixel value of the surrounding pixel 247 on one side become
slightly larger while the pixel value of the surrounding pixel
248 on the other side becomesslightly smaller, for example.
This change can be taken into account by using the above
formula, as shown in FIG. 19 where the center of gravity
position indicated by the X mark isslightly changed accord-
ingly.

Thus, it is possible to detect the finger tip position at the
precision better than the resolution of the reflected light
image in this manner. This calculation can also be realized
by the formula other than that of the above expression (5).
For example, the following expression (6) may be used
instead.

dre, y) — Pmin) » y: (P(x, y)— Pmin) (6)i i 

2 (Pa, y)— Pmin) ° 2 (Pe, y) — Pmin)

where Pmin is the minimum pixel value in the small region
T. The effect of using this expression (6) is as follows.

For example, consider a case where the finger tip position
has moved so that a portion of the reflected light image has
changed as in states shown in parts (a) to (c) of FIG. 20,
where a region enclosed by the bold line is the small region
I, and the X mark shown in the small region indicates the
center of gravity position calculated by the above expression
(5).

In the change fromastate (a) to a state (b), the finger tip
has slightly movedto the right. Accordingly, the value of the
pixel 249 is slightly decreased while the value of the pixel
250 is slightly increased. The center of gravity position (X
mark) is also moved slightly to the right. In this case, the
center of gravity position also changes according to the
movementof the finger.
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In the change fromastate (b) to a state (c), the coordinates
of the maximum pixel is changed,so that the position of the
small region I is also changed.

Now, consider states immediately before and after the
maximum pixel position change. Immediately before the
maximum pixel position change, the values of the pixels 249
and 250 in a state (b) are almost the same. Nevertheless,
whenthe above expression (5) is used, the center of gravity
position is displaced from a middle point between the pixels
249 and 250, toward the left side, because of the weights of
the surrounding pixels. On the other hand, immediately after
the maximum pixel position change, the valuesof the pixels
249 and 250 are also almost the same, but the center of
gravity position is displaced toward the right side this time,
also because of the weights of the surrounding pixels. This
implies that the center of gravity position does not move
smoothly between immediately before and after the maxi-
mum pixel position change. In other words, it is difficult to
point a middle point between the pixels 249 and 250 in a
case of using the above expression (5).

In contrast, in a case of using the above expression(6), the
minimum pixel value within that small region is subtracted
from the pixel value sum within the small region,so that the
influence due to the surrounding pixels becomes smaller,
and the center of gravity position immediately before and
after the maximumpixel position change can be located near
the middle point between these twopixels.

Which one of these expressions (5) and (6) is to be used
in the pointing position calculation can be determined
accordingto the factors such as a relationship between a size
of a region occupied by a single pixel and a size ofthefinger,
the required precision for the pointing position, etc. When a
region occupied by a single pixel is small (i.e. when the
resolution of the reflected light imageis relatively high), or
when the required precision is low, the requirement on the
center of gravity calculation is not severe.

It is also possible to provide the hysteresis characteristic
to the pointing positions, so as to realize the satisfactory
pointing operation. For example, in a case of obtaining the
pointing position in 0.1 pixel unit (with respect to the pixel
of the reflected light image) by rounding it to the one
decimal, when the coordinate value near 10.05 is obtained,
values 10.0 and 10.1 will appear unstably or alternately so
that a cursor will be fluttered if a cursor is displayed. In such
a case, it is possible to avoid calculating such an unstable
pointing coordinate by giving a hysteresis characteristic in
which the increase of the coordinate value over 0.07 is

rounded to the increase by 0.1 and the decrease of the
coordinate value below 0.03 is rounded to the decrease by
0.1 when the change of the calculated coordinate value is
small.

In the above described processing, the maximum pixel
value within the small region indicates the distance to the
finger tip, so that it is possible to carry out the three-
dimensional pointing by using it. Also, when the motion of
pushing by the finger can be captured as a motion in the
depth direction as in the example described above, it is
possible to realize the clicking by usingit.

In the above, the method for detecting the finger tip
position at the precision better than the resolution of the
reflected light image has been described for two cases
including a case wherethe finger is extended upwards (along
the direction perpendicular to the optical axis of the photo-
detection section) and a case where the finger is extended
forward (toward the photo-detection section). In the practi-
cal use,it is often difficult to determine the direction of the
extended finger as either one of these two, because the
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direction for extending the finger may be different for
different users or may be changed by the same user at
different occasions. Consequently, by judging the direction
to which the finger is currently extended, and using the
detection method suitable for the judged direction, it
becomes possible to obtain the finger tip position stably
regardless of the direction to which the finger is pointing.

Now, by using the finger tip position obtained in the
above, the cursor on the screen can be controlled. When the
finger tip position is set in correspondence to the cursor
position within the screen, the cursor is displayed at the
corresponding position when the finger is extended. Also,
whenthe finger is moved, the cursor is also moved. When
the finger is withdrawn, the cursor disappears. However,
these functions alone cannot provide an equivalent of the
mouse button. To this end, instead of pushing the mouse
button (clicking), the cursor is set to be stationary in this
embodiment.

FIG. 21 shows a configuration for realizing these func-
tions. In FIG. 21, a finger tip position detection unit 251
obtains the finger tip position at the precision higher than the
resolution of the reflected light image as explained above.

A cursor position determination unit 252 determines a
position to display the cursor according to the finger tip
position. The simplest methodfor this this is to set the finger
tip position and the cursor position in one-to-one correspon-
dence. However,the obtained finger tip position may contain
noises or minute vibrations of the human hand, so that the
cursor would be minutely vibrating if the cursor position is
uniquely determined from the finger tip position. It is
possible to quantize the cursor positions to such a level that
the minute vibrations can be eliminated, but then the preci-
sion will be lowered.

These minute vibrations can be suppressed by applying a
low passfilter using the finger tip positions over the past
several frames. For example, when the latest finger tip
position is (x0, yO) and the finger tip position in n frames
earlier time is (xn, yn), the cursor position (x, y) can be
determined by the following equation (7).

k k (7)

@, »-{ ast Yori=0 i=0i i

Here, k indicates the finger tip positions of how many
previous frames should be taken into account, and when this
is too large, the cursor movementtends to react with delay
in response to the finger movement. Also,ai is a weight for
each finger tip position in the past.

It is also possible to consider the processing in which,
after the cursor position at some point is determined, the
original positionis retained stationary until the new position
is separated from the original position by more than a
prescribed distance. In this manner, even when there are
minute vibrations, the cursor position will remain
unchanged and the cursor only moves whenthe finger is
movedlargely.

It is also possible to utilize the fact that the direction of the
movement is unstable in a case of the minute vibrations,
such that the cursor is kept stationary until the movements
into the same direction are made for more than a prescribed
number of times, and the cursor position is updated only
when the movements into the same direction are made for

more than a prescribed numberoftimes.
Acursor display unit 253 displays the cursor on the screen

according to the cursor position determined by the cursor
position determination unit 252.
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A cursor stationary state detection unit 254 monitors a
change in time of the cursor position, and when the cursor
is detected to be in the stationary state (or moving little) for
over a prescribed period of time, a click signal 255 is
generated. Using this configuration, it is possible to move
the cursor by the finger, and carry out the click operation by
setting the cursor stationary.

In a case of using the mouse,the click operationis carried
out explicitly by the operator by pushing the mouse button.
However, whenthe click signal is to be generated by setting
the cursor stationary, there can be cases where the click is
made without being noticed by the operator, and this may
cause some inconvenience in somecases. In this regard, the
cursor display unit 253 can monitor the click signal genera-
tion and changes the shape of the cursor when the click
signal is generated, so that it is possible to provide a
feedback to the operator indicating the occurrence of the
click.

For example, consider a case of carrying out the operation
to select one option from the pull down menu. First, the
cursor appearsas the finger is extended, so that the operator
movesthe finger in order to movethe cursorto a position of
the menu item. When the cursor is set stationary for a
prescribed time after it has been moved on that menu item,
the pull down menuappears. Then, whenthe fingeris further
moved downwards, the cursor moves while reversing the
menu display. Then, when the cursor is set stationary at a
desired menu option, that menu option commandis acti-
vated.

Note that this method may seem to introduce many
erroneous operations, because when the mouse is used the
cursor always remain stationary while the mouse is not
operated. However, in this method, the cursor disappears
whenthe finger is not extended, and the finger is extended
only purposefully (in order to select some menu option,for
example), so that it is highly unlikely for the cursorto beset
stationary before the cursor reaches to the target position.
Consequently, it is quite natural in this embodiment to
replace the usual click operation by the operation to set the
cursor stationary.

In the above described example, only the tip end portion
is extracted from the imageof thefinger tip and its center of
gravity 1s obtained. By meansofthis,it is possible to realize
the two-dimensional pointing such as the pointing on the
computer screen. By capturing the feature quantity indicat-
ing the motion in the depth direction (approaching to or
moving away from the photo-detection section) in addition,
it also becomes possible to input more than just the two-
dimensional information, or the three-dimensional informa-
tion.

For example, when the motion of “approachinga little and
then moving back” is detected, it is possible to generate a
signal corresponding to the mouse click. By meansofthis,
it becomes possible to move the cursor by the finger and
make a selection from the menu by making an action of
“pushing”.

Also, although it is not possible to input the distance to the
finger rigorously, it is still possible to detect “approaching”
or “moving away”in the relative sense,so that it is possible
to combine this information with the feedback by the display
so as to realize the input of the three-dimensional position
information. Namely, in a case where the finger is extended
upwards, when the finger moves in the depth direction, the
received light amount at the photo-detection element which
is photo-detecting the reflected light from the finger
increases or decreases. Also, apart from the output of each
photo-detection element, a numberof pixels occupied by the
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finger also increases or decreases. When the finger
approaches,the width of the extended finger becomeslarger,
from 1.5 pixel part to 2 pixel part, for example.

In the above described example, in a case of detecting, the
stick shaped object by scanning the horizontallines, the stick
shaped object is judged to be present when there are con-
secutive lines in which the partial pixel sequence appear at
the same position. Here, the pixel value sum in the partial
pixel sequence on one line can be utilized as a quantity
corresponding to the distance. Whenthe finger is extended
forward, the pixel value sum in the small region I’ described
above can be used as a quantity corresponding to the
distance.

Also, apart from extracting the distance information,it is
also possible to utilize it as an information for determining
an appropriate size of the small region. For example, when
the finger tip is too large with respect to the small region T,
all the pixels within the small region I’ have equally high
values. In such a case, there are too many candidates for the
maximum point and the maximum point position cannot be
obtained stably, so that the small region is enlarged. Also, in
such a case, instead of simply setting the maximum point at
the center of the small region, a center of a group of pixels
having pixel values above a certain value can be set at a
center of the small region I and the size of the small region
T can be enlarged such that pixels having pixel values
smaller than that certain value will be included at the

peripheral portion.
It is also effective to utilize various finger tip gestures as

commands, in addition to a case of “pushing” described
above. FIG. 22 shows a configuration which can recognize
the operator’s finger action and utilize it as the input
information. For example, when the cursor is moved above
some icon, and then the finger action in a form of “=” is
made, a commandrelated to that icon can be activated. Also,
whenthe finger action drawing a circle is made, an object
within the circle is selected. In FIG. 22, a cursoror fingertip
position movement detection unit 256 monitors the move-
ment of the finger tip or the cursor, and when there is a
movement matching with the pre-registered one, a corre-
sponding commandorthe click signal 257 is outputted.

It is also possible to utilize the cursor position in relation
to the button state as the input information. For example, the
cursor is moved above some menu option by moving the
finger, and then a button is depressed to select that menu
option. Also, when the finger is moved while the button is
depressed on some icon, the icon can be moved. In this
manner, the operations such as click and drag of the mouse
can be realized by using the button similarly as the mouse
button. Here, the button should preferably be provided at
such a position where the operator extending one hand for
the purpose of controlling the cursor can conveniently
depress the button by another hand. In this manner,it is
possible to realize a quicker click operation than a case of
setting the finger stationary or a case of making the “push-
ing” action. It is also possible to give the operator a real
impression of having done some operation. Thisis effective
when both hands can be freely used.

In contrast, it is preferable to be able to carry out the click
operation by one hand whenthe cursoris to be operated by
one hand with respect to a wrist watch like very compact
portable information device worn on another hand, or with
respect to a compact portable terminal held by another hand.

As described, according to this second embodiment, it
becomes possible to realize the pointing without requiring
the user to wear anything special, so that the burden on the
user can be reduced significantly.
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<Third Embodiment>

Referring now to FIG. 23 to FIG. 34, the third embodi-
ment of the present invention will be described in detail.

This third embodimentis directed to another exemplary
case of the feature data generation unit of the first
embodiment, which realizes a gesture camera for recogniz-
ing the hand action easily and its application as a pointing
device in the three-dimensional space.

FIG. 23 shows an exemplary configuration of the feature
data generation unit according to this third embodiment,
which comprises: a range image memory unit 331 for
storing the distance information extracted by the reflected
light extraction unit in a form of NxN matrix as shown in
FIG. 24, for example; a shape memory unit 332 for storing
shape interpretation rules; and a shape interpretation unit
333 for interpreting a shape of the distance matrix stored in
the range image memory unit 331 according to the shape
interpretation rules stored in the shape memory unit 332.

FIG. 25 shows the flow chart for the shape recognition
processing carried out by this feature data generation unit of
FIG. 23.

First, the range image extracted by the reflected light
extraction unit is registered into the range image memory
unit 331, in 256 step gradation, for example (step 401). The
registered range image is then read out to the shape inter-
pretation unit 333 in a form of NxN matrix (where N is 16,
for example) as shown in FIG. 24, for example (step 402).
The shape interpretation unit 333 carries out the processing
for extracting only those cells which are reaching to a
prescribed threshold, from the distance matrix (step 403). In
addition, the processing necessary for the matching at the
step 404 is also carried out here. There are many matching
schemes, and accordingly there are many types of process-
ing that can be carried out here, such as a vectorization for
extracting a vector from an image, an extraction of a
deformation state of a shape according to a shape model, a
spectrum analysis based on the distance value on the scan-
ning line,etc.

Here, for the sake of simplicity, a case of using the
matching scheme accordingto a rectangle extracted from the
shape will be described. For example, parts (a), (b) and (c)
of FIG. 24 show the range images when the indexfingeris
pointed upwards, towards the right, and obliquely upwards,
respectively. With respect to each of these range images, a
rectangle is formed by joining midpoints of cells with high
intensities (the intensity is higher for a darker cell in FIG.
24). The resulting rectangles for the range images of parts
(a), (b) and (c) of FIG. 24 are as shown inparts (d), (e) and
(f) of FIG. 24, respectively. As a result, according to the
obtained normalized distance matrices, the rectangles as
shownin parts (d), (e) and (f) of FIG. 24 are extractedin this
example, and the matching, with the shapes stored in the
shape memory unit 332 is carried out (step 404).

FIG. 26 shows an example of the shape interpretation
rules stored in the shape memory unit 332. For example, for
each of the range imagesofparts (a), (b) and (c) of FIG.24,
there is only one rectangle so that the first RULE-1 of FIG.
26 is matched. The matching result of this RULE-1 is the
pointing, so that next the matching with respect to the
pointing rule is made. In the pointing rule, the vertical and
horizontal check is carried out first. A part (a) of FIG. 24
matches with a rule that vertical/horizontal ratio is greater
than 1, for example. As a result, the slope check-2 is carried
out next. In the slope check-2, the slope is nearly equal to 0
and parts at closer distances (darkercells) are present at the
upper section, 1e., the center of gravity is located in the
upper section in this case, so that the first rule is matched,
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and therefore the matching result is a command for turning
upward. When the matching shape is found, a command
corresponding to that shape is outputted (step 405). If there
is no matching shape, the threshold is changed (step 406),
and the matching processing is carried out again.

In a case of utilizing this third embodimentas a pointing
device in the three-dimensional space, it is necessary to
provide the depth coordinate.

FIG. 27 showsthe distance matrices in a case of using the
finger as the three-dimensional pointing device. A part (a) of
FIG. 27 showsa state in which the index finger is extended
and the other fingers are turned in. Parts (a) and (b) of FIG.
27 showsthe same handaction but the distance of the closest

part is closer in the part (b) than the part (a) of FIG. 27.
According to the shape interpretation rules of FIG. 26, both
parts (a) and (b) of FIG. 27 match with the RULE-1, and in
the vertical and horizontal check, the vertical/horizontal
ratio is nearly equal to 1 so that the first rule is matched, so
that it is an object select/move forward command.

In the two-dimensional space, it is impossible to move
forward toward the screen, so that it is an object select
command.In the object select, when the transition time from
the part (a) to the part (b) of FIG. 27 is over a prescribed
time, it is interpreted that an object on which the cursoris
locatedis selected. In a case of the three-dimensional space,
it is possible to move forward into the depth direction, so
that it is an object select or move forward command.

In a case of the object select, similarly as in the two-
dimensional case, the judgement is made according to the
transition time from the part (a) to the part (b) of FIG. 27.
On the other hand, in a case of the move forward, the
distance becomes closer from the part (a) to the part (b) of
FIG.27, so that an adjustment to make the moving forward
speed faster can be made. Else, the actual moving forward
is not made in the state of the part (a) of FIG. 27, and the
moving forward as muchasthe distance that becomescloser
is made when the hand action of the part (b) of FIG. 27is
made.

In this manner, the viewpoint can be controlled as if the
viewpoint is actually located at the finger tip, so that the
natural operation can berealized.

In this third embodiment, it becomes possible to easily
realize the recognition of the hand action, that has not been
possible conventionally unless some special device such as
the data glove is worn. Also, in the conventional image
processing, the recognition has been difficult as the extrac-
tion of the hand image has been difficult, but in this third
embodiment, there is no need for the extraction, so that the
hand action recognition accuracy can be improved and the
processing speed can be increased considerably.It is experi-
mentally confirmed that the processing for 30 times per
second is actually possible. This is faster than 0.1 second
whichis the condition for the human interface with the ideal

response speed. Consequently, it is possible to carry out the
truly natural operations and its effect is enormous.

Note that the shape interpretation rules of FIG. 26 are just
an example, and various modifications are possible. Also,
for the sake of simplicity, the matching scheme using the
rectangular division is described, but this is also just an
example. The shape interpretation rules should be changed
according to the matching scheme, and the shape interpre-
tation result should be changed according to the intended
application. Also, the 16x16 distance matrix is used in the
above description, but the present invention is not limited to
this arrangement. If the photo-detector elements can be
arranged densely, it is also possible to use the arrangement
such as 64x64 or 256x256. The matching scheme and the
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shape interpretation rules obviously should be changed
when the precision of the matrix in increased.

Also, this third embodiment has been described for a case
of using the hand jesture recognition as the means for
inputting the command in the three-dimensional space and
the like into the computer, but the present invention is not
necessarily limited to this case. For example, it is also
possible to utilize this third embodiment as the means for
instructing the power ON/OFF of the TV, the lighting
equipment, etc.

In such a case, there is a possibility for erroneously
recognizing even those jestures which are not intended as
commands. In order to prevent an occurrence of such an
erroneous commanding, the command input can be given by
a combination of a plurality of shapes. For example, the
commandinput is given by alternating the hand openedstate
and the hand closed state. Parts (a), (b) and (c) of FIG. 28
show exemplary range imagesofthe hand jestures using two
fingers,fist, and five fingers, respectively. It is possible to
make a setting such that the power is turned ON whenthe
handjestures of the parts (a), (b) and (c) of FIG. 28 are made
in this order, and the power is turned OFF whenthese hand
jestures are made in the reverse order. In this manner, even
when the hand or the person movesin front of this device,
it is possible to prevent the power from being turned OFF as
a result of the erroneous recognition.

The shape interpretation rules to be used by the shape
interpretation unit 333 in such a case of giving a command
by a combination of a plurality of gestures is as shown in
FIG.29, for example. Here, the interpretation specialized for
a case of the power ON/OFFis considered for the sake of
simplicity. It is impossible to judge whether it is a single
finger or a fist according to a numberof rectangles, so that
it is judged as a fist here when the area largely exceeds a
threshold a.

By combining a plurality of gestures in such a manner,it
is possible to realize the natural operations for the power
ON/OFFofthe lighting equipment and the like, without the
erroneous operation and without requiring any special tool.
Apart from the switch ON/OFF for the home electronic
appliances such as lighting equipment and TV, it is also
possible to apply this third embodimentas an input device
for the bank cash dispenser (automatic teller machine), the
automatic ticket vending machineat the station,etc.

Also, this third embodiment has been described for a case
of interpreting the shape of the hand, but the present
invention is not necessarily limited to this case. For
example, it is also possible to control the viewpoint infor-
mation by recognizing the orientation of the face.

FIG. 30 shows a screen and the person facing to this
screen along with the three-dimensional objects (cylinder,
pyramid, sphere) displayed on this screen, which are viewed
from the above, for the purpose of explaining a case where
the orientation of the face (that is, the direction of the
viewpoint) changes. The viewpoint-1, viewpoint-2 and
viewpoint-3 indicates the orientations of the person’s face
with respect to the screen. The viewpoint-1 is a case where
the face is oriented straight toward the screen. The
viewpoint-2 is a case where the face is oriented toward the
right direction with respect to the screen (an orientation in
which the left cheek comes closer to the screen). The
viewpoint-3 is a case where the face is oriented toward the
left direction with respect to the screen (an orientation in
which the right cheek comes closer to the screen).

The three-dimensional objects actually seen from these
three viewpoints are as showninparts (a), (b) and (c) of FIG.
31. Namely, in the viewpoint-1,all three objects can be seen
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completely, but in the viewpoint-2, a part of the cylinder
along the left edge is out of view, whereas in the viewpoint-
3, the sphere along the right edge is completely out of view.

It is possible to make a change of these viewpoints by
using a finger. For example, it is possible to set a state of
pointing the finger vertically with respect to the screen (as in
a part (a) of FIG. 27) as a commandfor the viewpoint-1, a
state of pointing the finger toward the right with respect to
the screen(asin a part (b) of FIG. 24) as a commandforthe
viewpoint-2, and so on.

The problem with this scheme of controlling the view-
point by the hand is that the handling is largely different
from the viewpoint control in the real world. In the real
world, the viewpoint is controlled by the orientation of the
face (normally unconsciously) in such a manner that the
objects present on the right side are viewed by turning
toward the right, and the objects present on the left side are
viewed by turning toward the left, and the finger is used for
the purpose of pointing a specific object amongthe visible
objects, not for changing the viewpoint. In this regard, the
data glove or the space mouse utilized in the conventional
VRtechnology are also associated with the problem that the
natural handling cannotberealized.

In contrast, according to this third embodiment,the natu-
ral handling can be realized as follows. FIG. 32 shows
exemplary range imagesof the face orientations as acquired
by the information input generation apparatus of the present
invention. A part (a) of FIG. 32 showsastate of the
viewpoint-1 in which the face is oriented straight toward the
screen, a part (b) of FIG. 32 showsa state of the viewpoint-2
in which the face is oriented toward the right direction, and
a part (c) of FIG. 32 showsa state of the viewpoint-3 in
which the face is oriented toward the left direction.

Parts (d), (e) and(f) of FIG. 32 showsrectangles extracted
from the range images of parts (a), (b) and (c) of FIG. 32,
respectively. Here, in order to extract a rectangle corre-
sponding to the nose, three types of rectangles are extracted
from the farthest cells (the palest cells, corresponding to the
contour portion of the entire face) and the closest cells (the
darkest cells, corresponding to the nose) and the farthercells
right above the farthest cells (the paler cells, corresponding
to the eyes).

FIG. 33 shows one example of the shape interpretation
rule for the moving object parallax. Here, for the sake of
simplicity, an exemplary shape interpretation rule special-
ized for a case of recognizing the face orientation is shown.

The RULE-1 checks whether two rectangles correspond-
ing to the entire face and the noseare extracted or not. If not,
no particular processing is carried out here (NULL) accord-
ing to the RULE-2. Whenthese two rectangles are present,
according to the face check rule, whether there is a rela-
tionship of having the larger rectangle farther and the
smaller rectangle nearer or not is checked. If not, it is
interpreted that something other than the face is imaged, so
that no particular processing is carried out here (NULL).
Only when these two rectangles are in the right relationship,
the viewpoint direction calculation is carried out according
to the following formula (8).

L 0Viewpoint Direction=arcsin((L-R)/L)

L=0—Viewpoint Direction=-90° (8)

Here, when L=0,it is interpreted that the face is oriented
toward the left direction at 90° so that the nose is present
along the left edge, and therefore the viewpoint direction
becomes —90°. Whenthe face is oriented straight, L and R
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are equal so that the numerator becomes0 and the viewpoint
direction becomes 0°. WhenL is greater than R, the face is
oriented toward the right direction as much. When R=0, the
viewpoint direction becomes 90° and the nose is present
along the right edge so that the face is oriented toward the
right direction completely.

In this example, the viewpoint shift between left and right
has been described, but the viewpoint control between the
viewpoint for looking down from the above and the view-
point for looking up from the below can also be realized
similarly. In such a case,it suffices to recognize whether the
position of the nose is upper side or lower side with respect
to the face.

By means of the interpretation as described above, it
becomespossible to realize the viewpoint change according
to the face orientation,and it is possible to realize the natural
operations.

When the information input generation apparatus of the
present invention is implemented in a compactsize, it can be
utilized as an input device for the portable information
terminal. In such a case, it is possible to change the position
of the portable information terminal with respect to the face,
as indicated in FIG. 34. Namely, instead of moving the face,
the terminal can be moved bythe hands.In this manner, the
face orientations in the viewpoint-1 to viewpoint-3 become
similar to those shown in FIG. 32, and therefore the view-
point control similar to a case of FIG. 31 can also be
realized. The same also applies to the up and downdirec-
tions.

In this manner, the true moving object parallax can be
realized. In other words, it is possible to realize the truly
direct handling forthe user as if the large three-dimensional
space is seen through a window in a form of the screen of
the portable information terminal.

<Fourth Embodiment>

Referring now to FIG. 35 to FIG. 45, the fourth embodi-
ment of the present invention will be described in detail.

The third embodiment described above recognizes a
shape and convertsit into a command for a computer, which
is convenient for such operations as the power ON/OFF,but
it is regrettably not suitable for such operations as an
operation for giving a motion to a character or changing a
speed of the motion in the animation. When such operations
are to be handled by the shape recognition alone, it is
necessarily in a form of operating a slider andthe like for the
purpose of adjusting the speed, and it is impossible to
manipulate the motion directly. In order to resolve this
problem, this fourth embodiment is directed to another
exemplary case of the feature data generation unit; of the
first embodiment, which realizes a motion input.

FIG. 35 shows an exemplary configuration of the feature
data generation unit according to this fourth embodiment,
which differs from that of FIG. 23 in that an image change
extraction unit 343 is provided in place of the shape inter-
pretation unit 333 of FIG. 23, and a comparison position
memory unit 342 is provided in place of the shape memory
unit 332 of FIG. 23.

The comparison position memory unit 342 stores posi-
tions in the past which are to be compared with current
position, such as the positions calculated by the image
change extraction unit 343 including the center of gravity
position or the closest position for M frames previouscase,
for the purpose of calculating the motion vector.

The image change extraction unit 343 analyzes the dis-
tance matrix and extracts the motion vector from the

changes of the center of gravity position, the closest
position, etc., for example. As for the calculation of the
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center of gravity position, the closest position,etc., the error
due to the minute vibration of the hand action is cancelled

out by taking an average over M frames.In other words, the
center of gravity position (Xn,Yn) in the i-th frame is given
by the following equations (9).

j=M-1

Xn= » xXi-j/MJO

®)

j=M-1

Yn= » Yi-j/MJO

FIG. 36 showsthe flow chart for the processing by the
feature data generation unit of FIG. 35. First, prior to the
processing, the content of the comparison position memory
unit 342 is initialized to an emptystate at the step 901. Then,
the range imageis stored into the range image memory unit
331 (step 902). Then, the distance matrix is read out (step
903), and the center of gravity position, for example, is
calculated (step 904). The calculation of the centerof gravity
position is carried out as follows, for example. In the first
time, the center of gravity position (Xn-1,Yn-1) is not
stored in the comparison position memory unit 342 (step 905
NO)so thatit is stored into the comparison position memory
unit 342 (step 907).

Next, when the center of gravity position (Xn,Yn) is
calculated, (Xn-1,Yn-1) of the M frames previous case is
stored in the comparison position memory unit 342, where
the time required in changing from (Xn-1,Yn-1) to (Xn,Yn)
is M-1/30=M/30 sec. Consequently, the motion vector is
given by the changed part ((Xn,Yn)-(Xn-1,Yn-1)) divided
by this time. That is, the motion vectorv is calculated by the
following equation (10) (step 906).

v=((Xn, Yn)-(Xn-1,Yn-1)VM-30 (10)

Now, an exemplary case of giving the motion to the
animation by using the extracted motion vector will be
described. In a character of a doll as showninaleft side of

FIG. 37, when the positions of both hands are moved,this
character appears as showninaright side of FIG. 37. When
the value of the motion vectorvis large, the motion becomes
fast and the movementof the handsofthe doll becomeslarge
so that it becomesa violent motion. On the other hand, when
the value of the motion vector v is small, the movement
becomes slow so that it becomes a gentle motion.

In the above example, a case where the image change
extraction unit 343 calculates the motion vector has been

described, but the present invention is not necessarily lim-
ited to this case, apart from that case,it is also possible to
calculate the swinging range alone, or the speed alone, or
also the angle, from the motion vector. In these cases, the
step 906 in the processing of FIG. 36 should be replaced by
the step 908, 909 or 910. For example,it is also possible to
extract the change in the X-direction as the swinging range
and the motion in the Y-direction as the speed, in such a
manner that the position of the doll is controlled by the
swinging range while the motion speed of the doll is
controlled by the speed as shown in FIG.38.

Alternatively, it is also possible to control the swinging
angle of the head of the doll by the swinging angle of the
finger. In this case, the simple calculation of the center of
gravity cannot provide an accurate center of gravity.
Namely, as shownin a part (a) of FIG. 39, between the finger
at time t and the finger at time (t+1) resulting from the
swinging of the finger at the timet, the pivotal point of the
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finger is displaced so that the angle becomeslarger than the
actual angle. When it is tolerable to have somewhat exag-
gerated motion than the actual swing of the finger, there is
no problem in using this swinging angle directly. However,
whenit is desired. to give a sophisticated motion, this is
inconvenient.

In order to avoid this problem,it is necessary to calculate
the center of gravity after the pivotal points of the finger at
the timet and at the time (t+1) are set to coincide with each
other. More specifically, denoting the pivotal point of the
finger at the time t as (Xst,Yst), the center of gravity of the
finger at the time t as (Xbt,Ybt), the pivotal point of the
finger at the time (t+1) as (Xst+1,Yst+1), and the center of
gravity of the finger at the time (t+1) as (Xbt+1,Ybt+1), the
pivotal point (X'st+1,Y'st+1) and the center of gravity (X'bt+
1,Y'bt+1) of the finger at the time (t+1) as corrected by the
pivotal point of the finger at the time t can be given by the
following equations (11).

X'st+1=Xst+1-Xst

Y'st+1=Yst+1-Yst

X'bt+1=Xbt+1-Xst

Ybt+1=Ybt+1-Yst

By using them, the swinging angle a can be calculated as
the following equations (12).

Swinging Angle a=2arcsin(+/21)

r=|(X’bt+1,Y'bt+1)- (bt, Ybo)|

1=|(Xbt, Ybt)-(Xst, Ys¢)|

When the swinging angle so obtained is used, as shownin
FIG.40 for example, it becomespossible to give an arbitrary
walking motion by swinging the forearm part and the lower
leg part in this swinging angle. Also, as shown in FIG.41 for
example, it becomespossible to give a gasping motionat the
mouth of a snake character by moving the mouth of this
snake character at this swinging angle. By changing the
manner of swinging the finger, it is also easily possible to
give a mouth motionin relation to the words so as to make
this character looks like talking.

It Is also possible for the user to make the mouth motion
by himself and move the mouth of the snake character
similarly. For example, parts (a), (b) and (c) of FIG. 42
shows the range images of the mouth motion of the user,
where parts (a) and (c) show states in which the mouth is
opened, and a part (b) showsa state in which the mouth is
closed. The size m by which the mouth is openedis obtained
from the range images of FIG. 42. Using an average value
for the size of the mouth (denoted as B), the swinging angle
can be obtained by the following equation (13).

r=arctan(m/2B) (13)

Then, using this swinging angle, the mouth of the snake
character can be moved.It is also possible to use the size m
of the opened mouth directly for controlling the opening and
closing of the mouth of the snake character.

Conventionally, this type of operation has been realized
by an indirect operation in which a slider for controlling the
motion is operated, so that it has been extremely difficult for
the inexperienced user to give a motion exactly as intended.
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In contrast, according to this fourth embodiment, it is
possible to realize the completely direct operation in such a
mannerthat, when the user makes the action while watching
the animation character, the character moves according to
that action, so that its effect is enormous.

In FIG. 36 described above, the processing has been
described for an exemplary case of extracting the center of
gravity position, but the present invention is not necessarily
limited to this case. It is also possible to use various other
positions such as the closest position, the position where the
distance is less than a certain distance in the range image and
whichis the highest in the X-direction, the position which is
rightmost in the Y-direction,etc.

Also, instead of extracting only one type of change as
described above, the image change extraction unit may
extract plural types of changes. For example, the center of
gravity position and the area can be extracted. In this case,
the area can be obtained from the distance matrix by
counting a numberof cells above a certain threshold. At that
point, in order to reducethe error, an average over M frames
should be taken. Then, the center of gravity position can be
used to give a displacementto the both hands while the area
can be used to specify a size of the character as a whole. In
this manner, when the user alternately opens and closes the
hand while changing the hand position, it is possible to
realize the animation in which the character moves both

hands while changing its size.
As described, according to this fourth embodimentit is

possible to realize the natural handling at high speed and low
cost while improving the recognition accuracy by using the
information (such as the area) other than the distance
information. By meansofthis, it is also possible to realize
the operations to give plural commandsto the character
without requiring the user to rememberanysort of difficult
operational procedures.

In the third and fourth embodiments described above, the
operations using the finger, hand, or face have been
described, but the present invention is not necessarily lim-
ited to these operations. For example, it is also possible to
carry out the operate the character by using both hands and
assigning the left hand motion to the left hand and theleft
leg of the character while assigning the nght hand motion to
the right and and the nghtleg of the character, in the manner
by which the puppeteer gives motionsto the puppet.It is also
possible to give a motion to the character by the action for
forming and moving a shape of a dog in the shadow picture.

Also, in the above, an exemplary case of operating the
two-dimensional animation character has been described,
but the present invention is not necessarily limited to this
case. For example, by obtaining the depth coordinate for the
center of gravity position as well, it is also possible to
operate the three-dimensional animation character.

Also, when the present invention is utilized for teaching
the rhythmical sense to the children, the change in the
X-direction alone may be extracted and the head of the
character may be movedbythis, so that the child can easily
check his own rhythm by watching the character. Also, the
motion of the hand of the child can be used not only to give
a motion to the character so as to visualize the child’s hand

motion, but also as a parameter for the media other than
computer graphics by generating sound accordingly, for
example.

Also, in the above, an exemplary case of giving a motion
by using the user’s action alone has been described, but it is
also possible to use this fourth embodiment in combination
with the other input device. For example, while the target
object is rotated in correspondenceto the right hand motion,
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it may be desired to stop the motion of the target object
temporarily at the current position, reset the night hand
motion back, and then rotate the target object from the
stopped position further. In such a case, the command for
stopping or releasing can be given by pushing a menubutton
for the stopping or releasing commandusing the left hand.
Else, when some motions are given to the target object, it
may be desired to memorize a series of motions, and in such
a case, an operation to press the menu button for the storing
command can be carried out.

In this manner, the operation for giving motions which
cannotbe easily realized by the simple menu buttons and the
operation that can be easily realized by simply pressing the
menu buttons can be carried out in parallel without causing
any sense of unnaturalness to the user, so that its effect isenormous.

FIG.43 showsa modified configuration of the feature data
generation unit according to the fourth embodiment.

In the configuration of FIG. 35, only the change of the
image such as the motion vectoris extracted and used to give
a motion to the animation character. On the other hand, in
the configuration of FIG. 23, the range image is recognized
as a still image, the action is interpreted, and the interpre-
tation result is used as a command.In contrast, the configu-
ration of FIG. 43 is for extracting many parameters from the
range image, and mapping them to parameters for control-
ling complicated character motions.

To this end, the configuration of FIG. 43 includes both the
image change extraction unit 343 and the shape interpreta-
tion unit 333. Here, of course, it is possible to extract a
plurality of parameters by the image change extraction unit
343 alone,so that it is not absolutely necessary to include the
shape interpretation unit 333. On the contrary, it is also
possible for the shape interpretation unit 333 to extract not
only the action interpretation result but also values of area,
center of gravity, etc., so that it is possible to extract a
plurality of parameters by the shape interpretation unit 333
alone and therefore it is not absolutely necessary to include
the image change extraction unit 343.

A parameter mapping control unit 344 determines the
mapping of a plurality of parameters extracted by the shape
interpretation unit 333 or the image change extraction unit
343 to the character motion control parameters.

A character control unit 345 actually calculates the char-
acter motions according to the parameters mapped by the
parameter mapping control unit 344. A drawing unit 346
depicts the resulting character with motions.

At the parameter mapping control unit 344,it is possible
to control the parameter mapping by using various optimi-
zation techniques such as the neural network and GA
(Genetic Algorithm), for the purpose of making the user
training easier. Else, it is also possible for the parameter
mapping control unit 344 to determine the mapping of each
parameter in advance. For instance, in an example of the
snake character of FIG. 41, it is possible to determine the
parameter mapping such that an area correspondsto a size
of the snake, a speed corresponds to a speed by which the
snake wags its tail, a finger position corresponds to a
position of the snake, and so on.

In addition, it is also possible to determine the parameter
mapping in advance according to the size of the change of
the parameter. Namely, some hand actions are madefirst,
and a parameter for which the changeis the largest can be
mapped to a speed of the snake’s tail, a parameter for which
the change is the smallest can be mapped to a size of the
snake, and so one. Then, when the hand action is made next,
the parameters determined bythe initial calibration are used.
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In this case, the user can easily learn the operation to give
motions to the character by actually movingthe finger or the
hand while watching the corresponding change in the
character, and it becomes possible to give complicated
motions to the character.

Also, in the above, the application to the operation for
giving motions to an animation character has been mainly
described, but the present invention is not necessarily lim-
ited to this case. Apart from the animation,it is also possible
to apply the present invention to the operation for playing
music or the operation for giving special effects to the
image. Namely,it is possible to play music by controlling a
rhythm by the swinging of the hand, and notes to be played
by the gesture of the hand.It is also possible to control the
special display effects in the presentation, by controlling a
speed for wiping the image by the swinging of the hand, a
rotation of letters by the rotation of the hand, etc. As such,
the present invention is applicable to a variety of
applications, and not limited to the embodiments described
herein.

FIG. 44 shows an exemplary screen display by the GUI
(Graphical UserInterface) in the configuration of FIG. 43. In
this GUI, when it is desired to limit gestures, desired
gestures to be limited are to be selected from icons arranged
below the screen.

For example, the leftmost icon indicates that a motion in
the X-direction can be given by moving the finger tip.
Similarly, the second icon from the left indicates that a
motion in the Y-direction can be given by moving the finger
tip, and the third icon from the left indicates that a motion
in the Z-direction can be given by movingthefinger tip. On
the other hand, the second icon from the right shows shapes
of the handin threestates, a state of makingafist, a state of
extending twofingers, and a state of extending five fingers.
This icon indicates that when this icon is selected the rule

stored in the shape memoryunit 332 is switched so that these
three gestures become recognizable and the corresponding
interpretations can be made by the shape interpretation umit
333. Similarly, the rightmost icon shows shapesof the hand
in twostates, a state of makinga fist and a state of extending
five fingers, so as to indicate that only these two shapes
become recognizable.

In FIG.44, the icons are displayed in a state where these
shaped are shownin overlap, butit is not necessary for these
icons to have a static display. For instance, shapes of the
hand in three states, a state of making a fist, a state of
extending twofingers, and a state of extending five fingers,
may be displayed sequentially in a form of animation, so as
to indicate that these three shapes are recognizable. Also, a
finger may by displayed in motion betweenleft and right so
as to indicate that the motion in the X-direction is possible.

It is also possible to select more than one of these icons
so as to widen the range of limitation. In this case, when
someicon is selected and there is another icon which is not

compatible with the selected icon, the incompatible icon
may be displayed in the fade-out fashion so that it becomes
impossible to select this incompatible icon. In FIG. 45, when
the second icon from the nightis selected, the rightmost icon
is incompatible with the selected icon so thatit is displayed
in the fade-out fashion. Also, in the GUI configuration of
FIG. 44, when a user registers a new action, this new action
can also be displayed in a form of an icon. In such a case,
the icon can display the simplified view of the range image.

In this manner, any other user can also easily try to use the
new icon by imitating the action indicated by the new icon
upon looking at this icon display. In other words, by means
of the GUIof FIG. 44, it becomes possible for the users to
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easily learn and easily share the knowledge for giving a
motion easily, so that its effect is enormous.

<Fifth Embodiment>

Referring now to FIG.46 to FIG.53, the fifth embodiment
of the present invention will be described in detail.

The video image compression technique has been pro-
gressing rapidly, butit is still difficult to display the video at
the portable terminal device in a satisfactory fashion.If it is
possible to transmit and display only the useful information,
it becomes possible to lower the communication cost, and
the power consumption and cost of the portable terminal
device can also be lowered. To this end, in the TV telephone,
for example, it is desirable to extract and transmit only the
faces of both sides. Also, in the electronic conference record,
there may be a desire to carry out the retrieval only in terms
of close-up views of the face of the speaking person.

In view of these, this fifth embodiment is directed to
another exemplary case of the feature data generation unit in
the first embodiment, which realizes the chromakey camera
for extracting only a specific target from such an image.

FIG. 46 shows an exemplary configuration of the infor-
mation input generation apparatus according to this fifth
embodiment.

Similarly as in the third and fourth embodiments, the
feature data generation unit 103 includes a range image
memory unit 331 for storing the reflected light image. Here,
however, it is not absolutely necessary to store the range
image, andit suffices to store a reflection matrix that can be
producedbysetting a value of each cell to be “1” when the
photo-detection is made or “0” when the photo-detection is
not made.

In parallel to this, the configuration of FIG. 46 also
includes a visible light photo-detection array 351 which is
generally used as a CCD camera for taking video images,
and an image memory unit 352 for storing the video images.

The configuration of FIG. 46 also includes an extraction
unit 353 for extracting an image of only a specific target by
comparing the image information stored in the image
memory unit 352 and the range image stored in the range
image memory unit 331, and an extracted image memory
unit 354 for storing the extracted image.

In FIG.46,the visible light photo-detection array 351 and
the reflected light extraction unit 102 are arranged in
parallel, but the practical implementation is not necessarily
limited to this arrangement. For example, as shown in FIG.
47, it is quite possible to arrange near infrared photo-
detectors and visible light photo-detectors mixedly within
the same photo-detection array, and share a photo-detection
lens so as to reduce the size and the weight.

FIG. 48 shows an outline of the extraction processing
carried out by the extraction unit 353. In FIG. 48, the
original image is an image photo-detected by the visible
light photo-detection array 351, whichis stored in the image
memory unit 352. On the other hand, the mask isa reflected
light image photo-detected by the reflected light extraction
unit 102, which is stored as a reflection matrix in the range
image memory unit 331. The extraction unit 353 superposes
the original image and the mask, and leaves only the
overlapping portion. This extracted image is stored in the
extracted image memory unit 354.

Whenthe photo-detection operations bythe reflected light
extraction unit 102 and the visible light photo-detection
array 351 are carried out completely in parallel, the photo-
detection can be carried out 30 times per second (while the
framerate of the usual video is 30 frames per second). When
the extraction speed at the extraction unit 353 is sufficiently
fast, it is possible to update the extracted image 30 times per
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second. In such a case, it is possible to update the images
stored in the image memory unit 352 and the range image
memory unit 331 wheneverthe photo-detection is made, that
is, 30 times per second,sothatit is sufficient for each of the
image memory unit 352 and the range image memory unit
331 to have a small memory capacity.

On the other hand, when the extraction speed at the
extraction unit 353 is not sufficiently fast, it is necessary for
each of the image memory unit 352 and the range image
memory unit 331 to have a buffer for storing the video image
or the range image for an immediately previous frame.
However, by carrying out the extraction processing with
respect to an average of the previous framepart stored in this
buffer and the current framepart, it is possible to compen-
sate for the speed and also improve the S/N ratio.

Next, the mannerof utilizing the extracted image will be
described. For example, in the conference record system for
the electronic conference and the like, the conventional
scheme requires to record the video images stored in the
image memory unit 352 of FIG. 46 on video tapes, or to
record them by using the compression technique such as
MPEG2. However, in this conventional scheme, the video
image information whichis not so important as the confer-
ence record such as the image of persons other than the
speaking person is going to be recorded so that the wasteful
recording is involved and it is impossible to realize the
efficient playback such as the playback focused on the
uttered contents.

In contrast, according to this fifth embodiment, it is
possible to extract only a specific target such as the speaking
person (the extracted image shown in FIG. 48 corresponds
to the speaking person in this context). By recording the
extracted image, it is possible to reduce the recording
capacity considerably (in an order of one tenth to one
hundredth) and it is also possible to realize the wasteless
playback. In this case, the apparatus configuration is as
shown in FIG. 49, for example, where an extracted image
(compression) recording unit 355 records the extracted
image either directly as video signals or by compressing it
using the MPEG2encoder and the like.

It is also possible to transfer the extracted image instead
of storing it. In this case, the background image that has
conventionally been transferred wastefully can be omitted,
so that the amount of transfer data can be reduced consid-

erably. In this case, the apparatus configuration is as shown
in FIG. 50, for example, where a (compression) transmission
unit 356 transmits the extracted image either directly as
video signals or by compressing it using the MPEG2
encoder and the like.

By using the extracted image,it is very easy to realize the
chromakey for superposing the extracted image with the
other background as shown in FIG. 51. In this case, the
apparatus configuration is as shownin FIG.52, for example,
where an image composition unit 357 composes the
extracted image with the background image such asthat of
a map as shown in an upperleft side of FIG. 51 which is
stored in a background image memory unit 358, at a
separately specified position as shown in a lowerside of
FIG. 51, and outputs the composed image. When the back-
ground image is stored in a compressed form, the image
composition unit 357 carries out the composition after the
decoding is carried out. It is also possible to carry out the
composition using the extracted image recorded in advance.
It is also possible to carry out the composition using a
plurality of extracted images.

Conventionally, in order to extract a specific target from
the video image, it has been necessary to carry out the
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manual operation for specifying a target to be extracted so
that considerable time and effort have been required. In
contrast, according to this fifth embodiment, the mask for a
target to be extracted can be easily produced from the
reflection matrix, so that the conventionally required time
and effort can be reduced considerably and therefore its
effect is enormous.

Onthe other hand, by utilizing this fifth embodiment to
the conference record system for the electronic conference
and the like which uses the face of the speaking person as an
index, it is also possible to considerably reduce the opera-
tions for inputting the information necessary for the
retrieval.

In the above,the reflected light extraction unit 102 and the
visible light photo-detection array 351 are supposed to
photo-detect simultaneously, but the present invention is not
necessarily limited to this case. For example, as shown in
FIG. 53, it is also possible to carry out the photo-detection
switchably according to a switch unit 359. Whenthe switch-
ing period is 60 Hz, each of the visible light and the near
infrared light can be photo-detected at 30 Hz.

Also, in FIG. 47, the near infrared photo-detector array is
arranged among the visible light photo-detector array, but
the present invention is not necessarily limited to this case.
For example, it may becomepossible in future to develop an
element which can be controlled to photo-detect either the
visible light or the near infrared light by changing the
applied voltage. When such an elementis used,it is possible
to realize the configuration of FIG. 53 by switching the
applied voltage for this element at the switch unit 359.

Also, at a time of composing the extracted image in the
configuration of FIG. 53, a character to be composedis not
limited to a single one as shownin FIG. 51. For example,it
is also possible to superpose a plurality of extracted images
which are separately extracted in advance onto the back-
ground image. At this point, it is also possible to carry out
the composition by giving different depth coordinates
(Z-coordinate values) to these plurality of extracted images.
In this manner, it becomes possible to produce the video
image with the depth easily. Here, in conjunction with the
given depth coordinates, (X/Z, Y/Z, 1/Z) which is the
transparent conversion (for which the extinction point is
located at the infinite point) can be applied. In this manner,
the image becomes smaller as the depth becomes deeper, so
that it is possible to produce the video image with the depth
perspective very easily.

<Sixth Embodiment>

Referring now to FIG. 54 to FIG. 58, the sixth embodi-
ment of the present invention will be described in detail.

There are several methods for producing the three dimen-
sional model of a character. One method is to produce a
model of a character by clay and the like, and to trace the
major points on the surface by a device called three dimen-
sional digitizer that inputs the three dimensional coordi-
nates. This method can produce an accurate modelso that it
is often utilized in the fields of movies and commercial

messages that use the non-real time high quality video
images. Whenthe three dimensional modelofa large target
object is to be produced, it is quite cumbersometo inputall
the points on the surface one by one by using the three
dimensional digitizer, so that there are cases where a device
called range finder that irradiates the laser beam and mea-
sures distances according to the reflection is used instead.

Another method is to produce the model by using the
three dimensional CAD. This method is suitable for a case

of producing the model of a mechanical structure or a
building which involves relatively few curved surfaces.
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In either method, in order to give the realistic feeling
(genuine feeling), the operation called texture mapping for
attaching photographs to the produced three dimensional
modelis required so as to endow the material quality of the
character.

The texture mapping is a two-dimensional coordinate
conversion for fitting the square pattern (texture) to a
(curved) surface of the three-dimensional object.In the often
used modelling software, it is required to specify an attach-
ing target surface and the texture to be attached there. This
operation is indispensable for providing the realistic sense to
the model but it is also quite cumbersome.In particular, this
operation required too much burden on an operator and
therefore not suitable for such a usage like an entertainment
for children to create the animation at home.

In view of these, this sixth embodiment is directed to
another exemplary case of the feature data generation unit of
the first embodiment which makesit possible to carry out the
operation to producethe three dimensional modeland attach
the textures to the model easily.

FIG. 54 shows an exemplary configuration of the infor-
mation input generation apparatus according to this sixth
embodiment, which differs from that of FIG. 46 in that a
Z-value image memory unit 361 for storing the extracted
images and the Z-values in correspondence and a drawing
unit 362 for carrying out the drawing based on comparison
of Z-values are provided instead of the extraction image
memory unit 354 of FIG. 46.

FIG. 55 is for explaining the principle of the drawing
based on comparison of Z-values used in this sixth embodi-
ment. In FIG. 55, parts (a) and (b) show exemplary Z-value
images stored in the Z-value image memory unit 361. This
Z-value image is an image obtained by superposing the
extracted image as shown in FIG. 48 for example whichis
stored in the extracted image memory unit 354 in the
configuration of FIG. 46 and the range image as shown in a
part (a) of FIG. 24 for example which is stored in the range
image memory unit 331 in the configuration of FIG. 23. In
other words, the Z-value image has an RGB color informa-
tion and a depth information given by the Z-value, for each
pixel.

The Z-value images shown in FIG. 55 are shown as
monochromatic imagesfor the sake of explanation. Also, for
the sake of simplicity, it is assumed that the Z-value image
shownin a part (a) of FIG. 55 has the uniform Z-value of “1”
while the Z-value image shownin a part (b) of FIG. 55 has
the uniform Z-value of “2” (FIG.55 indicates these Z-values
by numbers written in the respective image regions for the
sake of simplicity). Now, a case of composing the Z-value
images of parts (a) and (b) of FIG. 55 will be described,
Here, the darker part is assumedto be closer in distance, that
is, having a smaller Z-value.

At a time of the composition, the Z-value image of the
part (a) is directly drawnfirst, and then the Z-value image of
the part (b) is drawn in superposition. At the pixels (6,6),
(6,7), (6,8), (7,6), and (7,7), only the Z-value image of the
part (a) exists, so that the Z-value image of the part (a)
remains unchanged there. At the pixel (7,8), the Z-value
images of the parts (a) and (b) both exist, but the already
written Z-value is “1” of the part (a) while the Z-value ofthe
part (b) is “2”, which implies that the part (b) is located
farther and therefore the part (b) is not drawn there.
Hereafter, similarly, the shadowed region is processed by
comparing the Z-values and retaining only the image with
the smaller Z-value (that is, the image with the smaller
distance) at each pixel. By the similar processing, the
extracted images can be composed according to the Z-values
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as shown in FIG. 56, for example, so that the image with the
depth perspective can be producedeasily.

According to this sixth embodiment, there is no need for
the cumbersome operation to input the three dimensional
model and specify a surface to which the texture is to be
attached as required in the conventional scheme, and it is
possible to produce the texture mapped three-dimensional
model easily, in a manner similar to that of taking photo-
graphs. Consequently, unlike the conventional scheme
which allows only the professional operators and the suffi-
ciently skilled users to produce the animation, this sixth
embodiment makes it possible for anyone to easily enjoy
producing the animation based on the three-dimensional
model.

In the above, a case of producing the video image with the
depth perspective by drawing imagesdirectly according to
the Z-values has been described, but the present invention is
not necessarily limited to this case. For example, it is also
possible to produce the three-dimensional model be gener-
ating a polygon with a vertex coordinates (x, y, z), and
mapping the extracted images on that model.

In the sixth embodimentas described above,it is rather
difficult to extract a plurality of video images. This problem
can be resolved by the following modification. In this case,
the apparatus configuration is as shown in FIG. 57, where an
extraction range determination unit 363 controls a range of
the Z-values at a time of extraction, so that a plurality of
targets can be extracted. For example, suppose that the
obtained range image hasa plurality of targets overlapping
as shownin a part 8a) of FIG. 58. In this case, the extraction
range determination unit 363 determines a plurality of
central Z-values for extraction. Namely,the extraction range
determination unit 363 obtains a histogram (frequency
distribution) of the distances as shownin a part (b) of FIG.
58, from the range image of the part (a) of FIG. 58. Then,
according to (peak positions in) this histogram distribution,
the central Z-values for extraction are determined. In this

case, there are two peaks in the histogram ofthe part (b) of
FIG. 58 so that two central Z-values Zcl and Zc2 can be

determined. Then, the extraction is carried out by providing
some width (denoted as y) around these central Z-values,
that is, in ranges of Zcl+y and Zc2+y. The resulting
extracted range imagesin this case are as shownin parts (c)
and (d) of FIG. 58. Then, the video images corresponding to
these extracted range images are extracted as the extracted
images.

In the part (c) of FIG. 58, the extracted region is divided
into two parts, so that these two parts are connected by a
closed curve as indicated in the part (c) of FIG. 58, to form
a single unified target. Here, however, the video image for
the connected part (where another target was originally
located) is hidden by that another target so that it cannot be
extracted. For this reason, the interpolation image is gener-
ated according to the already extracted imageparts, and the
extracted image is compensated by this interpolation image.

With respect to the Z-value images after the extraction,
the shadowedregion is processed by the drawing according
to the respective Z-values similarly as described above, so as
to realize the composition with the depth perspective.

In this modified case, it is possible to extract a plurality of
targets and produce the video image with the depth perspec-
tive easily, so that the children can enjoy producing new
video images (arts) at home, and therefore its effect isenormous.

<Seventh Embodiment>

Referring now to FIG. 59 to FIG.73, the seventh embodi-
ment of the present invention will be described in detail.
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In the information input generation apparatus of the
present invention, each pixel of the reflected light image
indicates an intensity of the reflected light, but the intensity
of the reflected light is inversely proportional to the square
of the distance to the object. Consequently, the range image
can be generated from the reflected light image by using a
nonlinear conversion. However, the range image obtained
here contains someerrors, because the objects at the same
distance do not necessary return the same reflected lights
depending on their surface orientations and reflection char-
acteristics. Yet, it is still possible to obtain the rough range
image, so that errors in the range image due to the object
property will be ignored here.

When the ideal reflected light image is obtained, it is
possible to obtain a good range image by the nonlinear
conversion. However, in practice, the ideal reflected light
image cannot be obtained for various reasons. As a
consequence, it becomes necessary to provide means for
correcting the reflected light image correctly, or means for
carrying out the nonlinear conversion and the correction
together (both of which will be collectively referred to as
correction means). This seventh embodiment describes such
correction means in detail.

Here, the cause of the reflected light image distortion will
be described first.

To begin with, there is an influence of an imaginglens.
The imaginglensis used for focusing the reflected light from
the object onto the sensor plane, and generally has a char-
acteristic that its brightness changes according to the inci-
dent direction of the light. In general, the brightness is high
in the optical axis direction, and becomes lower towards the
periphery. In other words, even when the same amount of
reflected lights are returned from the same direction, the
central portion of the image becomes brighter than the
peripheral portion.

The error in the range image is also caused by the
non-uniformity of the light emission by the lighting unit.
The illumination is generally not completely uniform and
the illuminanceonthe irradiated surface is not uniform. This

implies that even whenthereflected light image is obtained
from the light irradiated onto a flat scattering surface, the
obtainedreflected light image maynotindicate a flat surface.

There is also a non-uniformity in the imaging by the
imaging sensor for imaging the reflected light image. The
imaging sensor generally comprises a two-dimensional
array of cells, each having means for converting the light
into charges, means for storing charges, meansfor transfer-
ring charges, and means for amplifying if necessary. The
characteristics of these cells are not necessarily identical,
and there are individual variations. The error in the range
image can also be caused by these individual variations of
the cells of the imaging sensor.

Due to various causes as described above, the distortion
can be caused in the obtained reflected light image, and this
in turn causes errors in the reconstructed range image. For
this reason, the image correction becomes necessary.

FIG. 59 shows an exemplary configuration for converting
the reflected light image into the range image by using the
nonlinear conversion.

A reflected light image generation unit 721 operates
according to a control signal from a timing control unit 720
and outputs signals corresponding to the reflected light
image. The lighting unit is assumed to be contained in this
reflected light image generation unit 721. The output signals
of this reflected light image generation unit 721 are analog
signals.

A nonlinear conversion unit 722 is a nonlinear amplifier
whose amplification rate is changed according to the input
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voltage. Ideally speaking, it is preferable to have the fol-
lowing relationship between the input voltage Vi and the
output voltage Vo.

14
Vo (14)
 k

VVi

where k is a constant. In practice,it is difficult to manufac-
ture a nonlinear amplifier having such a characteristic, so
that a nonlinear amplifier or a logarithmic amplifier having
approximately similar characteristic may be used. A digital
range image can be obtained by A/D conversing the signals
outputted from the nonlinear amplifier unit 722.

The nonlinear conversion unit 722 may not necessarily
apply the analog conversion, and may apply the nonlinear
conversion on digital signals after the A/D conversion. FIG.
60 shows an exemplary configuration in such a case.

The signals outputted from the reflected light image
generation unit 721 are converted into digital data by an A/D
converter 724, and this digital reflected light image is
converted into the range image by a correction unit 725.

The correction unit 725 uses different correction param-
eters according to the coordinates in the image so that the
coordinate information is obtained by a coordinate signal
supplied from the timing control unit 723. In this case, an
arbitrary characteristic can be realized by giving the input to
an address signal of a ROM and taking the output as the
converted value, so that the characteristic of the above
equation (14) can besatisfied. However, the conversion of
the above equation (14) ha a poor conversion precision when
the input signal is large, so that it is preferable to apply the
A/D conversion with a numberofbits greater than that of the
final output. In a case of applying the nonlinear conversion
after the A/D conversion, it is possible to combine the
nonlinear conversion unit with a unit for correcting the
reflected light image as will be described below.

It is also possible to modify this configuration of FIG. 60
such that the image data after the A/D conversion are stored
into a memory once and then the correction unit 725
accesses this memory to carry out the correction operation.

FIG. 61 shows an exemplary configuration for converting
the reflected light image into the range image while correct-
ing the distortion of the reflected light image, using two step
conversion.

First, the output of the reflected light image generation
unit 721 is converted into distance information by a non-
linear conversion unit 726. Then, this range image is A/D
converted by an A/D converter 724, and this digital range
image is further converted into an accurate range image by
a correction unit 727. In order to correct the distortion of the

reflected light image, it is necessary to make a correction for
a two-dimensional image so that it is preferable to make a
correction after the conversion into the digital image.

The use of such a two step conversion has the following
advantages.

When the conversion from the reflected light data to the
distance data is carried out after the A/D conversion as in a

case of FIG. 60, it becomes necessary for an A/D converter
to have many numberofbits. The ideal characteristic of the
nonlinear conversion for converting the reflected light data
into the distance data is a curve as shownin FIG.62. It can

be seen that, when such a nonlinear conversionis applied to
the A/D converted image, the conversion precision becomes
poor when the input signal is large. In order to avoid this
problem,it becomes necessary to apply the A/D conversion
with a numberofbits greater than the eventually necessary
number of bits. When this nonlinear conversion to convert
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the reflected light data into the distance data is applied
before the A/D conversion, a required numberofbits of the
A/D converter can beless.

Also, the nonlinear conversion before the A/D conversion
can have only a rough characteristic. In other words, there is
no need to satisfy the characteristic of the above equation
(14) completely. This is because, at a time of correcting the
distortion of the reflected light image after the conversion,it
is possible to make such a correction that the errors left out
by the nonlinear conversion can be absorbed. No difficulty
or cost increase ill be incurred by correcting the errors of the
nonlinear conversion simultaneously at a time of correcting
the distortion. In fact, it is possible to reduce the cost
because a high precision will not be required to the nonlinear
conversion at the analog signal level.

Note that this nonlinear conversion can also be realized by
modifying the reflected light image generation unit 721 to
output the nonlinear output signals in correspondenceto the
reflected light intensities.

Next, the details of the correction unit in this seventh
embodiment will be described. FIG. 63 and FIG. 65 show

two exemplary configurations incorporating the correction
unit in two specific forms.

FIG.63 is a case of using a correction table 728 indicating
one-to-one correspondences between the input and the out-
put. When the numberof pixels used is 64x64=4096 pixels,
their coordinates can be expressed by 12 bits. Then, when
the output data is 8 bits, the output value corresponding to
arbitrary value of arbitrary pixel can be determined by using
a memory having 20 bits address input. When the output
value is 8 bits, this memory can be realized in form of a 1
MByte memory. FIG. 64 shows exemplary table data in this
correction table 728. The coordinates expressed by 12 bits
are allocated to rows, and the input values expressed by 8
bits are allocated to columns. An intersection point in this
matrix indicates the output value correspondingto particular
coordinate and input value.

FIG.65 is a case of using a correction table 730 for only
selected points. FIG. 66 shows exemplary table data in this
correction table 730. The input values in the 256 gradation
steps are partitioned at every 8 gradation steps, and the
output valueis indicated only for the partitioning input value
in the table form. Whenan input value not registered in this
table is entered, the output value is calculated by the linear
interpolation from the two table values for two registered
input values close to that input value.

For example, this table of FIG. 66 is defined as follows.

f(LOC,IN)=OUT

LOC=0, 1,... , 4095

IN=8n (n: 0, 1,..., 32)
OUT=0, 1,..., 255
Then, the input value not registered in this table can be

expressed as follows.

IN={8a+bla=0, 1,..., 31, b=1,2,..., 7}

In this case, the corresponding output value can be calcu-
lated as follows.

f(LOCIN)="4(8-b)f(LOC,8a)+b-f(LOC, 8(a+1)))

When this scheme is adopted, the memory capacity
required for storing the correction table can be reduced to %
of that required in the configuration of FIG. 63.
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Note that the correction data for points whichare spatially
close to each other on the image have close values.
Consequently, instead of proving correction data for all
coordinates, it is also possible to adopt a scheme in which
the correction data are provided only for the selected coor-
dinates and the correction data for the other coordinates are

obtained by the calculation based on the correction data for
nearby points. In this manner, the memory capacity for
storing the correction data can be reduced further.

Whenthis correction unit is realized in a form of software,
the configuration may be modified slightly. FIG. 67 shows
an exemplary configuration in such a case.

An image data storage unit 731 temporarily stores the
reflected light image A/D converted by an A/D converter
(not shown) without correction.

An image data transfer unit 732 then transfers the image
data stored in the image data storage unit 731 to a computer
for executing the correction processing. More specifically,
this image data transfer unit 732 is an interface circuit
provided on a hardware configuration including the reflected
light image generation unit 721, or a device driver that
functions to received data on a computer.

Acorrection calculation unit 729 is realized by a software
executed on the computer. The correction data are stored in
the correction table 730 which is also provided on that
computer. In this case, the correction calculation unit 729
receives the image data, but these image data also contains
coordinate information, so that it is logically equivalent to
receiving the output data along with the coordinate infor-
mation as in a case of FIG. 65.

Next, the method for producing the correction data in this
seventh embodiment will be described.

FIG. 68 shows an exemplary configuration of an appara-
tus for automatically producing the correction data. Here,
the reflected light image generation unit 721 is the same as
already described above. A control unit 735 has the function
of the timing control unit 723 already described above, as
well as a function for controlling a reference object activa-
tion unit 733.

The reference object activation unit 733 movesarefer-
ence object 734 according to the control signal from the
control unit 735. The reference object 734 is in a form of a
flat plate which is perpendicular to the optical axis of the
imaging lens, and moved to changeits distance with respect
to the imaging section. In a case of producing the correction
data for capturing a shape of the hand,it is preferable for this
reference object 734 to have a reflection characteristic
similar to that of the hand surface as much as possible.

The control unit 735 also provides the information on the
current distance of the reference object 734 to a correction
data calculation unit 737, and the coordinate signal to a
correction data storage unit 736.

The correction data calculation unit 737 calculates the

correction data from the reflected light image and the
information on the current distance of the reference object
734. The calculated correction data are stored in the correc-

tion data storage unit 736, in correspondenceto the coordi-
nate information given from the control unit 735. Else, it is
also possible to modify this configuration of FIG. 68 such
that the coordinate information is supplied from the control
unit 735 to the correction data calculation unit 737, and the
correction data calculation unit 737 stores the correction

data and the coordinate information in correspondence into
the correction data storage unit 736.

Now, the processing in this configuration of FIG. 68 is
carried out as follows.

First, the distance range to be inputted is divided into 256
equal parts, and the distance between the reference object
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734 and the reflected light image generation unit 721 is
sequentially changed in these 256 steps.

Ateach step, several reflected light images are captured,
and onereflected light image is produced by averaging them.
This operation is repeated at each distance, so as to obtain
total 256 sets of the reflected light images. In this way, the
relationship between the output and the distance at 256
points for each pixel is obtained.

Then, the correction data are produced according to this
relationship. In a case of having the correction values with
respectto all the output values (inputs of the correction unit),
a table is formed from these data. In a case of having
correction values discretely, each partition of the obtained
relationship between the output and the distance is approxi-
mated by a line segment, and the intersections of the line
segments are stored as the correction data.

For example, a curve showninapart(b) of FIG. 69 is the
relationship between the output and the distance as obtained
by sequentially moving the reference object 734, and lines
shown in a part (a) of FIG. 69 are the approximating line
segments, where joints of these lines are the correction data.
In such a case of having the correction data discretely, the
correction data may be provided at regular intervals or the
correction data may be providedat irregular intervals for an
ease of the approximation. For example, a narrowerinterval
can be used at sharply curving section and a wider interval
can be used at nearly straight section. Note that, in graphs
shownin FIG.69, the output value has a ceiling because the
output is assumedto be in 8 bits (0 to 255) so that any farther
distance cannot be expressed.

The correction data as described above are preferably
produced in advance andoffered in a form of being included
in a product, but there can be cases where it becomes
necessary to produce the correction data again after the
productis purchased bythe user. For example,it is possible
for the correction data to become inappropriate because of
the change of the environment under which they are used,
the malfunction of LED, the secular change or LED and
sensor characteristic, or some other causes.It is also possible
to require the user to produce the correction data from the
beginning.

In such cases, there is a need to provide a mechanism for
producing the correction data by the user operations. FIG. 70
shows an exemplary configuration for realizing this mecha-
nism. Here, the constituent elements other than a user
commanding unit 738 are basically similar to those of FIG.
68.

The user commanding unit 738 sequentially commands
the user to place a reference object at specified distances.
The user only need to carry out the commandedoperations
according to this command,andtherest of the reference data
production processing is carried out automatically. Here the
method for producing the correction data is basically the
same as described above. Here, however, it is not very
appropriate to require the repetitive manual operationsto the
user too many times at excessively minute intervals. Also,
the position and the orientation of the reference object
placed by the manual operation are not necessarily very
accurate, so that it is important to carry out the calculation
by anticipating reasonable errors.

FIG. 71 showsan exemplary dialogue box to be displayed
on the screen by the user commanding unit 738.

When the correction data are produced by the user
operations,the reliability of the correction data is inevitably
lower, because the user places the reference plate at the
specified position but the position and the orientation of the
placed reference plate are not necessarily accurate. In view
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of this fact, it is also possible to absorb the inaccuracy by
limiting the correction targets to only those factors which
can be easily modelled.

One of the major causes of the distortion in the range
image reconstructed from the reflected light image is the
lowering of the peripheral light amount in the imaging lens
which causes the lower brightness at positions farther away
from the optical axis. In other words, even whena flat plate
is placed, the reflected light amount at the peripheral portion
is smaller than that at the central portion. In practice, the
further light amount lowering dueto the larger distance for
the peripheral portion is also addedto this effect.

Whenthe non-uniformity of the sensor sensitivity and the
non-uniformity of the light emission are within the tolerable
range, it suffices to correct only this light amount lowering
(including the lowering due to distance difference) of the
lens. Since the specification of the lens is known in advance,
the characteristic regarding the extent of this peripheral light
amount lowering is also known in advance. Consequently,
under the assumption that the optical axis passes through the
center of the image sensor, the correction data can be easily
obtained by the calculation based on this known character-
istic. However, the optical axis may not necessarily pass
through the center of the image sensor, mainly because of an
error in a Mounting position of the image sensor introduced
at a time of mounting a sensor chip on a sensor package. Yet,
the correct correctionis still possible by shifting the correc-
tion data obtained under the assumptionthat the optical axis
passes through the center of the image sensor, as muchas the
displacement of the image sensor.

FIG. 72 shows an exemplary case of such a shift of the
correction data, where bar graph indicates the raw data
before correction, a curve graph indicates correction data
which are assumed to be values to be multiplied to the raw
data, and a line graph with markers indicate corrected data.
The image data is actually two-dimensional, but only one
dimension part (x-direction or y-direction part) is shown in
FIG. 72 for the sake of simplicity.

A part (a) of FIG. 72 showsthe reflected light image
obtained fromaflat surface when the optical axis of the lens
passes through the center of the sensor, in which the power
decreases smoothly from a peak at the center toward the
periphery.In this state, when the correction data as indicated
by a curve graph are multiplied, the data values becomes
uniform as indicated by a line graph with markers, so that the
flat surface can be expressed.

A part (b) of FIG. 72 shows a case where the optical axis
of the lens is displaced from the center of the sensor. It can
be seen that the corrected data obtained by multiplying the
correction data do not indicate a flat surface.

A part (c) of FIG. 72 shows a case where the correction
data is shifted from a state shown in the part (b) such that the
corrected data obtained by multiplying the shifted correction
data now correctly indicate a flat surface.

In this manner, whenthe peripheral light amount lowering
of the lens is dominant, it suffices to provide the correction
model for a case where the optical axis of the lens passes
through the center of the sensor, and sequentially shift these
correction data to find out a position where the correction
result is closest to the flat.

FIG. 73 showsa flow chart for this operation to produce
correct correction data by shifting the correction data. In this
operation of FIG. 73, the user is commandedto place the
reference plate at the specified distance (step 751) and the
reflected light image is acquired (step 752). Then, the
correction model is applied so that the position of the
correction data is shifted horizontally so that the values after
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the correction indicate a flat surface as in a part (c) of FIG.
72 (step 753), and after the correction data are produced, the
user is commanded to movethe reference plate parallel (step
754). By moving the reference plate, the reflected light
imagesof the reference plate at many distances are acquired
and the corrected images are produced for these reflected
light images, and then whether the correction data are
correct or not is judged (step 755). Here, whether the
correction data are appropriate or not may be judged
automatically, or the corrected range image may be shown
to the user and the user may be asked to judge whetherit is
correctly corrected or not.

Note that a case of requiring the user to produce the
correction data has been described here, but it is also
effective to use this correction model even in a case of

automatically producing the correction data by using the
reference object moving means.
<Eighth Embodiment>

Referring now to FIG. 74 to FIG. 79, the eighth embodi-
ment of the present invention will be described in detail.

This eighth embodimentis directed to a system configu-
ration incorporating the information input generation appa-
ratus of the present invention as described in the above
embodiments.

FIG. 74 shows a computer equipped with the information
input generation apparatus of the present invention. This
computer of FIG. 74 is a portable computer generally called
note PC in which a keyboard and a display are integrally
provided with the computer body. In this computer of FIG.
74, a lighting unit 701 and a photo-detection sensor unit 702
ofthe information input generation apparatus are providedat
positions beyond the keyboard when viewed from an opera-
tor side, and arranged to have the optical axis of the
photo-detection sections pointing obliquely upward towards
the operator side. In FIG. 74, the entire hand of the operator
is illuminated, as can be seen from a dashed line circle
indicating a range of illumination.

In this configuration, the operator operating the keyboard
can make the pointing or gesture input by slightly raising
and moving the index finger. The user’s convenience is
remarkably improved here because the keyboard input and
the pointing or gesture input can be made without hardly any
shift of the hand position. It is also possible to provide a
button for use in conjunction with the pointing or gesture
input. The operations such as click and drag for selecting and
moving icons on the screen can be carried out by using this
button. It is also convenient to use a button in a case of

inputting a timing trigger in the gesture input.
It is also possible to make this information input genera-

tion apparatus operable only when the button is depressed.
Namely, whenit is desired to make the pointing or gesture
input, the input is made by moving hand while depressing
the button. In this manner, it is possible to prevent an
erroneous operation due to an accidental entry of the finger
into the operation region without an intention for making the
pointing or gesture input. This is particularly effective in a
case of pointing, because there is no possibility for making
an erroneous pointing operation while using the keyboard.
The operation region can be set very close the homeposition
of the keyboard so that the pointing operation can be made
with the minimum movementof the hand (suchas the slight
upward pointing of the index finger of the right hand). In
addition, the lighting unit emits the light only when the
button is depressed so that the power consumption can be
saved.

In a case of the note PC, this button can be replaced by a
key of the keyboard. For example, in a case of using a space
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bar, normally this space bar is set to have a function for
inputting a space, and whenthis space bar is depressed while
the cursor is displayed by the finger pointing, this space bar
is set to have a function for inputting operations such as click
and drag.

In a case of using a separate keyboard, a positional
relationship between the keyboard and this information
input generation apparatus can be an importantfactor. FIG.
75 shows a keyboard device equipped with the information
input generation apparatus of the present invention. Simi-
larly as in a case of the note PC described above,a lighting
unit 703 and a photo-detection sensor unit 704 are provided
at positions in such a positional relationship with the key-
boardthat the light is irradiated onto the hand when the hand
is raised from the home position of the keyboard. Here,
again, a dashed line circle indicates a range of illumination.

Although not always necessary, a key 705 that can be used
in conjunction with the pointing or gesture input is also
providedin the keyboard device of FIG. 75. By replacing the
existing keyboard with this keyboard device of FIG. 75,it is
possible to use the keyboard input and the pointing or
gesture input together under the comfortable environment.
Twokeyslike the key 705 may be provided at left and side
sides of the keyboard in order to make it equally convenient
for the left-handed user and the right-handed user.

FIG. 76 showsa display device equipped with the infor-
mation input generation apparatus of the present invention.
This device is convenient when a positional relationship
between the operating hand and the screen is important. A
lighting unit 706 and a photo-detection sensor unit 707 are
provided above the display screen. The orientation of the
light and the photo-detection section is set to be slightly
downward so that a range indicated by a dashedlinecircle
can be illuminated. This arrangement is adopted because it
is easier for a user to make the operations by positioning the
hand at roughly the same or slightly lower height as thescreen.

In FIG. 76, the information input generation apparatusis
arranged at an upperpart of the display device, but it is also
possible to arrange the information input generation appa-
ratus at a lower part or a side part of the display device. By
arranging one information input generation apparatus on the
left side and another information input generation apparatus
of the right side, it is also possible to create an environment
where the input can be made by both hands simultaneously.

FIG. 77 shows a display device embedded on the wall
which is equipped with the information input generation
apparatus of the present invention. Here, an information
input generation apparatus is either attached to or placed
nearby an embedding type display 709. The information
input generation apparatus may be formed integrally with
the embedding type display 709. At least the lighting unit
and the photo-detection sensor unit of the information input
generation apparatus are provided within a box shaped
casing 708 placed above the display 709. The feature data
generation unit of the information input generation appara-
tus may be also provided within this casing 708, or con-
tained inside the display body, or else provided separately. It
is preferable for this casing 708 containing the lighting unit
and the photo-detection sensor unit to have its orientation
adjustable. In FIG. 77, a range indicated by a dashed line
circle is illuminated, and an object 711 displayed on the
display 709 is operated as an operator moves his hand 710
within this range.

This display device of FIG. 77 is suitable for an infor-
mation presentation or input terminal at a public location
such as a museum or a station. It is also possible to create
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a preferable environment by using a combination of a
compact display embedded on the wall and the information
input generation apparatus as an operation unit for the home
automation andthelike.

FIG. 78 shows a compact portable information device
equipped with the information input generation apparatus of
the present invention, which is in a size that can be held by
one hand. The information input generation apparatus of the
present invention only requires to have a window capable of
lighting and photo-detecting on an external body, so that a
limited space available in this compact portable information
device can be utilized efficiently. In FIG. 78, a window 712
is provided for the lighting unit and the photo-detection
sensor unit. A position of a cursor 714 on the screen can be
controlled by moving a finger 713 in front of this window
712. Here, the window 712 is so small that the remaining
space can be used asarelatively large display unit 715
despite of an overall compact size of this compact portable
information device.

FIG. 79 shows a wrist watch like very compact portable
information device equipped with the information input
generation apparatus of the present invention. Here, again, a
cursor 717 can be controlled by moving a finger 716.
Windows 718 and 719 are provided for the lighting unit and
the photo-detection sensor unit. When the device bodyis as
small as this one, there is not even a space for installing a
pen, so that the convenience of the input operationsrealized
by the information input generation apparatus is evident.
Also, by placing the operation space at a position displaced
from a line between the eyes and a display device, it is
possible to prevent the operating finger from obstructing the
view of the display.

In a case of installing the information input generation
apparatus of the present invention on a portable device like
this, it is necessary to make the device less power consum-
ing. The information input generation apparatus requires to
emit a considerable amountof lights, so that the control of
the lighting currents can contribute to the lower power
consumption.

To this end,the light emission timing and the emitted light
amount can be controlled to realize the lower power con-
sumption. For example, when there is no object in front of
the device, this fact can be detected as all the pixel values of
the reflected light image become nearly zero. When this
absence of an object is detected, or after a prescribed time
elapsed since this absence of an object is detected, the light
emission interval can be set longer. For instance, the light
emission rate of once in every %o sec. can be lowered to
once in every “10 sec.In this manner,the lighting power can
be lowered to 4.

Whenan object appears in front of the device again, this
fact can be detected from a change appearingin the reflected
light image, so that the light emission rate can be set back
to once in every %o sec. While actually moving the cursor,
there would be an apparent difference in the smoothness of
the cursor motion between a case of photo-detecting 30
times per second and a case of photo-detecting 10 times per
second. In contrast, a slight delay in an appearance of a
cursor since the hand is extended is not so frustrating.

It is also possible to realize the lower power consumption
by controlling the emitted light amount rather than the light
emission timing. In comparison to a light amount required
for detecting the position of the finger tip at high precision,
a light amount required for judging whether there is an
object in front of the device or not is much smaller.
Consequently, when an absence of an object in front is
detected, the emitted light amount can be controlled to be
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smaller, and only whether an object appears again or notIs
checked. Whenthe reappearance of an object is detected, the
emitted light amount can be set backto the original amount.

The above described light emission timing control and the
emitted light amount control may be carried out simulta-
neously. In such a case, even greater power consumption
saving effect can be expected.

Now,in the information input generation apparatus of the
present invention as described above, the CMOSsensorsare
used as the photo-detection means, and as described above,
the CMOSsensors have the structural property that it is
possible to control the photo-detection (charge storing) and
the read out arbitrarily in unit of pixel, and the control time
can be as short as about “10000 secondorless, but it can also
be set to any sufficiently long time, so that it is possible to
eliminate the influence of the external light fluctuation by
selecting the optimum value accordingto the fluctuation of
the external light. However, there still remains the problem
as to how to realize the optimal setting according to the
fluctuation state of the external light. In the following, the
embodiments directed to this aspect will be described in
detail.

The above described information input generation appa-
ratus has the lighting unit and the photo-detection section,
and outputs an image formedbythe reflected light from an
object resulting from the light emitted by the lighting unit,
so as to enable the gesture recognition and so on. In this
apparatus, the photo-detection section stores the charges
generated by the photo-electric conversion element upon
photo-detecting images of the object at a time of light
emission by the lighting unit and at a time of no light
emission by the lighting unit, and cancels the image due to
the external light components by taking difference between
them, so as to obtain the reflected light image which is the
image solely dueto the reflected light of the object resulting
from the light emitted by the lighting unit, as already
described in detail above.

Here, the external lights include not just the sunlight but
also the fluorescent light which regularly (periodically)
fluctuates even under the stable operation state, and more-
over there are various types of fluorescent light such as an
ordinary fluorescent light, an inverter fluorescentlight,etc.,
and their fluctuation periods vary.

Also, the same time period is assigned to the image
acquisition (charge storing) operation at a time of light
emission by the lighting unit and the image acquisition
(charge storing) operation at a time of no light emission by
the lighting unit, but when the external light fluctuates
between these cases, the lowering of the quality of the
difference image, that is, the degradation of the obtained
reflected light image, may be caused depending onasize of
a difference in the external light between these cases.

There are a case where the external light fluctuates
irregularly and a case where the external light fluctuates
regularly, and how to handle the external light is different in
these two cases.

In the case of the irregular fluctuation, the level of
degradation cannot be ascertained until the reflected light
image is obtained, whereas in the case of the regular
fluctuation, the relationship of the timings for the above
described two image acquisition operations with respect to
the fluctuation period is related to the image quality of the
reflected light image.

In particular, when the time difference between a case of
light emission and a case of no light emissionis close to the
fluctuation period of the external light, a difference between
the stored charges in these two cases may include the
contribution from the fluctuation of the external light.

10

15

20

25

30

35

40

45

50

55

60

65

54
Whenthe influence due to the fluctuation of the external

light remains in the reflected light image, it may not be
possible to extracts only the reflected light of the target
object underthe light irradiation by the lighting unit at high
precision, depending on a size of this influence due to the
external light fluctuation.

Consequently, it is necessary to deal with the external
light fluctuation, and the following embodiments are
directed to this aspect.
<Ninth Embodiment>

Referring now to FIG. 80 to FIG. 84, the ninth embodi-
ment of the present invention will be described in detail.

This ninth embodimentis directed to a case of dealing
with the irregular external light fluctuation. In this ninth
embodiment, a level of the external light alone is detected
and the state of the external light is judged from the detected
external light level, and then the acceptance or rejection of
the reflected light image is determined according to the
judged external light state.

FIG. 80 shows an exemplary configuration of the infor-
mation input generation apparatus in this ninth embodiment,
which comprises a lighting unit 1101 (corresponding to the
lighting unit 101 of FIG. 1), a reflected light image acqui-
sition unit 1102 (corresponding to the reflected light extrac-
tion unit 102 of FIG. 1), an optical filter 1202, an external
light detection unit 1203, an external light state judgement
unit 1204, and a lighting and photo-detection operation
control unit 1205 (corresponding to the timing signal gen-
eration unit 104 of FIG. 1). In FIG. 80, a target object 106
placed in front of this information input generation appara-
tus is constantly illuminated by the external light from an
external light source 1201.

The lighting unit 1101is a light source for illuminating the
target object 106, which is the light source of the reflected
light image. For this lighting unit 1101, a LED for emitting
lights with the wavelength in the infrared range can be used.
This lighting unit 1101 is controlled by the lighting and
photo-detection operation control unit 1205.

The external light source 1201 is a light source of an
indooror outdoor environment under whichthe target object
106 is placed. The target object 106 always receives lights
from this external light source 1201.

The optical filter 1202 is a filter for blocking illumination
lights in the infrared range from the lighting unit 1201, for
the purpose of extracting only the external light components.

The external light detection unit 1203 detects a level of
the external light received through the optical filter 1202,
and outputs a detection output correspondingto the intensity
of the entered external light.

The external light state judgement unit 1204 receives the
detection output of the external light detection unit 1203,
and monitors the level and the fluctuation in time of the

external light, so as to detect an external light state that has
a possibility of largely affecting thereflected light image and
generate an external light state intolerable signal when this
state is detected.

The lighting and photo-detection operation control unit
1205 carries out control of various timing signals so as to
realize the operations according to the output result of the
external light state judgement unit 1204. In this
embodiment, when the external light state judgement unit
1204 judgesthat there is an externallightfluctuation that has
a possibility for largely affecting the reflected light image,
the lighting and photo-detection operation control unit 1205
generates necessary timing signals for controlling the appa-
ratus so that the acquisition of the image by the externallight
alone and the acquisition of the image in a case oflight
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emission by the lighting unit 1101 are carried out and the
reflected light image is extracted as a difference between
these images, once again, but after a prescribed time has
elapsed, this control is not carried out and instead a signal
indicating the poorreflected light image quality is generated
and given to the reflected light image acquisition unit 1102.

The reflected light image acquisition umt 1102 acquires
the image in a case of light emission by the lighting unit
1101 and the image in a case of no light emission by the
lighting unit 1101, obtains a difference component between
these images, and outputs it as the reflected light image, in
response to the timing signal from the lighting and photo-
detection operation control unit 1205. When an external
light state intolerable signal indicating the external light
state that has a possibility of largely affecting the reflected
light imageis generated by the externallight state judgement
unit 1204, the reflected light image acquisition umt 1102 is
reset so that the processing for obtaining the reflected light
image by carrying out the image acquisition and the differ-
ence extraction once again.

In this configuration of FIG. 80, the reflected light image
acquisition unit 1102 acquires the imageof the target object
106 illuminated by the light emitted by the lighting unit 1101
and the image of the target object 106 illuminated only by
the external light without the light from the lighting unit
1101 according to the control of the lighting and photo-
detection operation control unit 1205, and obtains the
reflected light image as the difference component between
these two images.

On the other hand, at the image acquisition timing of the
reflected light image acquisition unit 1102, the external light
detection unit 1203 detects the level of the light under the
environment. In front of this external light detection unit
1203, the optical filter 1202 is provided for blocking the
reflected light from the target object 106 resulting from the
light emitted by the lighting unit 1101, so that only the
external light is detected by the external light detection unit
1203. The detection output of this external light detection
unit 1203 is then given to the external light state judgement
unit 1204.

The external lightstate judgement unit 1204 is monitoring
the level and the fluctuation in time of the external light
according to this detection output, and detects a state which
has a possibility of largely affecting the reflected light
image. Then, an intolerable signal is generated when the
state which has a possibility of largely affecting the reflected
light image is detected, whereasthis intolerable signalis not
generated in cases of the otherstates.

The reflected light image acquisition umt 1102 acquires
the target object images and the reflected light image as a
difference component between the acquired target object
images, according to the timing signals from the lighting and
photo-detection operation control unit 1205 that may include
the intolerable signal generated by the external light state
judgementunit 1204, and whenthe outputresult (intolerable
signal) from the external light state judgement unit 1204 is
present, the reflected light image acquisition unit 1102 once
again repeats the operation to acquire the imageof the target
object 106 illuminated by the light emitted by the lighting
unit 1101 and the image of the target object 106 illuminated
only by the external light without the light from the lighting
unit 1101 and obtain the reflected light image as the differ-
ence component between these two images.

Note that, although not shown in FIG. 80, it is also
possible to providea reflected light image processing unit at
a next stage ofthe reflected light image acquisition unit 1102
so as to determine how to handle the reflected light image
according to the output of the external light state judgement
unit 1204.
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In the present invention, the CMOSsensors are used for
the photo-detection section in the reflected light image
acquisition unit 1102 to acquire the images of the target
object 106 in real time, and the difference componentof the
acquired images is outputted as the reflected light image in
forms of image signals for video image. The operation of the
CMOSsensors for one frameis basically repetitions of the
photo-detection and charge storing and the charge output.

FIG. 81 showsa timing chart for this operation, where a
part (a) indicates the lighting pulse (the light emission by the
lighting unit 1101, that is, the irradiation of the iumination
light) and a part (b) indicates the operation of the CMOS
sensors. In FIG. 81, “R”, “1” and “2” indicates the “reset of
the stored charge”, “storing into the first charge storage unit
(corresponding to 109 of FIG. 2 or 119 of FIG. 4)” and
“storing into the second charge storage unit (corresponding
to 110 of FIG. 2 or 120 of FIG. 4)”, respectively.

More specifically, this operation at the reflected light
image acquisition unit 1102 is carried out according to the
flow chart of FIG. 83 as follows.

Within one frame period, the charges in the first and
second charge storage units in the photo-detection section
are resetat the timing of “R”(step 831), and then charges are
stored for a prescribed period of time into the first charge
storage unit at the timing of “1” (step 832) so asto realize
the photo-detection of the target object image. At the same
time, the lighting unit 1101 emits the light for the same
period of time.

Next, the charges of the photo-detection section are reset
at the timing of next “R” that appears again (step 833), and
then charges are stored for a prescribed period of time into
the second charge storage unitat the timing of “2” (step 834)
so as to realize the photo-detection of the target object
image.At this point, the lighting unit 1101 does not emit any
light.

The difference componentof the two images so obtained
is obtained asareflected light image, andthis reflected light
imageis outputted to the subsequentstage in the second half
of one frameperiod (step 836). In a case of using the CMOS
sensorsas in this ninth embodiment,at a time ofthe reflected
light image output, the difference of the stored charges in
two charge storage units for each unit pixel is outputted so
as to output only the reflected light component from the
object resulting from the light emitted by the lighting umit
1101.

While operating according to the timings as indicated in
FIG. 81 in which case the reflected light image can be
successfully acquired by storing charges into the first and
second charge storage units once, the time used for the
charge storing is quite short, and there is a time margin
before the data output. However, this is not the case in a
situation where there is a problem regardingthe reliability as
many noise components are contained in the reflected light
image, that is, in a state where the external light fluctuation
is large.

Namely, in this ninth embodiment, in parallel to the
reflected light image acquisition operation by the reflected
light image acquisition unit 1102, the external light level as
indicated in a part (a) of FIG. 82 is detected by the external
light detection unit 1203. At this point, when the near
infrared LEDis used as the light source of the lighting unit
1101, for example, the near infrared light blocking optical
filter 1202 is provided in front of (i.e. the input side of) the
external light detection unit 1203, so that the reflected light
resulting from the light of this light source does not enter
into the external light detection unit 1203.

Then, the external light state judgement unit 1204 moni-
tors the external light level according to the detection output
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of the external light detection unit 1203, and detects a state
in which the external light level fluctuation is large so that
there is a possibility for largely affecting the reflected light
image. Whenthis state is detected, the external light state
judgement unit 1204 outputs the external light state intol-
erable signal as indicated in a part (b) of FIG. 82 to notify
this detection result. In this external light state intolerable
signal, when the logical level of this is “H (HIGH)”,it is
indicated that a corresponding region is judged as having a
poor external light state (that has a possibility of largely
affecting the reflected light image).

This judgement is made, for example, when the external
light fluctuation is abrupt (a caseoffirst “H” state in the part
(b) of FIG. 82) or when the external light level is very high
(a case of second “H”state in the part (b) of FIG. 82).

When the external light fluctuation is abrupt, there is a
large difference between the light amounts due to the exter-
nal light as stored in the first charge storage unit and the
second charge storage unit that constitute the reflected light
image acquisition unit 1102, so that the difference compo-
nent between them will contain not just the reflected light
componentbut also a large external light fluctuation part as
well.

Whenit is under the environment where the external light
level is very large, the rate of the reflected light with respect
to the external light becomes very small, so that S/N (Signal
to Noise ratio) becomes poor.

Consequently, when these types of the external light
fluctuation is present, the noise components become large
and it becomes impossible to extract the target object 106 at
high precision.

In an example shown in FIG.82, the first lighting and
storing operation is carried out within one frame period as
described above, but by the time this operation is finished,
it is ascertained that the external light state was poor during
this storing operation (t1 in the part (b) of FIG. 82), so that
this operation is cancelled once andretried (step 835 YES).

In other words, the stored charges are reset again (“R”),
and the storing into the first charge storage unit (“1”) and the
storing into the second charge storing unit (“2”) are repeated
again. During this second storing operation, the external
light state was normal (the external light state intolerable
signal was in “L” state), so that the obtained difference
component(reflected light image) is outputted as it is (step
835 NO).

The extraction of the reflected light image and the output
of this extracted reflected light image are to be carried out
within a prescribed periodof time (one frameperiod),so that
the storing operation would overlap with the data output
timing if the storing operationis retried too many times. For
this reason, a prescribed numberof times for which the retry
is permitted at most is determined in advance, and the retry
is not repeated beyond this prescribed numberof times (step
837).

When the normal reflected light image could not be
obtained at the end, that is, when the normalreflected light
image could not be obtained before the data output timing
comes, the last obtained low reliability data are outputted,
and at the same time, a signal indicating that this reflected
light image has a lowerreliability is also outputted by the
separate line.

In the configuration of FIG. 80 described above, the
image acquisition and difference (reflected light image)
acquisition operation is retried according to the external
light fluctuation state by directly controlling the lighting and
photo-detection operation control unit 1205 according to the
output of the external light state judgement unit 1204.
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However, instead of carrying out such a retry, it is also
possible to determine the acceptance or rejection of the
reflected light image outputted from the reflected light image
acquisition unit 1102 according to the output of the external
light state judgement unit 1204 at the subsequent stage so
that the low reliability reflected light image will not be
utilized.

FIG. 84 shows an exemplary configuration of the infor-
mation input generation apparatus in this ninth embodiment
for such a modified case.

In the configuration of FIG. 84, the processing for acquir-
ing the image illuminated bythe light emitted by the lighting
unit 1101, acquiring the image due to the external light
alone, and obtaining the reflected light image by obtaining
the difference component between these imagesis carried
out only once by the reflected light image acquisition unit
1102 within one frame period, and the obtained reflected
light image is outputted within an output period.

The reflected light image obtained bythe reflected light
image acquisition unit 1102 is received at a reflected light
image processing unit 1103, which has a function for deter-
mining whetherthis received reflected light image is to be
used or to be discard according to the output of the external
light state judgement unit 1204. Thereflected light image
processing unit 1103 may also have the other functions
similar to those of the feature data generation unit 103 of
FIG. 1.

Thus, in this configuration of FIG. 84, instead of control-
ling the reflected light image acquisition unit 1102 and the
lighting unit 1101 according to the output of the external
light state judgement unit 1204, the reflected light image
processing unit 1103 is provided to determine the acceptance
or rejection of the reflected light image according to the
output of the external light state judgement unit 1204.

This reflected light image processing unit 1103 is basi-
cally a unit for further processing the outputted reflected
light image, and changes the manner of processing the
reflected light image according to the output (which is not
necessarily binary) of the externallight state judgementunit
1204 supplied thereto.

Whenthe external light state is very poor, the reflected
light imageis discarded andnot utilized, or the current frame
is predicted by utilizing the previous frame, for example. In
a case of using the prediction,it is preferable to control the
procedure for making prediction by using how poor the
external light state is as a parameter for indicating how low
the reliability of the current frameis.

According to the ninth embodimentas described above,at
a time of obtaining the reflected light image of the target
object, when the adverse influence of the external light
fluctuation is large, the reflected light image acquired in this
state will not be used,so that only the high quality image of
the target object alone can be easily acquired, and therefore
it becomespossible to realize the acquisition of information
on gesture or three-dimensional operation madebythe target
object at high precision.
<Tenth Embodiment>

The ninth embodiment described above is directed to a

technique for monitoring the external light level and not
utilizing the reflected light image obtained at a timing where
the influence of the external light fluctuation is present.

However,in that case, the utilizable reflected light image
cannot be obtained under the unstable environment where

the external light fluctuation continues indefinitely. Also,
under the environment where the light amountis constantly
fluctuating in short period as in a case of using the inverter
type fluorescent light, there may be cases in which the
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utilizable reflected light image cannot be obtained forever.
Also, in a case where it is necessary to extract the reflected
light image at the rate as fast as 30 frames per second as in
a case of the TV images, or in a case whereit is necessary
to extract the reflected light image at the rate even faster than
that, there may be cases where the reflected light image
cannot be obtained asthe flickering of the fluorescent light
has a directly influence as the external light fluctuation.

In view of these problems, this tenth embodiment is
directed to a technique suitable for use under the environ-
ment involving the external light that is fluctuating con-
stantly and periodically, and capable of obtaining the
reflected light image in real time.

Referring now to FIG. 85 to FIG. 87, the tenth embodi-
ment of the present invention will be described in detail.

In this tenth embodiment, a unit for monitoring the
fluctuation of only the external light is provided to detect the
fluctuation period of the external light, and the lighting and
photo-detection operation control is carried out according to
the detected external light fluctuation period.

FIG. 85 shows an exemplary configuration of the infor-
mation input generation apparatus in this tenth embodiment,
which comprises a lighting unit 1101 (corresponding to the
lighting unit 101 of FIG. 1), a reflected light image acqui-
sition unit 1102 (correspondingto the reflected light extrac-
tion unit 102 of FIG. 1), an optical filter 1202, an external
light detection unit 1203, an external light fluctuation period
detection unit 1301, and a lighting and photo-detection
operation control unit 1205 (corresponding to the timing
signal generation unit 104 of FIG. 1). In FIG.85,thetarget
object 106 placed in front of this information input genera-
tion apparatus is constantly illuminated by the external light
from the external light source 1201.

Thelighting unit 1101 is a light source for illuminating the
target object 106, which is the light source of the reflected
light image. For this lighting unit 1101, a LED for emitting
lights with the wavelength in the infrared range can be used.
This lighting unit 1101 is controlled by the lighting and
photo-detection operation control unit 1205.

The external light source 1201 is a light source of an
indooror outdoor environment under whichthe target object
106 is placed. The target object 106 always receives lights
from this external light source 1201.

The optical filter 1202 is a filter for blocking illumination
lights in the infrared range from the lighting unit 1201, for
the purpose of extracting only the external light components.

The external light detection unit 1203 detects a level of
the external light received through the optical filter 1202,
and outputs a detection output correspondingto the intensity
of the entered externallight.

The external light fluctuation period detection unit 1301
receives the detection output of the external light detection
unit 1203, and monitors the level and the fluctuation in time
of the external light, so as to detect an external light
fluctuation period.

The lighting and photo-detection operation control umit
1205 carries out control of various timing signals so as to
realize the operations in synchronization with the external
light fluctuation period, according to the fluctuation period
information detected by the externallightfluctuation period
detection unit 1301. In this embodiment, the lighting and
photo-detection operation control unit 1205 generates tim-
ing signals for controlling the apparatus so that the light
emission by the lighting unit 1101 and the first charge
storing operation by the reflected light image acquisition
unit 1102 are carried out in synchronization with one exter-
nal light fluctuation period, and the second charge storing
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operation by the reflected light image acquisition unit 1102
in a state of no light emission by the lighting unit 1101 is
carried out in synchronization with a next external light
fluctuation period so as to obtain the image due to the
external light alone.

The reflected light image acquisition unit 1102 acquires
the image in a case of light emission by the lighting umit
1101 (given by charges stored by the first charge storing
operation) and the image in a case of no light emission by
the lighting unit 1101 (given by changes stored by the
second charge storing operation), obtains a difference com-
ponent between these images, and outputs it as the reflected
light image, in response to the timing signal from the
lighting and photo-detection operation control unit 1205.

In this configuration of FIG. 85, the reflected light image
acquisition unit 1102 acquires the image of the target object
106 illuminated by the light emitted by the lighting unit 1101
and the image of the target object 106 illuminated only by
the external light without the light from the lighting umit
1101 according to the control of the lighting and photo-
detection operation control unit 1205, and obtains the
reflected light image as the difference component between
these two images.

On the other hand, the state of the external light is
monitored by the external light detection unit 1203. In front
of this external light detection unit 1203, the optical filter
1202 is provided for blocking the reflected light from the
target object 106 resulting from the light emitted by the
lighting unit 1101, so that only the externallight is detected
by the external light detection unit 1203. When the lighting
unit 1101 emits the infrared light, this optical filter 1202 is
realized in a form of an infrared light blockingfilter.

The detection output of this external light detection unit
1203 is then given to the external light fluctuation period
detection unit 1301. In response, the external light fluctua-
tion period detection unit 1301 detects the fluctuation period
of the external light according to the supplied detection
output. Then, this detected fluctuation period information is
given to the lighting and photo-detection operation control
umit 1205.

The lighting and photo-detection operation control unit
1205 generates the control signals for the lighting and
photo-detection operations so as to carry out these opera-
tions in synchronization with the external light fluctuation
period detected by the external light fluctuation period
detection unit 1301.

FIG. 86 shows an exemplary case where the external light
fluctuation occurs regularly. A part (a) of FIG. 86 showsthe
externallight level (the output of the external light detection
unit 1203) in this case, while a part (b) of FIG. 86 showsthe
external light signals converted into pulses (output of the
external light fluctuation period detection unit 1301). Also,
a part (c) of FIG. 86 showsa lighting pulse signal for the
lighting unit 1101, according to whichthe lighting unit 1101
emits the light, and a part (d) of FIG. 86 showsa signal for
controlling the storing operation similar to that shown in
FIG.81.

The pulse signal of the part (c) of FIG. 86 andthe storing
operation control signal of the part (d) of the FIG. 86 are
generated according to the signalof the part (b) of FIG. 86.
Namely, the timing at which charges are stored into thefirst
charge storage unit (109 of FIG. 2 or 119 of FIG. 4) and the
timing at which charges are stored into the second charge
storage unit (110 of FIG. 2 or 120 of FIG. 4) have the same
phase with respect to the external light fluctuation period.
Consequently, the light amounts due to the external light
contained in the charges stored by these two storing opera-
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tions are going to be equal. Thus, the difference between the
stored chargesin the first charge storage unit and the second
charge storage unit contains hardly any part due to the
external light fluctuation, and therefore it is possible to
extract the reflected light image at high precision under the
regularly fluctuating external light.

FIG. 87 shows an exemplary case where the externallight
fluctuation period is regular but short with respect to the
charge storing time.

In this case, the processing for obtaining the the difference
image from the images obtained by the first and second
charge storing operations is carried out in synchronization
with the external light fluctuation period, and in addition,the
storing time of each charge storing operation is set to be n
times a single period part of the external light fluctuation.
Namely, in an example shown in FIG. 87, the storing
operation is always carried out in the storing time whichis
twice the external light fluctuation period (n=2), when the
external light fluctuation period is short with respect to the
storing time.

For this reason, similarly as in the previous example, the
light amounts due to the external light contained in the
charges stored by these two storing operations are going to
be equal. Note that the example of FIG. 87 showsa case of
setting the storing time as an integer multiple of the external
light fluctuation period, but the present invention is not
necessarily limited to this case. For example, it is also
possible to set the storing time to be 1.5 times, 2.7 times, or
3.3 times the external light fluctuation period, if desired.It
is however necessary to have a correct matching of the
phases.

Thus, in this tenth embodiment, the external light fluc-
tuation period is detected and the image acquisition is
carried out in unit of a prescribed time interval in synchro-
nization with the external light fluctuation period, so that
even under the environment in which the external light
fluctuations constantly and periodically, it is possible to
obtain the reflected light image in real time by eliminating
the influence of the external light.
<Eleventh Embodiment>

The tenth embodiment described above is directed to a

technique for controlling the acquisition timing of the
images from which the reflected light image is to be
obtained, with respect to the external light fluctuation.
However, there are many cases where the external lights are
artificially controllable, as in a case of using the room light.

In view ofthis fact, this eleventh embodimentis directed
to a technique suitable for such a case, in which the light
source of the external lightis controlled so as to prevent the
external light from affecting the reflected light image.

Referring now to FIG. 88 to FIG. 89, the eleventh
embodiment of the present invention will be described in
detail.

FIG. 88 shows an exemplary configuration of the infor-
mation input generation apparatus in this eleventh
embodiment, which comprises a lighting unit 1101
(correspondingto the lighting unit 101 of FIG.1),a reflected
light image acquisition unit 1102 (corresponding to the
reflected light extraction unit 102 of FIG.1), a light control
signal generation unit 1401, and a lighting and photo-
detection operation control unit 1205 (corresponding to the
timing signal generation unit 104 of FIG.1). In FIG.88, the
target object 106 placed in front of this information input
generation apparatus is constantly illuminated by the exter-
nal light from the external light source 1201 such as the
room illumination light which is driven by a light driving
device 1402.
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The lighting unit 1101is a light source for illuminating the
target object 106, which is the light source of the reflected
light image.

The external light source 1201 is a light source of an
environment under which the target object 106 is placed.
The target object 106 always receives lights from this
external light source 1201.

The light driving device 1402 drives this external light
source 1201 to emit the external light, and has a function for
controlling the light amountof the external light source 1201
according to a light control signal supplied thereto.

The lighting and photo-detection operation control unit
1205 generates signals for controlling the lighting unit 1101
and the reflected light image acquisition unit 1102.

Thelight control signal generation unit 1401 generates the
light control signal according to which the external light
source 1201 is to be driven, such that the received light
amounts due to the external light in two charge storing
operations (the acquisition of the image under the lighting
by the lighting unit 1101 and the acquisition of the image
due to the external light alone) by the reflected light image
acquisition unit 1102 are going to be equal.

The reflected light image acquisition unit 1102 acquires
the image in a case of light emission by the lighting umit
1101 and the image in a case of no light emission by the
lighting unit 1101, obtains a difference component between
these images, and outputs it as the reflected light image, in
response to the timing signal from the lighting and photo-
detection operation control unit 1205.

In this configuration of FIG.88, the lighting unit 1101, the
reflected light image acquisition unit 1102, and the light
control signal generation unit 1401 are controlled under the
lighting and photo-detection operation control unit 1205, in
such a mannerthat the lighting by the lighting unit 1101, and
the image acquisition(the first charge storing and the second
charge storing) and the reflected light image extraction by
the reflected light image acquisition unit 1102 are carried out
at specified timings.

Onthe other hand,the light control signal generation umit
1401 generates the light control signal in such a mannerthat
the received light amounts due to the external light in two
charge storing operations(the acquisition of the image under
the lighting by the lighting umit 1101 and the acquisition of
the image due to the external light alone) by the reflected
light image acquisition unit 1102 are going to be equal.
According to this light control signal, the light driving
device 1402 controls the lighting by the external light source
1201 so that the external light source 1201 is controlled to
emit the external light in such a mannerthat the external
light amounts during the above described two charge storing
operations become equal.

Consequently, when the reflected light image acquisition
unit 1102 acquires the image in a case of light emission by
the lighting unit 1101 and the image in a case of no light
emission by the lighting unit 1101 according to the timing
signal from the lighting and photo-detection operation con-
trol unit 1205, the light amounts given to the environment by
the external light source 1201 are equal in these cases, so
that when the difference component of these images is
obtained, the obtained reflected light image is in a high
precision.

FIG. 89 shows a timing chart for the operation in this
eleventh embodiment, where a part (a) indicates the light
control signal for controlling the external light source 1201,
a part (b) indicates the control signal (lighting pulse) for the
lighting unit 1101, and a part (c) shows an exemplary
operation pattern (the charge storing operations) of the
reflected light image acquisition unit 1102 in this eleventh
embodiment.

IPR2022-00090 - LGE

Ex. 1004 - Page 133



IPR2022-00090 - LGE
Ex. 1004 - Page 134

6,144,366
63

The lighting and photo-detection operation control umit
1205 generates the control signals so that the reflected light
image acquisition unit 1102 operates according to the opera-
tion pattern shownin the part (c) of FIG.89, while giving the
lighting pulse of the part (b) of FIG. 89 to the lighting unit
1101. On the other hand, at the same time, the light control
signal generation unit 1401 generates the light control signal
of the part (a) of FIG. 89, so that the external light source
1201 is driven according to this light control signal.

For example, the external light source 1201 repeats the
external light emission and no external light emission in
such a pattern that the external light is emitted when the light
control signal has a level “H”, and no external light is
emitted when the light control signal has a level “L”. This
operation is obviously repeated at high speed, so that the
external light source 1201 appears to be lighting at the
constant brightness to the human eyes.

However, the external light fluctuates in such a manner
that is brightness is instantaneously lowered while the
charge storing operation is carried out, so that at a time of
obtaining the reflected light image,it is possible to obtain the
reflected light image at high precision without receiving any
influence from the external light,

The above described example is directed to a case of
directly controlling the external light source (such as fluo-
rescent light) whose emitted light amount periodically
changes, so as to prevent the external light source from
affecting the reflected light image.

Onthe contrary, there is also a scheme whichutilizes the
external light source as the light source for the reflected light
image. Namely, the externallight source itself is used as the
light source of the lighting unit, and the reflected light from
the target object resulting from the light emitted by the
external light source is photo-detected by the photo-
detection section. In this case, depending on the positional
relationship between the external light source and the photo-
detection section, the relationship of the reflected light
amount being inversely proportional to the square of the
distance may not hold, so that it becomes difficult to obtain
the distance information, but there is no problem for the
extraction of a shape of the target object. Such a modified
schemewill be effective in a case where the entire room can

be formed as a communication space as in a case of the
amusement park.
<Twelfth Embodiment>

Referring now to FIG. 90 to FIG. 95, the twelfth embodi-
ment of the present invention will be described in detail.

In this twelfth embodiment, a plurality of lighting and
charge storing operation patterns are provided in advance
and selectively used according to the external light state, so
as to make it possible to obtain the reflected light image at
high precision regardless of the external lightstate.

This twelfth embodimentis based on the following prin-
ciple. Namely, suppose that the photo-detection charge
storing operation is carried out twice in a state of having no
light emission by the lighting unit 101, and a difference
between the stored charges is outputted. In this case, if there
was hardly any external light fluctuation between these two
photo-detection charge storing operations, the output would
be nearly equal to 0, and the resulting reflected light image
would be completely dark. Namely, the light source is not
emitting the light in this case, so that there is obviously no
reflected light image component and therefore the reflected
light image (output image) becomes completely dark.
However, if there was some external light fluctuation
between these two photo-detection charge storing
operations, and if that fluctuation was a large one, then a
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difference between the stored charges for these two photo-
detection charge storing operations would not be zero, and
therefore the output image would not be completely dark.

Forthis reason,in this twelfth embodiment, the respective
reflected light images are acquired by using a plurality of
charge storing operation patterns provided in advance, in a
state of having no light emission by the lighting unit 101,
and the operation pattern from which the darkest image can
be obtained is selected. Then, the lighting operation pattern
having a lighting period corresponding to the selected
charge storing operation pattern is selected, and the lighting
by the lighting unit 101 is controlled by this selected lighting
operation pattern.

To this end, the information input generation apparatus of
this twelfth embodiment has an exemplary configuration as
shownin FIG. 90, which comprisesthe lighting unit 101, the
feature data generation unit 103, the reflected light image
acquisition unit 1102 (corresponding to the reflected light
extraction unit 102 of FIG. 1), a lighting and photo-detection
control signal generation unit 2104 (corresponding to the
timing signal generation unit 104 of FIG. 1), an external
light influence evaluation unit 2201, and a lighting and
photo-detection pattern selection and determination unit
2202.

The lighting unit 101 is a light source for illuminating the
target object, which is the light source of the reflected light
image.

In this twelfth embodiment, two operation modesinclud-
ing an optimal operation pattern selection mode and a
normal operation mode are provided in order to make it
possible to obtain the optimal photo-detection operation
pattern according to the external lightfluctuation state. In a
case of finding the photo-detection operation pattern which
is optimal for the external light, that is, in a case of the
optimal operation pattern selection mode, the lighting unit
101 is controlled to stop the light emission, whereasin a case
of the normal operation mode,this control is cancelled and
the lighting unit 101 is controlled to emit the light at
prescribed timing specified from the lighting and photo-
detection control signal generation unit 2104 so as to illu-
minate the target object.

The lighting and photo-detection control signal genera-
tion unit 2104 is provided for carrying out the timing
control. This lighting and photo-detection control signal
generation unit 2104 generates signals for controlling the
reflected light image acquisition unit 1102 and the lighting
unit 101 according to the setting information supplied from
the lighting and photo-detection pattern selection and deter-
mination unit 2202.

The lighting and photo-detection pattern selection and
determination unit 2202 has two modesincluding the opti-
mal operation pattern selection mode and the normal opera-
tion mode as well as a plurality of photo-detection charge
storing operation patterns provided in advance.In a case of
the optimal operation pattern selection mode, the lighting
and photo-detection pattern selection and determination unit
2202 carries out the setting control with respect to the
lighting and photo-detection control signal generation unit
2104 while sequentially using these various operation pat-
terns so as to have the photo-detection carried out in the
plurality of operation patterns. Then, the lighting and photo-
detection pattern selection and determination unit 2202
receives the evaluation results for the reflected light images
obtained by the respective operation patterns from the
external light influence evaluation unit 2201, and determines
the operation pattern for which the evaluation result is best
among these evaluation results, as the optimal operation
pattern.
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The external light influence evaluation unit 2201 evalu-
ates the reflected light images obtained by the respective
operation patterns according to the output images of the
reflected light image acquisition unit 1102, and gives the
obtained evaluation values to the lighting and photo-
detection pattern selection and determination unit 2202, so
that the optical operation pattern is determined according to
the evaluation values. While the optimal operation pattern is
determined, the lighting and photo-detection pattern selec-
tion and determination unit 2202 controls the lighting unit
101 to emit no light. After the optimal operation pattern is
determined, it becomes the normal operation mode, and the
reflected light image acquisition unit 1102 and the lighting
and photo-detection control signal generation unit 2104 are
controlled to realize a photo-detection charge storing period
in accordance with the determined operation pattern.

The external light influence evaluation unit 2201 evalu-
ates how muchinfluence of the external light fluctuation is
contained in each reflected light image, where the reflected
light image is acquired from the reflected light image
acquisition unit 1102.

The reflected light image acquisition unit 1102 outputs a
difference between an image photo-detected by the first
photo-detection unit 109 and an image photo-detected by the
second photo-detection unit 110. The first photo-detection
unit 109 outputs the image photo-detected in a state of
having the light emission by the lighting umit 101, and the
second photo-detection unit 110 outputs the image photo-
detected in a state of having nolight emission bythe lighting
unit 101, and in a case of the optimal operation pattern
selection mode, the lighting and photo-detection pattern
selection and determination unit 2202 sets the lighting umit
101 not to emit any light. Note that it is also alternatively
possible to control the lighting and photo-detection control
signal generation unit 2104 not to generate any signal for
making the lighting unit 101 to carry out the lighting
operation.

In this manner, by controlling the lighting unit 101 not to
emit any light in a case of the optimal operation pattern
selection mode, the reflected light image obtained by the
reflected light image acquisition unit 1102, that is, the
difference output between the stored charges for the image
photo-detected by the first photo-detection unit 109 and the
stored charges for the image photo-detected by the second
photo-detection unit 110, indicates only the external light
fluctuation, so that the brighter reflected light image implies
the more influence received from the external light. In order
to secure the reliability, the evaluation value is given by an
average value obtained by repeating the operation of each
operation pattern several times in a case of the optimal
operation pattern selection mode. In other words, for each
operation pattern, the average brightness over several frames
of the reflected light image is obtained and outputted as the
evaluation value.

Next, the operation of this information input generation
apparatus of FIG. 90 will be described with reference to the
flow chart of FIG. 91.

Initially, this apparatus is set in the optimal operation
pattern selection mode. In this mode, the lighting unit 101 is
controlled not to emit any lightfirst (step 1001). Namely, the
lighting and photo-detection pattern selection and determi-
nation unit 2202 sets the lighting umit 101 such that the
lighting unit 101 does not carry out the lighting operation
even during the second charge storing period, so as to make
the acquired reflected light image completely dark.

Then, the lighting and photo-detection pattern selection
and determination unit 2202 selects one photo-detection
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operation pattern from a plurality of operation patterns
provided in advance (step 1002), and controls the lighting
and photo-detection control signal generation unit 2104 such
that the difference componentis obtained by carrying out the
charge storing operations in the selected photo-detection
operation pattern. In response, the lighting and photo-
detection control signal generation unit 2104 controls the
reflected light image acquisition umit 1102 to carry out the
first charge storing operation and the second charge storing
operation for the image of the target object in the operation
period corresponding to the selected photo-detection opera-
tion pattern and obtain the difference component between
the stored charges.

Then, accordingto that, the external light influence evalu-
ation unit 2201 evaluates the external light in this operation
pattern (step 1003). Here, the average brightness over sev-
eral frames of the reflected light image is used as the
evaluation value for the external light influence (which is of
course smaller when it is darker). In other words, In other
words, the above operation for obtaining the difference
componentis repeated for a plurality of times in one and the
same operation pattern, and an average value of the respec-
tively obtained difference componentvalues is obtained as
the evaluation value in that operation pattern. This evalua-
tion result is then given to the lighting and photo-detection
pattern selection and determination unit 2202.

Next, the lighting and photo-detection pattern selection
and determination unit 2202 checks whetherall the patterns
are tried or not (step 1004), and if there is any pattern that
is not tried yet, selects one of the untried patterns as the next
photo-detection operation pattern (step 1005). Then, the
lighting and photo-detection pattern selection and determi-
nation unit 2202 controls the lighting and photo-detection
control signal generation unit 2104 such that the difference
componentis obtained by carrying out the charge storing
operations in the selected photo-detection operation pattern.
In response, the lighting and photo-detection control signal
generation unit 2104 controls the reflected light image
acquisition unit 1102 to carry out the first charge storing
operation and the second charge storing operation for the
image of the target object in the operation period corre-
sponding to the selected photo-detection operation pattern
and obtain the difference component between the stored
charges. Then, according to that, the external light influence
evaluation unit 2201 evaluates the external light in this
operation pattern (step 1003). This evaluation result is then
given to the lighting and photo-detection pattern selection
and determination unit 2202.

Next, the lighting and photo-detection pattern selection
and determination unit 2202 checks whetherall the patterns
are tried or not (step 1004), and if there is any pattern that
is not tried yet, selects one of the untried patterns as the next
photo-detection operation pattern (step 1005) and the above
described operation is repeated in the selected photo-
detection operation pattern and the evaluation is made, but
whenthe step 1004 judgesthatall the patterns are tried, the
lighting and photo-detection pattern selection and determi-
nation unit 2202 compares the respective evaluation values
of all the patterns, and selects one pattern with the best
evaluation value as the optimal pattern (step 1006).

Next, the lighting and photo-detection pattern selection
and determination unit 2202 gives commandsto the lighting
unit 101 and the lighting and photo-detection control signal
generation unit 2104 such that the lighting operation and the
photo-detection operation are carried out in pattern and
timing for realizing the charge storing period ofthat selected
photo-detection operation pattern. As a result, the lighting
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and photo-detection control signal generation unit 2104 is
set to generate the lighting command and the photo-
detection command in accordance with that selected opera-
tion pattern, while the lighting unit 101 is relieved from its
lighting stop state (step 1007).

In conjunction with this cancellation, the mode is changed
from the optimal operation pattern selection mode to the
normal operation mode.

In the normal operation mode, the photo-detection by the
first photo-detection unit 109 in a state of having light
emission bythe lighting unit 101 is carried out for the charge
storing period of the selected operation pattern, then the
photo-detection by the second photo-detection unit 110 in a
state of having node no light emission by the lighting unit
101 is carried out for the same charge storing period, and
then the difference between the stored charges is obtained as
the reflected light image without the influence of the external
light.

In this manner, in this twelfth embodiment, a plurality of
operation patterns with mutually different charge storing
periods are provided in advance, and the optimal operation
pattern selection mode is provided to carry out the photo-
detection by the first photo-detection unit and the second
photo-detection unit in a state of having no light emission by
the lighting unit and obtain the difference output between the
photo-detection outputs (image outputs) of these photo-
detection units for each operation pattern, and then the
operation pattern for which the difference image (reflected
light image) is the darkest image is selected as the optimal
operation pattern without the influence of the external light
and the normal operation modeis carried outin that pattern.

In other words, the difference image is obtained without
using the lighting unit for each of a plurality of operation
patterns provided in advance and the influence of the exter-
nal lightis evaluated, and then the pattern indicating the best
evaluation value is selected. After that, the image due to the
external light alone and the image with the illumination by
the lighting unit are acquired and the difference between
them is obtained as the reflected light imagein that selected
pattern. As the evaluation value of the influence of the
external light, the average brightness over several frames of
the reflected light image is used, and this evaluationis tried
for all the operation patterns provided in advance and then
the operation pattern with the smallest average brightness
(which received the least influence from the external light)
is selected, so as to select the photo-detection period for the
first photo-detection unit and the second photo-detection
unit which is least influenced by the external light fluctua-
tion under the current external light fluctuation state.

Consequently, it becomes possible to obtain the reflected
light image in the operation pattern for which the influence
of the external light fluctuation becomes minimum underthe
environment in which this apparatus is placed.

Now, the effect of this twelfth embodiment will be
described more specifically.

FIGS. 92A and 92B show an exemplary case of the
external light (indicated by a solid line) with a long fluc-
tuation period, and FIGS. 93A and 93B show an exemplary
case of the external light with a short fluctuation period. In
these figures, the horizontal axis represents a time and the
vertical axis represents an intensity of the light at the
photo-detection plane. Whenthe light is emitted, the output
curve increases in proportion to the emitted light amount
(that is, a level is increased).

The light intensity integrated over a prescribed period of
time (indicated as L1, L2, L11 and L12 in the figures)
corresponding to the stored charges. In FIGS. 92A and 93A,
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L1is the stored chargesof thefirst photo-detection unit 109
at a time of the light emission by the lighting unit 101, and
L2 is the stored charges of the second photo-detection unit
110 at a time of no light emission by the lighting unit 101,
for an exemplary case of using the charge storing period t1.

Also, in FIGS. 92B and 93B,L11 is the stored charges of
the first photo-detection unit 109 at a time of the light
emission by the lighting unit 101, and L12 is the stored
charges of the second photo-detection unit 110 at a time of
no light emission by the lighting unit 101, for an exemplary
case of using the charge storing period t2, where ti is
assumed to be sufficiently smaller than t2.

The difference between L1 and L2 and the difference

between L11 and L12 can be regarded asthe reflected light
images. For the light source of the lighting unit 101, an
incandescent lamp or LED can be used, but it is more usual
to use the LED in recent years. Then, the LED that is usually
used for the lighting unit 101 can emit the higher power
instantaneously for the shorter light emission time, so that
the light intensity goes up higherfor the shorter storing time
cases in FIGS. 92A and 92B.

Here, when the external light fluctuation is gradual and
large as shownin FIGS. 92A and 92B,it is possible to reduce
the influence of the external light fluctuation in the differ-
ence between the stored charges for a time of light emission
and a time of no light emission, by shortening the light
emission time of the lighting unit 101, and therefore the
reflected light amount can be detected at high precision
(FIG. 92A). On the other hand, whenthe light emission time
of the lighting unit 101 is made longer, the external light
largely fluctuates during that period and therefore the large
influence of the external light fluctuation will be contained
in the difference between the stored charges for a time of
light emission and a time of no light emission, so that the
reflected light amount cannot be detected at high precision
(FIG. 92B).

Next, when the externallight fluctuation period is short as
shown in FIGS. 93A and 93B (for example, when the
inverter fluorescent light is used for the indoor lighting,
where the light amount of this fluorescent light that func-
tions as the external light fluctuates at the period of about
several tens of kHz), suppose that the light emission time of
the lighting unit 101 is set as short as the external light
fluctuation period and the charges are stored for the duration
of this light emission period (ti) as shown in FIG. 93A. In
this case, if there is a displacement in phase between the
external light fluctuation period and the lighting pulse of the
lighting unit 101, the influence of the external light is largely
changed and the errors becomes noticeable so that the
reflected light image componentcannotbe detected at high
precision.

Forthis reason, in this case, the light emission timeof the
lighting unit 101 is made longerinstead. In other words, the
light emission time is set to be a long time L2 which can
contain several externallight fluctuation periods as shown in
FIG. 93B, and the charges are stored for the duration of this
light emission period (t2). In this manner, the influence of
the external light fluctuation can be reduced.

In a case where the external light fluctuation period is
short, there is also a schemefor controlling the lighting umit
101 to emit the light in the light emission time whichis even
shorter than the external light fluctuation period. However,
in general, when the light emission in an excessively short
time is attempted, the driving frequency of the circuit
increases, and the cost and the power consumption also
increase.

As described, in this twelfth embodiment, the optimal
operation pattern selection modeis provided, and a plurality
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of patterns are tried automatically and the optimal one is
determined automatically while operating in this mode.
However, the present invention is not necessarily limited to
this particular case, and it is also possible to provide a
switching button such that the operator can select the
operation pattern by depressing this button. In such a case,
a complicated processing is not involved so that the low cost
realization becomespossible. In this case,it is preferable to
display the reflected light image on the screen so that the
operator can select the operation pattern with least noises
while watching the reflected light image on the screen. Thus,
the present invention should be construed as encompassing
such a case of not selecting the operation pattern automati-
cally.

By means of this, even when the light fluctuation is
present, it becomes possible to obtain the reflected light
imageat high precision and therefore it becomespossible to
extract only the imageof the target object at high precision.

When it becomes possible to extract the image of the
target object from the imagesignals, it becomes possible to
acquire information onits shape, motion,distance, etc., from
the extracted image. For example, the reflected light from a
position where the object is existing has some value, while
there is hardly any reflected light from the remote
background,so that it becomes possible to extract the shape
of the object by thresholding the reflected light image at
appropriate threshold. It also becomes possible to extract
various feature data from that shape. By analyzing the time
sequence of the shape, it also becomes possible to capture
the motion or the deformation of the object. Since the
concavity and convexity of the object can be captures as the
difference in the reflected light amount, it also becomes
possible to obtain the 3D structure of the target object.

Consequently, it also becomes possible to easily realize
the three dimensional operation input or the three dimen-
sional command operation according to such information,
and this twelfth embodiment can be the significant contri-
bution to the practical implementation of the present inven-
tion.

Note that, in the above description, the phrase like a
difference between two imagesis used frequently, but this is
more of a conceptual description, and it does not necessarily
imply the two images actually exist. In the general
configuration, the first and second charge storage units are
provided in the unit photo-detector cell, and one image can
be formed by using the stored charges of the first charge
storage units of all the cells, while another image can be
formed by using the stored charges of the second charge
storage units of all the cells. In this sense, the references to
“two images” are made, but in practice, each cell outputs the
difference of the two charge storage units at a time of output
from the photo-detection section, and it is not that these two
images are to be extracted as such to the external.
Consequently, a phrase “two images” used in the above
description does not necessarily imply the output of two
images that can be actually seen separately.

Also, a number of times for carrying out the lighting
operation per one frame is not necessarily limited to just
once. For example, the charge storing into the first charge
storage unit 119 with the light emission and the charge
storing into the second charge storage unit 120 with no light
emission can be repeated for ten times, for example.

Also, as shownin FIG.94,it is possible to further provide
a difference circuit 2121 and the third charge storage unit
2122. In this case, the charge storing into the first charge
storage unit 119 with the light emission by the lighting unit
and the charge storing into the second charge storage unit
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with no light emission by the lighting unit are carried out, a
difference between the stored chargesin the first and second
charge storage units 119 and 120 is obtained by the differ-
ence circuit 2121, and the charges for this difference is
transferred to the third charge storage unit 2122, while the
first and second charge storage units 119 and 120 are reset
only after that, as indicated in FIG. 95. In this case, only a
difference is present even within each cell, and it is not quite
appropriate to speak of two images.

Including those cases mentioned above, this twelfth
embodiment is effective for all the reflected light image
acquisition apparatus and method which have the same
effect as obtaining the difference between two images.
<Thirteenth Embodiment>

In the above, various techniques for suppressing the
degradation of the reflected light image due to the light
amount fluctuation under the environment has been

described. However, even whenthe light amount under the
environmentis stable, if the reflected light amount from the
target object is not very large compared with the light
amount under the environment, the S/N becomes poor so
that the quality of the obtained reflected light image is going
to be low.

Such a situation arises, for example, when the dynamic
range of the CMOSsensor in the reflected light image
acquisition unit 1102 is set to be an optimum state for
detecting the reflected light amount from the target object
within a prescribed distance range of the photo-detection
optics. This is because the intensity of the light is inversely
proportional to the square of the distance. Consequently, in
a case where the information input generation apparatus of
the present invention is to be implemented on a computer
such as PC and utilized for the operation input, and whenthe
target object is the hand of a user, it is normal for the user
to try to make the operation input according to his own
convenience so that the operation input may be made with
the position of the hand outside the range intended by a
designer.

In view of this problem, this thirteenth embodiment is
directed to a technique capable of dealing with such a
situation, for suppressing the degradation of the reflected
light image by adjusting the emission light amount accord-
ing to the distance to the target object.

In a case of detecting the reflected light from the target
object by the sensor, the reflected light amount that can be
detected by the sensoris inversely proportional to the sqaure
of the distance to the target object. Consequently, when the
target object moves away from the sensor, the reflected light
amount from the target object decreases abruptly. For
example, compared to a case where the target object is
located at the distance of 10 cm from the sensor, the reflected
light amount that can be detected in a case where the target
object is located at the distance of 30 cm will be decreased
to %,

In other words, when the measurementrangeis set to be
an optimum state for the measurement of the object in a
range of the distance up to 10 cm, the measurement preci-
sion of the object located at the distance of about 30 cm will
be lowered abruptly as the received light amount itself will
be decreased to Yo.

In order to measure the target object located at the
distance of about 30 cm at high precision without changing
the measurement range, it is possible to raise the lighting
powerof the lighting unit so asto increase the reflected light
amountfrom that target object. However,in this case, on the
contrary, the reflected light amount from the object at the
distance of about 10 cm would be excessively large and
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could exceed the measurement range, and this can largely
affect the image quality degradation in the image to be
acquired.

In the information input generation apparatus of the
present invention as described above, it is often difficult to
take an image of the target object at the optimum position
with respect to the sensor position in accordance with its
measurement range. This is because, when the target object
the hand, the hand will be set in various hand actions with
various hand shapes, and when the user’s attention is pre-
occupied by the handactions,the user tends to forget to keep
the distance between the hand and the sensor position (the
position of the photo-detection section of the reflected light
image acquisition unit) within the intended range.

Forthis reason, this thirteenth embodimentis directed to
acase of dealing with such a situation and makingit possible
to extract the reflected light image of the target object at high
precision even whenthe located distance of the target object
changes.

In this thirteenth embodiment, it is made possible to
obtain the reflected light image of the target object at high
precision by controlling the emission light amount of the
lighting unit according to the distance between the sensor
(the photo-detection section of the reflected light image
acquisition unit) and the target object.

Namely, it is made possible to measure the distance at
sufficient precision regardless of the distance at which the
object is located, by means of the control that realizes an
appropriate reflected light amount according to the distance
at which the object is located.

Now, the basic configuration of the information input
generation apparatus in this thirteenth embodiment and its
variations will be described.

In the basic configuration, the apparatus includes the
following three elements.

(1) A detection unit for detecting information regarding
the distance of the object.

(2) A determination unit for determining a level of
increase or decrease of the reflected light amount according
to the detection result of the detection unit.

(3) Acontrol unit for carrying out the control (the control
of the emission light amount, the control of the amplifier, the
control of the A/D conversion) for increasing or decreasing
the reflected light amount according to the determination
made by the determination unit.

In the practical implementation, each of these three ele-
ments can be realized in several different forms, including
the following.

(1) The detection unit for detecting the distance of the
object (or information related to it):

(1-1) Thedistance of the object is detected from an output
(analog signals) of the cell array. The maximum value
is then obtained by a maximum value detection circuit.

(1-2) The average signal amountis obtained by entering
the signals through a low passfilter.

(1-3) The information is detected from digital data after
the A/D conversion. The maximum value is then
detected.

(1-4) The maximum value is calculated from the mean
and variance.

(2) The determination unit for determining a level of
increase or decrease of the reflected light amount according
to the result obtained by the detection unit (1), so as to
control the emission light amountofthe lighting unit accord-
ing to the determined content (either linearly or by stages).

(2-1) In case of controlling by stages, the control is made
such that the reflected light amount changesin stages
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such as twice, three times, four times, and so on of the
referencestate.

(2-2) In a case of controlling linearly, the reflected light
amountis controlled to be arbitrary x times the current
amount.

(3) The control unit for carrying out the control (the
control of the emission light amount, the control of the
amplifier, the control of the A/D conversion) for increasing
or decreasing the reflected light amount according to the
determination of the determination unit (2).

(3-1) The lighting by an LED that constitutes the lighting
unit is controlled.

(3-2) Thelighting power(lighting current) of an LED that
constitutes the lighting unit is controlled.

(3-3) A number of lighting pulses for an LED that
constitutes the lighting unit is controlled.

(3-4) A pulse length of the lighting driving pulses for an
LEDthat constitutes the lighting unit is controlled.

(3-5) A gain of an amplifier is controlled.
(3-6) An input voltage range of an A/D converter is

controlled.

Now,an exemplary specific configuration of the informa-
tion input generation apparatus in this thirteenth embodi-
ment will be described in detail. This specific example
corresponds to a case of using (1-3), (2-1) and (3-3) noted
above, in which the detected values of the reflected light
amount from the target object are classified into several
levels, and the emission light amountis adjusted by chang-
ing the number of pulses for driving the lighting unit
according to the classified level.

Morespecifically, assuming that the hand as the target
object is placed at the distance of 20 cm in front of the
photo-detection section, for example, a state in which the
CMOSsensor in this setting outputs the photo-detection
output voltage (the stored charge voltage) of 1 [V], % [V],
or % [V] will be called “state-1”, “state-2”, or “state-3”,
respectively.

Then, the emission light amount of the lighting unit is
switched according to the state, by changing the numberof
lighting pulses for driving the lighting unit. For the “state-
1”, four pulses are used. For the “state-2”, two pulses are
used. For the “state-3”, one pulse is used.

The fine adjustment control is carried out as follows. The
imagesignals (reflected light image) from the CMOSsensor
are A/D converted and the maximum value amongthe pixel
values(a position wherethe reflected light amountis largest,
that is, a position which is closest) is obtained from the
digital reflected light image. The digital output is given by
8 bits to realize the 256 step gradation, for example.

The digital output is monitored and when the maximum
value exceeds “250”, the state is lowered to one grade lower
one (“state-1” to “state-2”, for example). Also, when the
maximum value becomes lower than “100”, the state is
raised to one grade higher one (“state-3” to “state-2”, for
example). Note howeverthat, when there is nothing that can
be identified as the object, the state transition does not occur.

In this specific example, the setting is made so that the
reflected light amount are exactly doubled from “state-3” to
“state-2 and from “state-2” to “state-1”, so that the conver-
sion to the distance can be madeeasily.

At this point, the property of the reflected light amount
and the necessity of the emission light amount control will
be explained.

In this apparatus,the light is emitted from the lighting unit
to the target object and the reflected light amount from that
target object is measured (detected). Then,the distribution of
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the obtained reflected light amountis obtained in a form of
an image, that is, the reflected light image of the target
object. When the object surface is a uniform scattering
surface, the reflected light amount (a value of each pixel in
the reflected light image) indicates the distance. The value of
each pixel (reflected light amount) is inversely proportional
to the square of the distance to the object. This relationship
between the distance to the object and the reflected light
amount can be depicted in a form of a graph as shownin
FIG. 96.

From this FIG. 96, it can be seen that, when the distance
increases, the reflected light amount decreases and the
distance resolution is lowered.

In order to makeit possible to measure the sufficiently far
distance, it suffices to increase the emission light amountof
the lighting unit. However, when the emission light amount
is increased, the reflected light amount is going to be
excessively large when the object is located near on the
contrary, so that there arises a problem thatthereflected light
amount may exceed the measurable range. Consequently,
the solution for enabling the measurementof the distance at
high precision over wide distance range is to suppress the
change of the reflected light amount by controlling the
emission light amount of the lighting unit according to the
distance of the object.

With this in mind, the information input generation appa-
ratus in this thirteenth embodiment has a configuration as
shownin FIG. 97, which comprisesthe lighting unit 101, the
reflected light image acquisition unit 1102, the reflected light
image processing unit 1103, a maximum pixel value detec-
tion unit 1500, and a lighting state determination unit 1501.

The lighting unit 101 is a device for emitting the light to
illuminate the target object placed under the external light.

Thereflected light image acquisition unit 1102 detects the
reflected light from the target object in a state of having the
light emission by the lighting unit 101 by using the CMOS
sensor and storing chargesinto the first charge storage unit,
and detectsthe reflected light from the target object in a state
of having no light emission by the lighting unit 101 by using
the CMOSsensorand storing charges into the second charge
storage unit, and then obtains and outputs the difference
between the stored charges as the reflected light image.

The maximum pixel value detection unit 1500 detects the
maximum pixel value from data of the reflected light image.

The lighting state determination unit 1501 sets the light-
ing state of the lighting unit 101 appropriately, which also
has a function for determining whether or not to change the
lighting state of the lighting unit 101 according to the
maximum pixel value obtained by the maximum pixel value
detection unit 1500. The lighting state of the lighting umit
101 takes any oneof “state-1”, “state-2”, and “state-3”. The
lighting state determination unit 1501 selects one of these
states according to the maximum pixel value, and controls
the lighting unit 101 to carry out the lighting operation by
using the numberof pulses specified for the selected state.

Thereflected light image processing unit 1103 obtains the
three-dimensional operation information by analyzing the
action orstate of the target object according to the reflected
light image obtained bythe reflected light image acquisition
unit 1102, which correspondsto the feature data generation
unit 103 of FIG. 1.

In this configuration of FIG. 97, the lighting unit 101
emits the light to illuminate the target object placed under
the external light. The reflected light image acquisition unit
1102 detects the reflected light from the target object in a
state of having the light emission by the lighting unit 101 by
using the CMOSsensor and storing charges into the first
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charge storage unit, and detects the reflected light from the
target object in a state of having no light emission by the
lighting unit 101 by using the CMOSsensor andstoring
charges into the second charge storage unit, and then obtains
and outputs the difference between the stored charges as the
reflected light image.

Thereflected light image acquisition unit 1102 is operated
in synchronization with the lighting unit 101, so as to
acquire a distribution of the light amount returned by the
reflection of the object placed in front of the apparatus
resulting from the light emitted by the lighting unit 101, that
is, the reflected light image.

The reflected light image acquisition unit 1102 has the
photo-detection cells arranged in an array structure. Each
photo-detection cell carries out the photo-detection for the
same time in a case of the light emission by the lighting unit
101 and in a case of no light emission by the lighting unit
101, stores respective charges, and detects the reflected light
amount as the difference between the stored charges. Also,
the reflected light image acquisition unit 1102 has an A/D
converter for converting the detected reflected light amount
into digital data and outputting the obtained digital data.

This A/D converter converts the input voltage in a range
of 0 to 1 [V] into 8 bit digital data ranging from “0” to “255”.
Consequently, the distribution of the reflected light amount,
that is, the pixel values of the reflected light image, will be
outputted as the digital data from the reflected light image
acquisition unit 1102.

The maximum pixel value detection unit 1500 detects the
maximum value fromaseries of reflected light image data,
and then gives the detected value to the lighting state
determination unit 1501.

Upon receiving this detected value, the lighting state
determination unit 1501 determines the optimum state
amongthe three states of “state-1”, “state-2” and “state-3”,
by judging which one of these three lighting states is
optimum according to the detected value.

Here, the optimum state is determined as follows.
Namely, the lighting state determination unit 1501 deter-
mines whether or not to change the lighting state according
to the obtained maximum pixel value. Now,there are three
states of “state-1”, “state-2” and “state-3” that can be the
lighting state of the lighting unit 101. Among them, the
“state-1” is a mode by which the largest reflected light
amount can be obtained, which is set such that the input
voltage of the A/D converter becomes approximately 1 [V]
whenthe handas the target object is located at the distance
of 20 cm.

Note however that the absolute distance value cannot be

determined from the reflected light amount size alone, so
that the above definitionis only a standard one. For example,
the reflected light amount may vary depending on the color
or the surface state (dry or wet) of the hand.

The “state-2” is a mode by which the reflected light
amount as much as about a half of that obtained by the
“state-1” can be obtained.

The “state-3” is a mode by which the reflected light
amount as much as about a quarter of that obtained by the
“state-1” can be obtained.

In the following, the changeof the state for increasing the
reflected light amount to a double of the current value will
be referred to as “raising the state by one grade” and the
changeof the state for decreasing the reflected light amount
to a half of the current value will be referred to as “lowering
the state by one grade”. In other words, the state change is
expressed in such a manneras “lowering from “state-1” to
“state-2””, “raising from “state-3” to “state-2””, etc.
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The lighting state determination unit 1501 controls the
lighting state as follows. When the maximum pixel value is
“250”, the light state is lowered by one grade. In other
words, when the hand comestoo close for the current state,
the reflected light amount is lowered by lowering the emis-
sion light amount, so that the input signals of the A/D
converter will not be saturated.

On the other hand, when the maximum pixel value
becomeslowerthan “100”, the lighting state is raised by one
grade. In other words, when the hand position is too far for
the current state so that the reflected light amount is
insufficient, the reflected light amountis increased by raising
the emission light amount. Here, however, the “state-1”
cannot be raised any higher, and the “state-3” cannot be
lowered any lower. The state transition among these three
states is summarized in a state transition diagram shown in
FIG. 98.

Here, a case of lowering the state when the maximum
pixel value is greater than “250” and raising the state when
the maximum pixel value is less than “100” has been
described, but this thirteenth embodimentis not necessarily
limited to these values.

The simplest case is to lowerthe state when the maximum
pixel value is “255” (which is the maximum possible value)
and raise the state when the maximum pixel value is “127”
(a half of the maximum possible value). In this case,
however, the input signals of the A/D converter will be
saturated once before the state is lowered (that is, the state
is lowered after the input signals are saturated). Also, by
lowering the state by one grade when the maximum pixel
value is “255”, the output becomes “128”(or “127”), but if
the reflected light amount becomesslightly less by then,the
maximum pixel value immediately becomes lower than
“127” and the state is immediately raised again.

As such, when the threshold for raising the state is set to
be about a half of the threshold for lowering the state, the
state is going to be changed frequently in a case where the
reflected light amount remains around that threshold for
raising thestate.

For this reason, by setting the threshold for raising the
state to be somewhat less than a half of the threshold for

lowering the state so as to provide the hysteresis character-
istic to the state transition, it is possible to prevent the
frequent changesofthe state. In this thirteenth embodiment,
the threshold for loweringthe state is set to be “250”, so that
the state is lowered immediately before the input signals of
the A/D converter are saturated. Also, when the state is
lowered by the threshold of “250”, the value is lowered to
about “125”, and the threshold for raising the state is set to
be “100” which is lower than that.

In this thirteenth embodiment, a numberofstatesis set to
be three. Then, by changing the state, the reflected light
amount is controlled to be doubled or reduced in half.

However, it is also possible to realize a somewhat finer
controller by increasing a numberofstates,

The difference in the lighting states is controlled by the
numberoflighting pulses. In this thirteenth embodimentthe
lighting unit is driven by four lighting pulses in the “state-1”
as shownin a part (a) of FIG. 99, by two lighting pulses in
the “state-2” as shown in a part (b) of FIG. 99, or by one
lighting pulse in the “state-3” as shownin a part (c) of FIG.
99.

As shownin FIG.99,the length of each lighting pulse a-1,
b-1, c-1 is the same,so that the “state-2” can obtain twice as
muchreflected light amountas the “state-3”, and the “state-
1” can obtain twice as muchreflected light amount as the
“state-2”. In response to this lighting pulse, the charge
storing control is carried out as follows.
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In FIG. 99, charts a-2, b-2, c-2 shown directly below the
lighting pulses a-1, b-1, c-1 show the respective charge
storing operations. In FIG. 99, “1” indicates the charge
storing into thefirst charge storage unit of the CMOSsensor
in the reflected light image acquisition unit 1102 utilizing the
CMOSsensorin a configuration of FIG. 3 and FIG.4, “2”
indicates the charge storing into the second charge storage
unit, and “R” indicates the reset for releasing the generated
charges to the power source.

Namely,as described in relation to FIG. 3 and FIG.4,the
CMOSsensor has a configuration in which the unit photo-
detector cells PD are arranged in nxn pixel array, where each
unit photo-detector cell PD has one photo-electric conver-
sion unit 118 and two charge storage units 119 and 120.
Between the photo-electric conversion unit 118 and the
charge storage units 119 and 120, several gates (122 and 123
in this example) are provided,so that the charges generated
at the photo-electric conversion unit 118 can be selectively
lead to either one of the two charge storage units 119 and 120
by controlling these gates. Here, the control signal for these
gates and the lighting control signal for the lighting unit 101
are synchronized. Then, the difference between the stored
charges of the two charge storage units is obtained as a
componentof the reflected light image at the corresponding
pixel.

In the charge storing operation in the “state-3” shown in
a part (c) of FIG. 99, after the reset is made first, the
generated changesof the photo-electric conversion unit 118
are stored into the first charge storage unit of the CMOS
sensor in synchronization with the lighting pulse.

Next, after the reset is made once again, the generated
charges of the photo-electric conversion unit 118 are stored
into the second charge storage unit of the CMOSsensor, in
a state of no light emission bythe lighting unit 101 this time.
The second charge storage unit stores the generated charges
due to the external light such as the illumination light and the
sunlight, while the first charge storage unit stores the gen-
erated charges dueto the reflected light including the exter-
nal light and the light returned by the reflection of the object
resulting from the light emitted by the lighting unit 101.
Consequently, the reflected light amount can be obtained by
taking a difference between the stored charges of the first
charge storage unit and the second charge storage unit.

In the “state-2”, the charge storing is carried out twice, so
that the reflected light amount is doubled. In the “state-1”,
the charge storing is repeated for four times.

Note that, in this thirteenth embodiment, the emission
light amountis controlled by the numberof pulses, but this
thirteenth embodimentis not necessarily limited to this case.
For example, as shown in FIG. 100, it is also possible to
providethree states by setting the pulse length of the lighting
pulse in three sizes, 1.e., a umit length, twice the umit length,
and four times the unit length. In this case, in any of
“state-1”, “state-2” and “state-3”, the charge storing opera-
tion stores charges into each of the first and second charge
storage units once, and only the storing period is different in
three cases.

The total lighting time of the lighting unit 101 for each
state is the same as in a case of FIG. 99, so that the reflected
light amount is also approximately the same as in a case of
FIG. 99. Note however that, when the external light is
fluctuating, it is less likely to receive the influence of the
external light by emitting a plurality of short light pulses,
rather than emitting one long light pulse.

Besides those described above, there are still some other
methods for controlling the reflected light amount. For
example, there is a method for changing the emission light
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intensity of the lighting unit 101. Namely, in this case, the
lighting current is to be changed. Also, when a plurality of
light sources are used for the lighting unit 101, there is a
method for changing a numberoflight sources for emitting
lights.

In addition, apart from these methods for controlling the
reflected light amount, there are several methods for sup-
pressing the variation of the digital data size after the A/D
conversion. For example, there is a method for dynamically
changing the amplification rate at an amplifier provided at a
front stage of the A/D converter. Also, the A/D converter is
to be given with input voltages corresponding to the 0 level
output and the full scale output as references, and by
changing these reference voltages, it is also possible realize
the control such that the digital data will be contained within
an appropriate range.

Byinserting a logarithmic amplifier at a front stage of the
A/D converter, the signal change with respectto the distance
change can be suppressed as indicated in FIG. 101, so that
the measurable range for one mode can be widened.Forthis
reason, there may be cases where the above described
processing can be omitted. However, even in a case of using
the logarithmic amplifier, the use of the above described
processing can enable the measurement even when the hand
as the target object is located at far distance, at the same S/N
level as in a case where the target object is located near.

In the above, the lighting state is determined solely
according to the maximum value amongthe pixel values of
the reflected light image, but there are other methodsas well.
For example, it is also possible to determine the state
according a number of pixels that satisfy the threshold
condition, in such a mannerthat the state is lowered when
there are ten or more pixels that have the pixel values above
“250”, the state 1s raised when there are ten or more pixels
that have the pixel values below “100”, etc. In this case,
there is an advantage in that the state will not be changed
even whenthere is a pixel with the pixel value above “250”
that appears locally due to the noise.

There is also a method which utilizes the mean value of

the pixel values in addition. In this method, the mean pixel
value of the pixels with the pixel values above a certain
value(thatis the pixels not belonging to the background) is
obtained, and the state is lowered when the maximum pixel
value is above “250” and the mean pixel value is above
“150” and so on, for example. According to this method,
there is an advantage in that it is possible to avoid the
problematic situation in which only the maximum pixel
value is prominent but the other pixel values are relatively
small so that the resolution would be lowered for the most

part if the state is lowered.
It is also possible to determine the state at the analog

signal level before the reflected light amount is A/D con-
verted. When the analog signals before the A/D conversion
are entered through the low passfilter, the average signal
amount can be obtained. This average signal amount is
entered into a comparator and the lighting state is deter-
mined according to the comparator output. Else, when the
analog signals are entered into the maximum value holding
circuit instead of the low passfilter, the maximum value of
the input signals can be determined,sothat it is also possible
to determine the lighting state according to this maximum
value of the input signals.

In the examples described above, the lighting state is
changedbystages, using the numberoflighting pulses orthe
pulse width. In other words, the emission light amountofthe
lighting unit 101 is changed by changing the number of
lighting pulsesor the pulse width in the light amountcontrol.
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In such a case, there is a drawback in that the fine light
amountcontrol is rather difficult. In order to realize the fine

light amount control, it is necessary to control the light
amountlinearly.

In view of this, an exemplary case of changing the
lighting state linearly will now be described.

In this case, an analog feedback circuit is from the analog
signals before the A/D conversion by the A/D converter so
as to control the lighting current, that is, the lighting power
itself.

FIG. 102 shows an exemplary configuration for this case.
In this configuration of FIG. 102, the reflected light image
acquisition unit 1102 outputs analog signals. These analog
signals are entered through a low passfilter (LPF) 1602 so
as to extract the DC (direct current) componentof the frame.
The apparatus also includes a lighting power determination
unit 1603 having a feedback loop by which the emission
light amount is lowered when the DC componentis above a
certain value or the emission light amountis raised when the
DC component is below that certain amount.

With this configuration, the emission light amountof the
lighting unit 101 can be automatically adjusted such that the
average ofthe reflected light image always remains constant.

In the configuration of FIG. 102, the low passfilter is used
in order to extract the DC componentof the frame from the
analog signals, but this thirteen embodimentis not neces-
sarily limited to this case. For example,it is also possible to
realize the control such that the maximum value of the

reflected light image always remains constant, by using the
maximum value detection circuit instead.It is also possible
to control the lighting pulse length linearly, instead of
controlling the lighting current.

In these methods, the emission light amount is automati-
cally controlled such that the average (or the maximum
value) ofthe reflected light image always remains constant,
so that when the distance of the hand as a whole is changed,
it is impossible to detect this change. Consequently, these
methods are effective when the automatic emission light
amount control has a higher priority and the absolute dis-
tance value is required. Also, although the absolute distance
value cannot be obtained, it is still possible to obtain the
relative distance information, so that these methodsare also
suitable in a case of detecting the shape alone. Also, by
supplying the emission light amount to the reflected light
image processing unit 1103 somehow,it becomespossible to
restore the range image from the obtained reflected light
image and the emission light amount.
<Fourteenth Embodiment>

The thirteenth embodimentis directed to various cases for

suppressing the influence of the distance (far or near) of the
target object position on the image quality of the reflected
light image, by controlling the emission light amountof the
lighting unit.

In contrast, it is also possible to generate and acquire the
reflected light image with a wide dynamic range by obtain-
ing several reflected light images while changing the emis-
sion light intensity of the lighting unit, and composing these
reflected light images. By meansofthis, the reflected light
image in good quality can be obtained and the distance can
be detected at high precision for a wide range of distances
ranging from the near distance to the far distance. The
fourteenth embodimentis directed to this case.

FIG. 103 shows an exemplary configuration of the infor-
mation input generation apparatus in this fourteenth
embodiment, which comprises the lighting unit 101, the
reflected light image acquisition unit 1102, a frame buffer
1701, a reflected light image composition unit 1702, a
control unit 1703, and a lighting state control unit 1704.
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The lighting state control unit 1704 controls the lighting
unit 101 to carry out the lighting operation in one of several
lighting modes provided in advance. More specifically, for
example, the lighting state control unit 1704 functions to
generate the lighting pulse according to which the lighting
unit 101 emits the light, and in this case, the lighting state
control unit 1704 generates several patterns of the lighting
pulse sequentially. At the same time, the lighting state
control unit 1704 gives a storage control signal to the
reflected light image acquisition unit 1102. The charge
storing operation at the reflected light image acquisition unit
1102 needs to be synchronized with the lighting operation,
so that the lighting state control unit 1704 controls both of
them simultaneously.

Thereflected light image data outputted from the reflected
light image acquisition unit 1102 are stored in the frame
buffer 1701. When data for a prescribed numberof frames
are stored in the frame buffer 1701, the reflected light image
composition unit 1702 reads out these data and carries out
the composition processing. The control unit 1703 carries
out the timing control for the apparatus as a whole.

Now, the composition processing by the reflected light
image composition unit 1702 will be described in further
detail.

Here, it is assumedthat the lighting state control unit 1704
sequentially carries out the operations of “state-1”, “state-2”
and “‘state-3” as described in the thirteenth embodiment. In

other words, the lighting unit 101 emits the light first at a
prescribed lighting power, next at a half of that prescribed
lighting power next, and finally at a quarter of that pre-
scribed lighting power.

In synchronization with this lighting operation, the
reflected light image acquisition processing by the reflected
light image acquisition unit 1102 is carried out, and three
frames of the reflected light images are stored in the frame
buffer 1701. The reflected light image composition unit 1702
carries out the composition processing by using these three
frames of the reflected light images.

In the following,the reflected light images corresponding
to “state-1”, “state-2” and “state-3” will be referred to as
“reflected light image-1”, “reflected light image-2” and
“reflected light image-3”, respectively.

The “reflected light image-2” has the pixel values twice as
high as those of the “reflected light image-3”, and the
“reflected light image-1” has the pixel values four times as
high as those of the “reflected light image-3”. Note however
that the pixel value is “255” at most.

Now, the reflected light images are composed by the
following algorithm accordingto the flow chart of FIG. 104.
Here, for each coordinate (x, y), the pixel value for the
coordinate (x, y) in “reflected light image-1”, “reflected light
image-2” and “reflected light image-3” will be denoted as
P1(x,y), P2(x, y) and P3(x, y), respectively, while the pixel
value for this coordinate in the composed image will be
denoted as P(x, y).

In this algorithm of FIG. 104, one pixel (x, y) is selected
(step 982) and for this one pixel(x, y), if P1(x, y)<255 (step
983 YES), then P(x, y) is set to be P(x, y)=P1(x, y) (step
984). Otherwise (step 983 NO), if Pl(x, y)=255 and P2(x,
y)<255 (step 985 YES), then P(x, y) is set to be P(x,
y)=P2(x, y)x2 (step 986). Otherwise (step 985 NO), P1(x,
y)=P2(x, y)=255, so that P(x, y) is set to be P(x, y)=P3(x,
y)x4 (step 987). This operation is repeated for all the pixels
of the reflected light image (step 981).

The above algorithm presupposes the fact that the pixel
values are exactly doubled from “reflected light image-3”to
“reflected light image-2” and from “reflected light image-2”
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to “reflected light image-1”, but in practice, there may be
some errors due to the nonlinearity or the charge storage
capacity characteristic of the circuit. These errors can be
corrected as follows.

Namely, here, the “reflected light image-2” is how many
times (ideally twice) of the “reflected light image-3” and the
“reflected light image-1” is how many times(ideally twice)
of the “reflected light image-2” are exactly determined.

First, all the pixels which have the pixel values less than
“255” are taken out from the “reflected light image-2”, and
ratios with respect to the corresponding pixel values in the
“reflected light image-3” are obtained. Then an average «23
of these ratios can be regarded as the multiplication factor of
the “reflected light image-2” with respect to the “reflected
light image-3”.

Then, in the algorithm of FIG. 104, this @23 is used
instead of “2” appearing in the formula “P(x, y) P2(x, y)x2”
of the step 986.

Also, the ratio 12 of the “reflected light image-1” with
respect to the “reflected light image-2”is similarly obtained,
and a12xac23 is used instead of “4” appearing in the
formula “P(x, y)=P3(x, y)x4” of the step 987.

Note here that, in the above, the ratio with respect to the
“reflected light image-3” is obtained for all the pixels with
the pixel values less than “255” in the “reflected light
image-2”, but when this ratio is too small, the ratio calcu-
lation error may be large, so that the processing target may
be limited by selecting only those pixels which have suffi-
ciently large pixel values, such as the pixel values less than
“255” and greater than “100”, for example.

It is to be noted that, besides those already mentioned
above, many modifications and variations of the above
embodiments may be made without departing from the
novel and advantageous features of the present invention.
Accordingly, all such modifications and variations are
intended to be included within the scope of the appended
claims.

Whatis claimedis:

1. An information input generation apparatus, comprising:
a timing signal generation unit for generating a timing

signal;
a lighting unit for emitting a light whose intensity vary in

time, according to the timing signal generated by the
timing signal generation unit; and

a reflected light extraction unit having a sensor array for
detecting a reflected light from a target object resulting
from the light emitted by the lighting unit, in synchro-
nization with the timing signal generated by the timing
signal generation unit, so as to obtain a spatial intensity
distributionof the reflected lightin a form ofa reflected
light imageindicative of an information inputrelated to
the target object, in separation from an external light
that is illuminating the target object.

2. The apparatus of claim 1, wherein the reflected light
extraction unit obtains the reflected light imagein separation
from the external light by detecting a plurality of image data
in a state of having a light emission by the lighting unit and
in a state of having no light emission by the lighting unit.

3. The apparatus of claim 2, wherein the reflected light
extraction unit obtains the reflected light image as a differ-
ence between the image data detected in a state of having a
light emission by the lighting umit and the image data
detected in a state of having no light emission by the lighting
unit.

4. The apparatus of claim 1, wherein the lighting unit
emits the light which is invisible to human eyes.

5. The apparatus of claim 1, wherein the reflected light
extraction unit includes:
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at least one photo-electric conversion unit for generating
charges corresponding to input lights of the reflected
light extraction unit;

at least two charge storage units for storing the charges
generated by the photo-electric conversion unit under
different lighting states of the lighting unit; and

gates operated in synchronization with the timing signal
generated by the timing signal generation unit, for
selectively leading the charges generated by the photo-
electric conversion unit to one of the charge storage
units.

6. The apparatus of claim 1, wherein the reflected light
extraction unit includes:

an optical filter for receiving input lights of the reflected
light extraction unit, and passing those input lights
which have wavelengths within a specified range and
blocking those input lights which have wavelengths
outside the specified range.

7. The apparatus of claim 1, wherein the target object is
at least a part of a body of an operator, and the reflected light
imageis indicative of the information input for controlling
a device to be operated by the operator.

8. The apparatus of claim 1, further comprising:
a feature data generation unit for generating feature data

related to the target object from the reflected light
image.

9. The apparatus of claim 8, wherein the feature data
generation unit generates the feature data by extracting a
distance information including a depth information of the
target object.

10. The apparatus of claim 8, wherein the feature data
generation unit generates the feature data by extracting an
object property information including a color information or
a material information of the target object.

11. The apparatus of claim 8, wherein the feature data
generation unit includes:

an image extraction unit for extracting an object image of
at least a part of the target object, from the reflected
light image.

12. The apparatus of claim 11, wherein the image extrac-
tion unit extracts the object image according to one or both
of a distance information including a depth information of
the target object and an object property information includ-
ing a color information or a material information of the
target object.

13. The apparatus of claim 11, wherein the target object
is at least a part of a body of an operator, and the object
image extracted by the image extraction unit indicates the
information input for a pointing operation by the operator.

14. The apparatus of claim 11, wherein the feature data
generation unit also includes:

a shape interpretation unit for interpreting a shape of said
at least a part of the target object in the object image
extracted by the image extraction unit.

15. The apparatus of claim 14, wherein the target object
is at least a part of a body of an operator, and the shape
interpreted by the shape interpretation unit indicates the
information input for a gesture input by the operator.

16. The apparatus of claim 14, wherein the target object
is at least a part of a body of an operator, and the shape
interpreted by the shape interpretation unit indicates the
information input for a pointing operation by the operator.

17. The apparatus of claim 14, wherein the shape inter-
pretation unit interprets the shape as a command to be used
as the information input.

18. The apparatus of claim 14, wherein the shape inter-
pretation unit interprets the shape as a viewpoint information
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to be used as the information input, the viewpoint informa-
tion indicating a viewpoint from which three-dimensional
objects are to be displayed on a display device.

19. The apparatus of claim 11, wherein the feature data
generation unit also includes:

a motion extraction unit for extracting a change of said at
least a part of the target object in the object image
extracted by the image extraction unit.

20. The apparatus of claim 19, wherein the motion extrac-
tion unit extracts the change as a commandto be used as the
information input.

21. The apparatus of claim 19, wherein the target object
is at least a part of a body of an operator, and the change
extracted by the motion extraction unit indicates the infor-
mation input for a motion input by the operator.

22. The apparatus of claim 11, wherein the feature data
generation unit also includes:

a shape interpretation unit for interpreting a shape of said
at least a part of the target object in the object image
extracted by the image extraction unit;

a motion extraction unit for extracting a change of said at
least a part of the target object in the object image
extracted by the image extraction unit; and

a command generation unit for generating at least one
commandto be used as the information input from the
shape interpreted by the shape interpretation unit and
the change extracted by the motion extraction unit.

23. The apparatus of claim 1, further comprising:
an imaging unit for imaging a visible light image of the

target object.
24. The apparatus of claim 23, further comprising:
an imageextraction unit for extracting at least one specific

image region from the visible light image imaged by
the imaging unit, according to one or both of the
reflected light image and an information extracted from
the reflected light image.

25. The apparatus of claim 24, further comprising:
an image memory unit for storing an extracted image data

for said at least one specific image region extracted by
the image extraction unit; and

an image composition umit for composing the extracted
image data stored by the image memory unit with
another image data in a specified manner.

26. The apparatus of claim 23, further comprising:
a Z-value image generation unit for generating a Z-value

image by setting the visible light image imaged by the
imaging unit in correspondence to a distance informa-
tion of the target object which Is extracted from the
reflected light image.

27. The apparatus of claim 26, further comprising:
an image extraction unit for extracting image data for a

specific image region from the the Z-value image
generated by the Z-value image generation unit,
according to the distance information contained in the
Z-value image, the specific image region being a region
for which the distance information is within a specified
range.

28. The apparatus of claim 26, wherein the Z-value image
generation unit generates the Z-value image as the informa-
tion input for texture information to be mapped onto a
three-dimensional model.

29. The apparatus of claim 1, further comprising:
a conversion unit for converting intensities of the reflected

light defining pixel values of the reflected light image
into distance values with respect to the target object so
as to obtain a range image of the target object.
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30. The apparatus of claim 29, wherein the conversion
unit is a logarithmic amplifier.

31. The apparatus of claim 1, further comprising:

a correction unit for correcting a distortion ofthe reflected
light image obtained by the reflected light extraction
unit.

32. The apparatus of claim 1, further comprising:

a correction and conversion unit for correcting a distortion
of the reflected light image obtained by the reflected
light extraction unit while converting intensities of the
reflected light defining pixel values of the reflected
light image into distance values with respect to the
target object so as to obtain a range imageofthe target
object.

33. The apparatus of claim 1, further comprising:

a nonlinear conversion unit for converting intensities of
the reflected light defining pixel values ofthe reflected
light image into rough distance values with respect to
the target object; and

a correction unit for converting the rough distance values
obtained by the nonlinear conversion unit into accurate
distance values with respect to the target object so as to
obtain a range image of the target object.

34. The apparatus of claim 1, further comprising:

a reference object activation unit for moving a reference
object with respect to the reflected light extraction unit
so that the reflected light extraction unit obtains the
reflected light image of the reference object; and

a correction data generation unit for generating correction
data to be used in correcting a distortion ofthe reflected
light image and/or generating a range image from the
reflected light image, according to a position of the
reference object moved by the reference object activa-
tion unit and the reflected light image of the reference
object obtained by the reflected light extraction unit.

35. The apparatus of claim 1, further comprising:
a user commanding unit for commanding a userto place

a reference object at a specified position with respect to
the reflected light extraction unit so that the reflected
light extraction unit obtains the reflected light image of
the reference object; and

a correction data generation unit for generating correction
data to be used in correcting a distortion ofthe reflected
light image and/or generating a range image from the
reflected light image, according to a position of the
reference object placed by the user in response to the
user commanding unit and the reflected light image of
the reference object obtained by the reflected light
extraction unit.

36. The apparatus of claim 35, further comprising:

a verification unit for checking whether the correction
data generated by the correction data generation unit
are correct or not by obtaining the reflected light image
of the reference object within a prescribed distance
range by using the correction data.

37. The apparatus of claim 1, further comprising:

a filter for receiving the external light and the reflected
light, and blocking the reflected light while passing the
external light;

an external light detection unit for detecting a light
amountof the external light received throughthefilter;
and

an external light state judgementunit for judging whether
the external light is in an intolerable state that has a
possibility of largely affecting the reflected light image
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or not according to the light amount detected by the
external light detection unit, and generating an intol-
erable signal indicating the intolerable state when the
external light is yudged to be in the intolerable state.

38. The apparatus of claim 37, wherein the timing signal
generation unit controls the lighting unit and the reflected
light extraction unit according to the intolerable signal
generated by the externallight state judgementunit, so as to
obtain the reflected light image while the external light is not
in the intolerablestate.

39. The apparatus of claim 37, further comprising:
a reflected light image processing unit for determining

whether to accept or reject the reflected light image
obtained bythe reflected light extraction unit under the
external light in the intolerable state, according to the
intolerable signal generated by the external light state
judgement unit.

40. The apparatus of claim 1, further comprising:
a filter for receiving the external light and the reflected

light, and blocking the reflected light while passing the
external light;

an external light detection unit for detecting a light
amountof the external light received throughthefilter;
and

an external light fluctuation period detection unit for
detecting a fluctuation period of the external light
according to the light amount detected by the external
light detection unit;

wherein the timing signal generation unit controls the
lighting unit and the reflected light extraction unit in
synchronization with the fluctuation period detected by
the external light fluctuation period detection unit.

41. The apparatus of claim 1, further comprising:
an external light control unit for controlling the external

light in relation to the timing signal for controlling the
lighting unit and the reflected light extraction unit.

42. The apparatus of claim 1, wherein the timing signal
generation unit controls the lighting unit and the reflected
light extraction unit by using a plurality of operation patterns
provided in advance, according to a change of the external
light.

43. The apparatus of claim 42, wherein the timing signal
generation unit in an optimal operation pattern selection
mode controls the lighting unit to stop emitting the light
while controlling the reflected light extraction unit to obtain
the reflected light images by executing eachofsaid plurality
of operation patterns sequentially, and the apparatus further
comprises:

an evaluation unit for generating evaluation valuesfor the
reflected light images obtained by thereflected light
extraction unit in the optimal operation pattern selec-
tion mode; and

an operation pattern selection unit for selecting an optimal
operation pattern among said plurality of operation
patterns according to the evaluation values generated
by the evaluation unit, so that the timing signal gen-
eration unit in a normal operation mode controls the
lighting unit and the reflected light extraction unit
according to the optimal operation pattern selected by
the operation pattern selection unit.

44. The apparatus of claim 43, wherein the operation
pattern selection unit selects the optimal operation pattern by
which a darkest reflected light image is obtained in the
optimal operation pattern selection mode.

45. The apparatus of claim 1, further comprising:
a distance information detection unit for detecting a

distance information indicating a distance of the target
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object with respect to the reflected light extraction unit
according to the reflected light image obtained by the
reflected light extraction unit;

a determination umit for determining a reflected light
amount to be increased or decreased according to the
distance information detected by the distance informa-
tion detection unit; and

a control unit for controlling the lighting unit or the
reflected light extraction unit so that the reflected light
amountreceivedat the reflected light extraction unit is
increased or decreased to the reflected light amount
determined by the determination unit.

46. The apparatus of claim 45, wherein the lighting umit
has a plurality of lighting modes with different emission
light amounts, and the control unit controls the lighting unit
to be operated in one of said plurality of lighting modes
according to the reflected light amount determined by the
determination unit.

47. The apparatus of claim 1, wherein the lighting unit has
a plurality of lighting modes with different emission light
amounts, and the apparatus further comprises:

a lighting state control unit for controlling the lighting
unit to sequentially carry out lighting operations in said
plurality of lighting modes so that the reflected light
extraction unit obtains a plurality of reflected light
images underthe light emitted by the lighting unit in
said plurality of lighting modes; and

a reflected light image composition unit for composing
said plurality of reflected light images obtained by the
reflected light extraction unit.

48. A method of information input generation, comprising
the steps of:

(a) generating a timing signal;
(b) emitting a light whose intensity vary in time at a

lighting unit, according to the timing signal generated
by the step (a); and

(c) detecting a reflected light from a target object resulting
from the light emitted by the step (b), in synchroniza-
tion with the timing signal generated by the step (a), so
as to obtain a spatial intensity distribution of the
reflected light in a form of a reflected light image
indicative of an information input related to the target
object, in separation from an external light that is
illuminating the target object, at a reflected light extrac-
tion unit.

49. The method of claim 48, wherein the step (c) obtains
the reflected light image in separation from the externallight
by detecting a plurality of image data in a state of having a
light emission by the step (b) andin a state of having nolight
emission by the step (b).

50. The method of claim 49, wherein the step (a) obtains
the reflected light image as a difference between the image
data detected in a state of having a light emission by the step
(b) and the image data detected in a state of having no light
emission by the step (b).

51. The method of claim 48, wherein the step (b) emits the
light which is invisible to human eyes.

52. The method of claim 48, wherein the step (c) includes
steps of:

(cl) generating charges corresponding to input lights of
the reflected light extraction unit;

(c2) storing the charges generated by the step (c1) under
different lighting states of the step (b), in at least two
charge storage units; and

(c3) operating gates in synchronization with the timing
signal generated by thestep (a), for selectively leading
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the charges generated by the step (cl) to one of the
charge storage units.

53. The method of claim 48, wherein the step (c) includes
the step of receiving input lights of the reflected light
extraction unit by an optical filter for passing those input
lights which have wavelengths within a specified range and
blocking those input lights which have wavelengths outside
the specified range.

54. The method of claim 48, wherein the target object is
at least a part of a body of an operator, and the reflected light
imageis indicative of the information input for controlling
a device to be operated by the operator.

55. The method of claim 48, further comprising the steps
of:

(d) generating feature data related to the target object from
the reflected light image.

56. The method of claim 55, wherein the step (d) gener-
ates the feature data by extracting a distance information
including a depth information of the target object.

57. The method of claim 55, wherein the step (d) gener-
ates the feature data by extracting an object property infor-
mation including a color information or a material informa-
tion of the target object.

58. The method of claim 55, wherein the step (d) includes
the step of:

(d1) extracting an object image of at least a part of the
target object, from the reflected light image.

59. The method of claim 58, wherein the step (d1) extracts
the object image according to one or both of a distance
information including a depth information of the target
object and an object property information including a color
information or a material information of the target object.

60. The method of claim 58, wherein the target object is
at least a part of a body of an operator, and the object image
extracted by the step (d1) indicates the information inputfor
a pointing operation by the operator.

61. The method of claim 58, wherein the step (d) also
includes the step of:

(d2) interpreting a shape ofsaid atleast a part of the target
object in the object image extracted by the step (d1).

62. The method of claim 61, wherein the target object is
at least a part of a body of an operator, and the shape
interpreted by the step (d2) indicates the information input
for a gesture input by the operator.

63. The method of claim 61, wherein the target object is
at least a part of a body of an operator, and the shape
interpreted by the step (d2) indicates the information input
for a pointing operation by the operator.

64. The method of claim 61, wherein the step (d2)
interprets the shape as a command to be used as the
information input.

65. The method of claim 61, wherein the step (d2)
interprets the shape as a viewpoint information to be used as
the information input, the viewpoint information indicating
a viewpoint from which three-dimensional objects are to be
displayed on a display device.

66. The method of claim 58, wherein the step (d) also
includes the step of:

(d3) extracting a changeofsaid at least a part of the target
object in the object image extracted by the step (d1).

67. The methodof claim 66, wherein the step (d3) extracts
the change as a command to be used as the information
input.

68. The method of claim 66, wherein the target object is
at least a part of a body of an operator, and the change
extracted by the step (d3) indicates the information inputfor
a motion input by the operator.
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69. The method of claim 58, wherein the step (d) also
includes:

(d4) interpreting a shapeof said atleast a partof the target
object in the object image extracted by the step (d1);

(d5) extracting a changeofsaidat least a part of the target
object in the object image extracted by the step (d1);
and

(d6) generating at least one command to be used as the
information input from the shape interpreted by the step
(d4) and the change extracted by the step (d5).

70. The method of claim 48, further comprising the step
of:

(e) imaging a visible light image of the target object.
71. The method of claim 70, further comprising the step

of:

(f) extracting at least one specific image region from the
visible light image imaged by the step (e), according to
one or both of the reflected light image and an infor-
mation extracted from the reflected light image.

72. The method of claim 71, further comprising the steps
of:

(g) storing an extracted image data for said at least one
specific image region extracted by the step (f); and

(h) composing the extracted image data stored by the step
(g) with another image data in a specified manner.

73. The method of claim 70, further comprising the step
of:

(i) generating a Z-value imagebysetting the visible light
image imaged by the step (e) in correspondence to a
distance information of the target object which is
extracted from the reflected light image.

74. The method of claim 73, further comprising the step
of:

(j) extracting image data for a specific image region from
the the Z-value image generated by thestep (i), accord-
ing to the distance information contained in the Z-value
image, the specific image region being a region for
which the distance information is within a specified
range.

75. The method of claim 73, wherein the step (i) generates
the Z-value image as the information input for texture
information to be mapped onto a three-dimensional model.

76. The method of claim 48, further comprising the steps
of:

(k) converting intensities of the reflected light defining
pixel values of the reflected light image into distance
values with respect to the target object so as to obtain
a range image of the target object.

77. The methodof claim 76, wherein the step (k) converts
the intensities by using a logarithmic amplifier.

78. The method of claim 48, further comprising the steps
of:

() correcting a distortion of the reflected light image
obtained by the reflected light extraction unit.

79. The method of claim 48, further comprising the step
of:

(m) correcting a distortion of the reflected light image
obtained by the reflected light extraction unit while
converting intensities of the reflected light defining
pixel values of the reflected light image into distance
values with respect to the target object so as to obtain
a range image of the target object.

80. The method of claim 48, further comprising the steps
of:

(n) nonlinearly converting intensities of the reflected light
defining pixel values of the reflected light image into
rough distance values with respect to the target object;
and
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(0) converting the rough distance values obtained by the
step (n) into accurate distance values with respectto the
target object so as to obtain a range imageofthe target
object.

81. The method of claim 48, further comprising the steps
of:

(p) moving a reference object with respect to the reflected
light extraction unit so that the reflected light extraction
unit obtains the reflected light image of the reference
object; and

(q) generating correction data to be used in correcting a
distortion of the reflected light image and/or generating
a range image from thereflected light image, according
to a position of the reference object moved by the step
(p) and thereflected light image of the reference object
obtained by the reflected light extraction unit.

82. The method of claim 48, further comprising the step
of:

(r) commanding a user to place a reference object at a
specified position with respect to the reflected light
extraction unit so that the reflected light extraction unit
obtains the reflected light image of the reference object;
and

(s) generating correction data to be used in correcting a
distortion of the reflected light image and generating a
range image from the reflected light image, according
to a position of the reference object placed by the user
in response to the step (r) and the reflected light image
of the reference object obtained by the reflected light
extraction unit.

83. The method of claim 82, further comprising the step
of:

(t) checking whether the correction data generated by the
step (s) are correct or not by obtaining the reflected
light image of the reference object within a prescribed
distance range by using the correction data.

84. The method of claim 48, further comprising the steps
of:

(u) receiving the external light and the reflected light, and
blocking the reflected light while passing the external
light, at a filter;

(v) detecting a light amountof the external light received
through the filter; and

(w) judging whetherthe externallight is in an intolerable
state that has a possibility of largely affecting the
reflected light image or not according to the light
amount detected by the step (v), and generating an
intolerable signal indicating the intolerable state when
the externallight is judgedto be in the intolerable state.

85. The method of claim 84, wherein the timing signal
generated by the step (a) controls the lighting unit and the
reflected light extraction unit according to the intolerable
signal generated by the step (w), so as to obtain the reflected
light image while the external light is not in the intolerable
state.

86. The method of claim 84, further comprising the step
of:

(x) determining whether to accept or reject the reflected
light image obtained by the reflected light extraction
unit under the external light in the intolerable state,
accordingto the intolerable signal generated by the step
(w).

87. The method of claim 48, further comprising the steps
of:

(y) receiving the external light and the reflected light, and
blocking the reflected light while passing the external
light, at a filter;
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(z) detecting a light amountof the external light received
through the filter; and

(aa) detecting a fluctuation period of the external light
according to the light amount detected by the step (z);

wherein the timing signal generated by the step (a)
controls the lighting unit and the reflected light extrac-
tion unit in synchronization with the fluctuation period
detected by the step (aa).

88. The method of claim 48, further comprising the steps
of:

(bb) controlling the external light in relation to the timing
signal for controlling the lighting unit andthe reflected
light extraction unit.

89. The method of claim 48, wherein the timing signal
generated by the step (a) controls the lighting unit and the
reflected light extraction unit by using a plurality of opera-
tion patterns provided in advance, according to a change of
the external light.

90. The method of claim 89, wherein the timing signal
generated by the step (a) in an optimal operation pattern
selection mode controls the lighting unit to stop emitting the
light while controlling the reflected light extraction unit to
obtain the reflected light images by executing each of said
plurality of operation patterns sequentially, and the method
further comprises the steps of:

(cc) generating evaluation values for the reflected light
images obtained bythereflected light extraction unit in
the optimal operation pattern selection mode; and

(dd) selecting an optimal operation pattern among said
plurality of operation patterns according to the evalu-
ation values generated by the step (cc), so that the
timing signal generated by the step (a) in a normal
operation mode controls the lighting unit and the
reflected light extraction umit according to the optimal
operation pattern selected by the step (dd).

91. The method of claim 90, wherein the step (dd) selects
the optimal operation pattern by which a darkest reflected
light image is obtained in the optimal operation pattern
selection mode.

92. The method of claim 48, further comprising the steps
of:

(ce) detecting a distance information indicating a distance
of the target object with respect to the reflected light
extraction unit according to the reflected light image
obtained by the reflected light extraction unit;

(ff) determininga reflected light amountto be increased or
decreased according to the distance information
detected by the step (ee); and

(gg) controlling the lighting unit or the reflected light
extraction unit so that the reflected light amount
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received at the reflected light extraction unit is
increased or decreased to the reflected light amount
determined by the step (ff).

93. The method of claim 92, wherein the lighting unit has
a plurality of lighting modes with different emission light
amounts, and the step (gg) controls the lighting unit to be
operated in one ofsaid plurality of lighting modes according
to the reflected light amount determined by the step (ff).

94. The method of claim 48, wherein the lighting unit has
a plurality of lighting modes with different emission light
amounts, and the method further comprises the steps of:

(bh) controlling the lighting unit to sequentially carry out
lighting operations in said plurality of lighting modes
so that the reflected light extraction unit obtains a
plurality of reflected light images under the light emit-
ted by the lighting unit in said plurality of lighting
modes; and

(ii) composing said plurality of reflected light images
obtained by the reflected light extraction unit.

95. An imaging apparatus, comprising:

a plurality of unit photo-detector cells arranged in a
two-dimensional array on a semiconductor substrate,
each unit photo-detector cell having:
a photo-detection unit for receiving an input light and

outputting signals correspondingto a light amount of
the input light;

an amplification unit for amplifying the signals output-
ted by the photo-detection unit;

a selection unit for selecting said each unit photo-
detector cell;

a reset unit for resetting the photo-detection unit; and
at least two storage units for respectively storing the

signals outputted by the photo-detection unit under
different states and amplified by the amplification
unit; and

a difference circuit, provided on the semiconductor
substrate, for detecting a difference between the signals
stored in said at least two storage units of each unit
photo-detector cell.

96. The apparatus of claim 95, wherein the photo-
detection unit is formed by a photo-diode, the amplification
unit is formed by an amplifying transistor, the resent unit is
formed byareset transistor, said at least two storage units
are formed by capacitors, said photo-diode is connected with
a gate of said amplifying transistor, and each of said capaci-
tors has one electrode which is connected with the ampli-
fying transistor and another electrode which is grounded.

* * * * *
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