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I. INTRODUCTION

1. I have been retained on behalf of Petitioners to offer opinions
regarding the invalidity, novelty, application of prior art, obviousness
considerations, and understanding of a person of ordinary skill in the art in the
industry as it relates to U.S. Patent No. 10,621,228 (“’228 patent”) (EX1001),
which is entitled “Method and Apparatus for Managing Digital Files.”

A. Background and Qualifications

2. As indicated in my curriculum vitae (“CV”), EX1004, I am a
professor in the Department of Computer Science and Engineering at the
University of Minnesota. I received a B.A. in Computer Science, Mathematics,
and History from the University of South Dakota in 1984, a M.S. in Computer
Science from the University of Texas in 1988, and a Ph.D. from the University of
Texas in Computer Science in 1991. My dissertation demonstrated and evaluated
the application of Artificial Intelligence methods to produce more natural and
effective interaction between users and computers.

3. I am a member of the Association for Computing Machinery (ACM),
the oldest, largest, and most prestigious computing society in the world. From
2015-2018, I was the President of ACM’s Special Interest Group on Computer-
Human Interaction (SIGCHI), one of its largest and most active special interest

groups. I also have been a member of the ACM Council, the highest governing
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body of the ACM. I received the ACM Distinguished Scientist Award in 2009,
and was inducted into the ACM SIGCHI Academy in 2019.

4. My research and teaching focus on human-computer interaction, user
interface design, and social computing. I have several decades of experience in
these specialties of computer science in both industry and academia. I worked for
AT&T Laboratories from 1991 through 2002, during which time I conducted
research and developed systems that solved problems in software engineering,
information management, web information seeking and organization, and
recommender systems. In all my research, I designed, implemented, and tested
graphical user interfaces.

5. For example, I led multiple projects that involved collecting
information from the World Wide Web; storing it on a server that [ maintained;
analyzing it to extract aggregate patterns, such as the most important information
resources for a topic, including text documents, audio, image, and video files; and
designing web-based graphical interfaces that gave users access to the aggregated
information. As another example, I have researched geographically-based online
communities and helped create novel open content systems to support
geographically-based communities of interest.

6. I am a named inventor on 10 patents, including, for example, U.S.

Patent Nos. 5,659,724, 5,806,060, 6,029,192, and 6,256,648. U.S. Patent No.

Petitioner Apple Inc. — EX1003, p. 2



IPR2022-00031 U.S. Patent No. 10,621,228

5,659,724 (entitled “Interactive data analysis apparatus employing a knowledge
base”) and U.S. Patent No. 5,806,060 (entitled “Interactive data analysis
employing a knowledge base”) described inventions to use a knowledge
representation framework to create a graphical user interface that improved access
to conventional databases. U.S. Patent No. 6,029,192 (entitled “System and
Method for Locating Resources on a Network Using Resource Evaluations
Derived from Electronic Messages™) and U.S. Patent No. 6,256,648 (entitled
“System and Method for Selecting and Displaying Hyperlinked Information
Resources”) described inventions for collecting, aggregating, and analyzing
information from the World Wide Web and creating graphical interfaces for
making the aggregated information available to users.

7. I have been an expert witness in multiple cases involving graphical
user interface and have analyzed various products and patents. I have been
retained on behalf of companies including Apple, Microsoft, Netflix, Roku, LG
Electronics, and VIZIO. I have written multiple expert reports on these topics,
been deposed seven times, and testified in court. Specific cases include:

(1) Motorola Mobility v. Microsoft, No. 1:10-cv-24063 (S.D. Fla.); (i1) In Re
Certain Products Containing Interactive Program Guide and Parental Control
Technology, No. 337-TA-845 (USITC); and (ii1) Netflix, Inc. v. Rovi Corp., No.

4:11-cv-06591 (N.D. Cal.).
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8. I have been employed full-time as a professor in the Department of
Computer Science & Engineering at the University of Minnesota since 2002; my
current title is Distinguished McKnight University Professor. I teach classes in
computer science, human-computer interaction and social computing, and have
conducted, supervised, and published research in the field. My research has been
published in numerous journal and conference papers, as well as in a book I co-
authored entitled “Foundational Issues in Artificial Intelligence and Cognitive
Science: Impasse and Solution.”

9. During my time at the University of Minnesota, I have led multiple
projects involving location- and map-based systems and user interfaces. Some
example publications based on this work include: Ludford, Pamela J., Dan
Frankowski, Ken Reily, Kurt Wilms, and Loren Terveen, “Because I carry my cell
phone anyway: functional location-based reminder applications,” Proceedings of
the SIGCHI Conference on Human Factors in Computing Systems (2006); Zhou,
Changqing, Dan Frankowski, Pamela Ludford, Shashi Shekhar, and Loren
Terveen, “Discovering personally meaningful places: An interactive clustering
approach,” ACM Transactions on Information Systems (TOIS) 25, no. 3 (2007);
Ludford, Pamela J., Reid Priedhorsky, Ken Reily, and Loren Terveen, “Capturing,
sharing, and using local place information,” Proceedings of the SIGCHI

Conference on Human Factors in Computing Systems, pp. 1235-1244 (2007);
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Priedhorsky, Reid, and Loren Terveen, “The Computational Geowiki: What, Why,
and How,” Proceedings of the 2008 ACM Conference on Computer Supported
Cooperative Work, pp. 267-276 (2008).

10. I have served on the editorial board of ACM’s Transactions on
Human-Computer Interaction and the Communications of the ACM, have led and
served on the Program Committees for all the leading conferences in my research
fields, and have served as a reviewer for numerous journals, including ACM
Computing Surveys, IEEE Transactions on Data and Knowledge Engineering, the
International Journal of Human-Computer Studies, and the Journal of Computer-
Supported Cooperative Work.

B. Compensation

11. Tam being compensated for my time at the rate of $600 per hour for
my work in connection with this matter. 1 am being reimbursed for reasonable and
customary expenses associated with my work in this investigation. This
compensation is not dependent in any way on the contents of this Declaration, the
substance of any further opinions or testimony that [ may provide or the ultimate
outcome of this matter.

C. Information Considered

12. My opinions are based on my years of education, research, and

experience, as well as my investigation and study of relevant materials. In forming
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my opinions, I have considered the materials I identify in this report and those
listed in the attached Exhibit List.

13. I may rely upon these materials and/or additional materials to respond
to arguments raised by MemoryWeb. I may also consider additional documents
and information in forming any necessary opinions, including documents that may
not yet have been provided to me.

14. My analysis of the materials produced in this investigation is ongoing,
and I will continue to review any new material as it is provided. This declaration
represents only those opinions I have formed to date. I reserve the right to revise,
supplement, and/or amend my opinions stated herein based on new information
and on my continuing analysis of the materials already provided.

II. LEGAL STANDARDS FOR PATENTABILITY

15. T have relied upon various legal principles in formulating my
opinions. My understanding of these principles is summarized below.

16. Tunderstand that a patent claim defines the metes and bounds of an
alleged invention. I understand that for an invention claimed in a patent to be
found patentable, it must be, among other things, new and not obvious from what
was known before the invention was made.

17. T understand that the effective filing date of the claimed invention is

the actual filing date of the claims, unless the applicant claims priority to an earlier
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filed application that supports the claimed subject matter in the manner required by
35 U.S.C. § 112. T understand that this section requires the patent’s specification
to contain a sufficient written description of the claimed invention to demonstrate
that the applicant actually possessed the invention as of the filing date as broadly
as it is claimed. In considering whether this written description requirement is met,
I understand that I should consider the written description from the viewpoint of a
person of ordinary skill in the art. I also understand that I should consider whether
this person of ordinary skill would have recognized that the written description
describes the full scope of the claimed invention and that the inventor actually
possessed that full scope as of the claimed effective filing date.

18. I understand the information that is used to evaluate whether an
invention is new and not obvious is generally referred to as “prior art” and can
include patents and printed publications. I also understand that a patent will be
prior art if it was filed before the earliest effective filing date of the claimed
invention, while a printed publication will be prior art if it was publicly available
before that date. I understand that in this proceeding, the information that may be
evaluated to show unpatentability is limited to patents and printed publications.

19. Tunderstand that in this proceeding Petitioners have the burden of
proving that the challenged claims are unpatentable over the prior art by a

preponderance of the evidence. I understand that “a preponderance of the
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evidence” is evidence sufficient to show that a fact is more likely true than it is not.
I understand that there are two ways in which prior art may render a patent claim
unpatentable. First, the prior art can be shown to “anticipate” the claim. Second,
the prior art can be shown to have made the claim “obvious” to a person of
ordinary skill in the art (“POSA”).

A. Anticipation

20. Tunderstand that, for a patent claim to be “anticipated” by the prior
art, each and every requirement of the claim must be found, expressly or
inherently, in a single prior art reference as recited in the claim.

21. T understand that claim limitations that are not expressly described in
a prior art reference may still be there if they are “inherent” to the thing or process
being described in the prior art.

22. T understand that it can be acceptable to consider evidence other than
the information in a particular prior art document to determine if a feature is
necessarily present in or inherently described by that document. For example, an
indication in a prior art reference that a particular process complies with a
published standard would indicate that the process must inherently perform certain
steps or use certain data structures that are necessary to comply with the published

standard.
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23. T understand that if a reference incorporates other documents by
reference, the incorporating reference and the incorporated reference(s) should be
treated as a single prior art reference for purposes of analyzing anticipation.

24. T understand that to be anticipatory, a reference must not only
explicitly or inherently disclose every claimed feature, but those features must also
be “arranged as in the claim.” Differences between the prior art reference and a
claimed invention, however slight, invoke the question of obviousness, not
anticipation.

B. Obviousness

25. Tunderstand that a claimed invention is not patentable if it would have
been obvious to a person of ordinary skill in the field of the invention at the time

the invention was made. I understand that the obviousness standard is defined in
the patent statute (35 U.S.C. § 103(a)) as follows:

A patent may not be obtained though the invention is not identically
disclosed or described as set forth in section 102 of this title, if the
differences between the subject matter sought to be patented and the
prior art are such that the subject matter as a whole would have been
obvious at the time the invention was made to a person having
ordinary skill in the art to which said subject matter pertains.
Patentability shall not be negatived by the manner in which the

invention was made.
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26. I understand that the following standards govern the determination of
whether a claim in a patent is obvious. I have applied these standards in my
evaluation of whether the asserted claims of the patent at issue here would have
been considered obvious as of the relevant priority date.

27. Tunderstand that the obviousness inquiry should not be done based on
hindsight, but must be done using the perspective of a person of ordinary skill in
the relevant art as of the priority date of the patent claim.

28. T understand that in determining whether a patent claim is obvious,
one must consider the following four factors: (i) the scope and content of the prior
art, (i1) the differences between the prior art and the claims at issue, (iii) the
knowledge of a person of ordinary skill in the pertinent art; and (iv) objective
factors indicating obviousness or non-obviousness, if present (such as commercial
success or industry praise).

29. T understand the objective factors indicating obviousness or non-
obviousness may include: commercial success of products covered by the patent
claims; a long-felt need for the invention; failed attempts by others to make the
invention; copying of the invention by others in the field; unexpected results
achieved by the invention; praise of the invention by those in the field; the taking
of licenses under the patent by others; expressions of surprise by experts and those

skilled in the art at the making of the invention; and the patentee proceeded
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contrary to the accepted wisdom of the prior art. I also understand that any of this
evidence must be specifically connected to the invention rather than being
associated with the prior art or with marketing or other efforts to promote an
invention. I am not presently aware of any evidence of “objective factors”
suggesting the claimed methods are not obvious, and reserve my right to address
any such evidence if it is identified in the future.

30. Iunderstand the combination of familiar elements according to known
methods is likely to be obvious when it does no more than yield predictable results.
I also understand that an example of a solution in one field of endeavor may make
that solution obvious in another related field. I also understand that market
demands or design considerations may prompt variations of a prior art system or
process, either in the same field or a different one, and that these variations will
ordinarily be considered obvious variations of what has been described in the prior
art.

31. Talso understand that if a person of ordinary skill can implement a
predictable variation, that variation would have been considered obvious. I
understand that for similar reasons, if a technique has been used to improve one
device, and a person of ordinary skill in the art would recognize that it would

improve similar devices in the same way, using that technique to improve the other
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device would have been obvious unless its actual application yields unexpected
results or challenges in implementation.

32. T understand that the obviousness analysis need not seek out precise
teachings directed to the specific subject matter of the challenged claim, but
instead can take account of the “ordinary innovation” and experimentation that
does no more than yield predictable results, which are inferences and creative steps
that a person of ordinary skill in the art would employ.

33. Tunderstand that sometimes it will be necessary to look to interrelated
teachings of multiple patents; the effects of demands known to the design
community or present in the marketplace; and the background knowledge
possessed by a person having ordinary skill in the art. I understand that all these
issues may be considered to determine whether there was an apparent reason to
combine the known elements in the fashion claimed by the patent at issue.

34. Tunderstand that the obviousness analysis cannot be confined by a
formalistic conception of the words “teaching, suggestion, and motivation.” I
understand that in 2007, the Supreme Court issued its decision in KSR Int’l Co. v.
Teleflex, Inc., 550 U.S. 398 (2007), where the Court rejected the previous
requirement of a “teaching, suggestion, or motivation to combine” known elements
of prior art for purposes of an obviousness analysis as a precondition for finding

obviousness. It is my understanding that KSR confirms that any motivation that
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would have been known to a person of skill in the art, including common sense, or
derived from the nature of the problem to be solved, is sufficient to explain why
references would have been combined.

35. Tunderstand that a person of ordinary skill attempting to solve a
problem will not be led only to those elements of prior art designed to solve the
same problem. I understand that under the KSR standard, steps suggested by
common sense are important and should be considered. Common sense teaches
that familiar items may have obvious uses beyond the particular application being
described in a reference, that if something can be done once it is obvious to do it
multiple times, and in many cases a person of ordinary skill will be able to fit the
teachings of multiple patents together like pieces of a puzzle. As such, the prior art
considered can be directed to any need or problem known in the field of endeavor
as of the effective filing date and can provide a reason for combining the elements
of the prior art in the manner claimed. In other words, the prior art does not need to
be directed towards solving the same problem that is addressed in the patent.
Further, the individual prior art references themselves need not all be directed
towards solving the same problem.

36. Iunderstand that an invention that might be considered an obvious
variation or modification of the prior art may be considered non-obvious if one or

more prior art references discourages or lead away from the line of inquiry
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disclosed in the reference(s). A reference does not “teach away” from an invention
simply because the reference suggests that another embodiment of the invention is
better or preferred. My understanding of the doctrine of teaching away requires a
clear indication that the combination should not be attempted (e.g., because it
would not work or explicit statements saying the combination should not be made).

37. Tunderstand that a person of ordinary skill is also a person of ordinary
creativity.

38. I further understand that in many fields, it may be that there is little
discussion of obvious techniques or combination, and it often may be the case that
market demand, rather than scientific literature or knowledge, will drive design
trends. When there is such a design need or market pressure to solve a problem and
there are a finite number of identified, predictable solutions, a person of ordinary
skill has good reason to pursue the known options within their technical grasp. If
this leads to the anticipated success, it is likely the product not of innovation but of
ordinary skill and common sense. In that instance the fact that a combination was
obvious to try might show that it was obvious. The fact that a particular
combination of prior art elements was “obvious to try”” may indicate that the
combination was obvious even if no one attempted the combination. If the

combination was obvious to try (regardless of whether it was actually tried) or
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leads to anticipated success, then it is likely the result of ordinary skill and
common sense rather than innovation.

III. BACKGROUND OF THE °228 PATENT
A.  Priority Date

39. T understand that the earliest filing date to which *228 Patent has
claimed priority to is June 9, 2011.

40. I also understand that Patent Owner has indicated in a related
litigation that claims 1-9, 12, 14-15, and 17-19 of the *228 patent are entitled to a
priority date of February 28, 2014. My opinions would remain the same when
applying this date because, for example, if the challenged claims would have been
unpatentable by June 9, 2011, then they certainly would have been unpatentable by
February 28, 2014.

B. Level of Ordinary Skill and the Date Used for Measuring the
State of the Art

41. 1have been instructed that the claims of a patent are to be reviewed
from the point of view of a hypothetical person of ordinary skill in the art most
closely related to the subject matter of the patent at the time of the patent’s priority
date. My opinions are therefore provided using the perspective of a person of
ordinary skill in the art in early June of 2011 (i.e., before June 9, 2011).

42. Based on my experience, I believe that a person of ordinary skill in

the art in the field of the 228 patent in early June of 2011 would have had (1) at
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least a bachelor’s degree in computer science, computer engineering, or electrical
engineering, and (2) at least one year of experience designing graphical user
interfaces for applications such as photo management systems.

43.  As an expert in the field of graphical user interfaces since prior to
2011, I am qualified to provide an opinion as to what a person of ordinary skill in
the art would have understood, known, or concluded as of 2011.

C. Overview of the °228 Patent

44.  The *228 patent is entitled a “method and apparatus for managing
digital files,” and “relates generally to the management of digital files and, more
particularly, to a computer-implemented system and method for managing and
using digital files such as digital photographs.” EX1001, Face, 1:21-24. The ’228
patent explains that “[w]hat is needed to complement the widespread availability of
digital files is a medium that allows people to organize, view, preserve and share
these files ....” EX1001, 1:61-67.

45.  The *228 patent discloses a “web-based digital file storage system”
including a “digital file repository for storing and retrieving digital files, such as
photos, a digital tagging system configured to assign digital tags to the digital files,
a sorting system, and a user interface.” EX1001, 4:36-42. The ’228 patent discloses
“multiple views from which a user can display his or her digital media files and

their tagged attributes.” EX1001, 5:58-6:7.
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46. One example of a view is in Figure 5, which depicts a Google Map
with pins placed at various locations on it. EX1001, Fig. 5. The *228 patent states
that Figure 5 “is a screenshot of a location view of one embodiment of the
disclosed system,” and that “[a] location view, as shown in Fig. 5, identifies within
an interactive map (Google map shown as an example), where digital files were

taken or originated.” EX1001, 6:18-20.

FIG. 5

EX1001, Fig. 5.
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47.  Another example of a “location” view is shown in Figure 41, which
illustrates an interactive map (a Google Map) containing two different locations on
a map. EX1001, 4:7-8 (“Fig. 41 is a screenshot of the Single Application Dot-Tag
filter in Location Application View); 29:41-57 (“In FIG. 41, an illustration of the
results for a Single Application Dot-Tag Filter in the Location Application View is
depicted (0870). Within the Location Application View the Digital Files are
displayed within an interactive map (Google map shown as an example).”) A user
can select an image thumbnail on the map to view digital files having that location.

EX1001, 29:41-57.

FIG. 41
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EX1001, Fig. 41.

48. I note that the primary difference between the Figure 5 and Figure 41
“location” views is the form of the marker used on the Google map—Figure uses
pins and while Figure 41 uses thumbnails overlaid with numbers. Importantly, in
both cases, the user interfaces allow a user to select a map marker to prompt
display of photos at the location, and both interfaces can “provide additional
outputs such as a journey route that identifies the specific locations for an event or
trip that can be customized by users.” EX1001, 6:18-23; 29:41-48.

49. By selecting one of the thumbnails in Figure 41, a user is shown a

Single Location view as illustrated in Figure 34. EX1001, 24:16-36, 29:48-55.
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FIG. 34
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EX1001, Fig. 34.

50.

Another example is shown in Figure 32, which illustrates two related

People Application Views. EX1001, 22:59-23:49. The Multiple People Application

view displays multiple people represented by thumbnails of their face. EX1001,

22:59-23:11. By selecting one of these thumbnails, the user can view a Single

People Profile Application View, which displays thumbnail images of the photos

of that person (as well as other people in those same photos). EX1001, 23:12-49.
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FIG. 32
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D.

51.

Prosecution History of the °228 Patent

I understand that the *228 patent is part of a family of related patents

including U.S. Patent Nos. 9,098,531 (EX1010), 9,552,376 (EX1011), 10,423,658

(EX1012), and 11,017,020 (EX1014). I have reviewed the file histories of the *228

patent and each of these patents as part of forming the bases of my opinions

offered in this declaration. See EX1002 (’228 patent’s file history); EX1015 (°531
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patent’s file history); EX1016 (°376 patent’s file history); EX1017 (’658 patent’s
file history); EX1019 (’020 patent’s file history).

52. Based on my review, I did not identify any information in the
prosecution histories that is contrary to the opinions I offer in this declaration.

E. Claim Construction

53. Tunderstand that, in this proceeding, the claims are construed
according to their ordinary and customary meaning in light of the specification and
file history of the patent in which those claims appear.

54.  Due to the parallelism between many of the *228 patent’s claim
limitations and the claims’ overall length, I have analyzed certain parallel claim
limitations by quoting them in bracketed form, e.g., “/first/second] location view.”
In each such case, and unless stated otherwise, my analysis provides my
understanding of how the functionality provided by the prior art satisfies both such
“first” and “second” claim elements through its disclosure of multiple such
elements.

IV. OVERVIEW OF THE PRIOR ART
A.  Technical Background

55.  Digital photography has exploded over the last 40-50 years and had
almost universally replaced film photography by early 2011. The first digital

photograph was taken in December of 1975 by an engineer at Eastman Kodak Co.
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EX1029, 59. By 1989, you could buy a commercial megapixel digital camera for
$23,000. EX1029, 60. Over time, digital cameras became cheaper and more
capable. EX1029, 60-62.

56. Inthe early 1990s, several independent factors caused a rapid
displacement of film photography by digital photography. These included the
release of key standards in the early 1990s like the JPEG image compression
standard and the EXIF standard governing metadata (i.e., information about the
camera type, picture location, date/time taken, etc.) encoded in digital image files;
the growing availability of financially accessible consumer digital cameras in the
late 1990s; and the rise of smartphones in the early to mid-2000s. The combined
effect of these factors on the photography landscape was dramatic: “‘It was like a
snowball rolling down a mountain; it gathers more and more snow until it blew
away everything in its track.”” EX1029, 62 (quoting an observer); EX1036
(EXIF). Widespread penetration of the smartphone eventually made digital camera
capability ubiquitous. For example, by early 2010, easily hundreds of millions of
iPhones and Android phones had been sold. The trend also touched existing print
photographs, which many consumers chose to digitize and add to their growing
libraries of digital photographs.

57.  With the increased availability of digital cameras and their ability to

take near unlimited photographs for free, users began accumulating large numbers
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of digital photographs. See EX1029, 59 (“Digital images are free and easy and can
be instantly distributed. As a result, the vast majority of photos are no longer taken
to capture special moments; they’re used to communicate the ordinary, with less
forethought than a phone call.””). As a result, the management of digital
photographs became an increasing problem. EX1029, 62 (“The problem is what to
do with the images once you’ve taken them. The scrapbooks and shoeboxes of the
film world are being replicated in digital forms, but they’re overloaded and
becoming impossible to manage.”).

58.  Several technical standards that governed digital image metadata had
been established by early 2010, including: (1) the Exchangeable Image File format
(“EXIF”), (i1) the Information Interchange Model (“IIM”) (aka “IPTC”), and (ii1)
the Metadata Working Group Guidelines (“MWGG”). EX1036 (EXIF); 1037
(IPTC); EX1038 (MWGG). MWGG provided the following summary of the value
of metadata in managing collections of digital photos and videos:

Metadata has become a powerful tool to organize and search through
the growing libraries of image, audio and video content that users are
producing and consuming. This is especially important in the area of
digital photography where, despite the increased quality and quantity
of sensor elements, it is not currently practical to organize and query
images based only on the millions of image pixels. Instead, it is best
to use metadata properties that describe what the photo represents and

where, when and how the image was taken.
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EX1038, 6. MWGG also discussed the key role metadata played “in the consumer
workflow,” and provided examples of user-defined keywords and location
information (such as where a photo was taken or the location of its subject) as
important types of metadata for digital files. EX1038, 16-18. The inclusion of
standardized metadata in digital images was a key enabler and driver of the core
functionalities of photo organizer applications and websites before 2010.

59. By 2010, a wide variety of photo organizer applications had been
developed and released to allow users to manage the large number of digital
photographs they were accumulating. Photo organizers are application software
focused on organizing digital images. E.g., EX1031, 1. Several photo organizer
software products were known that had the ability to provide multiple views within
the same photo organizer application. For example, by 2009, Google’s Picasa
application included both a People view, which allowed a user to view pictures of a
given person, and a Places view, which allowed a user to view the locations where
their pictures were taken. EX1032.
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EX1032, 1-2.

60. Versions of Apple’s iPhoto product released after 2009 also provided
a similar capability to view pictures having a person in them or pictures linked to a
location (e.g., where the photos were taken or using user-entered location data) on
an interactive map. EX1039, 1-3.

61. By 2010, established photo sharing, including Flickr, Photobucket,
Picasa, Shutterfly, and Wikimedia Commons, allowed users to upload and share
their digital photographs. E.g., EX1030, 1, 4. Most photo-sharing websites had
functionalities similar to photo-organizing applications, including the ability to
classify photos into albums, add annotations or metadata, and display thumbnails
and slideshows. FE.g., EX1030, 1.

62. By 2010, certain photo-sharing websites included mapping
functionality that allowed users to view geocoded photographs on a map. E.g.,
EX1030, 3. For example, Picasa Web Albums allowed users to browse a map that

displayed “thumbnails of a photo album’s pictures.” EX1032, 2.
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Flickr also provided a map-based interface for its site, allowing users to view

collections of photos linked to locations on the map.
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EX1043, 1.
63. Photo-sharing websites like Flickr included powerful filtering
functionality that let users filter by specific users or tags, allowing users to identify

photographs more quickly. EX1033, 2 (“For example, you can see a high-level
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view of all your geotagged photos, and you can filter that view with parameters
such as your photos, your friends’ or contacts’ photos, anyone’s photos, and most
important in my opinion, specific tags. That’s a handy interface when you are
trying to find photos of, say, Yosemite National Park, but you can’t remember
which of several trips a particular photo is associated with.”).

64. The extensive overlap in the features and functionalities found in pre-
2011 photo organizer applications and websites shows that developers of photo-
organizer applications and photo-sharing services were constantly adopting
functionalities, techniques and interface concepts found in peer products. Many of
these photo organizers (both applications and websites) also provided rich data
services (e.g., Google Maps) within their interfaces by making calls to application
programming interfaces (APIs) of publicly accessible network data services. It
was similarly common before 2011 for developers of image organizers to
incorporate and combine information from multiple services into a single
application (i.e., a “mashup”). E.g., EX1035, 7. One common example was to
take an existing geotagged data set and display that information using mapping
functionality provided by services such as Google Maps.

65. An April 2010 Wikipedia article provided a summary of common

features found in photo organizer applications and websites before June 2010.

Petitioner Apple Inc. — EX1003, p. 28



IPR2022-00031 U.S. Patent No. 10,621,228

EX1031, 1-4. The article identifies as “common image organizers features” the
following capabilities:
Common image organizers features [edi]
= Multiple thumbnail previews are viewable on a single screen and printable on a single page. (Contact
Sheet)

= [mages can be organized into albums

= Albums can be organized into collections

= Adding tags (also known as keywords, categories, labels or flags). Tags can be stored externally, or in

industry-standard IPTC or XMP headers inside each image file. 3]
= Resizing, exporting, e-mailing and printing.

EX1031, 1. By 2010, many of these applications shared several functions that
proved useful to consumers in managing metadata-encoded digital photographs
and videos including (see, e.g., EX1031):
a. allowing images to be organized into user-defined albums or
collections,
b. providing thumbnail previews of images to enable users to
quickly browse sets of digital images and select desired images,
c. including industry standard headers inside each image storing
both user-defined metadata (e.g., keywords) and standards-
based metadata (e.g., date/time of capture, geolocation data,
photographic parameters, etc.).
d. grouping or sorting photographs by date, location, or other
metadata,

e. providing slideshow functionality, and
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f. facial recognition of individuals in images.

66. It was routine by 2010 for third party developers to incorporate and
combine multiple functionalities into a common application based on publicly
available application programming interfaces (APIs). For example, third-party
developers were provided rich capabilities to extend Google Maps via the official
Google Maps API (“GM-API”), which allowed applications to create custom maps
for use with their applications. E.g., EX1035, 203-278; EX1040. This included
displaying custom map markers. EX1040, 2-11 (describing the central “GMap2”
class that is used to create a map), 42-46 (describing the “GMarker” class that is
used to create markers on the map; the constructor for this class takes an “icon”
parameter which is an instance of the class GIcon, which “specifies the images
used to display a GMarker on the map” (EX1040, 40)), 51-52 (describing the
“GOverlay” interface that is used to “display custom types of overlay objects on
the map”); e.g., EX1035, 239 (“GMarker can take a second parameter, a
GMarkerOptions object. This is an object whose sole purpose is to tweak the
marker. Using it, you can do things like add your own custom[] icons ....”), 243
(“[W]ith the GMarkerOptions object, you can create custom markers.”). A
developer utilizing the Google Maps API (“GM-API”) could create photo

collection applications and websites that display an interactive map that placed
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interactive map markers at specified locations using simple API calls enabling

retrieval and display of photos at those locations:

+| Show detail x

£l ™

Mustache Kitten

EX1043.

67. Many developers had (before 2011) used the functionality within the
Google Maps API to develop solutions beneficial to photo applications, such as
displaying small images on the map itself. Google included such functionality in its
Picasa Web Albums (EX1033, 2) and Panoramio (EX1034, 1) products, as shown

below:
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EX1033, 2 (Picasa); EX1034, 1 (Panoramio).

68.  Thus, based on the above evidence relating to the capabilities and
knowledge of a skilled artisan would have possessed, they would have found it
within their ordinary abilities to develop an interactive map (such as via Google
Maps) with locations marked with thumbnails of digital images, and to retrieve and
display information linked to those marked locations. These capabilities would
have been provided natively by existing mapping applications such as Google
Maps, were supported by extensive documentation (described above), and would
have been something that a skilled artisan would have had a reasonable expectation

of success given the level of skill.
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B. Aperture 3 User Manual (“A3UM”) (EX1005)
1. Publication of A3UM

69. Evidence I have reviewed indicates to me that the Aperture 3 User
Manual (“A3UM”) (EX1005) was made publicly accessible to skilled artisans in
early 2010 in at least two ways: (i) as documentation included with retail copies of

Aperture 3 and (ii) as a webpage compilation on www.apple.com. As such, and

for at least these reasons, I understand that A3UM would be prior art to the *228
patent.

70.  Some of the evidence I discuss below is from the Internet Archive’s
Wayback Machine. The Wayback Machine is a widely known and respected
archive of the Internet that provides a database of date-stamped copies of old
webpages. Researchers and experts such as myself regularly rely on the Wayback
Machine to review archived webpages to understand how they looked and operated
in the past. Wayback Machine webpages include the date and time of the website
capture both in the URL and generally in a header bar on the page (which can
optionally be hidden). EX1022 (Archive.org’s standard affidavit). Researchers and
experts such as myself regularly rely on the accuracy of this date and time

information.
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a. Retail Copies of Aperture 3

71.  Evidence I have reviewed suggests that A3UM was actually
disseminated to interested users in early 2010 as documentation included with
retail copies of Aperture 3.

72.  Tunderstand that Apple began selling Aperture 3.0 to members of the
public in February 2010. EX1021, 2 (showing “Buy Now” link for Aperture 3);
EX1048 (announcing Aperture 3’s release on February 9, 2010).

73.  As I explain below, I personally installed and reviewed the Aperture 3
User Manual using a retail copy of Aperture 3.0 that was provided to me by Apple.
That retail copy of Aperture 3.0 contains in-application Help functionality that
describes certain aspects of the Aperture 3.0 software product and its user
interface. A3UM (EX1005) is a true and accurate copy of the underlying HTML
files containing the Aperture 3 User Manual that is made available to users through
the in-application Help functionality of the Aperture 3.0 product.

74.  The following pictures are of the top and side of the retail box of
Aperture 3 that I received from Apple, as well as of the installation DVD contained
within the retail box. I examined the box and the installation DVD and each
appeared to be a genuine Apple software product. Additionally, as I discuss below,
the software that the installation DVD installed identified itself as Aperture 3,

consistent with the retail box and installation DVD. Based on all of the physical
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evidence I have reviewed and discuss in this report, the copy of Aperture 3

provided to me by Apple appears to be a genuine copy of Aperture 3.
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75. linstalled Aperture 3 using a Mac laptop operating Mac OS X
Software Version 10.6.3. First, I identified the software version of the Mac laptop 1

was using by selecting “About This Mac” from the Apple menu, as illustrated by

the screenshots below:
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76. I understand that Mac OS X Software Version 10.6.3 was a software

version used on Mac computers made available in late March 2010. EX1047 (“Post

Date: Mar 29, 2010”).

U.S. Patent No. 10,621,228

80Cc0 About This Mac

_/‘“g?

o

Mac OS X

Version 10.6.3

(" software Update... Y

Processor 2.8 GHz Intel Core 2 Duo

Memory 4 GB 1067 MHz DDR3

( More Info... )

TM and © 1983-2010 Apple Inc.
All Rights Reserved.

77.  Initially, I configured the Mac laptop to show all files (both visible

and “invisible™). Next, | inserted the Aperture 3 installation DVD into the DVD

drive on the Mac laptop. Upon inserting the installation DVD, the following

window appeared on the laptop screen:
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78. 1 confirmed that the version of the installation DVD I was using was
Aperture 3 by right-clicking the “Aperture.mpkg” file. The below screenshot
illustrates the window that appeared on the screen, indicating that the DVD

contained “Aperture 3.0” with a creation date of January 12, 2010:

79. Talso inspected the ordinarily hidden package files (*.pkg) on the
Aperture 3 installation DVD. I did that by navigating to the Packages folder

(below), and then I displayed the contents of the Aperture.pkg file using the “Show

Package Contents” option.

7 @ Aperture.mpkg Info
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Locked
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¥ Preview:

@

¥ Sharing & Permissions: .
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& admin % PluginManagerAperture pkg ©ct 16, 2009 10:31 AM 299K8  Install._ckage A aaren version. it iz, . iment
2\ Apslications % ProRuntime.pig May 26, 2009 2:13 PM 204M8  install.ckage Ao
Dacuments @ RAWCameraUpdate3.okg Jan 18, 2010 3:03 PM 7TMB  Insull. ckage it
SEARCH FOR @ XSKey.pka Jan 21, 2010 8:57 P 537K8  Install. ckage
¥ SEARCH FOR
O veswrday 5 Today
St ) Yesterday
] At mages ) Past week
3] A Movies () Al mages
(5] A Documents (3] A0 Movies

3 Al Documents

©) Aperture + [ Packages

Aperture 1 (] Packages g Aperture.pkg

3 10 irems, £3.9 M8 avalable

6 tems, §3.9 M8 available

&

80.

The Aperture.pkg package contains compressed files including one

named “Archive.pax.gz.” 1 copied this file to the desktop of the local hard drive of

the Mac and decompressed it, which yielded an “Archive” folder on the desktop

containing three subfolders (System, Applications, Library) (below). The

Applications folder contained the Aperture.app file.

ana 1 Desktop —
Ll = E7 a
¥ DEVICES Mame Date Modified - Size Kind R
) Macintosh HD Sereen shot 2021-09-30 ar 11.04.07 AM Sep 30, 2021 11:04 AM 193KE  Porab.image
El ipisk i Screen shot 2021-09-30 at 11.04.49 AM Sep 30, 2021 11:04 AM 1597 KB Portab...image
o Agerture - Sereen shot 2021-09-30 ar 11.11,09 AM Sep 30, 2021 11:11 AM IBBKE  Portab . image
¥ PLACES = Screen shot 2021-09-30 ar 11.12.15 AM Sep 30, 2021 11°:12 AM 655 KB Portal...image
Screen shot 2021-09-30 ar 11.13.25 AM Sep 30, 2021 1113 AM BKE Portab., image
ﬁ_‘ e = Screen shot 2021-09-30 ar 11.15.05 AM Sep 30, 2021 11:15 AM 180 KB Portab...image
I i Screen shot 2021-09-30 at 12.13.91 PM Sep 30, 2021 12:13 PM 98KB  Portab..image
= \' ey Screen shot 2021-09-30 ar 12.14.24 PM Sep 30, 2021 12:14 PM 135 KB Portab.. image
g Screen shot 2021-10-19 at 9.10.59 AM Oct 19, 2021 9:11 AM 74K8  Portab..image
¥ SEARCH FOR Screen shot 2021-10-19 at 9.20.54 AM Oet 19, 2021 9:21 AM 254 KB Portab.. image
L) Today L Screen shot 2021-10-19 a1 9.22.25 AM Oct 19, 2021 9:22 AM B2KB  Porab..image 1
L) Yesterday Screen shat 2021-10-19 at 9.46.30 AM Oct 19, 2021 9:46 AM 135K8  Portab..image |
C) Past Wtk & Screen shot 2021-10-23 ar 8.39.32 AM Taday, 8:39 AM 90KB  Portab. image |
(& A8 images Screen shot 2021-10-23 at 8.40.08 AM Taday, 8:40 AM 127 KB Portab..image {
(G Al Movies Screen shot 2021-10-23 ar 8.40.28 AM Taday, 8:40 AM 143KE  Portab . image :
[l AN Dacurnents Screen shot 2021-10-23 at B.40.53 AM Today, 8:41 AM 176 KB Portab...image |
Screen shot 2021-10-23 ar 8.41.25 AM Taday, 8:41 AM 106 KB Portab.,.image |
Screen shot 2021-10-23 ar B.42.00 AM Today, 8:42 AM 20 KB Portab...image |
Screen shot 2021=10=23 at 8.47.55 AM Today, B:47 AM 16 KB Portab...image |
¥ @ Archive Taday, B:49 AM --  Folder !
» [ System Jan 14, 2010 3:33 AM - Folder :
¥ B Applications Jan 21, 2010 6:17 PM - Folder |
Jan 21, 2010 6:26 PM Application |
* [l Ubrary Taday, B:48 AM ==  Folder |
Taday, &:50 AM BKE  Document {
: Screen shot 2021-10-23 at 6.49.22 AM Taday, 8:49 AM 332KB  Portab..image .
Di5_Stone Today, 8:50 AM 16 KE  Dacurnent v
2 Macintosh HD » (] Users « (53 admin « [0 Desktop « [ Archive » ] Applications
1 of 47 selected, 484.76 CB availabie

1.

I inspected the contents of the Aperture.app file using the Show

Package Contents command. The Aperture.app file is actually an application
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bundle that contains, among other things, resources used by the Aperture 3

application. As shown by the following windows, there is a folder called

“usermanual” at the path “/Archive/Applications/Aperture.app/Contents/

Resources/English.lproj/aperture help/en/aperture/”. I used the “Get Info”

command to inspect the “usermanual” folder at this path, which showed that it has

a size of 44.1 megabytes (40,969,496 bytes), and contains 1,632 items (i.e., files).

The “creation” date and “modified” date for this folder is December 17, 2009. 1

note that the size of the folder and number of files in it matches the size and

number of files within the Aperture 3 application when it is installed on the Mac

computer hard drive using the installer, as I explain below.

™ M O [ ] usermanual Info

~— usermanual 44.1 MB
= Modified: Dec 17, 2009 4:41 PM

¥ Spotlight Comments:

fano @ Aperture =
1 of 2,239 selected, 484.76 GB available
Name 4| Date Modified Size Kind
== double_backward.tiff Jan 21, 2010 6:18 PM 4 KB TIFF image
» double_forward tiff Jan 21, 2010 6:18 PM 4 KB TIFF image
[0 English.Iproj Today, B:47 AM - Folder
> I:l AdjustmentPresets.nib Jan 21, 2010 6:18 PM Folder
¥ [0 aperture_help Dec 17, 2009 4:41 PM - Folder m
" aperture_help.helpindex Aug 28, 2009 3:25 PM 877 KB Document
B en Dec 17, 2009 4:39 PM = Folder
" | aperture Dec 17, 2009 4:39 PM - Folder
¥ @ usermanual Dec 17, 2009 4:41 PM - Folder
= Art Dec 17, 2009 4:39 PM - Folder
«| chapter_1_section_0.html| Aug 28, 2009 3:25 PM 4 KB HTML ...ument
«| chapter_1_section_L.htm| Aug 28, 2009 3:25 PM 4 KB HTML ...ument
| chapter_1_section_2.htm| Aug 28, 2009 3:25 PM 4 KB HTML ...ument
4 chapter_1_section_3.html Aug 28, 2009 3:25 PM 4KB  HTML ..ument
4 chapter_1_section_4.html Aug 28, 2009 3:25 PM 4KB  HTML .ument
= chapter_1_section_5.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument
#| chapter_1_section_6.html| Aug 28, 2009 3:25 PM 4 KB HTML ...ument
< chapter_1_section_7.html Aug 28, 2009 3:25 PM 4KB  HTML .ument
=| chapter_1_section_8.html| Aug 28, 2009 3:25 PM 4 KB HTML ...ument
«| chapter_1_section_9.html| Aug 28, 2009 3:25 PM B KB HTML ...ument
) chapter_1_section_10.html Aug 28, 2009 3:25 PM 8KB  HTML..ument
4 chapter_1_section_11.html Aug 28, 2009 3:25 PM 4KB  HTML ..ument
4 chapter_1_section_12.html Aug 28, 2009 3:25 PM 4KB  HTML .ument
<] chapter_1_section_L3.html Aug 28, 2009 3:25 PM 4KB  HTML..ument
= chapter_1_section_l4.html| Aug 28, 2009 3:25 PM 4 KB HTML ...ument
4 chapter_1_section_15.html Aug 28, 2009 3:25 PM 4KB  HTML .ument
#| chapter_1_section_l6.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument
= chapter_1_section_17.html| Aug 28, 2009 3:25 PM 4 KB HTML ...ument

v
=} Macintosh HD » (] Use » ¢} adr » (&3] De: » [ Arc » [ Apr » @ Ape » [0 Cor + [i] Res + (i Enc v [ ape » G en » (53] aperture » \'_lusermanualj
i --\J'

General:

Kind: Folder
Size: 44.1 ME on disk (40,969,496
bytes) for 1,632 items
Where: jUsersjadmin/Desktop/
Archive/Applications/
Aperture.app/Contents/
Resources/English.lproj/
aperture_help/enfaperture
Created: Thursday, December 17, 2009
4:41 PM
Medified: Thursday, December 17, 2009
4:41 PM
Label: x

[ Shared folder
[ Locked

More Info:

Name & Extension:

Preview:

Sharing & Permissions:

You can read and write

Name Privilege
A admin (Me)  : Read & Write
28 admin ~ Read & Write
!]! everyone + Read only

»

Rl
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Returning to the Aperture installer window shown above, I selected

“Install Aperture.” As shown below, I followed the prompts on the screen to

complete the installation.

w Install Aperture

< Install Aperture

6 Introduction

@ License

@ Installation Type

@ Installation

Welcome to the Aperture Installer

@ Destination Select

Aperture 3 Is the |atest generation of Apple’s powerful photo
editing and management software, with industry-leading tools
that make it easy to keep your digital photos perfectly
organized, make them look their best, and share them on the
web and in print.

With more than 200 new features and enhancements, Aperture 3
allows photographers at all levels to easily manage large photo
libraries, retouch and enhance photos with professional-quality
results, create stunning multimedia slideshows that include

=

© Introduction

O License

@ Destination Select
@ Installation Type

@ Installation

Software License Agreement

[ English =)

ENGLISH m

APPLE INC.
APERTURE SOFTWARE LICENSE AGREEMENT
Single Use License

PLEASE READ THIS SOFTWARE LICENSE AGREEMENT ("LICENSE")
CAREFULLY BEFORE USING THE APPLE SOFTWARE. BY USING THE APPLE

85 o . oS 5 SOFTWARE, YOU ARE AGREEING TO BE BOUND BY THE TERMS OF THIS
ummary audio and video clips, and publish photos online or as custom ® Summary LICENSE. IF YOU DO NOT AGREE TO THE TERMS OF THIS LICENSE, DO
printed books using one simple, integrated workflow. NOT USE THE SOFTWARE. IF YOU DO NOT AGREE TO THE TERMS OF THE
LICENSE, YOU MAY RETURN THE APPLE SOFTWARE TO THE PLACE WHERE
YOU OBTAINED IT FOR A REFUND. IF THE APPLE SOFTWARE WAS
Aperture 3 includes the following new features. ACCESSED ELECTRONICALLY, CLICK "DISAGREE/DECLINE". FOR APPLE
SOFTWARE INCLUDED WITH YOUR PURCHASE OF HARDWARE, YOU MUST
Faces RETURN THE ENTIRE HARDWARE/SOFTWARE PACKAGE IN ORDER TO
= Automatically detects the faces of the people in your photos. OBTAIN A REFUND.
* Use Name mode to quickly add names to detected faces and IMPORTANT NOTE: This software may be used to reproduce materials. It
manually assign names to people in photos where faces were is licensed to you only for reproduction of non-copyrighted materials,
not automatically found. materials in which you own the copyright, or materials you are
« Faces view displays one snapshot for each person you've i authorized or legally permitted to reproduce. If you are uncertain about e
Heied s kin'a SnaRSHBETD breie ot Hhsss s o AL : your right to copy any material, you should contact your legal advisor.
e— m 5
Go Back (_ Continue ) { Print... ) Save... Go Back | ([ Continue
2l Z
OB « Install Aperture 006 w Install Aperture
Installing Aperture The installation was completed successfully.
© Introduction © Introduction
© License O License
© Destination Select © Destination Select
@ Installation Type © Installation Type
Writing files... = =
QunzEley Qinsrl=cey The installation was successful.
® Summary © Summary
The software was installed.
Install time remaining: About 11 minutes
Go Back Continue Go Back ( Close )
2

83.

Once the installation of Aperture 3 was complete, I navigated to the

Applications folder on the Mac laptop. As illustrated below, I confirmed that

Aperture 3.0 was installed on the laptop:
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e |
Mile i Applications
<[> E:@IIDHIII © | |15~ Q
DEVICES Name ' Date Modified Size Kind Version
= Macintosh HD .DS_Store Jul 30, 2021 2:18 PM 8KB  Document - M
B iDisk localized Jun 30, 2009 10:27 PM Zero KB Document -
? Apertiire a | Address Book Feb 11, 2010 1:47 AM 20.8 ME Application 5.0.1
B @ Aperture Today, 10:37 AM 757.3 MB Application 3.0
PLACES ¥ Automator Feb 11, 2010 1:58 AM 16.5 MB  Application 2.1
B Desktop Calculator Jul 5,2009 11:17 PM 9.5MB  Application 4.5.2
&% admin 4 Chess May 18, 2009 11:09 PM 3.8 MB  Application 2.4.2 '
T/ S - —— Q Dashboard Feb 24, 2010 2:56 PM 205 KB Application 1 s |
[ Documents B Dictionary Feb 11, 2010 2:06 AM 7MB  Application 2.1.2

84. Iright-clicked on the Aperture item in the Applications folder and
selected “Get Info” from the drop-down menu to confirm that the installed version
of Aperture was 3.0. The following window appeared on the screen, indicating
that “Aperture 3.0” was installed on the laptop (with a “Created” date of January

21, 2010):

o

@ Aperture Info

Modified: Today 10:37 AM

¥ Spotlight Comments:

Aperture 757.3 MB ‘
i

¥ General:

Kind: Application (Intel)
Size: 757.3 MB on disk (729,177,943
bytes)
Where: fApplications
Created: Thursday, January 21, 2010 6:26
PM
Modified: Today 10:37 AM
Version: 3.0
Copyright: Copyright © 2005-2010 Apple
Inc.

] Open in 32-bit mode
Locked

P More Info:

» Name & Extension:

T Preview:

b Sharing & Permissions: A

T TERAT
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85. I then selected the Aperture 3 icon at the bottom of the laptop screen

to launch Aperture 3. The following screen appeared on the laptop:

@ Aperture File FEdit Photos Stacks Metadata View Window Help D % = «4) & Thull:l2AM Q
0606 Aperture =
$ 5 8 = e o= e 8
v | a— Aperture e S
Inspector Import  New Name  Key [ Faces Places | Loupe Full Screen
Lixery I s ] Welcome to Aperture 3 (CY
(Q~ All Items
¥ LIBRARY
E Projects j Z‘:;F,\[f:i:(;u' Photo Library to
[E) Photes
[=] Faces
Places Organize Your Photos Using
¥ Flagged Faces.
¥ Trash

¥ PROJECTS & ALBUMS

N Organize Your Photos Using
v 5 Library Albums

— Places
[ eArdok

[ * or better

w Rejected Using Brushes to Apply
[& videos Adjustments

[ Inthe Last Week

[& Inthe Last Manth
Adjustment Presets

Creating Slideshows

Welcome to Aperture.

With the powerful and easy-to-use tools in Aperture 3, you can refine images, showcase your photography, and
Making Books manage massive libraries on your Mac. Watch the Getting Started video »

[¥! Show this window when Aperture opens

Vault B % m—— &

86. Iclosed the “Welcome to Aperture” dialog box and selected the

“Help” drop-down menu, as illustrated below:

Aperture Help

‘Welcome to Aperture
Release Notes

aO600

(\u/' @ E?Y .!. 9 = | iy | | New Features
Inspector Import  New i Name Keywords i Email MobileMe Facebool Exploring Aperture
| Keyboard Shortcuts
Library | Metadata | Adjustments Mliea
—_ == = Aperture Support

(Q- All items Y Aperture on the Web

¥ LIERARY Apple Training Centers
& Projects Create Support Profile...
[Z] Photos
@] Faces

Places

T

Flagged
g Trash
¥ PROJECTS & ALBUMS
¥ [ Library Albums
[ A
El % or better
ﬂ§| Rejected

P pPp
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87. Ithen selected “Aperture Help” from the help drop-down menu and

the following “Aperture Help” window appeared on the screen:

eann Aperture Help

()&~ (%] (Q-|

Additional Resources . Aperture Help

New Features
Release Notes

Aperture Support Aperture 3: User Manual

Aperture on the Web Provides comprehensive conceptual, reference, and task-related
information about Aperture,

Last updated: 2009-10-20

Aperture Discussions
Apple Training Centers

Aperture 3: Exploring Aperture

Provides a quick introduction to the main features of Aperture. This
document is a PDF version of the printed Exploring Aperture manual.

Last updated: 2009-10-20

Aperture 3: Keyboard Shortcuts
This document is a PDF version of the printed
Aperture 3 Keyboard Shortcuts card.

Last updated: 2009-10-20

Copyright & 2009 Apple Inc. All rights reserved

Provides keyboard shortcuts you can use to perform tasks in Aperture.

£

88.  Next, I selected “Aperture 3: User Manual” and the Aperture 3 User

Manual appeared on the screen as illustrated below, with a list of the content in the

left pane:
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8ano Aperture Help T ' I I
oo s a '
.Aperturea i

User Manual

Welcome to Aperture

Welcome to Aperture

Aperture is a powerful and easy-to-use digital image management
system that can track thousands of digital images and provides the avid
photographer with high-quality image management and adjustment
tools.

An Overview of Aperture
The Aperture Interface
Working with the Aperture Library

With Aperture, you can efficiently import digital images, perform a photo
edit, adjust and retouch images, publish images for the web or print,
export libraries for use on other Aperture systems, merge libraries, and
back up your entire image library for safekeeping. Aperture lets you work
with high-quality JPEC, TIFF, and RAW image files—and even HD video
files—directly from your camera or card reader and maintain that high
quality throughout your workflow.

Importing Images

Working with Images in the Browser
Displaying Images in the Viewer
Viewing Images in Full Screen View

Stacking Images and Making Picks

——

Rating Images

Applying Keywords to Images
Working with Metadata
Organizing Images with Faces

Locating and Organizing Images with
Places

Searching for and Displaying Images
Crouping Images with Smart Albums

An Overview of Image Adjustments

Making Image Adjustments

89.  Selecting the small arrow on the left of the side bar will drop down a
list of sub-sections of that chapter. By navigating this menu, the full contents of
A3UM (EX1005) are made available to a user of Aperture 3.

90. The Aperture 3 User Manual can also be accessed via the file system.
Returning to the Applications folder on the Mac laptop, I right-clicked on the
Aperture item in the Applications folder and selected “Show Package Contents”

from the drop-down menu. The following window appeared on the screen:
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ane @ Aperture —)
(<[>] (B m[m] [©][%-] Q
DEVICES Narme 4| Date Modified Size Kind
=} Macintosh HD ¥ [ Contents Today, 10:37 AM rins Folder
Bl iDisk » (] _CodeSignature Today, 10:36 AM - Folder
(%) Aperture a ,:_' CodeResources Today, 10:33 AM 4 KB Alias
N | ] Frameworks Jan 21, 2010 6:26 PM - Folder
PLACES 1 Info.plist Jan 21, 2010 6:18 PM 12KB  Document
E peaon > [ Library Sep 10, 2009 5:00 PM --  Folder
@ admin » [ Macos Today, 10:36 AM -- Folder
7\ Applications | Pkglinfo Jan 21, 2010 6:18 PM 4 KB Document
[ Documents » [ Plugins Today, 10:36 AM --  Folder
SEARCH FOR > [ Resources Today, 10:37 AM — Folder
(L) Today | version.plist Jan 21, 2010 6:29 PM 4 KB Document
15) Yesterday
1) Past Week
@ All Images
@ All Movies
@ All Documents € s
11 items, 486.09 GB available i

91. Iselected the Resources folder and expanded the folders to display the
window below, which includes a folder entitled “usermanual” that can be selected

to view a large number of HTML files (and certain subfolders):

eanOo [ | Resources

(<[> B = RS a

v DEVICES Name & | Date Modified Kind
=} Macintosh HD # double_forward.tiff Jan 21, 2010 6:18 PM TIFF image
Bl iDisk ¥ [ English.lproj Today, 10:36 AM Folder
.?. Aperriire » [ ] AdjustmentPresets.nib Today, 10:36 AM Folder
E ¥ [ aperture_help Today, 10:36 AM Folder m
PLACES 1 aperture_help.helpindex Aug 28, 2009 3:25 PM Document
g Desiop Y @l en Dec 17, 2009 4:39 PM Folder
@&} admin ¥ [ aperture Dec 17, 2009 4:39 PM Folder
7 Applications > @ usermanual Today, 10:36 AM e Folder
|—_T‘ Documents _‘ index.html Aug 28, 2009 3:25 PM HTML ...ument
SEARCH FOR » D Resources Dec 17, 2009 4:39 PM Folder
() Today b [] SharedResources Dec 17, 2009 4:39 PM Folder
E| aperture_help.zip Sep 15, 2021 10:01 AM ZIP archive
] aperture_otherhelp Today, 10:36 AM Folder
(] AssignPlaceWindow.nib Today, 10:36 AM Folder
] AudioAttachment.nib Today, 10:36 AM Folder
1 AudioVideoControlView.nib Today, 10:36 AM Folder

(1) Yesterday
1) Past Week
@ All Images
(5] All Movies
[i2] All Documents

1 of 1,478 selected, 486.09 GB available
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NO [ ] usermanual —3
(<[> ] R om] [o][s] Q '
DEVICES Name w Date Modified Size Kind
= Macintosh HD b |__| SubNavigation Today, 10:36 AM = Folder m
Bl iDisk » || Resources Dec 17, 2009 4:39 PM -- Folder
@) Aperture a y MANIFEST Aug 21, 2009 12:12 PM 49 KB Document
- =] index.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument
PLACES %! Copyright.html Aug 28, 2009 3:25 PM 4KB  HTML..ument
E Desktop =) chapter_preface_section_3.html Aug 28, 2009 3:25 PM 8 KB HTML ...ument
£ admin = chapter_preface_section_2.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument
';‘5 Applications =| chapter_preface_section_1.html Aug 28, 2009 3:25 PM 8 KB HTML ...ument
[}l Documents = chapter_preface_section_0.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument
SEARCH FOR =| chapter_glossary_section_0.html Aug 28, 2009 3:25 PM 319 KB HTML ...ument
(L) Today -:; chapter_B_section_10.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument
(L) Yesterday =| chapter_B_section_9.html Aug 28, 2009 3:25 PM B KB HTML ...ument
(T) Past Week =| chapter_B_section_8.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument
e = chapter_B_section_7.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument
rEINl e =| chapter_B_section_6.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument
A” o = chapter_B_section_5.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument
- ————— —————— - Ja»
751 items, 486.09 GB available o
92. Tused the “Get Info” command on the “usermanual” folder at the path

“/Aperture.app/Contents/Resources/English.lproj/aperture help/en/aperture/”. It

reports the usermanual folder has a size of 44.1 megabytes (40,969,496 bytes) and

contains 1,633 items. It also shows “Created” and “Modified” dates of December

17, 2009. This matches the size, number and created/modified dates of the

“usermanual” folder at the same location within the Aperture.app application

bundle on the Aperture 3 installer DVD that I reported in 9 81 above.
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™ ™ ™ [ usermanual Info I
. usermanual 44.1 MB
= Modified: Dec 17, 2009 4:41 PM |
|
|
|
]
|
General: |
Kind: Folder I
Size: 44.1 MB on disk (40,965,496 |
bytes) for 1,632 items |
Where: [Users/admin/Desktop/ | I
Archive/Applications/ |
Aperture.app/Contents/ |
Resources/English.lproj |
aperture_help/en/aperture
Created: Thursday, December 17, 2009 |
4:41 PM !
Medified: Thursday, December 17, 2009 |
4:41 PM |
Label: || @ @ LU @ @ & @ |
|
> 0 R @ Aperture "] Shared folder \
1 of 1,488 selected, 484.76 GB available ) I [ Locked |
Name i Date Medified Size Kind Lt \
Y S U SO P T JaNE Ly CuE U o frerage & -
+| DGCurvesSelectPointCursor.tiff Jan 21, 2010 6:18 PM 4KB  TIFF image | 4 More Info: |
“| DGCurvesWhitePointslider_HUD.tiff Jan 21, 2010 6:18 PM 4 KB TIFF image [ MName & Extension: |
| DGCurvesWhitePointSlider.tiff Jan2l, 2010 6:18 PM 4 KB TIFF image A
= Dialogs_G_ActionsPD.tiff Jan 21, 2010 6:18 PM 4 KB TIFF image i Preview: |
| Dialogs_G_Add.tiff Jan 21, 2010 6:18 PM 4 KB TIFF image l{ |
=/ Dialogs_G_AddPD.tiff Jan 21, 2010 6:18 PM 4 KB TIFF image J ' |
=1 Dialogs_G_Next.tiff Jan 21, 2010 6:18 PM 4 KB TIFF image ‘( — |
= Dialogs_G_Previous.tiff Jan 21, 2010 6:18 PM 4 KB TIFF image E E \
| Dialogs_C_Remaove.tiff Jan 21, 2010 6:18 PM 4 KB TIFF image P
s+ double_backward.tiff Jan 21, 2010 6:18 PM 4 KB TIFF image ( |
» double_forward _tiff Jan 21, 2010 6:18 PM 4 KB TIFF image ( |
¥ [ English.loroj Yesterday, 8:35 AM == Falder E |
» [ AdjustmentPresets.nib Jan 21, 2010 6:18 PM - Folder ( |
&8 aperture_help Dec 17, 2009 4:41 PM - Folder E
| aperture_help.helpindex Aug 28, 2009 3:25 PM 877 KB Document ‘[ |
Y @@en Dec 17, 2009 4:39 PM --  Folder i Sharing & Permissions: |
¥ | aperture Dec 17, 2009 4:39 PM - Folder [ . ]
[ usermanual Dec 17, 2009 4:41 PM — Folder [ You can read and write |
) index.html Aug 28, 2009 3:25 PM 4 KB HTML ...ument = [ T — 5
[ Resources Dec 17, 2009 4:39 PM e Folder i hise P“wlege |
» [ SharedResources Dec 17, 2009 4:39 PM -~ Folder E A admin (Me)  ; Read & Write |
» [ aperture_otherhelp Dec 17, 2009 4:41 PM - Folder 22 admin + Read & Write |
~ [ AssignPlaceWindow.nib Jan 21, 2010 6:18 PM e Folder f m everyone ‘ Read only W
(] AudioAttachment.nib Jan 21, 2010 6:18 PM - Folder
¥ [l AudioVideoControlView.nib Jan 21,2010 6:18 PM - Folder &
t R i N T P, 3
) Macintosh HD - (35] Applica - @ Apertur + [ Content v [ Resourc » [ English. + [ apertur. » [ en + [ aperture + [ usermanual
[ E— T e

93. I believe a skilled artisan would have been familiar with the
application bundle structure used with Mac applications in the 2010-time frame
and would have known that application-specific resources are stored in the
“Resources” folder of the application bundle. I also believe a skilled artisan would
have been able to readily locate and display the files that make up the Aperture 3
user manual within the “usermanual” subfolder within the Aperture 3 application

bundle, both as stored within the compressed Archive.pax.gz file in the
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Aperture.pgk file on the Aperture 3 installation DVD and as stored on the
computer’s hard drive following installation of the Aperture 3 product.

94.  Returning to the usermanual folder within the Resources folder of the
Aperture 3 application bundle as installed on the computer, I selected the
“index.html” file which launched the Safari web browser and displayed the first
page of the Aperture 3 user manual, as illustrated below. A pane appeared on the

left side of the screen, listing the contents of the user manual.

ene Aperture 3 User Manual: Welcome to Aperture

[ - | » ] [+ | =) file:/f /Applications fAperture.app/Contents/Resources /English.lproj/aperture_help/enfapert G] fQ' Google \
[0 2 Apple Yahoo! GoogleMaps YouTube Wikipedia News (181)v Popularv

. Aperture 3

User Manual

Aperture is a powerful and easy-to-use digital image management system that can track thousands of digital
images and provides the avid photographer with high-quality image management and adjustment tools.

An Overview of Aperture

The Aperture Interface
With Aperture, you can efficiently import digital images, perform a photo edit, adjust and retouch images, publish
images for the web or print, export libraries for use on other Aperture systems, merge libraries, and back up your
entire image library for safekeeping. Aperture lets you work with high-quality JPEG, TIFF, and RAW image files—
and even HD video files—directly from your camera or card reader and maintain that high quality throughout your
workflow.

Working with the Aperture Library

Importing Images

Working with Images in the Browser
Displaying Images in the Viewer
Viewing Images in Full Screen View
Stacking Images and Making Picks
Rating Images

Welcome to Aperture m Welcome to Aperture
|
|
|
|
|
|
|
|
|
|
|
|
|
|

Applying Keywords to Images |

Working with Metadata
Organizing Images with Faces

Locating and Organizing Images with
Places

Searching for and Displaying Images

Grouping Images with Smart Albums
An Overview of Image Adjustments
Making Image Adjustments

Making Brushed Adjustments

Printing Your Images

Exporting Your Images

Creating Slideshow Presentations
Using the Light Table

Creating Books

Creating Webpages

Sharing Your Images Online b1 /a

95. Texpanded “Welcome to Aperture” in the pane on the left side of the

screen and selected “About the Aperture Documentation,” as illustrated below:
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eno Aperture 3 User Manual: About the Aperture Documentation

[ | » [+ |4 fite:///applications/Aperture.app/Contents /Resources/English. Iproj /aperture_help/en/aper:. ¢ | (Qr Google )
[0 &= Apple Yahoo! Google Maps YouTube Wikipedia News (181)v Popularv

. Aperture 3

User Manual

Welcome to Aperture - About the Aperture Documentation
About Aperture | Aperture comes with various documents that provide detailed information about using the application.

|
About the Aperture Documentation || * Aperture 3 User Manual: This comprehensive document describes the Aperture interface, commands, and menus
i Addil it | and gives step-by-step instructions for creating Aperture libraries and for accomplishing specific tasks. It is
itional Resources | written for users of all levels of experience. The Aperture 3 User Manual is available in Aperture Help (in
|

An Overview of Aperture Aperture, choose Help > Aperture Help).

The Aperture Interface I Note: This manual is not intended to be a complete guide to the art of photography. Much of the photography-
A C D A Oy specific information presented here is very general in nature and is supplied to provide a context for the

terminology used when describing Aperture functions.

Importing Images

L) s Exploring Aperture: This document provides a quick introduction to the main features of Aperture. A PDF

Working with Images in the Browser version of the printed Exploring Aperture manual is available in Aperture Help.

Displaying Images in the Viewer s Aperture 3 Keyboard Shorteuts: This document provides keyboard shortcuts you can use to perform tasks in

Viewing Images in Full Screen View Aperture, A PDF version of the printed Aperture 3 Keyboard Shortcuts card is available in Aperture Help.
Stacking Images and Making Picks S
Rating Images

Annlving Kevwards tn Imaosc

96. By navigating this web-based menu, the full contents of A3UM
(EX1005) are made available to a user of Aperture 3.

97. In addition to the copy of Aperture 3 that was provided to me by
Apple, I also received a copy of Aperture 3 that was purchased by Apple’s counsel
from a third party via eBay. See EX1052 (eBay order details, redacted to remove
counsel’s personal information). This copy was indistinguishable physically from
the Apple-provided copy other than a sticker on the front that said “Academic.”
Once I installed this copy of Aperture 3 using the same steps I outlined above for
the Apple-provided copy, I was provided access to the same Aperture 3.0 software
product as well as the same Help and HTML versions of the Aperture 3 User
Manual that I describe below. Based on my review, the content of the Aperture 3
User Manual is the same in both copies of the Aperture 3 product that I installed.

For example, I compared the sections describing the “Faces” and “Places”
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functionality in EX1005 and compared them to the eBay-sourced copy of Aperture
3, and they are the same.

98. My investigation is consistent with other contemporaneous
documentation provided by Apple that describes Aperture 3. For example, 2010
publications by Apple state that the Aperture 3 “user manual” was provided as part
of the Aperture 3 software application. E.g., EX1051, 7 (“If you prefer to start by
reading in-depth explanations of concepts and procedures used with Aperture:
Open Aperture, then choose Help > Aperture Help. Then click the link to the user
manual.”) 135 (“Be sure to check out the many features of Aperture book albums
in the Aperture User Manual, available in Aperture Help.”), 159 (“Open the
Aperture User Manual[:] In Aperture, choose Help > Aperture Help, then click
the link to the user manual. Browse topics that interest you.”).!

b. Website Compilation

99.  Evidence I have reviewed shows that A3UM was made publicly
accessible to interested users in early 2010 as a compilation of webpages on
Apple’s website.

100. Apple was an exceptionally well-known technology company in 2010.

A skilled artisan interested in learning about Apple software would have known to

! https://manuals.info.apple.com/MANUALS/1000/MA1522/en_US/Exploring_
Aperture 3.pdf
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either directly visit www.apple.com or search for specific Apple software via well-

known search engines such as Google and the search functionality provided on
Apple’s own websites. In 2010, a skilled artisan would have easily been able to
identify the support documentation for an Apple product via Apple’s website. As
shown below, a skilled artisan interested in locating A3UM or learning about
Apple’s Aperture 3 software would have been able to locate A3UM via

www.apple.com by simply visiting the dedicated Aperture 3 support page on

Apple.com, which as annotated below in red contained embedded links to the

Aperture 3 User Manual:

Support

Aperture 3 Trial

Aperture 3 User Manual
Get to know the ins and outs of Aperture. I ":7 Aperture 3 User Manual I
% Exploring Aperture 3
‘5 Aperture 3 Keyboard Shortcuts

S, iscussions forums
Apple Photo Services Discussions forums

Seek help from other Aperture users
" P T Release Notes

Aperture 3 New Features
Software Update e
A Frequently Asked Questions
Get the latest updates to your Aperture software. .
E Photoegraphy Fundamentals

T Performing Adjustments
‘5 About Badge Overlays
@ Aperture Resources
@ Aperture Tutorials

Downloads Manuals Specifications

Get Started Troubleshooting = Find an Apple Store near you

= Find an Apple Authorized

Find answers to questions about your order More
- " festo Hiveu ’ Service Provider

= Preparing your photos for ordering

EX1021, 7 (annotated).
101. A skilled artisan would have been provided with a straightforward

path to access the web-hosted version of A3UM from the www.apple.com

homepage. A visitor to Apple’s website (www.apple.com) in the February of 2010
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timeframe could locate the web-based version of the Aperture 3 User Manual as
follows:

a. Visit www.apple.com (EX1021, 1);?

b. Click “Introducing Aperture 3™

http://www.apple.com/aperture/ (EX1021, 2);?

c. Click “Resources”: http://www.apple.com/aperture/resources/

(EX1021, 4-6);*
d. Click the “Learn more” link below “Aperture Support page”:

http://www.apple.com/support/aperture (EX1021, 7);°

e. Click “Aperture 3 User Manual”:

http://documentation.apple.com/en/aperture/usermanual/

(EX1021, 8);® and

2 https://web.archive.org/web/20100219190653/https://www.apple.com/.
3 https://web.archive.org/web/20100217062822/http://www.apple.com/aperture/.

4 https://web.archive.org/web/201003050904 12/http://www.apple.com/aperture/
resources/.

> https://web.archive.org/web/20100217041537/http://www.apple.com/support/
aperture.

6 https://web.archive.org/web/20100217035925/http://documentation.apple.com/
en/aperture/usermanual/.
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f. Click links to individual sections of the Aperture 3 User
Manual that were available on the side bar.

102. The Wayback Machine has 2010 captures of each URL indicated
above, including the table of contents. The 2010 capture of the table of contents
includes each of the sections in A3UM (EX1005), such as “Organizing Images
with Faces” and “Locating and Organizing Images with Places.” Although the
Wayback Machine does not contain 2010 captures of the contents of individual
sections, that does not indicate to me that they were not published, only that they
were not captured by Wayback Machine’s web crawler. In fact, right-clicking on
the table of contents pane in the archive.org webpage corresponding to

http://documentation.apple.com/en/aperture/usermanual/ (https://web.archive.org/

web/20100217035925/http://documentation.apple.com/en/aperture/usermanual/)

and selecting “view page source” displays the source code for the page, including
links to each of the individual sections. EX1055. As a whole, this evidence
further suggests to me that A3UM was made publicly accessible starting in early

2010 as a compilation of webpages on www.apple.com.

103. I have also reviewed a declaration from Matthew Birdsell (EX1020),
who I understand has personal knowledge of A3UM’s early 2010 publication and
dissemination. Mr. Birdsell’s description of the production and distribution of the

Aperture 3 User Manual in its HTML format is consistent with the evidence I have
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reviewed and what I have found in my investigations. For example, Mr. Birdsell
explained that the same HTML file set that makes up A3UM (EX1005) is
accessible from the Aperture 3.0 installation DVD and from a computer onto
which Aperture 3.0 has been installed. That is what I also have found in my
investigations. Also, Mr. Birdsell’s explanation that the Aperture 3.0 product was
distributed starting in February of 2010 via the Aperture 3 software product and on
Apple’s website is consistent with materials I have reviewed, including the
archived web pages and other evidence I discuss above.

2. Overview of A3UM

104. A3UM describes, in part, the user interface of Apple’s Aperture 3
digital image management software system. A3UM describes features of the
Aperture interface (e.g., the layout of the panes that make up the interface and
various interface elements like buttons, menus, and lists). It also illustrates how
various commands are performed and gives step-by-step instructions for creating
Aperture libraries and for accomplishing specific tasks. EX1005, 2. Aperture 3 is a
photo-organizer software program that runs on the Mac operating system, which is
able to manage a large quantity (thousands) of digital images. EX1005, 1
(“Aperture is a powerful and easy-to-use digital image management system that
can track thousands of digital images and provides the avid photographer with

high-quality image management and adjustment tools.”).
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105. A3UM describes the various components of the Aperture graphical

user interface below:

Inspector pane
gls 2 _ X0 s mE 2N |- Toobar

I~ Viewer

|- Browser

Vault pane

EX1005, 46. A3UM provides an overview of how these components are used. E£.g.,
EX1005, 5-44.

106. A3UM illustrates several views that allow users to more easily
organize and manage their digital files. E.g., EX1005, 28-29. One view is the
“Places” view, which (1) displays, in the “Viewer” pane, a map with pins marking
locations linked to particular images and (2) displays, in the “Browser” pane and in
response to a selection of a map pin, the images with the selected location.
EX1005, 30 (“In Aperture, you can use Places to organize your images by the
locations where they were taken. If you have a GPS-enabled digital camera or

iPhone, Aperture categorizes the images by location and converts the GPS location
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tags to place names, such as Vancouver, Canada. You can explore where your
images were shot using the Places view.”), 81-83, 429-466, 1115. As shown
below, the Places view allows a user to view images linked to a location whose

marker is displayed on an interactive map:

L i N L N LT e

] Location pin

llmages shot in the
selected location

EX1005, 437.

107. A3UM illustrates a Faces view that displays in the “Viewer,”
thumbnail snapshots of people associated with images in either the library or, if an
item (e.g., an album) is selected in the Library inspector, in the selected item.
EX1005, 28-29 (“Selecting Faces in the Library inspector displays the faces of all
the people in images in the library who have been assigned names”), 78-80, 417-

428. A3UM explains that selecting one of the displayed thumbnail snapshots in the
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Faces view displays a “Faces Browser.” EX1005, 29. The Faces Browser displays
a visual representation of each image associated with the selected person.

EX1005, 29 (“You can view all of the images in your library in which a person
appears by double-clicking the person’s snapshot in Faces view. All the confirmed

images of the person appear in the Faces Browser.”).

All Faces button

Sorting pop-up menu Face rame

P PR [P I = w

Shew swared foury - F

Ian bution Confirm Faces buton Thumbnai Resize

Show Unnamed Faces button Thumbnail Resize slider Photes button slider

EX1005, 78-80.

108. A3UM also discloses extensive functionality that allows users to use
device-captured or user-entered metadata associated with digital files to locate and
display those files. For example, A3UM discloses a Metadata Inspector providing
access to different categories of metadata, including user-defined “keywords.”

“GPS” location data and standardized metadata sets (e.g., “EXIF Info”, “IPTC
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Core”). EX1005, 348-351. This metadata inspector is illustrated below on the left,

with various metadata displayed. EX1005, 347. By selecting the Metadata View

pop-up menu, additional metadata can be displayed such as Name, GPS, etc.

EX1005, 350.

[ Ubrary Metadata  Adjustments
Canon EOS-1Ds Mark Il < @@
Canon EF 500mm V4L IS (@) (vae)
ISO200  700mm  Oev  f/56 @ 111000
I — Metadata View
| Caption & Keywords o. pop-up menu

Version Name:
Capton

£A000228

Crizzly Bear (Ursus arctos
horribilis) fishing for salmon
(silver or “coho’ salmon), Lake
Clark NP, Cook Inlet, Alaska

. Abdlity, Action, Alaska,

America, Animal, Bear, Brown
Bear, Lat, Eating, Fauna, Fish,
Fishing, Grizzly Bear, Lake
Clark National Park, Looking
at camera, Mammal, National
Park, Nature, North America,
Outdoor, Predator, River
Salmon, Skill, Success, United
States, Ursus arctos
horribilis, USA, Voracious, !
Voracity, Water, Wild, wildlife,
2oology

EX1005, 347

Add keywords here,

Ceneral

¢ Name Only J
Caption Only
Name & Ratings 22
Name & Caption
Ratings

Caption & Crednts

Contact Sheet

File Info

Photo info

DOF Info

cPs

et

22!

IPTC Core
Large Caption

Eoe..
'—

EX1005, 350

109. A3UM also discloses functionality that allows users to add or modify

metadata associated with digital files. EX1005, 345 (“Keywords are descriptive

words assigned to image versions and saved as metadata.”). For example, A3UM

discloses that users add names to computer-recognized faces, EX1005, 421-422,

and that users can add location information by dragging photos to location on a

map or by typing location names in search box and assigning found locations to

digital files, EX1005, 443-446. A3UM'’s Places and Faces interfaces use this
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metadata to select and display digital files. E.g., EX1005, 78-80 (“When you click
the Faces button in the toolbar, Faces view shows all the photos of people with
assigned names in the item selected in the Library inspector.”), 435 (“If you shot
your images with a GPS-enabled camera or iPhone, Aperture automatically plots

the location of each image on the map in Places view.”).

C. U.S. Patent App. Pub. No. 2010/0058212 A1 to Belitz et al.
(“Belitz”) (EX1006)

110. U.S. Patent App. Pub. No. 2010/0058212 Al to Belitz et al. (“Belitz”)
was published on March 4, 2010, and discloses a user interface for showing
photographs on a map. EX1006, q1.

111. Belitz explains that electronic devices such as computers are being
used for navigation and general map browsing. EX1006, §2. It is also increasingly
“common to mark special locations on a map by associating a graphical object with
that location,” such as “photographs taken at such a location or an image of such a
location.” EX1006, 42. Belitz explains that it would be beneficial to provide a
graphical user interface that can display on a map graphical objects that clearly
illustrate the association of photographs and videos with their location without the
images becoming cluttered. EX1006, q92-4.

112. Belitz describes and illustrates a graphical user interface for use in any
electronic device such as a laptop. EX1006, 4939, 50. The interface includes a

map with various locations marked with graphical objects. EX1006, 496, 51. In
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one embodiment, the graphical objects are thumbnails of photographs taken at that
location. EX1006, 9959, 62. These photographs can also be linked to the location
of the object that they capture (i.e., the subject of the photograph). For example,
“pictures of an apartment” can be “associated with the location of the apartment.”
EX1006, 952. In Figures 4a-4b, Belitz illustrates several examples of locations

marked with graphical objects:

403 4108 410p

410 412 410c
M~ ‘ J ( \' ) | -
\g e
8 /____f’
borr ekl =1, | 410d-
408- d
u b
= AN
N 409 —
Fig. 4a Fig. 4b

EX1006, 9951-53, 55, Figs. 4a-4b.
113. Belitz explains that the number of graphical objects displayed on the
interactive map depends on the zoom level of the map. For example, Belitz

describes a process for determining whether two graphical objects would appear in

Petitioner Apple Inc. — EX1003, p. 60



IPR2022-00031 U.S. Patent No. 10,621,228

such close proximity that they would overlap on the map. EX1006, q54. If that is
the case, Belitz describes optionally creating a “third” graphical object by stacking
the overlapping graphical objects. EX1006, §54. If the interactive map is
subsequently zoomed in on the user interface of Figure 4a, the third graphical
object 410 splits into graphical objects 410a, 410b, 410c, and 410d based on the
location information linked to the media objects those graphical objects represent.
EX1006, 955. Zooming back out would result in Figure 4a again. EX1006, 956.
114. As shown on annotated Figures 4a-4b, Belitz suggests that graphical
objects displayed on its interface may additionally include a number (in green)
overlaid on the top right corner of the graphical object thumbnail (in orange),
which indicates how many graphical objects (e.g., photographs) are associated with

that location. EX1006, 954.

403 410a 490

Y,

13 O

410c

410d

A= |

\\-409
EX1006, Figs. 4a-4b (annotated and excerpted).

115. In the embodiment where all of the “graphical objects” are

photographs, Belitz indicates the visual representations of the “graphical objects”
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that are displayed on the map ‘““are thumbnails of the photographs.” EX1006, 462.
Also, in this embodiment, the number of graphical objects being represented on the
map at a location will be the number of photographs with that location. EX1006,
1954, 59, 62. In this case, as illustrated on annotated Figures 4a-4b below, the
thumbnails (“graphical objects”) displayed on the Belitz interface can include a
number (in green) overlaid on the top right corner of the thumbnail (in orange)
representing the number of photographs that are associated with that location.
EX1006, 454.

116. Belitz Figure 4c illustrates an exemplary user interface displaying a
popup window showing visual representations of at least some of the photographs
linked from a graphical object located on a map. EX1006, 960. Belitz explains
that a user can navigate to this exemplary user interface by selecting a graphical

object on the map by tapping the screen or clicking a cursor. EX1006, 960.
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409

| ——413

1— 414

EX1006, Fig. 4c.

V. ANALYSIS OF THE PRIOR ART AND ’228 PATENT CLAIMS

A. Claims 1-19 Are Obvious Over A3UM (EX1005) and Belitz
(EX1006)

1. A SKkilled Artisan Would Have Been Motivated to Combine
A3UM and Belitz

117. As explained above (49104-107), A3UM describes a photo organizer
that can display an interactive map with multiple selectable pins at different
locations. E.g., EX1005, 1, 81-83, 430, 433-441. A3UM explains that these pins
correspond to the locations of photographs or videos, i.e., the geographic data
encoded in photographs and videos. EX1005, 30, 81-83, 429-466. These pins can
be selected to view photos with those locations. EX1005, 81-83, 435-437. As
further explained below, it is my opinion that this functionality teaches, as recited

by claim 1 of the *228 patent, “causing a map view to be displayed on an interface
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... including: (i) an interactive map;, (ii) a first location selectable ... image at a
first location on the interactive map, and (iii) a second location selectable ...
image at a second location on the interactive map.” 1 understand that in litigation
between Patent Owner and a litigant other than Petitioner, the issue of whether a
map pin like the one disclosed in A3UM could constitute a “thumbnail image” was
disputed. To the extent that map pins like the ones disclosed in A3UM are not
“thumbnail image[s],” I believe it would have been obvious to a person of ordinary

skill in the art by early 2010 to modify A3UM to incorporate Belitz’s thumbnail

functionality in a way that, as I explain below in greater detail, renders the claims
obvious.
118. I believe a skilled artisan would have considered the teachings of

A3UM and Belitz together for several reasons.

119. First, both references describe capabilities similar each other and
analogous to the functionality being described in the *228 patent. For example,

A3UM and Belitz both describe systems for “managing and using digital files such

as photographs.” EX1001, 1:21-24; EX1005, 1 (“Aperture is a powerful and easy-
to-use digital image management system that can track thousands of digital images
and provides the avid photographer with high-quality image management and
adjustment tools.”); EX1006, 491, 62 (describing “a user interface, a device and a

method for showing clustered locations on a map,” e.g., “photographs”).
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120. Second, A3UM and Belitz provide user interfaces and photo

management applications that a skilled artisan would view as solutions to the
problems that the *228 patent identifies: allowing “people to organize, view,
preserve and share” their digital photographs. EX1001, 1:61-67; EX1005, 1
(discussing a “powerful and easy-to-use digital image management system”);
EX1006, 492-5 (discussing an approach and user interface methods that allow a
user to better understand which pictures were taken at which location).

121. Third, they have similar functionality—both describe using
geographic interfaces that represent digital photographs on an interactive map that
enables a user to browse digital photographs based on their location. EX1005, 30,
81-83, 429-466; EX1006, 439, 50, 51-55, 62.

122. Both A3UM and Belitz use visual indicators on their map-based user

interfaces to indicate the presence of content—e.g., photographs—Ilinked to a
particular location. Belitz provides an example of a photo application that uses
photo thumbnails (“thumbnail images”) as visual indicators on an interactive map-
based user interface. As explained above (J]110-115), Belitz illustrates an
interactive map that allows a user to conveniently browse photographs taken at
different locations. EX1006, 439, 50, 51-55, 62. Graphical objects in the form of
photograph thumbnails (orange) are displayed on the interactive map and are

optionally grouped together, depending on the level of zoom, to reduce the visual

Petitioner Apple Inc. — EX1003, p. 65



IPR2022-00031 U.S. Patent No. 10,621,228

clutter of the display. EX1006, 451-55, 62. Belitz describes an example of an
interactive map with photo thumbnails marking various locations, the thumbnails
being overlaid with counts (green) that represent the number of pictures at that
location. EX1006, 954, 59, 62. Selecting the thumbnail (by clicking or tapping)
invokes the software to display a picture viewer for images at that location.

EX1006, 960.

403 410a 410b

Y,

13 O

410c

EX1006, Figs. 4a-4c (annotated).
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123. A skilled artisan would have recognized that Belitz’s thumbnail map

markers (“thumbnail images™) are a functional equivalent of, and could be used as
an alternative to the pins used in the A3UM interactive map; both are visual

indicators that denote the existence of content such as photographs at the indicated

location. And both A3UM and Belitz disclose similar functionality: each disclose a
plurality of markers on a map that can be selected to display photographs with the

location of the marker. EX1005, 30, 81-83, 430, 433-441; EX1006, q51-55. Both

A3UM and Belitz discloses alternative techniques for representing a map marker

and choosing between the two would have been a routine design decision for a
skilled artisan.

124. Both A3UM and Belitz also dynamically group and ungroup related
nearby markers into single markers to reduce visual clutter on the map. EX1005,
81-83, 437 (“Depending on the zoom setting in Places view, Aperture might use a
single pin to represent a group of images shot in close proximity.”); EX1006, q954-
56. These markers allow users to access photos linked from the marker, such as
photos having the same geo-tagged location as the marker.

125. A3UM and Belitz describe analogous ways of conveying the same

information via their map interfaces: the number of photos at that location. A3UM
discloses displaying that information after a user interaction with a pin while Belitz

displays that information on the thumbnail image without requiring a user
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interaction. EX1005, 436-437; EX1006, §951-55, Figs. 4a-4b. Displaying the
count on the map as a popup window or via the marker itself would have been a
routine design decision for a skilled artisan.

126. It would have been obvious to a skilled artisan before June of 2010 to
modify A3UM’s Places view to incorporate Belitz’s graphical object functionality,
including its thumbnails and counts, as illustrated below. This obvious
modification would result in an interactive map displaying thumbnails with picture
counts at locations where digital images are located, while allowing a user to
interact with the thumbnail to display the name of the location and view pictures

with that location:

Jamgme Nultuns Foad 3
Iw
E

A3UM A3UM-Belitz

EX1005, 437 (annotated).
127. Contemporaneous evidence demonstrates that Apple, the author of
A3UM, considered markers and thumbnails to be interchangeable for photo

mapping applications. E.g., EX1028, 9930, 34. U.S. Patent Application
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Publication No. 2011/0074811 to Hansen et al. was filed on September 25, 2009
(less than 5 months before A3UM was published), assigned to Apple, and
described a mapping application where selectable graphical pins representing
images could instead be replaced with “smaller versions of the captured images
(e.g., thumbnail images).” EX1028, 9930, 34, Fig. 6 (referring to a “Places” view).
That Apple chose a graphical pin for A3UM does not undermine a skilled artisan’s
understanding that markers and photo thumbnails were interchangeable. The prior
art demonstrates that graphical pins and thumbnails were known alternatives and
choosing between known alternatives involves the routine design tradeoffs familiar
to a skilled artisan. EX1028, 430, 34.

128. A skilled artisan would have been motivated to modify A3UM’s
Places view to incorporate Belitz’s graphical object functionality, including its
thumbnails and counts. For example, Belitz explains the usefulness of its photo
thumbnail technique, stating that it “would be useful to be able to present a user
with an overview of associated images to special locations which enables to user to
clearly see the associations.” EX1007, 94; see also EX1006, 15 (explaining that
providing the number of associated graphical objects “gives a user an indication
how many objects are” linked from “said object and if further investigations of said
objects would provide additional information™). A skilled artisan would recognize

the complementary features of the Places interactive map in the A3UM interface,
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that it dynamically groups and un-ungroups map markers and displays information
about photos represented by map markers via pop-up windows on the map,
including the number of photos at the map marker locations. See EX1005, 81-83,
EX1005, 435 (“A location label appears above a pin in Places view, indicating the
location where the image was shot. The location label indicates the name of the
location and the number of images that were captured there.”), 437-438
(“Depending on the zoom setting in Places view, Aperture might use a single pin to
represent a group of images shot in close proximity. However, you can view the
precise location where each image in the group was shot. . . . As you zoom in to
the map, locations grouped together in a single pin begin to be marked by their
own pins.”).

129. A skilled artisan would have been motivated to modify A3UM’s
Places view to incorporate Belitz’s graphical object functionality, including its
thumbnails and counts because this combination would further improve the ease of
use of A3UM. For example, Belitz displays thumbnails directly on the map, which
can allow a user to more quickly identify which map marker they would like to
select and display. See EX1006, 9951-55, Fig. 4a-4b. Likewise, Belitz’s count
functionality displays the number of images linked from a marker overlaid on that
marker’s thumbnail, which can allow a user to more quickly identify which

markers represent larger sets of photographs. See EX1006, 54. By disclosing
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how to display this information in an accessible and non-cluttered way on the map
itself, Belitz would have motivated a skilled artisan to make the combination in
order to improve usability. E.g., EX1033, 4 (“Where Picasa has the edge over
Flickr and SmugMug is in showing thumbnails of each image on the map, not just
a dot or pushpin, which I like better even though thumbnails can get pretty
crowded.”).

130. A skilled artisan would have had a reasonable expectation of success
in modifying A3UM’s Places view to incorporate Belitz’s graphical object
functionality, including its thumbnails and counts, because Belitz’s techniques are
readily combinable with A3UM’s Places view. The prior art is replete with
examples of displaying photo thumbnails on maps and a skilled artisan would have
considered and could have accomplished such a modification. See, e.g., EX1033,

2; EX1034, 1. Belitz’s thumbnails overlaid with picture counts serve the same

functional purpose in Belitz’s photo-management system as A3UM’s graphical
pins serve in A3UM’s photo-management system, so a skilled artisan would have

expected the combination of A3UM and Belitz to yield predictable results. Also,

as I explain below, the implementation details of such modifications were routine
and well-within the ordinary abilities of a skilled artisan.
131. A3UM’s use of Google Maps further supports the obviousness of the

combination of A3UM and Belitz. EX1005, 434 (“Places view uses Google Maps
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to plot the locations where your images were shot.”), 1115 (“Places view[:] An
area in Aperture where you can apply location information to an image selection
and track the location of each shot using Google Maps.”). A3UM’s use of Google
Maps is further clear from the screenshots disclosed by A3UM, each of which
shows “Powered by Google” and contains the well-known and recognizable
features of Google Maps. E.g., EX1005, 433.

132. The pre-2011 Google Maps API would have enabled a skilled artisans
to implement custom map markers such as photo thumbnails and overlays on
embedded Google maps with routine effort. The Google Maps API at that time
provided classes and functionality supporting custom overlay objects on custom
maps. EX1040, 2-11 (describing the central “GMap2” class that is used to create a
map), 42-46 (describing the “GMarker” class that is used to create markers on the
map), 51-52 (describing the “GOverlay” interface that is used to “display custom
types of overlay objects on the map”); EX1035, 239, 243. EX1035, 276-277
(explaining how callouts with thumbnails of photos overlaid on Google Maps via
the API). Textbooks as early as 2009 provided step-by-step guides for creating a
website that displayed pre-defined locations on a Google Map enabling a user to

retrieve and display photos from, for example, Flickr matching those locations.

EX1035, 203-207, 277.
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133. Interactive maps with selectable photo thumbnails were well-known
by early 2010. As explained above, numerous photo organizers and sharing
websites included mapping functionality, and software applications and services
were constantly looking to peer applications and services for data and techniques
that could be used their functionality. See §455-67. This included examples of
photo applications displaying portions of photos as small images on their

interactive maps:
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Picasa (2009) Panoramio (2010)
EX1033, 2; EX1034, 1.
134. Thus, a skilled artisan would have found it obvious to modify
A3UM’s interactive map to use Belitz’s thumbnails overlaid with photo counts
(instead of a default pin marker) with a reasonable expectation of success.

EX1040, 42-46, 51-52. This could have involved, for example, existing Google
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Maps API functionality in a way that had already been performed by other systems
before 2010. A skilled artisan would have considered the use of thumbnails as
Belitz teaches in the A3UM interactive map to be nothing more than the
predictable substitution of a known and equivalent interface element: using a
marker or a photo thumbnail are two different ways of indicating a photo’s location
on a map. This an implementation would also have been the product of ordinary
skill and common sense. As I explain above, the use of photo thumbnails on
Google Maps-enabled photo applications was conventional by early 2010 and
modifying A3UM to incorporate such functionality would have been obvious to try
because a skilled artisan would have had good reason to pursue the known options,
such as known alternatives, within his or her technical grasp.

135. 1 discuss how this obvious combination of A3UM and Belitz satisfies

the requirements of the challenged claims below, as well as several additional
obvious modifications of that combination.

2. Claim 1
a. Preamble and Map View

136. Claim 1 recites “/a] method comprising: responsive to a first input,

causing a map view to be displayed on an interface, the map view including: (i) an

interactive map.” The combination of A3UM and Belitz renders these features

obvious.
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137. A3UM describes an image management software system that can be
installed on a computer to perform a software method. EX1005, 1 (“Aperture is a
powerful and easy-to-use digital image management system that can track
thousands of digital images and provides the avid photographer with high-quality
image management and adjustment tools.”). A3UM describes the process of
setting up a computer to install and execute A3UM’s recited software. EX1005,
1080-1088. A3UM explains that, once launched, the A3UM system displays a

user interface for viewing, managing, and editing those photos. EX1005, 46. An

example of this interface is displayed below:

Inspector pane
ul L S

I~ Browser

Vault pane

EX1005, 5-7, 46.
138. A3UM describes a process for causing the interface to display what it

refers to as a Places view (“map view”), which includes a map that users can
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interact with, such as by selecting pins, translating the map in different directions,
or zooming in and out (“interactive map’). EX1005, 30 (“In Aperture, you can use
Places to organize your images by the locations where they were taken. If you have
a GPS-enabled digital camera or iPhone, Aperture categorizes the images by
location and converts the GPS location tags to place names, such as Vancouver,
Canada. You can explore where your images were shot using the Places view.”),
81-83, 429-466, 1115 (“Places view|[:] An area in Aperture where you can apply
location information to an image selection and track the location of each shot using
Google Maps. Images captured with GPS-enabled cameras provide their location

information automatically.”).

T T T T R e Plaies - Vel

] Location pin

llmages shot in the
selected location

EX1005, 436-437.
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139. The Places view in A3UM can be displayed by clicking via a mouse
or pressure-sensitive tablet (“first input”) either (1) the “Places” item in the Library
inspector or (2) the Places button in the toolbar. EX1005, 81 (“To show the
location information for images across the entire Aperture Library, select Places in
the Library inspector.”), 435 (“To view the image locations for images in an item
selected in the Library inspector: Select an item in the Library inspector
containing images that already have location information assigned to them, then

click the Places button in the toolbar.”), 438-439.

‘ Library 1 :
‘ (Q~ Al items ] m
\
\

Places button

| ¥ APERTURE 3 SAMPLE LIBRARY l’F
= Projects
[ Photos e i - :
Faces ‘] s

s Sl
¥ Flagged .

O Trash Faces Places : Full Screen

‘ ¥ PROJECTS & ALBUMS
¥ s Library Albums

EX1005, 81, 435.

140. A3UM explains that a user can interact with the map in Places view
by searching for locations in the search bar, selecting pins, changing the map view,
and zooming in and out of the map. EX1005, 81 (“In Places view, you can search
for locations where your images were shot, navigate to locations, zoom in to the
map to view locations in detail, and change map views.”). The interactive map in

the Places view displays user-selectable markers (pins) at locations where photos
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are located. EX1005, 30 (“In Aperture, you can use Places to organize your
images by the locations where they were taken. ... You can explore where your
images were shot using the Places view.”), 81-83 (commands), 429-466 (detailed
description) , 896 (“Places view[:] An area in Aperture where you can apply
location information to an image selection and track the location of each shot using
Google Maps. Images captured with GPS-enabled cameras provide their location
information automatically.”). Also, once in Places view, a user “can search for
locations where your images were shot, navigate to locations, zoom in to the map
to view locations in detail, and change map views.” EX1005, 81-83, 437-438.
This input can either be a click of a mouse or a tap of a multi-touch trackpad.

EX1005, 18, 437-438.
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EX1005, 82.

141. A3UM discloses that its Places view (a “map view”) is displayed on
an “interface.” For example, the Places view is displayed within the Aperture user
interface as a whole, which is itself displayed on the display of a conventional
computer when it is executing (each an “interface”). EX1005, 65, 81-82, 1081
(describing ““a basic Aperture system” consisting of “[a] computer and display™),
1115 (“Places view[:] An area in Aperture where you can apply location
information to an image selection and track the location of each shot using Google
Maps.”).

142.  As I discuss above (]117-135), it would have been obvious to

modify A3UM in view of Belitz. Belitz describes and illustrates a graphical user

interface including a map with various locations marked with graphical objects.
EX1006, 496, 51. In one embodiment, illustrated in Figures 4a-4c, the graphical

objects are thumbnails of photographs marking the location where the photographs
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were taken. EX1006, 951-53, 55, 59, 62.
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143. Belitz Figure 4c illustrates an exemplary user interaction with its

interface. It describes a popup window showing visual representations of at least

some of the photographs linked from a graphical object located on a map; the

popup window is displayed on the interface in response to a user clicking or

tapping on the graphical object on the map. EX1006, 460 (“In this screenshot a

graphical object 410c has been selected by a user, possibly by tapping on it with a

stylus if the display 403 is a touch screen or by placing a cursor above it and

clicking it. In this embodiment a popup window 413 is displayed over or instead
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of the graphical object 410c. The popup window shows at least some of the visual

representations 411 of the graphical object 410c.”).

409

_——413

1T— 414

EX1006, Fig. 4c.

144. Thus, the combination of A3UM and Belitz renders obvious “/a/

method comprising: responsive to a first input, causing a map view to be displayed
on an interface, the map view including: (i) an interactive map.”

b. First and Second Location Selectable Thumbnail
Images

145. Claim 1 recites “the map view including ... a [first/second] location
selectable thumbnail image at a [first/second] location on the interactive map.”

The combination of A3UM and Belitz renders these features obvious.

146. A3UM describes an interface with a variety of location selectable

images (graphical pins) (i.e., at “first” or “second location[s]) at geographic
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coordinates on an interactive map, each representing one or more digital images
(e.g., photos). EX1005, 435 (“If you shot your images with a GPS-enabled camera
or iPhone, Aperture automatically plots the location of each image on the map in
Places view. ... Red location pins mark the locations where images or groups of
images were shot.”). When selected, A3UM’s graphical pins indicate the number

of photos with the selected location and displays those photos in the Browser.

EX1005, 436-437.
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EX1005, 436-437.
147. As I explain above (§4117-135), the combination of A3UM and Belitz

would use Belitz’s thumbnails (with counts) in place of A3UM’s graphical pins.

Belitz discloses a map displaying multiple user selectable markers (thumbnails) at
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different locations which, when selected, prompt display of digital images at those
locations. EX1006, Figs 4a-4c, 11 (explaining that a thumbnail “provides a user
with an indication of the content of the graphical object, [i.e.,] the photograph,

associated with the marked location.”), §955-56.

410
an Lt

403 4108 4100

Y,

155

410c

410d

EX1006, Figs. 4a-4b (annotated and excerpted).

148. When combined, the embedded Google Map in the A3UM Places
view will display multiple of Belitz’s thumbnails in place of pins at different
locations on the interactive map (i.e., “a [first/second] location selectable
thumbnail image at a [first/second] location on the interactive map.”), as shown

below:
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EX1005, 437 (annotated).

149. To the extent the claims require the claimed “thumbnail images” to be
reduced-size versions of the entire original image (i.e., un-cropped), Belitz’s
thumbnails would satisfy such a requirement. Belitz suggests that each of its
“thumbnails™ are reduced-size versions of the entire original image through its
disclosure of the selected thumbnail in Figure 4¢ being a reduced-size version of
the image displayed above the row of thumbnails. EX1006, Fig. 4c, 957,
(referring to the displayed thumbnails as “visual representations 411 of graphical
objects), 60 (Fig. 4c “shows at least some of the visual representations 411 of the”
selected “graphical object”). This is confirmed by an alternative embodiment
proposed by Belitz where “the visual representations are always of the same size
....7 EX1006. 963. This is further confirmed by Belitz’s disclosure that “[i]n one
embodiment the image can be opened in full size by clicking or double clicking or

tapping on it which launches an image browsing or editing application,” EX1006,
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960 (emphasis added), which makes sense if the thumbnail images were reduced
size, i.e., a (down)scaled uncropped versions of the “full size” image.
150. Alternatively, it would have been obvious by early 2010 to modify

A3UM as combined with Belitz such that the thumbnails are reduced-size versions

of the entire original image (i.e., un-cropped). As I discuss above (467), the idea of
showing small images on a map to indicate the existence of photos with that
location was ubiquitous by early 2011. E.g., EX1033, 2; EX1034, 1. Creating a
smaller version of an image that maintains its aspect ratio without cropping the
photo was well-known by 2010, EX1005, 48 (resizing thumbnails), 893 (resizing
images), and Belitz suggests the benefits of enabling a user to “clearly see” picture
information, EX1006, 94.

151. Additionally, there was a finite and small set of different types of
images that could be used, such as pins, images that generally represented the
photos at a location (e.g., a cropped version of the image), and, most simply, a
reduced-size (scaled) version of the image itself, i.e., classical uncropped
“thumbnails.” There are only a handful of ways of creating a smaller image (e.g.,
cropping the photo v. not cropping the photo, maintaining its aspect ratio v. not
maintaining its aspect ratio), so choosing one would have been a routine design
decision and thus obvious to a skilled artisan, and would have provided the benefit

of better representing the picture represented by the map marker. As I discuss
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above, putting a picture itself on A3UM’s map would have been obvious, and
choosing whether that picture was a cropped version or uncropped version of the
larger picture it represented was one of the routine design decisions that would
have been made by an ordinary artisan in early 2010. See EX1005, 614-617
(discussing cropping to “improve the composition” of an image while also showing
that the uncropped version displays the entire image). As would have been
apparent to any skilled artisan, choosing an uncropped “thumbnail” would provide
the benefit of better representing the actual picture represented by the “thumbnail,”
and would have motivated a skilled artisan to consider and select that option.

152. Modifying A3UM to include uncropped photo thumbnails would also
simply arrange old elements, each performing the same function it had been known
to perform, to yield no more than one would expect from such an arrangement: the
system of A3UM as modified in view of Belitz displaying uncropped “thumbnails”
of larger pictures on the Places view map interface.

153. Thus, the combination of A3UM and Belitz renders obvious “the map

view including ... a [first/second] location selectable thumbnail image at a
[first/second] location on the interactive map.”

C. First and Second Location Views

154. Claim 1 recites “responsive to an input that is indicative of a selection

of the [first/second] location selectable thumbnail image, causing a [first/second]
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location view to be displayed on the interface, the [first/second] location view
including (i) a [first/second] location name associated with the [first/second]
location and (ii) a representation of at least a portion of one digital file in a
[first/second] set of digital files, each of the digital files in the [first/second] set of
digital files being produced from outputs of one or more digital imaging devices,
the [first/second] set of digital files including digital files associated with the

[first/second] location.” The combination of A3UM and Belitz renders these

features obvious.

155. A3UM discusses a software method that, “responsive to an input that
is indicative of a selection of the first location selectable thumbnail image,
causfes] a first location view to be displayed on the interface.” A3UM allows a
user to click or tap on Places map markers to cause the Places view to focus on that
specific location (“/first/second] location view[s]”’). EX1005, 436-438 (“To view
the images associated with a location ... [s]elect a red pin.”). Once selected, “the
images or images associated with the location ... are selected in the Browser” and
displayed (“/first/second] set of digital files). EX1005, 436-438. As shown, this
further involves displaying (1) a callout containing the name of the location
(“Jasper National Park™) (“location name’) and the number of digital images with
location metadata matching the selected location (“1 of 3 Photos™) and (i1) the

digital images in the Browser with metadata matching that location (“Images shot
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in the selected location™), each with a corresponding image label that contains

another name of the location (“Canada”). EX1005, 436-437.
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EX1005, 437.

156. A3UM discloses one example of this location selection functionality
as follows, which shows a selected marker. EX1005, 436-438. A skilled artisan
would understand that the functionality disclosed for the selected marker is
representative of the functionality disclosed for each marker. A3UM discloses
users being able to select any arbitrary “red pin” to view “images or images
associated with the location,” EX1005, 436-438, which a skilled artisan would
understand to mean that the functionality disclosed for the “Jasper National Park”

pin would likewise be the operation of A3UM’s map interface for each of the other
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pins, with corresponding different pictures, names, and image counts based on the
underlying information and digital items stored by the system.

157. Belitz discloses that its graphical objects are selected by clicking or
tapping on them. EX1006, 960 (“In this screenshot a graphical object 410c has
been selected by a user, possibly by tapping on it with a stylus if the display 403 is
a touch screen or by placing a cursor above it and clicking it. . . The popup window
shows at least some of the visual representations 411 of the graphical object

410c.”).

410d

EX1006, Fig. 4c.

158. A3UM as modified by Belitz would thus use an interface that
displays, in response to clicking or tapping on one of Belitz’s thumbnails on the
map (“a selection of the [first/second] location selectable thumbnail image”), a

modified Places interface view that is focused on the selected location (“causing a
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[first/second] location view to be displayed on the interface”) such that it displays
a location name in the form of the tool tip location name as well as location names
in the image file names (“(i) a [first/second] location name associated with the
[first/second] location’’) and representations of the digital images with that
location (““(ii) a representation of at least a portion of one digital file in a
[first/second] set of digital files,”). EX1005, 436-438.

159. A3UM contemplates that the images with the selected locations are
produced from digital cameras or other digital imaging devices (“each of the
digital files in the first set of digital files being produced from outputs of one or
more digital imaging devices”). EX1005, 5 (“Aperture is designed to be the center
of your digital photography workflow.””) 1114 (defining “photograph” as used in
A3UM to mean “[a]n image created using a camera as a result of light interacting
with a light-sensitive surface, usually film or a digital image sensor.””) For
example, A3UM explains that its workflow involves first importing digital
photographs direct from a camera or card reader. EX1005, 8 (“To use Aperture,
you first import your photos ... directly from your camera or a card reader. . .
[Y]ou can connect your digital camera or card reader to your computer and
Aperture automatically detects it.””), 157-158. A person of ordinary skill would
understand from this disclosure that the pictures and videos that are used by

A3UM’s system comprise pictures and videos produced from the outputs of digital
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imaging devices. Indeed, the alternative would be to use computer-generated
images, but the vast majority of (if not every) photo and video disclosed by A3UM
appears to be the result of a digital imaging device. As shown below, cameras
(“digital imaging devices’) output pictures (“RAW & JPEG”) that are imported

into A3UM’s library:
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tem disk) OIS N
L (system Masters
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& JPEG .
Importing Back up

to Aperture
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(external drive)

EX1005, 158.
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160. Belitz likewise discloses a system with comparable attributes to
A3UM’s system, such as: (1) displaying interface views prompted by selection of
thumbnails on the interactive map (EX1006, 460); (2) displaying location names in
addition to location-associated pictures when a graphical object is selected
(EX1006, 960 (e.g., “4000 Roskilde™)); (3) displaying thumbnails of photographs
associated with a location in a callout window (EX1006, Fig. 4c, 460 (“The popup
window shows at least some of the visual representations 411 of the graphical
object 410c. One 414 of the visual representations 411 or images as they are in
this embodiment is shown in a larger size than the others which are shown in a list
415. A user can easily scroll back and forth among these associated images and
preview them in the popup window 413. In one embodiment the image can be
opened in full size by clicking or double clicking or tapping on it which launches
an image browsing or editing application.”), and (4) the digital images used in its
system are produced by “electronic devices” (e.g., EX1006, 92 (discussing
“electronic devices such as computers, mobile phones, and Personal Digital
Assistants (PDAs)” as source of “graphical objects [that] are photographs taken at”
a particular location)).

161. Thus, the combination of A3UM and Belitz renders obvious

“responsive to an input that is indicative of a selection of the [first/second]

location selectable thumbnail image, causing a [first/second] location view to be
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displayed on the interface, the [first/second] location view including (i) a
[first/second] location name associated with the [first/second] location and (ii) a
representation of at least a portion of one digital file in a [first/second] set of
digital files, each of the digital files in the [first/second] set of digital files being
produced from outputs of one or more digital imaging devices, the [first/second]
set of digital files including digital files associated with the [first/second]
location.”

d. People View

162. Claim 1 recites “responsive to a second input that is subsequent to the
first input, causing a people view to be displayed on the interface.” The

combination of A3UM and Belitz renders these features obvious.

163. A3UM depicts a Faces view (“people view”) that includes visual
representations of people associated with photographs in the Aperture Library or a
specific item within Aperture, and specifically displays snapshots of people in
images in the library or in an item selected in the Library inspector that have been
assigned names. EX1005, 28-29 (overview of Faces view), 78-80 (description of
user interface commands related to Faces view), 417-428 (detailed description of

the Faces view).
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e —

- Faces view

EX1005, 29, 427.

164. A3UM explains numerous ways to display its Faces view, including
selecting either the Faces button in the toolbar or the Faces item in the Library
inspector. EX1005, 28 (Faces view is “accessed by selecting Faces in the Library
inspector or selecting an item in the Library inspector and then clicking the Faces
button in the toolbar.”), 81. These two “Faces” user interface elements are
displayed when in, and can be selected directly from, the Places view (“second

input that is subsequent to the first input”). EX1005, 30.
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- Places view
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EX1005, 30, 78 (annotated).

165. A skilled artisan would understand that the user interface elements
identified by A3UM can be selected in various orders, such as by first navigating
to Places view and then, from there, navigating to Faces view. Specifically, the
sequence of a user’s selection of “Places” and “Faces” views is arbitrary and
driven by user preferences. A skilled artisan would understand A3UM to disclose
user interface elements that can (and would) be selected in various orders, such as
selecting a “Faces” view before or after that user selects a “Places” view. To the
extent A3UM does not expressly disclose choosing the Places view and then, from

there, choosing the Faces view, such a simple order of operations would have been
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an obvious user experience decision. As shown above, A3UM discloses that the
Places view includes links to the Faces view, and it would have been obvious to do
what A3UM suggests: invoke the Faces view functionality from the Places view.
EX1005, 30, 78. Doing so would merely use A3UM’s capabilities as stated, and is
one of a limited number of combinations of transitioning between views in A3UM.
A3UM thus teaches and makes obvious displaying the Faces view in response to
“a second input that is subsequent to the first input” that displays the Places view.

166. Thus, the combination of A3UM and Belitz renders obvious

“responsive to a second input that is subsequent to the first input, causing a people
view to be displayed on the interface.”

e. First and Second Person Selectable Thumbnail
Images

167. Claim 1 recites “the people view including (i) a [first/second] person
selectable thumbnail image including a representation of a face of a [first/second]
person, the [first/second] person being associated with a [third/fourth] set of
digital files including digital photographs and videos.” The combination of A3UM
and Belitz renders these features obvious.

168. A3UM’s Faces view displays each person’s snapshot, i.e., the image
displayed above a person’s name (“/first/second] person selectable thumbnail
image”). EX1005, 28-29 (A3UM’s Faces view “displays the faces of all the

people in images in the library who have been assigned names.”), 78. As shown
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below, each person’s snapshot includes a picture or representation of the face of
the displayed person (“including a representation of a face of a [first/second]
person”). A3UM refers to the people snapshots displayed in the Faces view as
thumbnails. EX1005, 79 (“Thumbnail Resize slider: Drag the slider to change the

size of the snapshots.”).

EX1005, 28-29, 80, 419-420. This is further confirmed by comparing the
snapshots with the “confirmed images of that person,” which demonstrates that the
snapshots represent confirmed images. EX1005, 28-29, 418-420. For example, the
snapshot of “Ivana” on the top of page 419 of EX1005 is from the same picture as
the confirmed image of “Ivana” on the bottom of that page. That is also the case
with the snapshot of “Elizabeth” on top of page 29, which is from the same picture
as the confirmed image of “Elizabeth” at the bottom of that page. This is how a
person of ordinary skill would understand this disclosure, which explains the
operation of detecting faces in sets of photos and videos, then using those detected
faces as visual and selectable user interface elements to view those photos and

videos.
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169. A3UM further discloses that each of these snapshots will allow a user
to access different sets of digital images, i.e., those digital images in the user’s
collection designated as containing the individual. E.g., EX1005, 28-29, 418-420.
As illustrated above, there are a “first,” “second” and “third” person in this
example of the Faces interface: Alice, Daniel, and Elizabeth. EX1005, 28-29.

The digital images associated with each of these people logically will include sets
of photos distinct from sets of photos linked to a particular location represented by
a pin on the interactive map because different criteria are used to select the
different sets of digital images (i.e., a match of the person’s face vs. geographic
metadata matching the location of the pin). EX1005, 418-420. There could of
course be an overlap between sets of digital images (the photos on page 80 of
A3UM would appear to include multiple photos that include both Daniel and
Elizabeth), but each set would also include unique digital images such as,
respectively, photos of Daniel or Elizabeth by themselves.

170. To the extent the claims require the claimed “person selectable
thumbnail images” be reduced-size versions of the original photo (i.e., uncropped),
such a modification would have been obvious to a person of ordinary skill by early
2010. Creating a smaller version of an image that maintains its aspect ratio
without cropping the photo was well-known by 2010, EX1005, 48 (resizing

thumbnails), 893 (resizing images), and Belitz suggests the benefits of enabling a
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user to “clearly see” picture information, EX1006, 4. A3UM itself discloses that

the snapshots are used to provide a visual association of a person with a name as
presented in the Faces view. EX1005, 28-29, 80, 419-420. A skilled artisan would
have understood that as long as the snapshots can provide such a visual association
between the identified person and the name in a way that allows a user to select the
appropriate snapshot to view pictures of the desired person, whether the snapshot is
a cropped or uncropped image of one of the underlying photos is functionally
identical.

171. As I discuss above (9151-152), choosing between using a cropped or
uncropped “thumbnail” was one of the routine design decisions that would have
been made by an ordinary artisan in early 2010. See EX1005, 614-617 (discussing
cropping to “improve the composition” of an image while also showing that the
uncropped version displays the entire image). As would have been apparent to a
skilled artisan, choosing an uncropped “thumbnail” instead of a cropped
“thumbnail” would provide the benefit of better representing the actual picture
represented by the “thumbnail,” and would have motivated a skilled artisan to
consider and select that option. Further, choosing an uncropped image that is a
closeup of the person (as is repeatedly shown in A3UM) would be functionally
indistinguishable from A3UM’s current operation. E.g., EX1005, 80 (several

images are closeups), 419 (all images a closeups).
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172. There are only a handful of ways of creating a smaller image (e.g.,
cropping the photo v. not cropping the photo, maintaining its aspect ratio v. not
maintaining its aspect ratio), so choosing one would have been a routine design
decision and thus obvious to a skilled artisan. Choosing an uncropped “thumbnail”
instead of a cropped “thumbnail” would simply arrange old elements, each
performing the same function it had been known to perform, to yield no more than
one would expect from such an arrangement: A3UM as modified by Belitz to
display uncropped “thumbnails” of larger pictures on the Faces view.

173. A3UM describes that the snapshots of individuals in the Faces view
can be selected, e.g., double-clicked with a mouse, to display media associated
with that person (“[third/fourth] set of digital files”). EX1005, 29, 424. A skilled
artisan would understand from this disclosure that a user can double click the
image of the person’s face to display more pictures of that person. A3UM states
that “[y]ou can view all of the images in your library in which a person appears by
double-clicking the person’s snapshot in Faces view,” meaning double-clicking the
person’s face will display all of the images containing that person, not just the
single image displayed in the top-level Faces view. EX1005, 29, 424 (after,

29 ¢¢

“double-click[ing] the person’s snapshot,” “[t]he Faces browser appears, showing

all the confirmed images of the person.”).
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174. A skilled artisan would understand that A3UM’s reference to
“images” associated with a given person and face can include both images and
videos (“a [third/fourth] set of digital files including digital photographs and
videos”). This is clear from A3UM’s disclosure as a whole. For example, A3UM
discusses its Library in terms of organizing photos, audio clips and videos. E.g.,
EX1005, 21 (“Aperture provides a Library inspector for organizing your photos,
audio clips, and video clips ....”). A3UM then uses the term “images” to refers
back to those three categories collectively. E.g., EX1005, 21 (““Aperture provides a
Library inspector for organizing your photos, audio clips, and video clips; an
Adjustments inspector for applying adjustments; and a Metadata inspector that
allows you to review metadata and assign it to your images.”). Users ordinarily

will have a library containing both photos and videos, as A3UM itself illustrates in

its examples, with the thumbnails on the right representing videos and the

thumbnails on the left representing still images (without the video clip icon):

This icon indicates a
video dlip.

EX1005, 271.
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175. A skilled artisan also would understand from A3UM’s disclosure as a
whole that its repeated references to “images” or “digital images” refers to its
functionality for both photos and videos. For example, photos and video clips are
displayed in A3UM in the same way: via thumbnails that can be selected to view a
larger version of the underlying media file. EX1005, 51, 251 (“When you select
images in the Browser, the Viewer immediately displays a detailed view of your
selection.”), 271 (“To listen to audio clips or view video clips imported into
Aperture[:] 1. In the Library inspector, select an item that contains audio or video
clips. The audio and video clips appear in the Browser as thumbnails. 2. In the
Browser, select either an audio or video clip. 3. In the Viewer, do one of the
following: . . . If you selected a video clip: The video clip appears in the Viewer.”).

176. A3UM frequently refers to “images” as encompassing functionality
for managing “digital photographs” as well as “videos.” See, e.g., EX1005, 157
(discussing “Importing Images” as encompassing “video files™), 166 (discussing
“Importing Image Files” as encompassing “import[ing] image, audio, and video
files”), 185 (discussing “Importing Images” as encompassing importing “image,
audio, and video files”), 250 (discussing “Displaying Images in the Viewer” as
encompassing “video clips™), 412-413 (discussing how “[bJadges can appear on
images,” with one example meaning “[t]he thumbnail image represents a video

clip”), 793 (discussing “Exporting Your Images” as encompassing exporting
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“video files”). Thus, a skilled artisan would understand A3UM’s suggestion that a
user can “view all of the images in your library in which a person appears” as
allowing the user to view all of the digital photographs and videos “in which a
person appears.”

177. A3UM illustrates that a user can associate a video file with a person in
the same way a user associates digital photographs with a person. EX1005, 64
(describing a process for assigning names to people in images using the “Faces
feature), 421 (depicting the selectable “Name button” in the toolbar where the
Browser is displaying a photograph), 23 (depicting the selectable “Name button” in
the toolbar where the Browser is displaying a video). A3UM explains that a user
can choose a specific moment in a video clip to serve as a thumbnail for the video.
EX1005, 274-275 (after choosing a specific moment in a video, “[t]he video frame
at the position of the playhead is set as the video clip’s poster frame, and the video
clip’s thumbnail image in the Browser is updated”).

178. A3UM explains that when media files are imported, they are
automatically scanned to identify faces. EX1005, 418 (“Rather than painstakingly
comb through your entire image library, adding keywords to each image in order to
identify all the people in it, you can use the Aperture face detection and face
recognition technology, called Faces, to help automate the process.”). To associate

with a person the faces identified by the A3UM’s face recognition technology, a
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user selects (e.g., clicks) the “Name” button, selects a person whose face was
identified in the image (such as shown below), provides that person a name, and
then later can “see the people you named in your images in Faces view.” EX1005,
64 (“Name Button: Click this button to assign names to people in your images
using the Faces feature. The Name Faces HUD appears, and a face label appears
below the faces in the selected image. Enter a name in the face label to name each
person in the image. You can see the people you named in your images in Faces
view.”). This “Name” button is enabled when, as in the following example, the

system has identified faces in the picture:

Name button
ann p—
& . | ”N
=~

Positioning box

Face label

— Name Faces HUD

EX1005, 421.
179. As shown in the following example, A3UM describes a process
through which a video file can be associated with a person. As shown in the

following screenshot, the Filter HUD is set so the system only “show[s] video
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files” and DSC 0042 is the only item selected. EX1005, 23 (picture showing “1
selected”). That DSC 0042 represents a video file is further confirmed by its
badge overlay of a motion picture camera icon, EX1005, 23, which A3UM
explains means that “[t]he thumbnail image represents a video clip,” EX1005, 413,

271 (“This icon indicates a video clip.”).

. A

| - N ST

“Name” button active Neese

-------

The Filter HUD is set
to show video files.

“The thumbnail image
represents a video clip.”

Click the Filter HUD
button to open the
Filter HUD.

EX1005, 23 (annotated).

180. A3UM depicts the “Name” button being active and not greyed out
when the Viewer displays a video clip, which a skilled artisan would understand to
mean that it can be selected to associate a detected face (e.g., the face of the
woman shown in the video frame) with a person’s name, such that it can be viewed

via the described functionality for A3UM’s Faces view. EX1005, 23. A skilled
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artisan would understand that the “Name” button being active and not greyed out
means that A3UM’s system has detected a face in the selected media file, and
A3UM’s functionality for that “Name” button is available to associate the media
file with a given person. EX1005, 64. A3UM explains that the Name button
allows a user to associate a name with a identified face, such that the Name button
being active means that the system has detected in a face in the selected item. In
the context of the above example, that item is a video file.

181. A3UM illustrates its functionality when a user has selected a picture
without any detected faces. EX1005, 440. As shown below, when a user selects a
picture that does not have any faces, e.g., a picture of seaplanes, the “Name” button
is greyed out and the user cannot associate that picture with a person by clicking

the “Name” button:

“Name” button INACTIVE when

picture of airplanes selected -
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EX1005, 440. As shown above, the user has selected a photograph that does not
have any person’s face (at least not visible through the airplane window) and
A3UM does not disclose the “Name” button being active. That the “Name” button
is greyed out would convey to a skilled artisan that no faces were detected.

182. Thus, A3UM therefore discloses to a skilled artisan that its references
to “images” or “digital images” encompasses videos, that digital photos and videos
are treated the same way by A3UM’s library, filtering, and other functionality, and
that the “Name” button allows a user to associate a video with a person in the same
way as a digital photo. A skilled artisan would therefore understand that A3UM’s
Faces view would allow a user to access associated photos and videos of a given
person. For all of these reasons, a skilled artisan would understand A3UM as a
whole to teach that each person can individually be associated with a set of media
files comprising both digital photographs and videos (“the [first/second] person
being associated with a [third/fourth] set of digital files including digital
photographs and videos™).

183. To the extent one could argue that A3UM does not expressly disclose
that “the [first/second] person” is “associated with a [third/fourth] set of digital
files including digital photographs and videos,” it would have been obvious to
further modify the A3UM-Belitz combination to allow users to associate both

photos and videos with a given person so that both types of associated media can
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be displayed in A3UM’s Faces view. As I explain above, A3UM already discloses
extensive support for videos and displays them in-line with photos in the Browser,

EX1005, 157, 166, 185, 250, 413, 793, and allows users to interact with them as if
they were images (until the user presses play), EX1005, 51, 251, 271;

184. By early 2011, it was common for users to take both still photos and
videos of the same person (e.g., a parent taking pictures and videos of their child).
At the same time, A3UM and other photo organizers allowed users to import and
organize both still images and videos. E.g., EX1031, 1; EX1005, 157. A3UM
discloses representing video files with representative images and already detects
faces in still images, EX1005, 274-275, and it was known to detect faces in video
keyframes as well as in videos themselves. For example, it was known to detect
faces in keyframes of videos, EX1050, 1:6-15, 2:17-27, Fig. 1A, which would
involve utilizing essentially the same functionality that already exists in A3UM. It
was further known to automatically extract keyframes in videos and then identify
faces in those keyframes. EX1049, q914-19, 51-53, Fig. 3. A user would have
been motivated to detect faces in either the video still frame or the video itself
(assuming, for the sake of argument, that A3UM does not already disclose
precisely that) and associate them with people in Faces view to expand the set of
media made easily accessible through Faces view. It would have thus been obvious

to extend, to the extent necessary, A3UM’s facial recognition functionality to
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detect faces in videos and display them along with images so that a user could
access photos and videos of the same person together. Such a modification would
also simply arrange old elements, each performing the same function it had been
known to perform, to yield no more than one would expect from such an
arrangement: A3UM as modified by Belitz allowing access to both still images
and videos via the Faces view functionality.

185. Thus, the combination of A3UM and Belitz renders obvious “the

people view including (i) a [first/second] person selectable thumbnail image
including a representation of a face of a [first/second] person, the [first/second]
person being associated with a [third/fourth] set of digital files including digital
photographs and videos.”

f. First and Second Names

186. Claim 1 recites “the people view including ... a [first/second] name
associated with the [first/second] person, the [first/second] name being displayed
adjacent to the first person selectable thumbnail image.” The combination of

A3UM and Belitz renders these features obvious.

187. A3UM'’s Faces view displays each person’s snapshot next to their
name, e.g., “Alice,” “Daniel,” or “Elizabeth.” EX1005, 28-29, 78-80. A3UM’s
facial recognition functionality allows users to “associate ... identified faces with

people” by clicking the “Name” button and naming the face, which then allows the
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users to “see the [named] people ... in Faces view.”. EX1005, 64, 70, 417-420.

As I discuss above, this “Name” button is enabled when, such as in the following

example, the system has identified faces in the picture:

lName button
w ..

Positioning box

Face label

— Name Faces HUD

EX1005, 79. In the above case, one of the people identified in the picture has
already been provided a name, while the other two identified people show prompts
to add a name to be used by the system.

188. A3UM describes using facial recognition to identify faces and allow a
user to assign an identified face a name. EX1005, 418-420. For example, A3UM
discloses identifying a person’s face, the user naming that face “Ivana,” and then
displaying “Ivana” as the text string underneath the snapshot for that person.

EX1005, 418-419:
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189. A3UM thus describes an interface where users can input names for a
plurality of identified people (including “a [first/second] name associated with the
[first/second] person’), and those names are displayed directly underneath the
snapshots of those people in the Faces view (“the [first/second] name being
displayed adjacent to the first person selectable thumbnail image”).

190. Thus, the combination of A3UM and Belitz renders obvious “the

people view including ... a [first/second] name associated with the [first/second]
person, the [first/second] name being displayed adjacent to the first person
selectable thumbnail image.”

3. Claims 2 and 5

191. Claims 2 and 5 recite “/t/he method of claim [1 or 2], wherein the
map view further includes a [first/second] indication feature associated with the
[first/second] location selectable thumbnail image, the [first/second| indication
feature being based on a number of digital files in the [first/second] set of digital

files.” The combination of A3UM and Belitz renders these features obvious.
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192. As combined above (9117-135), A3UM-Belitz would use Belitz’s

thumbnails with counts, as shown below:

dasgwr Nutuns Fad 3

A3UM A3UM-Belitz

EX1005, 437 (annotated).

193. A3UM discloses displaying the number of digital files at a
geographical location where the pin has been placed, EX1005, 436-437 (picture
showing “1 of 3 photos™), which involves determining the number of digital
images at a specific geographical location marked by a user-selectable pin. As
combined above, A3UM’s system would display Belitz’s graphical objects
including counts of digital images at locations marked on the map (e.g.,
“[first/second] indication feature,” shown in green), and would allow a user to
access photos with that location.

194. Belitz explains that counts (e.g., “/first/second] indication feature,”
shown in green) are overlaid on the thumbnails and represent the number of

pictures accessible from that location (““/first/second] set of digital files”). EX1006,
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91952 (“Examples of associations are photographs that have been taken at those
coordinates. Pictures that have been explicitly associated with the location, for
example pictures of an apartment are associated with the location of the apartment
or perhaps pictures of a person are associated with the address of that person.”), 54
(“The number indicates how many graphical objects 410 are associated with that
location ....”), 59, 62 (“In one embodiment all graphical objects are photographs
that are associated with the location where they were taken.”), Figs. 4a-4b. As
would have been clear from this disclosure to an ordinary artisan, Belitz
encompasses the situation described in A3UM where multiple “digital file[s]” are
accessible via a map marker that represents a single location where each of those
files were captured or otherwise linked to via their location information. EX1005,
436-438 (showing both types of examples).

195. Although the numbers in Belitz’s figures do not exactly correspond to
the numbers discussed in Belitz’s text, compare EX1006, Fig. 4a (displaying a “6”
for object 410) with 955 (referring to object 410 as representing “13” graphical
objects), Belitz’s operation would have been clear to a skilled artisan. Belitz
states, for example, that its count indicates the number of graphical objects stacked
into one graphical object, which in one embodiment is 13. EX1006, 454 (“The
number indicates how many graphical objects 410 are associated with that location

and are stacked into one graphical object 410. In this embodiment 13 graphical
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objects are stacked into one graphical object.”). Belitz explains that when a user
zooms in on the stacked object, the stacked object is broken up into smaller stacks
of graphical objects, which in one embodiment consist of 1, 6, 4, and 2 graphical
objects, respectively. EX1006, 455 (“[T]he graphical object 410 displayed in Fig.
4a which comprised 13 other graphical objects has now been split up into 4
graphical objects 410a, 410b, 410c and 410d each consisting of 1, 6, 4 and 2
graphical objects respectively.”). I note that the sum of graphical objects in each
smaller stack is equal to the 13 graphical objects in the larger stack, i.e., 1 + 6 + 4
+ 2 = 13. Therefore, Belitz is clear as a whole that the numbers represent the
number of graphical objects (i.e., photographs) that are represented by and
accessible through a given thumbnail image.

196. Belitz’s counts indicate the number of photographs represented by
that marker, and as combined with A3UM, would be based on the number of
“digital file[s]” with the location that is used to display the map marker. EX1005,
436-438 (showing such an example); EX1006, 452 (“Examples of associations are
photographs that have been taken at those coordinates. Pictures that have been
explicitly associated with the location, for example pictures of an apartment are
associated with the location of the apartment or perhaps pictures of a person are

associated with the address of that person.”). Both A3UM and Belitz report digital

image counts at marked locations on an interactive map, differing only in style and
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manner of presenting that information. Therefore, adapting the display of location-
linked counts to take the form in Belitz (a number overlaid on a thumbnail) rather
than in A3UM (a tab with text disclosing the number) would be a trivial change
that could be readily and predictably implemented by a skilled artisan. As adapted,
the A3UM interface would include a thumbnail marked with an “indication feature
being based on a number of digital files in the [first/second] set of digital files.”

197. Thus, the combination of A3UM and Belitz renders claims 2 and 5

obvious.

4. Claims 3 and 6

198. Claims 3 and 6 recite “/t/he method of claim [2 or 5], wherein the
[first/second] indication feature is connected to the [first/second] location

selectable thumbnail image.” The combination of A3UM and Belitz renders these

features obvious.
199. Belitz’s displays counts that are overlaid on (“connected to”) the

thumbnails, as shown in Figures 4a-4b:
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410c

410d

EX1006, Figs. 4a-4b, 454, 59, 62.

200. Because the counts of digital images (“the indication feature™)
thumbnails are overlaid on the thumbnails, a skilled artisan would consider them to
be “connected to the [first/second] location selectable thumbnail image” because
they are visually connected to the thumbnails. As is shown above, Belitz visually
links the number to the thumbnail to convey to a user the relationship between that
number and that thumbnail.

201. Thus, the combination of A3UM and Belitz renders claims 3 and 6

obvious.

s. Claims 4 and 7

202. Claims 4 and 7 recites “/t/he method of claim [2 or 5], wherein the
[first/second] indication feature includes a [first/second] number indicative of the
number of digital files in the [first/second] set of digital files.” The combination of

A3UM and Belitz renders these features obvious.
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203. Belitz describes counts (“/first/second] indication feature,” shown in
green) that represent the number of pictures at that location (“number of digital
files in the [first/second] set of digital files”). EX1006, 54 (“The number indicates
how many graphical objects 410 are associated with that location ....”), 59, 62 (“In
one embodiment all graphical objects are photographs that are associated with the

location where they were taken.”), Figs. 4a-4b.

410a
a1 410 412 (403\') 410b 410c
—~ | |
BN 2 :
410d-
1 L
1

EX1006, Figs. 4a, 4b.

204. Thus, the combination of A3UM and Belitz renders claims 4 and 7

obvious.

6. Claims 8 and 9

205. Claims 8 and 9 recite “[t]he method of claim 2, further comprising,
subsequent to the map view being displayed on the interface, responsive to an

input that is indicative of zooming [in/out] on the interactive map, modifying the
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first indication feature.” The combination of A3UM and Belitz renders these

features obvious.

206. A3UM explains that the number of pins used to represent photographs
with a given location depends on the zoom and the corresponding granularity with
which that location is defined. EX1005, 437 (“Depending on the zoom setting in
Places view, Aperture might use a single pin to represent a group of images shot in
close proximity,” such that a “single pin represent[s] multiple locations™). For
example, if multiple pictures are taken in close proximity, these pictures may be
represented by only a single pin if the interactive map is zoomed out far enough.
When the user zooms in, these same photographs could then be represented by
multiple pins that more precisely indicate the locations with which the photographs
are associated. EX1005, 437-438. Therefore, the grouping of pins (and the number
of images they represent) changes as a user zooms in and out. EX1005, 438
(“Places view zooms in to the location of the image group, marking the location of
each image with a pin. Some images may remain grouped together in a single
location pin if show in close proximity. ... As you zoom in to the map, locations
grouped together in a single pin begin to be marked by their own pins.”).

207. Additionally, as I explained above, it would have been obvious to
incorporate Belitz’s graphical object functionality, which handles zooming’s

interaction with the grouping of markers in the same manner as A3UM’s Places
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view. Belitz explains that Figure 4a discloses a single graphical object 410 that is
split up into four graphical objects when the user zooms in. EX1006, 51, 55
(“[MIn this embodiment the graphical object 410 of FIG. 4a which comprised 13
other graphical objects has now been split up into 4 graphical objects 410a, 410b,
410c and 410d. . . .”). The 4 graphical objects would be combined again if the user
zoomed back out to the same level. EX1006, 456 (“Should a user zoom out from
FIG. 4b the display would return to the screenshot shown in FIG. 4a and the
graphical objects 410a, 410b, 410c, and 410d would again be determined to

overlap and be stacked in a group graphical object 410.”).
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208. As combined above (f4117-135), A3UM would use Belitz’s graphical
objects functionality to display markers comprising thumbnails and counts on the
Places view map. Zooming in or out could change the number of photographs
represented by the marker, and would thus change the count displayed for that
marker (“modifying the first indication feature”). EX1005, 437-438; EX1006,
51, 55-56, Figs. 4a-4b.

209. Thus, the combination of A3UM and Belitz renders claims 8 and 9

obvious.

7. Claim 10

210. Claim 10 recites “[t/he method of claim 2, further comprising,
subsequent to the map view being displayed on the interface, responsive to an
input that is indicative of a filter selection, modifying the first indication feature.”

The combination of A3UM and Belitz renders these features obvious.

211. A3UM discloses filtering functionality available through the Filter
HUD, EX1005, 23, and also discloses that filtering functionality being available in
the Places view, EX1005, 30, which a skilled artisan would understand that this
would allow a user to filter the images displayed on the map and thus the number
of images accessible from and linked to a given marker. A3UM explains that the
Filter HUD allows a user to “select checkboxes for search categories and specify

what you want to search for, such as ratings, color labels, keywords, and dates.”
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EX1005, 109, 468 (discussing searching for “image name, subject, keyword,
photographer, caption or text, date, location, EXIF and IPTC information, applied
adjustments, color labels, flagged images, image usage statistics, and more”). This
could, for example, be accomplished by filtering displayed images so that only
images with certain metadata are displayed such as rating, flag status, or color
label. E.g., EX1005, 472-473. Applying that filter (“responsive to an input that is
indicative of a filter selection’) and then viewing the same set of locations on a
map would involve re-determining the number of images linked from each
thumbnail (“modifying the first indication feature”).

212. Additionally, A3UM explains that the Places functionality can be
invoked in two ways. First, “[t]o view the image locations for images throughout
the library,” i.e., all photos in the user’s library with location information, a user
can select “Places” in the Library inspector. EX1005, 435. Second, “[t]o view the
image locations for images in an item selected in the Library inspector,” i.e., only
photos in the selected library item (e.g., a project or album) with location
information, a user can “[s]elect an item in the Library inspector containing images
that already have location information assigned to them, then click the Places
button in the toolbar.” EX1005, 435. This latter way of invoking Places view

effectively filters the images displayed from all photos in a user’s library with
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location down to only photos in the selected library item with location
information.

213. For example, A3UM explains that a user’s library can include various
Smart Albums, such as “Smart Albums that gather all your select images, all
images taken in the last week, and all images taken in the last month,” as well as
images with a specified star rating. EX1005, 31. Selecting one of these albums and
then selecting the Places button in the toolbar (“responsive to an input that is
indicative of a filter selection, modifying the first indication feature’) will cause
the Places interface to only display, for examples, images with a specified star
rating on the map. See EX1005, 31, 435. In the example shown below, if only two
of the three “[1Jmages shot in the selected location” were rated five stars, then
selecting the five start smart album and then pressing Places again would change
the Places view from indicating that there are three images linked from that marker

to indicating that there are two images linked from that marker:
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EX1005, 436-437. A skilled artisan would understand A3UM to disclose the

ordinary usage of its system, including the above operations.

214. The ability to select a library item and then the “Places” button in the

toolbar is available after Places has already been displayed on the Aperture user

interface by clicking the “Places” library item to display all photos (“subsequent to

the map view being displayed on the interface”), as shown below:
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- Places view

The location badge
indicates that location
information has been
assigned to the image.

EX1005, 30.

215. A3UM further discloses how a user can select Smart Albums that
specify star ratings and a location, EX1005, 31, which could be selected after
having previously selected that same specified location in the “Places Path
Navigator” pop-up menus, EX1005, 82. For example, selecting the Places view
from the Library (to display all pictures) and then selecting “Yosemite” would
display photos taken in Yosemite via markers with specified image counts.
EX1005, 81-82. From that view (“subsequent to the map view being displayed on
the interface”), further selecting the smart album that limits images to a specified
star rating and the location Yosemite and clicking the Places toolbar button
(“responsive to an input that is indicative of a filter selection) would re-display
the Places view with any images with the wrong star rating excluded from the map

and image counts (“modifying the first indication feature). Again, a skilled artisan
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would understand A3UM to disclose the ordinary usage of its system, including the

above operations, which would be simply using the functionality disclosed by
A3UM in the manner suggested by A3UM.

216. Thus, the combination of A3UM and Belitz renders claim 10 obvious.

8. Claim 11

217. Claim 11 recites “[t]he method of claim 1, wherein the first location
selectable thumbnail image is a first collection cover image and wherein the
second location selectable thumbnail image is a second collection cover image that
is different than the first collection cover image.” The combination of A3UM and
Belitz renders these features obvious.

218. The *228 patent uses the term “collection” consistent with its ordinary
meaning, e.g., a grouping or set of objects, in this context specifically photographs.
E.g., EX1001, 14:67-15:2, 18:4-7, 18:43-47, 21:19-28. The 228 patent further
explains that, for a “collection” of images, a user can “set the cover photo for a
collection, EX1001, 24:1-15, and that the map view’s “pinned locations include a
thumbnail of the Digital File (or Collection cover),” EX1001, 29:48-57. As would
have been apparent to a skilled artisan in 2010-2011, there are two general
approaches possible for setting a “collection cover image”—either you permit the
user to select the image that will be used as the image, or you have the system

select the image. That is consistent with how this feature is described in the ‘228
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patent, which says that a user can (but is not required to) select the “collection
cover image.” EX1001, 24:7-10 (“The user can . . . set the cover photo for a
collection.”).

219. As combined above (f9117-135), A3UM’s Places view would

incorporate Belitz’s thumbnails to show a preview of the photos linked from a
given marker’s location (““/first/second] collection”).

220. Belitz explains that each graphical object can be represented by a
thumbnail of a photograph with the location. EX1006, 962. These thumbnails act
as a “collection cover image” because they represent a set of images linked from
that graphical object’s geographical location. EX1006, §951-53, 62. As shown in
Figure 4b, the thumbnail for each graphical object is different—this matches the
claim language specifying that the thumbnails for the first and second locations are
different. EX1006, Fig. 4b. This makes sense in the context of Belitz: the
graphical objects can represent photographs at specific locations, so collections of
photographs at different locations would likewise have different photographs (and
thumbnails).

221. A skilled artisan would understand that Belitz’s system selects the
photograph to use as the thumbnail when, for example, a user zooms in or out and
the photographs linked from a given graphical object change. EX1006, 454-56,

62, FIG 4a, 4b. Thus, one photo out of a collection of photos is selected as the
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basis for the thumbnail. Modifying A3UM to use Belitz’s graphical objects
(“thumbnails’) on the A3UM map instead of pins would result in graphical objects
displaying the thumbnail image of one photo (a “collection cover image”) out of a
set of photos associated with the location represented by that graphical object (a

“collection”). EX1006, 956. Also, A3UM and Belitz both describe interfaces with

multiple locations being marked on the map, each representing a different set of
photos at different locations, and both teach and suggest in combination a “first”
and “second” “collection cover image.”

222. To the extent the claims require that the user to select the collection
cover image, this would have been an obvious modification based on the teachings
of ABUM. For example, A3UM describes allowing users to create a Project,
which is a “collection” of digital images. It also shows that a user can enter
location data for the project. EX1005, 30 (“you can manually enter location
information for ... entire projects™), 455.

223. A3UM also describes allowing users to designate a “key photo” for a
project. EX1005, 10 (“You can choose one image per project to appear as the “key
photo” when reviewing your projects in Projects view.”), 149 (after a desired
image is selected to represent the project, “[t]he selected image is set as the key
photo to represent the project.”) A3UM allows a user to set the key photo either

(1) using a “heads up display” (HUD) for a project (below). EX1005, 156 (“When
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you locate the image you’re looking for, click the “Click to set key photo” button
at the bottom of the thumbnail. The selected image is set as the key photo to
represent the project.”), or (2) by skimming through photos, selecting the desired
photo and pressing the space key, EX1005, 149. A3UM shows the digital image
that 1s the key photo being used to generate a small cover image used for that

project in the Projects view:

- Projects view

EX1005, 10, 125 (“Each project is represented by a single thumbnail.”).

224. A skilled artisan would have recognized the benefits of the “key
photo” technique being described in A3UM, most significantly that it creates for
the user a conceptual association between the selected key photo and the collection
of photos in the project. A skilled artisan would have been motivated to use this
key photo technique to create a similar association between the thumbnails on

A3UM’s Places map and the collection of photos linked from those locations. It
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would have been straightforward to a skilled artisan to implement this user-
selected thumbnail in the interface suggested by the combination of A3UM and
Belitz, in which thumbnails instead of pins are used to identify locations with

photos. For example, a skilled artisan could have generated Belitz’s thumbnails

from key photos for Projects. Alternatively, the skilled person could have
displayed projects using their key photo as a thumbnail on the Places view map,
using the location data associated with the project. Both techniques are suggested

by the disclosure of A3UM and Belitz and would have created an analogous

conceptual association between the key photo-based thumbnail at a particular
location on the Places map and a set of photos linked from that location. For
example, a user that assigned all of their beach photos to a single location at the
beach (via a “Beach Trip” project) would benefit from seeing that set of photos
represented consistently on the Places view with the image they had chosen as a
key photo.

225. When setting a cover image for a set of photographs, a skilled artisan
would understand that there are two options: either the computer or the user can
select the cover image. It would have been obvious for a skilled artisan to try
either one of these discrete options. Either way, a photograph from a set of
photographs is selected to serve as a thumbnail on an interactive map. A3UM

already discloses representing a set of photos with the same location on the map, so
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extending that functionality to the projects—which would be represented on the
map by the user-selected key image (“cover image”)y—would have provided the
benefits of Places view to projects (“collection’) in addition to single images.

226. Thus, the combination of A3UM and Belitz renders claim 11 obvious.

9. Claim 12

227. Claim 12 recites “[t]he method of claim 1, wherein the first location
selectable thumbnail image includes a representation of at least one of the digital
files in the first set of digital files, and wherein the second location selectable
thumbnail image includes a representation of at least one of the digital files in the

second set of digital files.” The combination of A3UM and Belitz renders these

features obvious.
228. As combined above (4117-135), A3UM’s Places view would

incorporate Belitz’s thumbnails to show a preview of the photos with a given

marker’s location. Belitz depicts an embodiment in which each graphical object
can be represented on a map by a thumbnail of a photograph. EX1006, 962. These
graphical objects are selectable by a click or tap from the user. EX1006, 960.

229. A3UM allows a user to click or tap on Places map markers to cause
the Places view to focus on that specific location (““/first/second] location
view/[s]”): “To view the images associated with a location ... Select a red pin.”

EX1005, 436-438. Once selected, “the images or images associated with the
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location ... are selected in the Browser” and displayed (“a representation of at
least one of the digital files in the [first/second] set of digital files). EX1005, 436-
438. As combined with Belitz, this would include the photograph used to generate
the thumbnail. EX1006, 462.

230. Thus, the combination of A3UM and Belitz renders claim 12 obvious.

10. Claim 13

231. Claim 13 recites “[t/he method of claim 12 wherein the representation
of the at least a portion of the one digital file in the first set of digital files is not
overlaid on the interactive map, and wherein the representation of the at least a
portion of the one digital file in the second set of digital files is not overlaid on the

interactive map.” The combination of A3UM and Belitz renders these features

obvious.

232. I note that the phrasing “the representation of the at least a portion of
the one digital file in the [first/second] set of digital files” refers not to the
language of claim 12 (“a representation of at least one of the digital files in the
[first/second] set of digital files”) but instead to the language of claim 1 (“the first
location view including ... (ii) a representation of at least a portion of one digital
file in a [first/second] set of digital files™).

233. A3UM discloses an interface containing an interactive Google Map

with multiple pins on it, each of which is at a different location and is linked to
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different sets of digital images (i.e., those at the different locations represented by
the pins). EX1005, 434-438. A3UM explains that, once a marker has been

selected, thumbnails of the images with that marker’s location are highlighted and

displayed in the Browser. EX1005, 436-438. A3UM illustrates an example of this

location selection functionality as follows, which displays representations of the
images “shot in the selected location” in the image browser underneath the map

(“not overlaid on the interactive map”):

B ICemerws ¢ BN Paeenins ¢ BCRE ¢ A M ¢ P - Tree

] Location pin

llmages shot in the
selected location

EX1005, 437.
234. A3UM explains that the photographs displayed in the Browser of the
Places view are organized according to the location where they were shot or with

which they are otherwise associated. E.g., EX1005, 433 (“Places view uses
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Google Maps to plot the locations where your images were shot.”). A skilled
artisan therefore, would understand that selecting a different pin on A3UM’s
interactive map, including “firs#” and “second” pins, would highlight and display
thumbnails of different sets of images in the Browser because the photographs in
Places View are organized by location.

235. Thus, the combination of A3UM and Belitz renders claim 13 obvious.

11. Claim 14

236. Claim 14 recites “[t/he method of claim 1, wherein the first location
view includes a representation of at least a portion of all of the digital files in the
first set of digital files and the second location view includes a representation of at
least a portion of all of the digital files in the second set of digital files.” The

combination of A3UM and Belitz renders these features obvious.

237. As discussed with respect to claim 13, A3UM explains that selecting a
marker displays in the Browser representations of the images with that location.

EX1005, 436-438. A3UM illustrates an example of this location selection

functionality as follows, which displays both (“all”’) of the images “shot in the

selected location” in the image browser:
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EX1005, 437.

238. A skilled artisan would understand that the functionality disclosed for
the pin selected in the exemplary image above represents the functionality that
would be provided for the other pins displayed in A3UM’s interface. Selecting one
of the other displayed pins, for example, would display a different set of images
“shot in the selected location,” EX1005, 436-437, such as the other two images
displayed in the browser or other images that are not currently displayed in the
browser.

239. Thus, the combination of A3UM and Belitz renders claim 14 obvious.
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12. Claim 15
240. Claim 15 recites “[t]he method of claim 1, further comprising:
responsive to an input that is indicative of a selection, in the [first/second] location
view, of the representation of the at least a portion of the one digital file in the
[first/second] set of digital file[s], causing a [first/second] digital file to be

displayed on the interface.”” The combination of A3UM and Belitz renders these

features obvious.

241. A3UM discloses that selecting a pin on the Places interactive map
causes the display of a thumbnail representation of all the photos matching the
location represented by the pin in the Browser. EX1005, 436-437 (“The selected
pin turns orange, and the image or images associated with the location marked by
the orange pin are selected in the Browser.”) Selecting a thumbnail in the Browser
then prompts the display of the original digital image in the Viewer, which
replaces the Places map view. EX1005, 251 (“When you select images in the
Browser, the Viewer immediately displays a detailed view of your selection.”).
This display in the Viewer will be of the digital image (e.g., a full-size photo)

represented by the thumbnail in the browser. EX1005, 51 (“When you select one

"I note that claim 15 refers to “digital filed,” which I assume is intended to refer to

“digital files.” For the purposes of my analysis, I have applied that interpretation.
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or more thumbnail images in the Browser, those images are displayed in the
Viewer. You can use the Viewer to examine an image at its full size or compare
multiple images side by side.”).

242. This functionality would be maintained by the suggested combination

of A3UM with Belitz. Belitz’s thumbnail functionality would replace A3UM’s pin,

but the A3UM technique of selecting the thumbnail in the Browser to prompt
display of the full image would be retained. This is of course analogous to the
functionality disclosed by Belitz for what happens when a user selects an image:
“In one embodiment the image can be opened in full size by clicking or double
clicking or tapping on it which launces an image browsing or editing application.”
EX1006, 459. In A3UM’s case, that image browsing application simply replaces
the Places view in the Viewer pane.

243. Thus, the combination of A3UM and Belitz renders claim 15 obvious.

13. Claim 16

244, Claim 16 recites “[t]he method of claim 1, further comprising:
receiving alphanumeric text as a tag; associating the tag with a first digital file in
the first set of digital files, receiving a request to export the first digital file; and
responsive to receiving the request to export, exporting the first digital file by
causing the first digital file to be communicated along with the tag.” The

combination of A3UM and Belitz renders these features obvious.
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245. A3UM describes a variety of examples of receiving “alphanumeric

text as a tag” and “associat[ed] ... with a first digital file in the first set of digital

files.” A3UM discloses allowing a user to input or edit metadata such as

alphanumeric information that will be associated with individual digital images

including values in pre-existing EXIF and IPTC fields. For example, A3UM

teaches the use of a variety of interface elements to do this, including the Metadata

Inspector and the Inspector Heads up display (“HUD”):

Ubeary Netadata  Adustrrests
Canon EOS-10e Mark Il -
Canon EF SOdmm Y4 IS (@) (als

10200  0mm  Dev | f/56 | 18900

Version:
Cagton

Copyright Netce

Tle

Dute.

Nl Size
FleSae:
Pregect Dk
atces

"> Camera Info pane

Metadata View

r— Wp'l.p meny
2 ©.
b Metadata Action

000260

Grzzly Bear (Ursus arcos

horribiis) faking for salmon
(thwr or ‘esba’ Laiman), Lake
Clark AP, Cook Inlst Aaaba

. Abilry Actor, Alsha

ANe @, AWna, Sear. Sowr
Bear, Gat, Latng, faama, Fish
Fishing, Craaly Bear, Late
Clark Nationa Pare, Lookirg
st comars, Mammal Natoral
Park, Naturc, Nerth Arcrica,
OWIC00T, MIecaldr, River
Samor, SKIL Succels, United
States, Urses arttos
horriblic, USA, Vorazious.
Veracing, Water, Wild, Wi dife
Zoohgy

Crrique A Agaiwre Aves |

Ay

8/25/¢7 7.01.23 PN FOT
3320 » 4092 (36.6 M0
.ew

Wiae » Boare

°

POprup menu

Map Pane button

Map Pane Action

M 9. = DOop-up menu

Imspector

Ubrary Metadata Adjustments

Canon EOS-1Ds Mark Il < [
Canon EF 500mm 4L IS SHE 3

Camera Info pane

I1SO 100 700mm

Ceneral ' Metadata Action

pop-up menu

«  EA000104
wpton  Crizzly Bear (Ursus arctos hoeribilis)

searching for food, Lake Clark NP,
Cook inlet, Alaska

Action, Alaska. America, Arnimal
Beach, Bear, Brown Bear, Eat, Eating,
Fauna, Fish, Fishing, Foraging,
Crizzly Baar, Hinting, Humt, Lake
Clark National Park, Mammal,
National Park, Nature, North

Metadata pane of the
Inspector HUD

Amarica, Outdoor, Predator, Search,
Searching, Skill, Success, United
States, Ursiss arctos hormbis, USA,
Voracious, Voracity, Water, Wild,
Wildlife, Zoclogy

ot Envique R AQuirte Aves § Alamy |
Semeyes

e 8/24)07 70945 MM POT
ze 4992 x 3320 (16.6 MP)
e 1356 M8

ch  Wildlife > Bears

Choose a metadata view
from the Metadata View
pop-up menu,

EX1005, 59, 103-104, 392-395. A3UM explains that its “Metadata Inspector” can

be used to edit the metadata associated with digital photographs. EX1005, 58-59.
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By selecting the Metadata tab in the Inspector pane, a user is presented with a
window in which it can enter information into any of the metadata fields to modify.
EX1005, 59.

246. A3UM similarly explains that a user can enter the name of a location
as metadata for the photo, independent of geographical coordinate data captured
and embedded in the file by an EXIF-compliant device. EX1005, 443-446
(disclosing the assignment of location metadata, including custom tags such as
“Our backyard”); EX1005, 445 (“3. In the Browser select the images to which you
want to assign a location. 4. Choose Metadata > Assign Location. 5. In the
dialog that appears, enter the location you want to search for in the search field . . .
. 6. Select the appropriate locations in the search results list. . . . 7. If you wish,
enter a custom name for the location, such as “Our backyard,” in the Place Name
field.”).

247. Similarly, in the Faces view, A3UM discloses allowing a user to enter
in a person’s name as metadata associated with photos of that person, again by
typing alphanumeric information into an appropriate field. EX1005, 418-422.
A3UM discloses a text field that allows a user to type in the person’s name and

then associating that name with each photo containing that person’s detected face.

EX1005, 418-419.
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248. A3UM further discloses allowing a user to create user-defined
keywords and associate them to digital images. EX1005, 110. This could include
novel keywords that are typed in by the user and then associated with digital
images. EX1005, 357-358.

249. A3UM describes “receiving a request to export the first digital file”
and “responsive to receiving the request to export, exporting the first digital file by
causing the first digital file to be communicated along with the tag.” A3UM
describes exporting photos that “include metadata such as EXIF information, IPTC
information, and keywords.” EX1005, 794 (“At export you can rename, resize,
and adjust images and include metadata such as EXIF information, IPTC
information, and keywords.”), 1060 (discussing expert preferences). A3UM shows
that a user can select an image or images they wish to export, then choose “File >
Export > Masters” to export copies of the master photos or “File > Export >
Versions” to export versions of the image. EX1005, 796-798. A3UM also
explains that you can “include location information and names assigned to faces
when exporting your photos.” EX1005, 796-798, 1060 (showing how to “include
location metadata in exported photos” and to “include Faces metadata (names you
have assigned to people in your images using Faces) in exported photos”).

250. Thus, the combination of A3UM and Belitz renders claim 16 obvious.
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14. Claim 17

251. Claim 17 recites “[t/he method of claim 1, further comprising, prior
to receiving the first input, causing the interface to display a plurality of selectable
elements, the plurality of selectable elements including a location selectable
element and a people selectable element, wherein the first input is indicative of a
selection of the location selectable element, and wherein the second input is
indicative of a selection of the people selectable element.” The combination of

A3UM and Belitz renders these features obvious.

252. A3UM describes that its Library inspector includes a number of items
that a user can select to modify the interface (a “plurality of selectable elements”)
including (i) a “Places” item for viewing images arranged by location (“/ocation

selectable element”) and (i1) a “Faces” item for reviewing images arranged by

person (“people selectable element”). EX1005, 125-126, 424, 436.
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Library search field

&.— Library Action
pop-up menu

Disclosure triangle

EX1005, 125. Each of these Library items are selectable to view the linked
functionality, so for example clicking “Faces” will invoke A3UM’s Faces view.
253. A3UM provides a Toolbar with several buttons that a user can select
to modify the interface display (e.g., “plurality of selectable elements”) including
(1) a “Places” button to view the locations of images in a selected item in the
Library inspector (“location selectable element”) and (i1) a “Faces” button to view

faces identified in a selected item in the Library inspector (“people selectable

element”). EX1005, 6, 424, 436.
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EX1005, 6, 46, 65, 424, 436. Each of these Toolbar items are selectable to view
the linked functionality, so for example, clicking the “Faces” button will invoke
A3UM’s Faces view.

254. Thus, the combination of A3UM and Belitz renders claim 17 obvious.

15. Claims 18 and 19

255. Claims 18 and 19 recites “[t]he method of claim [1 or 18], further
comprising responsive to an input that is indicative of a selection of the
[first/second] person selectable thumbnail image, causing a [first/second] person
view to be displayed on the interface, the [first/second] person view including (i)
the [first/second] name and (ii) a representation of each digital file in the

[third/fourth] set of digital files.” The combination of A3UM and Belitz renders

these features obvious.
256. As discussed above with respect to claim 1, A3UM’s “Faces” view
displays user-selectable thumbnails showing faces of individuals ( “/first/second]

person selectable thumbnail image”) in digital images in the user’s library:
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EX1005, 427.

257. A3UM explains that a representation of each picture associated with a
given person can be displayed be clicking on a person’s thumbnail in Faces view
(“a representation of each digital file in the [third/fourth] set of digital files™).
EX1005, 79 (“When you double-click a person’s snapshot in Faces view, all the
confirmed images of that person appear at the top of the Faces browser, and all the
suggested images of the person appear in a separate section below the confirmed
images.”). This view also displays “the name of the person in the images” in the

title bar, also called the “Face name”:
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EX1005, 79-80.

258. Thus, the combination of A3UM and Belitz renders claims 18 and 19

obvious.
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