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Improving Flash Wear-Leveling
by Proactively Moving Static Data
Yuan-Hao Chang, Member, IEEE, Jen-Wei Hsieh, Member, IEEE, and

Tei-Wei Kuo, Senior Member, IEEE

Abstract—Motivated by the strong demand for flash memory with enhanced reliability, this work attempts to achieve improved flash-

memory endurance without substantially increasing overhead and without excessively modifying popular implementation designs such

as the Flash Translation Layer protocol (FTL), NAND Flash Translation Layer protocol (NFTL), and Block-Level flash translation layer

protocol (BL). A wear-leveling mechanism for moving data that are not updated is proposed to distribute wear-leveling actions over the

entire physical address space, so that static or rarely updated data can be proactively moved and memory-space requirements can be

minimized. The properties of the mechanism are then explored with various implementation considerations. A series of experiments

based on a realistic trace demonstrates the significantly improved endurance of FTL, NFTL, and BL with limited system overhead.

Index Terms—Flash memory, wear leveling, endurance, reliability.

Ç

1 INTRODUCTION

WHILE flash memory remains one of the most popular
storage-system designs for embedded systems, its

applications have far surpassed its original design goals. The
two popular NAND flash-memory designs are Single Level
Cell (SLC) flash memory and Multiple Level Cell (MLC)
flash memory. Each SLC flash-memory cell can accommo-
date one-bit information while each MLC�n flash-memory
cell can contain n-bit information. As n increases, the
endurance of each block in MLC flash memory decreases
substantially. In recent years, flash memory has become one
part or layer in many system designs. Well-known examples
are the flash-memory cache of hard disks proposed by Intel
[2], [3], [4] and the Microsoft Windows Vista fast booting
service [5], [6]. Such developments reveal the limitations of
flash memory, especially in terms of endurance.

The reliability of flash memory is an even more
challenging problem now that low-cost flash-memory
designs are gaining market momentum [7]. For example,
the endurance of an MLC�2 flash-memory block is only
10,000 (or 5,000) erase cycles whereas that of its SLC flash-
memory counterpart is 100,000 erase cycles [8], [9]. As the
number of bits of information per cell would keep
increasing for MLC in the near future, the endurance of a
block might also get worse, such as few thousand or even
hundred erase cycles. This underlines the reliability issue of

flash memory. However, improving reliability is proble-
matic because flash-memory designs allow little compro-
mise between system performance and cost, especially for
low-cost devices. These observations motivate the current
proposal for enhancing flash-memory endurance with
minor modifications of popular implementation designs.

A NAND flash-memory chip contains many blocks, and
each block consists of a fixed number of pages. A block is
the smallest unit involved in erase operations while read
and write operations are done in pages. Each page of
small-block(/large-block) SLC flash memory can store
512 B(/2 KB) data, and each block contains 32(/64) pages.
The configuration of MLC�2 flash memory is the same as
that of large-block SLC flash memory, except that each
block is composed of 128 pages [10]. Notably, recent MLC
designs are intended to reduce costs by employing large-
capacity pages such as 4 KB pages and 8 KB pages [11].

Flash memory is usually managed by a block-device-
emulating layer so that file systems can be built on top (see
below discussion regarding Flash Translation Layer proto-
col (FTL), NAND Flash Translation Layer protocol (NFTL),
and Block-Level flash translation layer protocol (BL)). Such
a layer implementation can be carried out by either software
on a host system (as a raw medium) or hardware/firmware
on the flash device. In the past decade, numerous research
results and implementation designs have been proposed to
satisfy the performance needs of flash-memory storage
systems, e.g., [12], [13], [14], [15], [16], [17], [18], [19], [20].
Some authors have proposed different system architectures
and layer designs, e.g., [16], [17], [18], and some have
exploited large-scaled storage systems and data compres-
sion, e.g., [19], [20].

Given the characteristics of flash memory in out-place
updates, data to be updated must be written to another
page of flash memory, where the original page of the data is
marked as invalid. The out-place-update characteristic
results in the wear-leveling issue over flash memory
because any recycling of invalid pages introduces block
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erasing. The objective of wear leveling is to evenly
distribute block erases over flash memory so that flash-
memory endurance can be improved. Thus, various
promising approaches based on dynamic wear leveling
have been proposed, e.g., [16], [21], [22], [23], [24]. Dynamic
wear leveling achieves wear leveling by recycling blocks of
hot (i.e., dynamic or frequently updated) data areas. Such
approaches require efficient identification of hot data, and
several excellent designs have been proposed, e.g., [16],
[25], [26], [27]. Although dynamic wear leveling does
substantially enhance wear leveling, the endurance im-
provement is stringently constrained by its nature: that is,
blocks of cold data (i.e., infrequently updated data) are
likely to stay intact regardless of whether updates of hot
data wear out other blocks. In other words, updates and
recycling of blocks/pages will only happen to blocks that
are free or occupied by hot data.

Static wear leveling is orthogonal to dynamic wear
leveling. Its objective is to proactively move static or
infrequently updated data to other locations so as to
prevent any static or infrequently updated data from
staying at any block for a long period of time. Thus, wear
leveling can be evenly applied to all blocks. For example,
assume that an extremely large quantity of data must be
written or even repeatedly updated to a 2 GB flash memory.
If cold data, such as movies, comprise 1.5 GB of the flash
memory, then updating those data would be constrained in
the reusing of blocks in the one fourth of the flash memory.
No dynamic wear leveling can effectively resolve the
endurance problem because cold data always stay at their
blocks. Only static wear leveling can ensure that blocks are
evenly utilized and have even erase counts because it can
keep cold data from staying at their blocks.

Although static wear leveling was first defined in early
2000, e.g., [28], there are still limited results reported in the
literature [21], [22], [28] due to historic market needs.
Particularly, Ban and Hasbaron proposed randomly erasing
blocks after a fixed number of erase or write requests [22].
Ban and Hasbaron’s algorithm was analyzed both theore-
tically and experimentally by Ben-Aroya and Toledo and
later implemented by Spivak and Toledo in a flash-based
storage system [29], [30]. Although Ban and Hasbaron’s
algorithm has proven being effective, the algorithm has
difficulty in identifying hot and cold data. Its inadequate
tracking of data-access locality limits its effectiveness since
hot data are frequently updated and are not necessary to be
moved around by a wear-leveling algorithm. The popularity
of MLC flash memory and the widespread adoption of flash
memory in various products with high update frequencies
have focused much attention on static wear leveling in
recent years. For example, some recent flash-memory
products have adopted Ban and Hasbaron’s algorithm for
static wear leveling. The main technical challenge of static
wear leveling is on the endurance improvement with
respect to extra overheads that are considered reasonable
in selected products.

This study proposes a static wear-leveling mechanism for
improving flash-memory endurance with limited memory-
space requirements. Specifically, an adjustable housekeep-
ing data structure is presented, and a cyclic-queue-based

scanning procedure is proposed for static wear leveling. The
objective is to improve the endurance of flash memory with
limited overhead and without excessively modifying
popular implementation designs, such as FTL, NFTL, and
BL. The behavior of the proposed mechanism was analyzed
with respect to FTL, NFTL, and BL, on extra block erases,
extra live-data copying, address translation time, space
utilization, and main-memory requirements. A series of
experiments was then conducted based on a realistic trace.
The experiments revealed endurance improvements of
103.37, 136.32, and 60.74 percent in FTL, NFTL, and
BL-based storage systems, respectively, in terms of the first
failure time (i.e., the first time that a worn-out block occurs).
Erase-count distribution over blocks was also substantially
improved.

The rest of this paper is organized as follows: Section 2
presents the system architectures and summarizes popular
existing implementations of Flash Translation Layer for
address translation and block assignment. Section 3 pre-
sents the research motivation. Section 4 proposes an
efficient static wear-leveling mechanism. Section 5 proposes
a worst case model to analyze the overhead of the proposed
mechanism. Section 6 analyzes the performance of the
proposed mechanism in FTL, NFTL, and BL. Section 7
summarizes the experimental results of the endurance
enhancement and extra overheads. Finally, Section 8
concludes the study.

2 SYSTEM ARCHITECTURE

2.1 A Typical System Architecture

Fig. 1 shows the typical system architecture for flash-
memory-based file systems. A Memory Technology Device
(MTD) driver provides basic functions such as read, write,
and erase over flash memory. The system also needs a Flash
Translation Layer driver for address translation and
garbage collection, and FTL, NFTL, and BL are its popular
implementations. A typical Flash Translation Layer driver
consists of an Allocator and a Cleaner. The Allocator handles
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Fig. 1. The typical system architecture.
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any translation of Logical Block Addresses (LBA) and their
Physical Block Addresses (PBA). Different approaches have
different address translation mechanisms, e.g., FTL, NFTL,
and BL [13], [14], [15]. The Cleaner is to do garbage
collection to reclaim pages of invalid data. Since garbage
collection is done in the unit of a block, valid data in any
pages of a block must be copied to other free pages when
the block is to be erased.

One important implementation issue for flash-memory
management is wear leveling, which evenly distributes the
number of erases for each block (due to limitations on the
number of erases for blocks). This study proposes the
SW Leveler to address this issue (see Section 4).

2.2 Existing Implementations on Flash Translation
Layer

2.2.1 FTL

FTL [12], [13], [15] adopts a page-level address translation
mechanism for fine-grained address translation. The trans-
lation table in Fig. 2 is an example of a fine-grained address
translation. The LBA “4” is mapped to the PBA “(0,5)” by
the translation table. The LBAs are addresses of sectors
mentioned by the operating system. Each sector is 512 B,
and each PBA has two parts, i.e., the residing block number
and the page number in the block (note that for flash
memory with 2 KB pages, the page number of a PBA only
indicates the LBA of the first sector stored in this page since
each page can store data for sectors of four consecutive
LBAs.) When any data of a given LBA is updated, FTL must
find a free page to store the data. If the number of free pages
is insufficient, garbage collection is triggered to reclaim the
space used by invalid pages by erasing their residing blocks.
However, before a block is erased, data of any valid pages in
the block must be copied to other free pages, and their
corresponding translation table entries must be updated.

2.2.2 NFTL

NFTL adopts a block-level address translation mechanism
for coarse-grained address translation [14]. An LBA under
NFTL is divided into a virtual block address and a block
offset. The virtual block address (VBA) is the quotient of the
LBA divided by the number of sectors that can be stored in a
block, and the block offset is the remainder of the division

(note that one page may store data for more than one
consecutive sector according to the page size of the flash-
memory chip). A VBA can be translated to a (primary)
physical block address by the block-level address transla-
tion. When a write request is issued, the requested data are
written to the page with the corresponding block offset in
the primary block. Since the following write requests cannot
overwrite the same pages in the primary block, a replace-
ment block is needed to perform subsequent write requests,
and the data of the (overwritten) write requests are
sequentially written to the replacement block. Fig. 3 shows
the case in which write requests to three LBAs, A ¼ 8,
B ¼ 10, and C ¼ 14, are issued three times, seven times, and
one time, respectively, to a primary block and a replacement
block. Fig. 3 also shows the most recent data of A, B, and F .

When a replacement block is full, valid pages in the block
and its associated primary block are merged into a new
primary block (and a replacement block if needed), and the
previous two blocks are then erased by the garbage collection
in the future. If the number of free blocks after reclaiming
invalid blocks is insufficient, then garbage collection gen-
erates free blocks by merging the valid pages of primary
blocks and their corresponding replacement blocks.

2.2.3 BL

BL is used in many low-end flash-memory products such as
USB flash devices [31]. Its design is similar to that of NFTL but
with a simplified block-level address translation mechanism.
Like NFTL, each LBA is also divided into a VBA and a block
offset, and a mapping table is adopted for VBAs and their
PBAs. For each write operation, a free block is allocated to
save the data of the remaining valid pages of the original
mapped block and the new data of the write operation.

This study adopts an efficient implementation of BL that
delays the copying of valid pages from the original mapped
block to reduce the overheads of live-page copyings and
free block allocations. The following example illustrates the
concept: Fig. 4 shows a case in which data in some blocks are
valid. Two writes are first issued to update data of LBAs 10-12
and 13-14. In contrast with the original BL implementation,
only one free block is allocated to save the data of the valid
pages of the original mapped block and the new data of the
first and second write operations since LBAs 10-12 and
LBAs 13-14 both belong to the same VBA. However, the data
of the third write operation with LBA 20 are stored in another
allocated free block because the VBA of LBA 20 differs from
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Fig. 2. FTL over small-block flash memory.

Fig. 3. NFTL over small-block flash memory.
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