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Chapter 1

INTRODUCTION

1.1 Purpose

This handbookprovides assistance in securing computer-based resources (including hardware,
software, and information) by explaining important concepts, cost considerations, and
interrelationships of security controls. It illustrates the benefits of security controls, the major
techniques or approachesfor each control, and importantrelated considerations.’

The handbookprovides a broad overview of computer security to help readers understand their
computersecurity needs and develop a sound approachto the selection of appropriate security
controls. It does not describe detailed steps necessary to implement a computersecurity program,
provide detailed implementation procedures for security controls, or give guidance for auditing
the security of specific systems. General references are provided at the end ofthis chapter, and
references of “how-to" booksand articles are provided at the end of each chapterin Parts II, II
and IV.

The purpose ofthis handbookis not to specify requirements but, rather, to discuss the benefits of
various computer security controls and situations in which their application may be appropriate.
Some requirements for federal systems” are noted in the text. This document provides advice and
guidance; no penalties are stipulated.

1.2 Intended Audience

The handbook was written primarily for those who have computersecurity responsibilities and
need assistance understanding basic concepts and techniques. Within the federal government,’
this includes those who have computersecurity responsibilities for sensitive systems.

‘

‘It is recognized that the computer security field continues to evolve. To address changes and new issues, NIST's
Computer Systems Laboratory publishes the CSL Bulletin series. Those bulletins which deal with security issues can be
thought of as supplements to this publication.

? Note that these requirements do not arise from this handbook, but from other sources, such as the Computer
Security Act of 1987.

* In the Computer Security Act of 1987, Congress assigned responsibility to NIST for the preparation of standards
and guidelinesfor the security of sensitivefederal systems, excluding classified and "Warner Amendment" systems
(unclassified intelligence-related), as specified in 10 USC 2315 and 44 USC 3502(2).

3
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For the most part, the concepts presented in
the handbookare also applicable to the private
sector.* While there are differences between

federal and private-sector computing,
especially in terms ofpriorities and legal
constraints, the underlying principles of
computersecurity and the available safeguards
— managerial, operational, and technical — are
the same. The handbookis therefore useful to

anyone who needsto learn the basics of
computer security or wants a broad overview
of the subject. However,it is probably too
detailed to be employed as a user awareness
guide, and is not intended to be used as an
audit guide.

1.3 Organization

The first section of the handbook contains

background and overview material, briefly
discusses of threats, and explains the roles and
responsibilities of individuals and
organizations involved in computersecurity.
It explains the executive principles of
computer security that are used throughout
the handbook. For example, one important
principle that is repeatedly stressed is that only
security measuresthat are cost-effective

Definition of Sensitive Information

Manypeople think that sensitive information only
tequires protection from unauthorized disclosure.
However, the Computer Security Act provides a
much broaderdefinition of the term "sensitive"
information:

any information, the loss, misuse, or unauthorized
access to or modification of which could adversely
affect the nationalinterest or the conductof.

federal programs, or the privacy to which
individuals are entitled under section 552a oftitle

5, United States Code (the Privacy Act), but
which has not been specifically authorized under
criteria established by an Executive Order or an
Act of Congress to be kept secret in the interest of.
national defense or foreign policy.

The above definition can be contrasted with the long--
standing confidentiality-based information
classification system for national security information
(i.€., CONFIDENTIAL,SECRET, and TOP SECRET). This
systemis based only upon the need to protect
classified information fram unauthorized disclosure;

the U.S. Government does not have a similarsystem.
for unclassified information. No governmentwide
schemes (for either classified or unclassified
information) exist which are based on the.need to
protect the integrity or availability ofinformation.

should be implemented. A familiarity with the principles is fundamental to understanding the
handbook's philosophical approachto the issue of security.

The next three majorsections deal with security controls: Management Controls’ (II), Operational
Controls (IID), and Technical Controls (IV). Most controls cross the boundaries between

management, operational, and technical. Each chapter in the three sections provides a basic
explanation of the control; approaches to implementing the control, some cost considerations in
selecting, implementing, and using the control; and selected interdependencies that may exist with

* As necessary, issues that are specific to the federal environment are noted as such.

° The term management controls is used in a broad sense and encompassesareas that do notfit neatly into
operational or technical controls.
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other controls. Each chapterin this portion of the handbookalso provides references that may be
useful in actual implementation.

@ The Management Controls section addresses security topics that can be characterized as
managerial. They are techniques and concernsthat are normally addressed by managementin
the organization's computer security program. In general, they focus on the managementof
the computer security program and the managementofrisk within the organization.

@ The Operational Controls section addresses security controls that focus on controls that are,
broadly speaking, implemented and executed by people (as opposed to systems). These
controls are put in place to improvethe security of a particular system (or group of systems).
They often require technical or specialized expertise — and often rely upon management
activities as well as technical controls.

@ The Technical Controls section focuses on security controls that the computer system
executes. These controls are dependent upon the proper functioning of the system for their
effectiveness. The implementation of technical controls, however, always requires significant
operational considerations — and should be consistent with the managementof security within
the organization.

Finally, an example is presented to aid the readerin correlating some of the major topics discussed
in the handbook. It describes a hypothetical system and discusses some of the controls that have
been implementedto protect it. This section helps the reader better understand the decisions that
must be madein securing a system, andillustrates the interrelationships among controls.

1.4 Important Terminology

To understand the rest of the handbook,the reader must be familiar with the following key terms
and definitions as used in this handbook. In the handbook, the terms computers and computer
systems are used to refer to the entire spectrum of information technology,including application
and support systems. Other key terms include:

Computer Security: The protection afforded to an automated information system in order to attain
the applicable objectives of preserving the integrity, availability and confidentiality of information
system resources (includes hardware, software, firmware, information/data, and
telecommunications).

Integrity: In lay usage, information has integrity whenit is timely, accurate, complete, and
consistent. However, computers are unable to provide or protect all of these qualities.
Therefore, in the computersecurity field, integrity is often discussed more narrowly as having two
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Location of Selected Security Topics

Because this handbookis structured to focus on computer security controls, there may be several security
topics that the reader may have trouble locating. For example, no separate section is.devotedto mainframeor
personal computer security, since the controls discussed in the handbook can be applied (albeitiindifferent
ways) to various processingplatforms and‘systems. The following may help the reader locate-areasofiinterest
not readily found in the table of contents:

Topic Chapter

Accreditation 8. Life Cycle

9. - Assurance y
Firewalls 17. Logical ree Controls
Sectitity Plans 8 Life Cycle

‘Trusted Systems 9. Assurance

Security features,including those incorporatedinto trusted systems, are discussed
throughout.

Viruses & 9. Assurance (Operational Assurance section)
Other Malicious 12. Incident Handling -
Cade

Network Security Networksecurityuses thesame basic set ofcontrols as mainframe security or PC security.
In many of the handbookchapters, considerations for using the controlis a networked
environmentare addressed, as appropriate. For example, secure gateways are discussed as a
part of Access Control; transmitting authentication data over insecure networksis discussed
in the Identification and Authentication chapter; and the Contingency Planning chaptertalks
about data communications contracts.

For the samereason,there is not a separate chapter for PC, LAN, minicomputer, or
mainframe security.

facets: data integrity and system integrity. "Data integrity is a requirement that information and
programs are changedonly in a specified and authorized manner."® System integrity is a
requirement that a system "performs its intended function in an unimpaired manner, free from
deliberate or inadvertent unauthorized manipulation of the system.’ The definition of integrity

 

* National Research Council, Computers at Risk, (Washington, DC: National AcademyPress, 1991), p. 54.

7 National ComputerSecurity Center, Pub. NCSC-TG-004-88.

6
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has been, and continuesto be, the subject of much debate among computersecurity experts.

Availability: A "requirement intended to assure that systems work promptly and service is not
denied to authorized users."®

Confidentiality: A requirement that private or confidential information not be disclosed to
unauthorized individuals.

1.5 Legai Foundation for Federal Computer Security Programs

The executive principles discussed in the next chapter explain the need for computersecurity. In
addition, within the federal government, a numberof laws and regulations mandate that agencies
protect their computers, the information they process, and related technologyresources(e.g.,
telecommunications).” The most importantarelisted below.

e@ The Computer Security Act of 1987 requires agenciesto identify sensitive systems, conduct
computersecurity training, and develop computersecurity plans.

@ The Federal Information Resources Management Regulation (FIRMR)is the primary
regulation for the use, management, and acquisition of computerresourcesin the federal
government.

® OMBCircular A-130 (specifically Appendix III) requires that federal agencies establish
security programs containing specified elements.

Note that many more specific requirements, many of which are agencyspecific, also exist.

Federa! managers are responsible for familiarity and compliance with applicable legal
requirements. However, laws and regulations do not normally provide detailed instructions for
protecting computer-related assets. Instead, they specify requirements — suchasrestricting the
availability of personal data to authorized users. This handbookaids the reader in developing an
effective, overall security approach andin selecting cost-effective controls to meet such
requirements.

* Computers at Risk, p. 54.

* Although notlisted, readers should be awarethat laws also exist that may affect nongovernmentorganizations.
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Chapter 2

ELEMENTS OF COMPUTER SECURITY

This handbook's general approach to computersecurity is based on eight major elements:

Ie Computer security should support the mission of the organization.

a Computer security is an integral element of sound management.

3. Computer security should be cost-effective.

4. Computersecurity responsibilities and accountability should be made explicit.

oF System owners have computer security responsibilities outside their own
organizations.

6. Computer security requires a comprehensive and integrated approach.

7. Computer security should be periodically reassessed.

8. Computersecurity is constrained by societal factors.

Familiarity with these elements will aid the reader in better understanding how the security
controls (discussed in later sections) support the overall computer security program goals.

2.1 Computer Security Supports the Mission of the Organization.

The purpose of computersecurity is to protect an organization's valuable resources, such as
information, hardware, and software. Throughthe selection and application of appropriate
safeguards, security helps the organization's mission by protecting its physical and financial
resources, reputation, legal position, employees, and other tangible and intangible assets.
Unfortunately, security is sometimes viewed as thwarting the mission of the organization by
imposing poorly selected, bothersomerules and procedures on users, managers, and systems. On
the contrary, well-chosen security rules and procedures do not exist for their own sake — they are
put in place to protect important assets and thereby support the overall organizational mission.

Security, therefore, is a means to an end and not an endin itself. For example, in a private- sector
business, having goodsecurity is usually secondary to the need to makeaprofit. Security, then,
oughtto increase the firm's ability to make a profit. In a public-sector agency, security is usually
secondary to the agency's service providedto citizens. Security, then, ought to help improve the
service provided to the citizen.
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To act on this, managers need to
understand both their organizational
mission and how eachinformation

system supports that mission. After a
system's role has been defined, the

security requirements implicit in that
role can be defined. Security can then
be explicitly stated in terms of the
organization's mission.

The roles and functions of a system may
not be constrained to a single
organization. In an interorganizational
system, each organization benefits from
securing the system. For example, for
electronic commerceto be successful,
eachof the participants requires security
controls to protect their resources.
However, good security on the buyer's
system also benefits the seller; the
buyer's system is less likely to be used
for fraud or to be unavailable or

otherwise negatively affect the seller.
(The reverse is also true.)

2.2 Computer Security is an
Integral Element of Sound
Management.

Information and computer systems are
often critical assets that support the
mussion of an organization. Protecting
them canbe ascritical as protecting
other organizational resources, such as
money, physical assets, or employees.

However,including security
considerations in the management of
information and computers does not

—_—_—ES—EESSSEE
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This chapter draws upon theOECD's Guidelinesfor the Security
ofInformation Systems, which was endorsed by the United States.
It providesfor:

Accountability - The responsibilities and accountability of owners,
providers and users ofinformation systems and other
parties...should be explicit.

Awareness- Owners, providers, usersand other parties should
readily be able, consistent with maintaining security, to gain
appropriate knowledge of and be informed about the existence and
general extent ofmeasures,..for the security of information systems.

Ethics - The Information systems andthe security ofinformation
systems should be provided and used in such a mannerthatthe
rights and legitimate interest of others are respected.

Multidisciplinary - Measures, practices and procedures for the
security of informationsystems shouldtake account of and address
all relevant considerations and viewpoints...

Proportionality - Security levels, costs, measures, practices and
procedures should be appropriate and proportionate to the value of
and degree of reliance on the information systems and to the
severity, probability and extent of potential harm...

Integration - Measures, practices and procedures for the security of
information systems should be coordinated and integrated with each
otherand other measures, practices and procedures ofthe
organization so asto create a coherent system of security.

Timeliness - Public and private parties, at both national and
international levels, should act ina timely coordinated mannerto
prevent and to respondto breachesofsecurity of information
systems.

Reassessment - The security of information systems should be
reassessed periodically, as information systems and the
requirements for their security vary overtime.

Democracy - The security of information systems should be
compatible with the legitimate use and flow ofdata and information
in a democratic society.

completely eliminate the possibility that these assets will be harmed. Ultimately, organization
managers have to decide whatthe level ofrisk they are willing to accept, taking into account the
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2. Elements of Computer Security

cost of security controls.

As with manyother resources, the management of information and computers may transcend
organizational boundaries. Whenan organization's information and computer systems are linked
with external systems, management's responsibilities also extend beyond the organization. This
may require that management(1) know whatgeneral level or type of security is employed on the
external system(s) or (2) seek assurance that the external system provides adequate security for
the using organization's needs.

2.3 Computer Security Should Be Cost-Effective.

The costs and benefits of security should be carefully examined in both monetary and non-
monetary terms to ensure that the cost of controls does not exceed expected benefits. Security
should be appropriate and proportionate to the value of and degree ofreliance on the computer
systems and to the severity, probability and extent of potential harm. Requirements for security
vary, depending uponthe particular computer system.

In general, security is a smart business practice. By investing in security measures, an
organization can reduce the frequency and severity of computer security-related losses. For
example, an organization may estimate that it is experiencing significant losses per year in
inventory through fraudulent manipulation of its computer system. Security measures, such as an
improved access control system, may significantly reducetheloss.

Moreover, a sound security program can thwart hackers and can reducethe frequencyofviruses.
Elimination of these kinds of threats can reduce unfavorable publicity as well as increase morale
and productivity.

Security benefits, however, do have both direct and indirect costs. Direct costs include
purchasing, installing, and administering security measures, such as access control software or
fire-suppression systems. Additionally, security measures can sometimesaffect system
performance, employee morale, orretraining requirements. All of these have to be considered in
addition to the basic cost of the control itself. In many cases, these additional costs may well
exceedthe initial cost of the control (as is often seen, for example, in the costs of administering an
access control package). Solutions to security problems should not be chosen if they cost more,
directly or indirectly, than simply tolerating the problem.

11
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2.4 Computer Security Responsibilities and Accountability Should Be Made
Explicit.

The responsibilities and accountability'° of owners, providers, and users of computer systems and
other parties'’ concerned with the security of computer systems should be explicit.'"* The
assignmentof responsibilities may be internal to an organization or may extend across
organizational boundaries.

Depending onthe size of the organization, the program maybe large or small, evenacollateral
duty of another managementofficial. However, even small organizations can prepare a document
that states organization policy and makes explicit computer security responsibilities. This element
does notspecify that individual accountability must be provided for on all systems. For example,
many information dissemination systems do not require useridentification and, therefore, cannot
hold users accountable.

2.5 Systems Owners Have Security Responsibilities Outside Their Own
Organizations.

If a system has external users, its owners have a responsibility to share appropriate knowledge
about the existence and general extent of security measures so that other users can be confident
that the system is adequately secure. (This does not imply that all systems must meet any
minimum level of security, but does imply that system owners should inform their clients or users
aboutthe nature of the security.)

In addition to sharing information about security, organization managers "should act in a timely,
coordinated mannerto prevent and to respondto breachesofsecurity" to help prevent damage to

'° The difference between responsibility and accountability is not always clear. In general, responsibility is a broader
term,defining obligations and expected behavior. The term implies a proactive stance on the partof the responsible
party anda causal relationship between the responsible party and a given outcome. The term accountability generally
refers to the ability to hold people responsible for their actions. Therefore, people could be responsible for their actions
but not held accountable. For example, an anonymoususer on a system is responsible for not compromising security but
cannot be held accountable ifa compromise occurs since the action cannot betracedto an individual.

'' The term other parties may includebutis not limited to: executive management; programmers; maintenance
providers; information system managers (software managers, operations managers, and network managers); software
development managers; managers charged with security of information systems; and internal and external information
system auditors.

"? Implicit is the recognition that people or otherentities (such as corporations or governments) have responsibilities
and accountability related to computer systems. These are responsibilities and accountabilities are often shared among
many entities. (Assignmentof responsibilities is usually accomplished throughthe issuance of policy. See Chapter 5.)
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others.'? However, taking such action should not jeopardize the security of systems.

2.6 Computer Security Requires a Comprehensive and Integrated
Approach.

Providing effective computer security requires a comprehensive approachthat considers a variety
of areas both within and outside of the computersecurity field. This comprehensive approach
extends throughoutthe entire informationlife cycle.

2.6.1 Interdependencies of Security Controls

To work effectively, security controls often depend upon the proper functioning of other controls.
In fact, many such interdependenciesexist. If appropriately chosen, managerial, operational, and
technical controls can work together synergistically. On the other hand, without a firm
understanding of the interdependencies of security controls, they can actually undermine one
another. For example, without proper training on how and whento use a virus-detection
package, the user may apply the packageincorrectly and, therefore, ineffectively. As a result, the
user may mistakenly believe that their system will always be virus-free and may inadvertently
spread a virus. In reality, these interdependencies are usually more complicated and difficult to
ascertain.

2.6.2 Other Interdependencies

The effectiveness of security controls also depends on such factors as system management, legal
issues, quality assurance, and internal and managementcontrols. Computer security needs to
workwith traditional security disciplines including physical and personnel security. Many other
important interdependenciesexist that are often unique to the organization or system
environment. Managers should recognize how computersecurity relates to other areas of systems
and organizational management.

2.7 Computer Security Should Be Periodically Reassessed.

Computers and the environments they operate in are dynamic. System technology and users, data
and information in the systems, risks associated with the system and, therefore, security
requirements are ever-changing. Many types of changesaffect system security: technological
developments (whether adopted by the system owneror available for use by others); connecting
to external networks; a changein the value or use of information; or the emergence of a new
threat.

 

'? Organisation for Economic Co-operation and Development, Guidelines for the Security of Information Systems,
Paris, 1992.
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In addition, security is never perfect when a system is implemented. System users and operators
discover new waysto intentionally or unintentionally bypass or subvert security. Changesin the
system or the environment can create new vulnerabilities. Strict adherence to proceduresis rare,
and procedures becomeoutdated over time. All of these issues make it necessary to reassess the
security of computer systems.

2.8 Computer Security is Constrained by Societal Factors.

The ability of security to support the mission of the organization(s) may be limited by various
factors, such as social issues. For example, security and workplace privacy can conflict.
Commonly, security is implemented on a computer system by identifying users and tracking their
actions. However, expectations of privacy vary and can be violated by some security measures.
(In some cases, privacy may be mandated bylaw.)

Althoughprivacy is an extremely important societal issue, it is not the only one. The flow of
information, especially between a governmentand its citizens, is another situation where security
may need to be modified to support a societal goal. In addition, some authentication measures,
such asretinal scanning, may be considered invasive in some environmentsandcultures.

The underlying idea is that security measures should be selected and implemented with a
recognition of the rights and legitimate interests of others. This many involve balancing the
security needs of information owners and users with societal goals. However, rules and
expectations change with regard to the appropriate use of security controls. These changes may
either increase or decrease security.

The relationship between security and societal norms is not necessarily antagonistic. Security can
enhancethe access and flow of data and information by providing more accurate andreliable
information and greater availability of systems. Security can also increase the privacy afforded to
an individual or help achieve other goals set by society.

References

Organisation for Economic Co-operation and Development. Guidelines for the Security of
Information Systems. Paris, 1992.
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Chapter3

ROLES AND RESPONSIBILITIES

One fundamentalissue that arises in discussions of computer security is: "Whose responsibility is
it?" Of course, on a basic level the answeris simple: computersecurity is the responsibility of
everyone whocan affect the security of a computer system. However, the specific duties and
responsibilities of various individuals and organizational entities vary considerably.

This chapter presents a brief overview ofroles and responsibilities of the various officials and
organizationaloffices typically involved with computersecurity.'* They includethe following
groups:

senior management
progran/functional managers/application owners,
computer security management,
technology providers,
supporting organizations, and
users.

This chapteris intended to give the reader a basic familiarity with the major organizational
elements that play a role in computersecurity. /t does not describe all responsibilities of each in
detail, nor will this chapter apply uniformly to all organizations. Organizations, like individuals,
have unique characteristics, and no single template can apply to all. Smaller organizations, in
particular, are notlikely to have separate individuals performing many ofthe functions described
in this chapter. Even at some larger organizations, some of the duties described in this chapter
may not be staffed with full-time personnel. Whatis importantis that these functions be handled
in a manner appropriate for the organization.

As with the rest of the handbook,this chapter is not intended to be used as an audit guide.

'* Note that this includes groups within the organization; outside organizations (e.g., NIST and OMB)are not
included in this chapter.

'S These categories are generalizations used to help aid the reader;if they are not applicable to the reader's particular
environment, they can be safely ignored. While all these categories may not exist in a particular organization, the
functionality implied by them will often still be present. Also, some organizations may fall into more than onecategory.
For example, the personnel office both supports the computersecurity program (e.g., by keeping track of employee
departures) and is also a user of computer services.
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3.1 Senior Management
Senior managementhas ultimate responsibility for the

Ultimately, responsibility for the success of an Seeee
organization lies with its senior managers.(Coraeraam
They establish the organization's computer
security program andits overall program goals, objectives, and priorities in order to support the
mission of the organization. Ultimately, the head of the organization is responsible for ensuring
that adequate resourcesare applied to the program andthatit is successful. Senior managers are
also responsible for setting a good example for their employees by followingall applicable
security practices.

3.2 Computer Security Management

The Computer Security Program Manager(and supportstaff) directs the organization's day-to-
day managementofits computer security program. This individualis also responsible for
coordinating all security-related interactions among organizational elements involved in the
computer security program — as well as those external to the organization.

3.3 Program and Functional Managers/Application Owners

Program or Functional Managers/Application Owners are responsible for a program or function
(e.g., procurementor payroll) including the supporting computer system.'* Their responsibilities
include providing for appropriate security, including management, operational, and technical
controls. These officials are usually assisted by a technical staff that oversees the actual workings
of the system. This kind of support is no different for other staff members who work on other
program implementationissues.

Also, the program or functional manager/application owneris often aided by a Security Officer
(frequently dedicated to that system, particularly if it is large or critical to the organization) in
developing and implementing security requirements.

3.4 Technology Providers

System Management/System Administrators. These personnel are the managers and technicians
whodesign and operate computer systems. They are responsible for implementing technical
security on computer systems and for being familiar with security technologythat relates to their
system. Theyalso need to ensure the continuity of their services to meet the needs of functional

'6 The functional manager/application owner may or may not be the data owner. Particularly within the government,
the concept of the data owner may not be the most appropriate, since citizens ultimately own the data.
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managersas well as analyzing technical vulnerabilities in their systems (and their security
implications). They are often a part of a larger Information Resources Management (IRM)
organization.

Communications/Telecommunications Staff. This
office is normally responsible for providing
communications services, including voice, data,
video, and fax service. Their responsibilities for
communication systems are similar to those that
systems managementofficials have for their
systems. The staff may not be separate from other
technology service providers or the IRM office.

System Security Manager/Officers. Often
assisting system managementofficials in this effort
is a system security manager/officer responsible
for day-to-day security
implementation/administration duties. Although
not normally part of the computer security
program managementoffice,this officer is
responsible for coordinating the security efforts of
a particular system(s). This person worksclosely
with system management personnel, the computer
security program manager, and the program or
functional manager's security officer. In fact,
depending uponthe organization, this may be the
same individual as the program or functional
manager's security officer. This person may or
may notbe a part of the organization's overall
security office.

Help Desk. Whether or not a Help Deskis tasked
with incident handling, it needs to be able to
recognize security incidents andrefer the caller to
the appropriate person or organization for a
response.

17

Whatis a Program/Functional Manager?

The term program/functional manager or
application owner may not be familiar or immediately
apparentto all readers. The examples provided
below should help the reader better understand this
important concept. In reviewing these examples, note
that computer systemsoften serve more than one
group or function.

Example J. A personnel system serves an entire
organization. However, the Personnel Manager
would normally be the application owner. This
applies even if the application is distributed so that
supervisorsand clerks throughout the organization
use and update the system.

Example #2. A federal benefits system provides
monthly benefit checks to 500,000 citizens. The
processing is done on a mainframe data center. The
Benefits Program Manageris the application owner.

Example 3. A mainframe data processing
organization supports several large applications. The
mainframe director is nor the. Functional Manager for
any of the applications.

Example 4. A 100-person division has a diverse
collection of personal computers, workstations, and
minicomputers used for generaloffice support,
Internet connectivity, and computer-oriented research.
The division director would normally be the
Functional Manager responsible for the system.
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3.5 Supporting Functions”

The security responsibilities of managers,
technology providers and security officers are
supported by functions normally assigned to others.
Someof the more important of these are described
below.

Audit, Auditors are responsible for examining
systems to see whether the system is meeting stated
security requirements, including system and
organization policies, and whether security controls
are appropriate. Informal audits can be performed
by those operating the system underreview or,if
impartiality is important, by outside auditors."

Physical Security. The physical security office is
usually responsible for developing and enforcing
appropriate physical security controls, in
consultation with computer security management,
program and functional managers, and others, as
appropriate. Physical security should address not
only central computerinstallations, but also backup
facilities and office environments. In the

government, this office is often responsible for the
processing of personnel background checks and
security clearances.

Disaster Recovery/Contingency Planning Staff.
Some organizations have a separate disaster

Who Should Be the Accrediting Official?

The Accrediting Officials are agency officials who
have authority to accept an application's security
safeguards and approve a system for operation. The
Accrediting Officials must also be authorized to
allocate resources to achieve acceptable security and
fo remedysécurity deficiencies. Without this
authority, they cannotrealistically take responsibility
for the accreditation decision. In general, Accreditors
are senior officials, who may be the Program or
Function Manager/Application Owner. For some
very sensitive applications, the Senior Executive
Officer is appropriate as an Accrediting Official. In
general, the more sensitive the application, the higher
the Accrediting Officials are in the organization.

Where privacy is a concern, federal managers can be
held personally liable for security inadequacies. The
issuing of the accreditationstatementfixes security
responsibility, thus making explicit a responsibility
that might otherwise be implicit. Accreditors should
consult the agency general counsel to determine their
personalsecurity liabilities.

Notethat accreditationis a formality uniqueto the
government.

Source; NIST FIPS 102

recovery/contingency planningstaff. In this case, they are normally responsible for contingency
planning for the organization as a whole, and normally work with program and functional
mangers/application owners, the computer security staff, and others to obtain additional

'? Categorization of functions and organizations in this section as supporting is in no way meantto imply any degree
of lessened importance. Also,note that this list is not all-inclusive. Additional supporting functions that can be
provided may include configuration management, independentverification and validation, and independent penetration
testing teams.

'8 The term outside auditors includes both auditors external to the organization as a whole andthe organization's
internal audit staff. For purposes of this discussion, both are outside the managementchain responsible for the operation
of the system.
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contingency planning support, as needed.

Quality Assurance. Many organizations have established a quality assurance program to improve
the products and services they provide to their customers. The quality officer should have a
working knowledge of computersecurity and how it can be used to improve the quality of the
program, for example, by improving the integrity of computer-based information, the availability
of services, and the confidentiality of customerinformation, as appropriaie.

Procurement. The procurementoffice is responsible for ensuring that organizational
procurements have been reviewedby appropriate officials. The procurementoffice cannot be
responsible for ensuring that goods and services meet computer security expectations, becauseit
lacks the technical expertise. Nevertheless, this office should be knowledgeable about computer
security standards and should bring them to the attention of those requesting such technology.

Training Office. An organization has to decide whether the primary responsibility for training
users, operators, and managers in computersecurity rests with the training office or the computer
security program office. In either case, the two organizations should work together to develop an
effective training program.

Personnel. The personneloffice is normally the first point of contact in helping managers
determine if a security backgroundinvestigation is necessary for a particular position. The
personnelandsecurity offices normally work closely on issues involving background
investigations. The personnel office may also be responsible for providing security-related exit
procedures when employees leave an organization.

Risk Management/Planning Staff. Some organizations have a full-time staff devoted to studying
all types of risks to which the organization may be exposed. This function should include
computer security-related risks, although this office normally focuses on "macro" issues. Specific
risk analyses for specific computer systems is normally not performed bythisoffice.

Physical Plant. This office is responsible for ensuring the provision of suchservicesaselectrical
powerand environmental controls, necessary for the safe and secure operation of an
organization's systems. Often they are augmented by separate medical, fire, hazardous waste, or
life safety personnel.

3.6 Users

Users also have responsibilities for computer security. Two kindsof users, and their associated
responsibilities, are described below.

Users of Information. Individuals who use information provided by the computer can be

ho.
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considered the "consumers" of the applications. Sometimes they directly interact with the system
(e.g., to generate a report on screen) — in which case theyare also users of the system (as
discussed below). Other times, they may only read computer-prepared reports or only be briefed
on such material. Someusers of information may be very far removed from the computer system.
Users of information are responsible forletting the functional mangers/application owners (or
their representatives) know whattheir needs are for the protection of information, especially for
its integrity and availability.

Users of Systems. Individuals who directly use computer systems (typically via a keyboard) are
responsible for following security procedures, for reporting security problems, and for attending
required computer security and functionaltraining.

References

Wood, Charles Cresson. "How to Achieve a Clear Definition of Responsibilities for Information
Security." DATAPROInformation Security Service, 1S115-200-101, 7 pp. April 1993.
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Chapter 4

COMMONTHREATS: A BRIEF OVERVIEW

Computer systems are vulnerable to many threats that can inflict various types of damage
resulting in significant losses. This damage can range from errors harming databaseintegrity to
fires destroying entire computer centers. Losses can stem, for example, from the actions of
supposedly trusted employees defrauding a system, from outside hackers, or from careless data
entry clerks. Precision in estimating computer security-related losses is not possible because
many losses are never discovered, and others are "swept under the carpet" to avoid unfavorable
publicity. The effects of various threats varies considerably: some affect the confidentiality or
integrity of data while others affect the availability of a system.

This chapter presents a broad view ofthe risky environment in which systems operate today. The
threats and associated losses presented in this chapter were selected based on their prevalence and
significance in the current computing environment and their expected growth. This list is not
exhaustive, and some threats may combine elements from more than one area.!? This overview of
many of today's commonthreats may prove useful to organizations studying their own threat
environments; however, the perspective of this chapter is very broad. Thus, threats against
particular systems could be quite different from those discussed here.”°

To control the risks of operating an information system, managers and users need to know the
vulnerabilities of the system andthe threats that may exploit them. Knowledgeofthe threat”!
environmentallows the system manager to implementthe mostcost-effective security measures.
In some cases, managers mayfind it more cost-effective to simply tolerate the expected losses.
Such decisions should be based onthe results of a risk analysis. (See Chapter 7.)

'° Asis true for this publication as a whole, this chapter does not address threats to national security systems, which
fall outside of NIST's purview. The term “national security systems" is defined in National Security Directive 42
(7/5/90) as being "those telecommunications and information systems operated by the U.S. Government,its contractors,
or agents, that contain classified information or,as set forth in 10 U.S.C, 2315, that involvesintelligence activities,
involves cryptologic activities related to national security, involves command andcontrol of military forces, involves
equipmentthatis an integral part of a weapon or weaponsystem,or involves equipmentthatis critical to the direct
fulfillment of military or intelligence missions."

* A discussion of how threats, vulnerabilities, safeguard selection and risk mitigation are related is contained in
Chapter 7, Risk Management.

?! Notethat one protects against threats that can exploit a vulnerability. Ifa vulnerability exists but no threatexists
to take advantage ofit, little or nothing is gained by protecting against the vulnerability. See Chapter 7, Risk
Management.
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4.1 Errors and Omissions

Errors and omissions are an important threat to data and system integrity. These errors are
caused notonly by data entry clerks processing hundreds of transactions per day, but also byall
types of users who create and edit data. Many programs,especially those designed by users for
personal computers, lack quality control measures. However, even the most sophisticated
programs cannotdetectall types of input errors or omissions. A sound awarenessandtraining
program can help an organization reduce the numberandseverity of errors and omissions.

Users, data entry clerks, system operators, and programmers frequently make errors that
contribute directly or indirectly to security problems. In somecases, the erroris the threat, such
as a data entry error or a programmingerror that crashes a system. In other cases, the errors
create vulnerabilities. Errors can occur during all phases of the systems life cycle. A long-term
survey of computer-related economic losses conducted by Robert Courtney, a computer security
consultant and former member of the Computer System Security and Privacy Advisory Board,
found that 65 percentoflosses to organizations were the result of errors and omissions.”” This
figure wasrelatively consistent between both private and public sector organizations.

Programming and developmenterrors, often called "bugs," can range in severity from benign to
catastrophic. In a 1989 study for the House Committee on Science, Space and Technology,
entitled Bugs in the Program, the staff of the Subcommittee on Investigations and Oversight
summarized the scope and severity of this problem in terms of government systems as follows:

As expenditures grow, so do concerns aboutthe reliability, cost and accuracy of ever-larger
and more complex software systems. These concerns are heightened as computers perform
more critical tasks, where mistakes can cause financial turmoil, accidents, or in extreme
cases, death.”

Since the study's publication, the software industry has changed considerably, with measurable
improvements in software quality. Yet software "horror stories" still abound, and the basic
principles and problems analyzed in the report remain the same. While there have been great

*? Computer System Security and Privacy Advisory Board, 199] Annual Report (Gaithersburg, MD), March 1992,p.
18. The categories into which the problems were placed and the percentages of economicloss attributed to each were:
65%, errors and omissions; 13%, dishonest employees; 6%, disgruntled employees; 8%, loss of supporting
infrastructure, including power, communications, water, sewer, transportation,fire, flood, civil unrest, and strikes; 5%,
water, not related to fires and floods; less than 3%, outsiders, including viruses, espionage, dissidents, and malcontents
of various kinds, and former employees who have been awayfor more than six weeks.

> House Committee on Science, Space and Technology, Subcommittee on Investigations and Oversight, Bugs in the
Program: Problems in Federal Government Computer Software Development and Regulation, 101st Cong., Ist sess., 3
August 1989,p. 2.
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improvements in program quality, as reflected in decreasing errors per 1000 lines of code, the
concurrent growth in program size often seriously diminishes the beneficial effects of these
program quality enhancements.

Installation and maintenanceerrors are another source of security problems. For example, an
audit by the President's Council for Integrity and Efficiency (PCIE) in 1988 found that every one
of the ten mainframe computersites studied had installation and maintenanceerrors that
introduced significant security vulnerabilities.”

4.2 Fraud and Theft

Computer systems can be exploited for both fraud and theft both by "automating"traditional
methodsof fraud and by using new methods. For example, individuals may use a computerto
skim small amounts of money from a large numberoffinancial accounts, assuming that small
discrepancies may not be investigated. Financial systems are not the only onesat risk. Systems
that control access to any resource are targets (e.g., time and attendance systems, inventory
systems, school grading systems, and long-distance telephone systems).

Computer fraud and theft can be committed byinsiders or outsiders. Insiders (i.e., authorized
users of a system) are responsible for the majority of fraud. A 1993 InformationWeek/Ernst and
Young study found that 90 percent of Chief Information Officers viewed employees "who do not
need to know"information asthreats.» The U.S. Departmentof Justice's Computer Crime Unit
contendsthat "insiders constitute the greatest threat to computer systems."*° Since insiders have
both access to and familiarity with the victim computer system (including what resourcesit
controls andits flaws), authorized system users are in a better position to commit crimes. Insiders
can be both general users (such as clerks) or technical staff members. An organization's former
employees, with their knowledgeof an organization's operations, mayalso posea threat,
particularly if their access is not terminated promptly.

In addition to the use of technology to commit fraud and theft, computer hardware and software
may be vulnerable to theft. For example, one study conducted by Safeware Insurance found that
$882 million worth of personal computers waslost dueto theft in 1992.7”

* President's Council on Integrity and Efficiency, Review of General Controls in Federal Computer Systems, October,
1988.

23 Bob Violino and Joseph C. Panettieri, "Tempting Fate,” InformationWeek, October 4, 1993: p. 42.

* Letter from Scott Charney, Chief, Computer Crime Unit, U.S. Departmentof Justice, to Barbara Guttman, NIST. July
29, 1993.

” "Theft, Power Surges Cause Most PC Losses,” Infosecurity News, September/October, 1993, 13.
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4.3 Employee Sabotage
Common examples ofcomputer-related employee

Employees are most familiar with their sabotage include::
employer's computers and applications, A pesrovenendyae oe clad
including knowing whatactions might cause e planting logic bombsthat destroy programs
the most damage, mischief, or sabotage. The or data, ‘
downsizing of organizations in both the public . entering data incorrectly,
and private sectors has created a group of e Crashing (systems,
aeidualemenh izational k led ° deleting data,individuals ae CeUe nowledge, ie holding data hostage, and
who mayretain potential system access(e.g., 3 changing data.
if system accounts are not deleted in a timely
manner).”=> The numberofincidents of
employee sabotage is believed to be much
smaller than the instances of theft, but the cost of such incidents can be quite high.

Martin Sprouse, author of Sabotage in the American Workplace, reported that the motivation for
sabotage can range from altruism to revenge:

Aslong as people feel cheated, bored, harassed, endangered, or betrayed at work, sabotage
will be used as a direct method of achieving job satisfaction — the kind that never has to get
the bosses' approval.”

4.4 Loss of Physical and Infrastructure Support

The loss of supporting infrastructure includes powerfailures (outages, spikes, and brownouts),
loss of communications, water outages and leaks, sewer problems,lack of transportation services,
fire, flood, civil unrest, and strikes. These losses include such dramatic events as the explosion at
the World Trade Center and the Chicago tunnel flood, as well as more commonevents, such as
broken water pipes. Many of these issues are covered in Chapter 15. A loss of infrastructure
often results in system downtime, sometimes in unexpected ways. For example, employees may
not be able to get to work during a winter storm, although the computer system may be
functional.

4.5 Malicious Hackers

The term malicious hackers, sometimescalled crackers, refers to those who break into computers

8 Charney.

° Martin Sprouse, ed., Sabotage in the American Workplace: Anecdotes ofDissatisfaction, Mischiefand Revenge (San
Francisco, CA: Pressure Drop Press, 1992), p. 7.
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without authorization. They can include both outsiders and insiders. Much ofthe rise of hacker
activity is often attributed to increases in connectivity in both governmentand industry. One 1992
study of a particular Internetsite (i.e., one computer system) found that hackers attempted to
break in at least once every other day.*°

The hackerthreat should be considered in terms of past and potential future damage. Although
current losses due to hacker attacks are significantly smaller than losses dueto insider theft and
sabotage, the hacker problem is widespread and serious. One example of malicious hacker
activity is that directed against the public telephone system.

Studies by the National Research Council and the National Security Telecommunications
Advisory Committee show that hacker activity is not limited to toll fraud. It also includes the
ability to break into telecommunications systems (such as switches), resulting in the degradation
or disruption of system availability. While unable to reach a conclusion about the degree of threat
or risk, these studies underscore the ability of hackers to cause serious damage.*"*

The hacker threat often receives more attention than more common and dangerousthreats. The
U.S. Department of Justice's Computer Crime Unit suggests three reasonsforthis.

e First, the hacker threat is a more recently encountered threat. Organizations have
always had to worry about the actions of their own employees and could use
disciplinary measures to reduce that threat. However, these measures are
ineffective against outsiders who are not subject to the rules and regulations of the
employer.

e Second, organizations do not know the purposes of a hacker — some hackers
browse, somesteal, some damage. This inability to identify purposes can suggest
that hacker attacks have no limitations.

e Third, hacker attacks make people feel vulnerable, particularly because their
identity is unknown. For example, supposea painteris hired to paint a house and,
onceinside, steals a piece ofjewelry. Other homeowners in the neighborhood may
not feel threatened by this crime and will protect themselves by not doing business
with that painter. But if a burglar breaks into the same houseandsteals the same

 

% Steven M. Bellovin, "There Be Dragons," Proceedings of the Third Usenix UNIX Security Symposium.

*' National Research Council, Growing Vulnerability of the Public Switched Networks: Implication for National Security
Emergency Preparedness (Washington, DC: National AcademyPress), 1989.

2 Report of the National Security Task Force, November 1990.
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piece ofjewelry, the entire neighborhood may feel victimized and vulnerable.

4.6 Industrial Espionage

Industrial espionageis the act of gathering proprietary data from private companiesor the
government”for the purposeofaiding another company(ies). Industrial espionage can be
perpetrated either by companies seeking to improve their competitive advantage or by
governments seeking to aid their domestic industries. Foreign industrial espionage carried out by
a governmentis often referred to as economic espionage. Since information is processed and
stored on computer systems, computer security can help protect against such threats; it can do
little, however, to reduce the threat of authorized employeesselling that information.

Industrial espionageis on the rise. A 1992 study sponsored by the American Society for
Industrial Security (ASIS) found that proprietary business information theft had increased 260
percent since 1985. The data indicated 30 percent of the reported losses in 1991 and 1992 had
foreign involvement. The study also found that 58 percent of thefts were perpetrated by current
or former employees.*” The three most damaging typesof stolen information were pricing
information, manufacturing process information, and product developmentand specification
information. Other types of information stolen included customerlists, basic research,sales data,
personnel data, compensationdata, cost data, proposals, andstrategic plans.”©

Within the area of economic espionage, the Central Intelligence Agency has stated that the main
objective is obtaining information related to technology, but that information on U.S. Government
policy deliberations concerning foreign affairs and information on commodities, interest rates, and
other economic factorsis also a target.*” The Federal Bureau of Investigation concursthat
technology-related information is the main target, butalso lists corporate proprietary information,
such as negotiating positions and other contracting data, as a target.”®

33 Charney.

** The governmentis included here becauseit often is the custodian for proprietary data (e.g., patent applications).

*5 The figures of 30 and 58 percentare not mutually exclusive.

*° Richard J. Heffernan and Dan T. Swartwood, "Trends in Competitive Intelligence," Security Management37, no. 1
(January 1993), pp. 70-73.

*7 Robert M. Gates, testimony before the House Subcommittee on Economic and Commercial Law, Committee on the
Judiciary, 29 April 1992, Z

* William S. Sessions, testimony before the House Subcommittee on Economic and Commercial Law, Committee on
the Judiciary, 29 April 1992.
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4.7 Malicious Code

Malicious code refers to viruses, worms, Trojan horses, logic bombs, and other "uninvited"
software. Sometimes mistakenly associated only with personal computers, malicious code can
attack other platforms.

A 1993 study of viruses found that
while the number of known viruses 1Seo1TOTTITUTTOesentettener

increasing exponentially, the number of
virus incidents is not.*? The study
concludedthat viruses are becoming Virus: A code segmentthat replicates by attaching copiesofitself to
moreprevalent, but only "gradually." existing executables. The newcopy of the virusis executed when a user

executes the new host program. The virus may include an additional
. “payload” that riggers when specific conditions are met. For example,

The rate of PC-DOSvirus some viruses display a textstring on a particular date. There are many
incidents in medium to large North types ofviruses, including variants, overwriting, resident, stealth, and
American businesses appears to be polymorphic.
approximately 1 per 1000 PCs per
quarter; the numberofinfected
machinesis perhaps 3 or 4 times

Malicious Software: A Few Key Terms

Trojan Horse: A program that performsadesired task, but that also
includes unexpected (and undesirable) functions. Consider as an
example an editing program for a multiuser system. This program could

this figure if we assume that most be modified to randomly delete one ofthe users’ files each time they
such businessesare at least weakly perform a useful function (editing), but the deletions are unexpected and
protected againstviruses.“ *! definitely undesired!

Worm: A self-replicatingprogram thatis self-contained and does not
Actual costs attributed to the presence require a host program. The program creates a copy ofitself and causes
of malicious code have resulted it to execute; no user intervention is required. Worms commonly use
primarily from system outagesandstaff network services to propagate to other host systems.
time involved in repairing the systems. =eee
Nonetheless, these costs can be TN

significant.

4.8 Foreign Government Espionage

In some instances, threats posed by foreign governmentintelligence services may be present. In
addition to possible economic espionage, foreignintelligence services may target unclassified

* Jeffrey O. Kephart and Steve R. White, "Measuring and Modeling Computer Virus Prevalence,” Proceedings, 1993
IEEE Computer Society Symposium on Research in Security and Privacy (May 1993): 14.

© Tid.

*! Estimates of virus occurrences maynot considerthe strength of an organization's antivirus program.
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systems to further their intelligence missions. Some unclassified information that may be of
interest includes travel plans of seniorofficials, civil defense and emergency preparedness,
manufacturing technologies, satellite data, personnel and payroll data, and law enforcement,
investigative, and security files. Guidance should be sought from the cognizant security office
regarding suchthreats.

4.9 Threats to Personal Privacy

The accumulation of vast amounts of electronic information about individuals by governments,
credit bureaus, and private companies, combined with the ability of computers to monitor,
process, and aggregate large amounts of information aboutindividuals have created a threat to
individual privacy. The possibility that all of this information and technology may be able to be
linked together has arisen as a specter of the modern information age. This is often referred to as
"Big Brother." To guard against such intrusion, Congress has enactedlegislation, over the years,
such as the Privacy Act of 1974 and the Computer Matching and Privacy Protection Act of 1988,
which defines the boundaries ofthe legitimate uses of personal information collected by the
government.

The threat to personal privacy arises from many sources. In several cases federal and state
employees have sold personal information to private investigators or other "information brokers."
One such case was uncoveredin 1992 when the Justice Department announcedthe arrest of over
two dozen individuals engaged in buying andselling information from Social Security
Administration (SSA) computerfiles.*? During the investigation, auditors learned that SSA
employees had unrestricted access to over 130 million employment records. Another
investigation found that 5 percent of the employeesin one region of the IRS had browsed through
tax recordsoffriends, relatives, and celebrities.’ Some of the employees used the information to
create fraudulent tax refunds, but many were acting simply out of curiosity.

As more of these cases cometo light, many individuals are becoming increasingly concerned
about threats to their personal privacy. A July 1993 special report in MacWorld cited polling data
taken by Louis Harris and Associates showing that in 1970 only 33 percent of respondents were
concerned aboutpersonal privacy. By 1990, that number had jumped to 79 percent.”

While the magnitude and cost to society of the personal privacy threat are difficult to gauge,it is

*” House Committee on Ways and Means, Subcommittee on Social Security, [legal Disclosure ofSocial Security
Earnings Information by Employees of the Social Security Administration and the Department ofHealth and Human
Services‘ Office ofInspector General: Hearing, 102nd Cong., 2nd sess., 24 September 1992, Serial 102-131.

“? Stephen Barr, "Probe Finds IRS Workers Were ‘Browsing’in Files," The Washington Post, 3 August 1993,p, Al.

“ Charles Piller, "Special Report: Workplace and ConsumerPrivacy Under Siege,” MacWorld, July 1993, pp. 1-14.
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apparent that information technology is becoming powerful enough to warrant fears of both
government and corporate "Big Brothers." Increased awareness of the problem is needed.
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Chapter 5

COMPUTER SECURITY POLICY

In discussions of computer security, the term policy has more than one meaning.” Policy is
senior management's directives to create a computersecurity program, establish its goals, and
assign responsibilities. The term policy is also used to refer to the specific security rules for
particular systems.“® Additionally, policy may refer to entirely different matters, such as the
specific managerial decisions setting an organization's e-mail privacy policy or fax security policy.

: PaaeeSn
In this chapter the term computer security TE EEEEE a

 policy is defined as the "documentation of Policy meansdifferentthings to different pengThecomputersecurity decisions" — which covers term“policy” is used in this chapterin abroad

all the types of policy described above.*” In manner to referEeeeasooeeeamaking these decisions, managers face hard related decisions. . : .
choices involving resource allocation, es
competing objectives, and organizational
strategy related to protecting both technical and information resourcesas well as guiding
employee behavior. Managersat all levels make choices that can result in policy, with the scope
of the policy's applicability varying according to the scope of the manager's authority. In this
chapter we use the term policy in a broad manner to encompassall of the types of policy
described above — regardless of the level of manager whosetsthe particular policy.

Managerial decisions on computersecurity issues vary greatly. To differentiate among various
kinds ofpolicy, this chapter categorizes them into three basic types:

e Program policy is used to create an organization's computer security program.

e Issue-specific policies address specific issues of concern to the organization.

“5 There are variationsin the use of the term policy, as noted in a 1994 Office of Technology Assessmentreport,
Information Security and Privacy in Network Environments: “Security Policy refers here to the statements made by
organizations, corporations, and agenciesto establish overall policy on information access and safeguards. Another
meaning comes from the Defense community and refers to the rulesrelating clearancesof users to classification of
information. In another usage, security policies are used to refine and implementthe broader, organizationalsecurity
policy..."

“6 Theseare the kind ofpolicies that computer security experts refer to as being enforced by the system's technical
controls as well as its management and operationalcontrols.

“In general, policy is set by a manager. However, in some cases,it maybeset by a group(e.g., an
intraorganizationalpolicy board).
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° System-specific policies focus on decisions taken by managementto protect a
particular system.*

Procedures, standards, and guidelines are used to describe how these policies will be implemented
within an organization. (See following box.)

Tools to Implement Policy:
Standards, Guidelines, and Procedures

Because policy is written at a broad level, organizations also develop standards, guidelines, and procedures that
offer users, managers, and others a clearer approach to implementing policy and meeting organizational goals.
Standards and guidelines specify technologies and methodologies to be used to secure systems. Procedures are
yet more detailed steps to be followed to accomplish particular-security-related tasks. Standards, guidelines;
and procedures may be promulgated throughout an organization via handbooks, regulations, or manuals.

Organizational standards (not to be confused with American National Standards, FIPS, Federal Standards, or
other national or international standards) specify uniform use ofspecific technologies, parameters, or
procedures when such uniform use will benefit an organization. Standardization of organizationwide
identification badgesis a typical example, providing ease ofemployee mobility and automation of entry/exit
systems. Standards are normally compulsory within an organization.

Guidelines assist users, systems personnel, and others in effectively securing their systems. The nature of
guidelines, however, immediately recognizes that systems vary considerably, and imposition ofstandards is not
always achievable, appropriate, or cost-effective. For example, an organizational guideline may be used to
help develop system-specific standard procedures, Guidelines are often used to help ensure that specific
security measures are not overlooked,although they can be implemented,and correctly so, in more than one
way.

Procedures normally assist in complying with applicable security policies, standards, and guidelines.: They are
detailed steps to be followed by users, system operations personnel, or others to accomplish a particular task
(e.g., preparing new user accounts and assigning the appropriate privileges).

Some organizations issue overall computer security manuals, regulations, handbooks, or similar documents.
These may mix policy, guidelines, standards, and procedures,since they are closely linked. While manuals and
regulations can serve as importanttools,it is often useful if they clearly distinguish between policy andits
implementation. This can help in promotingflexibility and cost-effectiveness by offering alternative
implementation approachesto achieving policy goals.

Familiarity with various types and componentsofpolicy will aid managersin addressing computer
security issues important to the organization. Effective policies ultimately result in the

BA systemrefers to the entire collection of processes, both those performed manually and those using a computer
(e.g., manual data collection and subsequent computer manipulation), which performs a function. This includes both
application systems and support systems, such as a network.
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developmentand implementation of a better computer security program andbetter protectio n of
systems and information.

These types ofpolicy are describedto aid the reader's understanding.”’ It is not important that
one categorizes specific organizational policies into these three categories; it is more important to
focus on the functions of each.

5.1 Program Policy

A managementofficial, normally the head of the organization or the senior administration official,
issues program policy to establish (or restructure) the organization's computer security program
andits basic structure. This high-level policy defines the purpose of the program andits scope
within the organization; assigns responsibilities (to the computer security organization) for direct
program implementation, as well as other responsibilities to related offices (such as the
Information Resources Management [IRM] organization); and addresses complianceissues.

Program policy sets organizational strategic directions for security and assigns resourcesforits
implementation.

5.1.1 Basic Components of Program Policy

Components of program policy should address:

Purpose. Program policy normally includes a statement describing why the program is being
established. This may include defining the goals of the program. Security-related needs, such as
integrity, availability, and confidentiality, can form the basis of organizational goals established in
policy. For instance, in an organization responsible for maintaining large mission-critical
databases, reductionin errors, data loss, data corruption, and recovery might be specifically
stressed. In an organization responsible for maintaining confidential personal data, however,
goals might emphasize stronger protection against unauthorized disclosure.

Scope. Program policy should be clear as to which resources-- including facilities, hardware, and
software, information, and personnel -- the computer security program covers. In manycases, the
program will encompassall systems and organizational personnel, but this is not always true. In
someinstances, it may be appropriate for an organization's computer security program to be more
limited in scope.

“° Nostandardterms exist for various types ofpolicies. These termsare usedto aid the reader's understandingofthis
topic; no implication of their widespread usage is intended.
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Responsibilities. Once the computer security
programis established, its managementis Program policy establishes the security program and
normally assigned to either a newly created or assigns program managementand supporting
existing office.°° responsibilities.
i

The responsibilities of officials and offices
throughout the organization also need to be addressed, including line managers, applications
owners, users, and the data processing or IRM organizations. This section ofthe policy
statement, for example, would distinguish between the responsibilities of computer services
providers and those of the managersofapplications using the provided services. The policy could
also establish operational security offices for major systems, particularly those at high risk or most
critical to organizational operations. It also can serve as the basis for establishing employee
accountability.

At the program level, responsibilities should be specifically assigned to those organizational
elements and officials responsible for the implementation and continuity of the computer security
policy.*!

Compliance. Program policy typically will address two compliance issues:

Ie General compliance to ensure meeting the requirements to establish a program and
the responsibilities assigned therein to various organizational components. Often
an oversightoffice (e.g., the Inspector General) is assigned responsibility for
monitoring compliance, including how well the organization is implementing
management's priorities for the program.

2. The use of specified penalties and disciplinary actions. Since the security policy is
a high-level document, specific penalties for various infractions are normally not
detailed here; instead, the policy may authorize the creation of compliance
structuresthat includeviolations and specific disciplinary action(s).°”

°° The program managementstructure should be organized to best address the goals of the program and respond to
the particular operating and risk environmentof the organization. Importantissues for the structure of the computer
security program include managementand coordination of security-related resources, interaction with diverse
communities, and theability to relay issues of concern, trade-offs, and recommended actions to upper management. (See
Chapter 6, Computer Security Program Management.)

5' In assigning responsibilities, it is necessary to be specific; such assignments as "computer security is everyone's
responsibility,” in reality, mean no one has specific responsibility.

* The needto obtain guidance from appropriate legal counselis critical when addressing issues involving penalties
and disciplinary action for individuals. The policy does not need to restate penalties already provided for by law,
although they can belisted if the policy will also be used as an awarenessor training document.
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Those developing compliance policy should rememberthat violations of policy can be
unintentional on the part of employees. For example, nonconformance can often be due to a lack
of knowledgeortraining.

5.2 Issue-Specific Policy

Whereas program policy is intended to address the broad organizationwide computer security
program, issue-specific policies are developed to focus on areas of current relevance and concern
(and sometimes controversy) to an organization. Management mayfind it appropriate, for
example, to issue a policy on how the organization will approach contingency planning
(centralized vs. decentralized) or the use of a particular methodology for managingrisk to
systems. A policy could also be issued, for example, on the appropriate use of a cutting-edge
technology (whosesecurity vulnerabilities arestill largely unknown) within the organization.
Issue-specific policies may also be appropriate when newissues arise, such as when implementing
a recently passed law requiring additional protection of particular information. Program policyis
usually broad enoughthat it does not require much modification over time, whereas issue-specific
policies are likely to require more frequent revision as changes in technology andrelated factors
take place.

In general, for issue-specific and system-specific policy, the issueris a senior official; the more
global, controversial, or resource-intensive, the more senior the issuer.

5.2.1 Example Topics for Issue-Specific iis:)>=.
Policy® Both newtechnologies and theappearance ofnew

threatsoften require the creation ofissue-specific
There are many areas for which issue-specific poe Oeaee
policy may be appropriate. Two examples arc mmm
explained below.

Internet Access. Many organizations are looking at the Internet as a means for expanding their
research opportunities and communications. Unquestionably, connecting to the Internet yields
manybenefits — and some disadvantages. Someissues an Internet access policy may address
include who will have access, which types of systems may be connected to the network, what
types of information may be transmitted via the network, requirements for user authentication for
Internet-connected systems, and the use offirewalls and secure gateways.

*? Examplespresented in this section are notall-inclusive nor meant to implythatpolicies in each of these areas are
required byall organizations.
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E-Mail Privacy. Users of computer e-mail
systems have cometo rely uponthat service Other potential candidates for issue-specific policies
for informal communication with colleagues include: approachto risk managementand
and others. However, since the system is contingency planning,protection of

confidential/proprietaryinformation, unauthorized
typically owned by the employing software, acquisition of software, doing computer
organization, from time-to-time,ae work at home,bringing in disks from outside the
may wish to monitor the employee's e-mail for workplace, access to other employees’files,
variousreasons(e.g., to be sure that it is used encryption of files and e-mail, rights ofprivacy,
for business purposesonly orif they are responsibility for correctness of data, suspected

er : ; malicious code, and physical emergencies.
suspected ofdistributing viruses, sending io
offensive e-mail, or disclosing organizational eee
secrets.) On the other hand, users may have
an expectation of privacy, similar to that accorded U.S. mail. Policy in this area addresses what
level of privacy will be accorded e-mail and the circumstances under which it may or may not be
read.

5.2.2 Basic Componentsof Issue-Specific Policy

As suggested for program policy, a useful structure for issue-specific policy is to break the policy
into its basic components.

Issue Statement. To formulate a policy on an issue, managersfirst must define the issue with any
relevant terms, distinctions, and conditions included. It is also often useful to specify the goal or
justification for the policy — which can be helpful in gaining compliance with the policy. For
example, an organization might want to develop an issue-specific policy on the use of “unofficial
software,” which might be defined to mean any software not approved, purchased, screened,
managed, and owned by the organization. Additionally, the applicable distinctions and conditions
might then need to be included, for instance, for software privately owned by employees but
approved for use at work, and for software owned and used by other businesses under contract to
the organization.

Statement of the Organization's Position, Once the issue is stated and related terms and
conditions are discussed,this section is used to clearly state the organization's position (i.e.,
management's decision) on the issue. To continue the previous example, this would meanstating
whetheruse of unofficial software as defined is prohibited in all or some cases, whether there are
further guidelines for approval and use, or whether case-by-case exceptions will be granted, by
whom, and on what basis.

Applicability. Issue-specific policies also need to include statements of applicability. This means
clarifying where, how, when, to whom, and to whata particular policy applies. For example,it
could be that the hypothetical policy on unofficial software is intended to apply only to the
organization's own on-site resources and employees and not to contractors with offices at other
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locations. Additionally, the policy's applicability to employeestravelling among different sites
and/or working at home who needto transport and use disks at multiple sites might need to be
clarified.

Roles and Responsibilities. The assignmentof roles and responsibilities is also usually included in
issue-specific policies. For example, if the policy
permits unofficial software privately owned by
employees to be used at work with the appropriate
approvals, then the approval authority granting
such permission would need to be stated. (Policy
would stipulate, who, by position, has such
authority.) Likewise, it would needto be clarified
who would be responsible for ensuring that only
approved softwareis used on organizational
computer resources and, perhaps, for monitoring
users in regard to unofficial software.

Compliance. For sometypesofpolicy, it may be
appropriate to describe, in somedetail, the
infractions that are unacceptable, and the
consequences of such behavior. Penalties may be
explicitly stated and should be consistent with
organizational personnelpolicies and practices.
When used,they should be coordinated with
appropriate officials and offices and, perhaps,
employee bargaining units. It may also be
desirable to task a specific office within the
organization to monitor compliance.

Points of Contact and Supplementary
Information. For any issue-specific policy, the
appropriate individuals in the organization to
contact for further information, guidance, and
compliance should be indicated. Since positions
tend to changeless often than the people
occupying them, specific positions may be

Some Helpful Hints on Policy

To beeffective, policy requires visibility.. Visibility
aids implementation of policy by helping to ensure
policy is fully communicated throughoutthe
organization. Managementpresentations, videos,
panel discussions, guest speakers, question/answer
forums, and newsletters increase visibility. The
organization's computer security training and
awareness program can effectively notify users of new

policies, It also can be used to familiarize new
employees with the organization's policies.

Computer security policies should be introduced in a
mannerthat ensures that management's unqualified
support is clear, especially in environments where
employees feel inundated with policies; directives, —
guidelines, and procedures. Theorganization's policy
is the vehicle for emphasizing management's
commitment to computer security and making clear
their expectations for employee performance,
behavior, and accountability.

To beeffective, policy should be consistent with other
existing directives, laws, organizational culture,
guidelines, procedures, and the organization's overall
mission.It should also be integrated into and
consistent with other organizational policies (e.g,,
personnelpolicies). One wayto heip ensurethisisto
coordinate policies during development with other
organizational offices.

 

preferable as the point of contact. For example, for someissues the point of contact might be a
line manager; for otherissues it might be a facility manager, technical support person, system
administrator, or security program representative. Using the above example once more,
employees would need to know whetherthe point of contact for questions and procedural
information would be their immediate superior, a system administrator, or a computer security
official.
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Guidelines and procedures often accompany policy. The issue-specific policy on unofficial
software, for example, might include procedural guidelines for checking disks brought to work
that had been used by employeesat otherlocations.

5.3 System-Specific Policy

Program policy and issue-specific policy both address policy from a broadlevel, usually
encompassing the entire organization. However, they do not provide sufficient information or
direction, for example, to be used in establishing an access contro]list or in training users on what
actions are permitted. System-specific policy fills this need. It is much more focused,since it
addresses only one system.

Manysecurity policy decisions may apply only at the system level and may vary from system to
system within the same organization. While these decisions may appear to be too detailed to be
policy, they can be extremely important, with significant impacts on system usage and security.
These types of decisions can be made by a managementofficial, not by a technical system
administrator.” (The impacts of these decisions, however, are often analyzed by technical system
administrators.)

. :aSea

To develop a cohesive and comprehensiveset
of security policies, officials may use a System-specific security policy includes two
managementprocessthat derives security components: security objectivesand operational
rules from security goals. It is helpful to securityrules, Itis often accompanied by
consider a two-level model for system security implementingprocedures and gutcelines:
policy: security objectives and operational EE
security rules, which together comprise the
system-specific policy. Closely linked and often difficult to distinguish, however,is the
implementation of the policy in technology.

5.3.1 Security Objectivesmea
Sample Security Objective

The first step in the managementprocessis to
define security objectives for the specific Only individualsin the accounting and personnel

. . departments are authorized to provide or modify
system. Although, this process may start with information used in payroll processing,
an analysis of the need for integrity,
availability, and confidentiality ishoddaatt>>>——~———————E7~
stop there. A security objective needs to
more specific; it should be concrete and well defined. It also should be stated so thatit is clear

** It is important to rememberthatpolicyis not created ina vacuum. For example,it is critical to understand the
system mission and how the system is intended to be used. Also, users may play an importantrole in setting policy.
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that the objective is achievable. This process will also draw uponother applicable organization
policies.

Security objectives consist of a series of statements that describe meaningful actions about explicit
resources. These objectives should be based on system functional or mission requirements, but
should state the security actions that support the requirements.

Development of system-specific policy will require management to maketrade-offs, since it is
unlikely thatall desired security objectives will be able to be fully met. Managementwill face
cost, operational, technical, and other constraints.

5.3.2 Operational Security Rules

After management determinesthe security objectives, the rules for operating a system can be laid
out, for example, to define authorized and unauthorized modification. Who (by job category,
organization placement, or name) can do what
(e.g., modify, delete) to which specificclasse)

and records of data, and under what Sample Operational Secutity Rule
conditions.

Personnei clerks may update fields for weekly
The degree ofspecificity needed for attendance, charges to annualleave, employee
operational security rules varies greatly. The addresses, and telephone numbers. Personnel

specialists mayupdate salary information. No
more detailed the rules are, up to a point, the EMONeE ret ucdince thir On recent!
easier it is to know when one has been

violated. It is also, up to a point, easier to aemeeecesesee
automate policy enforcement. However,
overly detailed rules may makethe job ofinstructing a computer to implement them difficult or
computationally complex.

In addition to deciding the level of detail, management should decide the degree of formality in
documenting the system-specific policy. Once again, the more formal the documentation, the
easier it is to enforce and to follow policy. On the other hand,policy at the system level thatis
too detailed and formal can also be an administrative burden. In general, good practice suggests a
reasonably detailed formal statement of the access privileges for a system. Documenting access
controls policy will makeit substantially easier to follow and to enforce. (See Chapters 10 and
17, Personnel/User Issues and Logical Access Control.) Another area that normally requires a
detailed and formal statementis the assignment of security responsibilities. Other areas that
should be addressed are the rules for system usage and the consequences of noncompliance.

Policy decisions in other areas of computer security, such as those described in this handbook,are
often documentedin therisk analysis, accreditation statements, or procedural manuals. However,
any controversial, atypical, or uncommonpolicies will also need formal statements. Atypical
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policies would include any areas where the system policyis different from organizational policy or
from normalpractice within the organization, either moreorless stringent. The documentation
for a typical policy contains a statement explaining the reason for deviation from the
organization's standard policy.

5.3.3 System-Specific Policy Implementation

Technology plays an important — but not sole — role in enforcing system-specific policies. When
technologyis used to enforce policy,it is important not to neglect nontechnology- based methods.
For example, technical system-based controls could be usedto limit the printing of confidential
reports to a particular printer. However, corresponding physical security measures would also
have to be in place to limit access to the printer output or the desired security objective would not
be achieved.

Technical methods frequently used to implement system-security policy are likely to include the
use of logical access controls. However, there are other automated means ofenforcing or
supporting security policy that typically supplement logical access controls. For example,
technology can be used to block telephone users from calling certain numbers. Intrusion-
detection software can alert system administrators to suspicious activity or can take action to stop
the activity. Personal computers can be configured to prevent booting from a floppydisk.

Technology-based enforcement of system-security policy has both advantages and disadvantages.
A computersystem, properly designed, programmed, installed, configured, and maintained,™
consistently enforces policy within the computer system, although no computercan force users to
follow all procedures. Managementcontrols also play an important role — and should not be
neglected. In addition, deviations from the policy may sometimes be necessary and appropriate;
such deviations may be difficult to implementeasily with some technical controls. This situation
occurs frequently if implementation of the security policy is too rigid (which can occur whenthe
system analysts fail to anticipate contingencies and prepare for them).

5.4 Interdependencies

Policy is related to many of the topics covered in this handbook:

Program Management. Policy is used to establish an organization's computer security program,
and is therefore closely tied to program managementand administration. Both program and
system-specific policy may be established in any of the areas covered in this handbook. For
example, an organization may wish to have a consistent approachto incident handlingforall its

** Doing all of these things properly is, unfortunately, the exception rather than the rule. Confidence in the system’s
ability to enforce system-specific policyis closely tied to assurance. (See Chapter 9, Assurance.)
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systems — and would issue appropriate program policy to do so. On the other hand,it may decide
that its applicationsare sufficiently independent of each other that application managers should
deal with incidents on an individualbasis.

Access Controls. System-specific policy is often implemented through the use ofaccess controls.
For example, it may be a policy decision that only two individuals in an organization are
authorized to run a check-printing program. Access controls are used by the system to implement
(or enforce) this policy.

Links to Broader Organizational Policies. This chapter has focused on the types and
components of computersecurity policy. However, it is importantto realize that computer
security policies are often extensions of an organization's information security policies for
handling information in other forms (e.g., paper documents). For example, an organization's e-
mail policy would probably be tied to its broader policy on privacy. Computersecurity policies
mayalso be extensions ofother policies, such as those about appropriate use of equipment and
facilities.

5.5 Cost Considerations

A numberofpotential costs are associated with developing and implementing computer security
policies. Overall, the major cost of policy is the cost of implementing the policy and its impacts
upon the organization. For example, establishing a computer security program, accomplished
through policy, does not comeat negligible cost.

Other costs may be those incurred through the policy development process. Numerous
administrative and managementactivities may be required for drafting, reviewing, coordinating,
clearing, disseminating, and publicizing policies. In many organizations, successful policy
implementation may require additionalstaffing and training — and can take time. In general, the
costs to an organization for computer security policy development and implementation will
depend upon how extensive the change neededto achieve a level of risk acceptable to
management.
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Chapter 6

COMPUTER SECURITY PROGRAM MANAGEMENT

Computers and the information they processarecritical to many organizations’ ability to perform
their mission and business functions.” It therefore makes sense that executives view computer
security as a managementissue and seek to protect their organization's computer resources as
they would any other valuable asset. To do this effectively requires developing of a
comprehensive management approach.

This chapter presents an organizationwide
approach to computersecurity and discusses OMB Circular A-130, "ManagementofFederal
its important management function.” Because Information Resources,” requires that federal agencies
organizations differ vastly in size, complexity, establish computersecurity programs...
managementstyles, and culture,it is not Sg
possible to describe one ideal computer
security program. However, this chapter does describe someof the features and issues common
to many federal organizations.

6.1 Structure of a Computer Security Program

Many computersecurity programs thatare distributed throughout the organization have different
elements performing various functions. While this approach has benefits, the distribution of the
computersecurity function in many organizations is haphazard, usually based uponhistory (e.,
who wasavailable in the organization to do what when the need arose). Ideally, the distribution
of computersecurity functions should result from a planned and integrated management
philosophy.

Managing computersecurity at multiple levels brings many benefits. Each level contributes to the
overall computer security program with different types of expertise, authority, and resources. In
general, higher-level officials (such as those at the headquarters or unit levels in the agency
described above) better understand the organization as a whole and have more authority. On the
other hand, lower-levelofficials (at the computer facility and applications levels) are more familiar
with the specific requirements, both technical and procedural, and problems of the systems and

* This chapter is primarily directed at federal agencies, which are generally very large and complex organizations.
This chapter discusses programs which are suited to managing security in such environments. They may be wholly
inappropriate for smaller organizations or private sector firms.

*? This chapter addresses the managementof security programs, not the various activities such as risk analysis or
contingency planning that make up aneffective security program.
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Sources of (Some) Requirements for
Federal Unclassified Computer Security Programs
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Agency Computer Security Program '

A tederal agency computer security program is created and operates in an environmentrich in guidance
and direction from other organizations. Figure 6.! illustrates some of the external sources of
requirements and guidance directed toward agency managementwith regard to computer security. While
a full discussion of eachis outside the scope ofthis chapter, it is important to realize that a program does
not operate in a vacuum; federal organizations are constrained — by both statute and regulation -- ina
numberof ways.

 
 

 

 

 

Laws

 

Figure 6.1

the users. The levels of computer security program management should be complementary; each
can help the other be more effective. |

Since many organizations have atleast twolevels of computer security management, this chapter
divides computer security program managementinto twolevels: the centrallevel and the system
level. (Each organization, though, may haveits own uniquestructure.) The central computer
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Sample Federal Agency Management Structure
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Figure 6.2 shows a managementstracture based on that of an actual federal agency. The agency consists of three major units, cach with
several large computerfacilities running maltiple applications. This type of organization needs to manage computer security at the agency
level, the wnif level, the computer facility level, and the application level.

Figure 6.2

security program can be used to address the overall management of computer security within an
organization or a major componentof an organization. The system-level computer security
program addresses the management of computersecurity for a particular system.

6.2 Central Computer Security Programs

The purposeofa central computer security program is to address the overall management of
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computer security within an organization. In the federal government, the organization could
consist of a department, agency, or other major operating unit.

As with the managementofall resources, central computer security managementcan be
performed in manypractical and cost-effective ways. The importance of sound management
cannot be overemphasized. There is also a downside to centrally managed computersecurity
programs. Specifically, they present greater risk that errors in judgement will be more widely
propagated throughoutthe organization. As they strive to meet their objectives, managers need
to consider the full impact of available options when establishing their computer security
programs.

6.2.1 Benefits of Central Computer Security Programs

A central security program should provide two quite distinct types of benefits:

® Increased efficiency and economy of security throughout the organization, and

® the ability to provide centralized enforcement and oversight.

Both of these benefits are in keeping with the purpose of the Paperwork Reduction Act, as
implemented in OMB Circular A-130.

The Paperwork Reduction Act establishes a broad mandate for agencies to perform their
information managemeniactivities in an efficient, effective, and economical manner... .
Agencies shall assure an adequate level of security for all agency automated information
systems, whether maintained in-house or commercially.**

6.2.2 Efficient, Economic Coordination of Information

A central computer security program helps to coordinate and manageeffective use of security-
related resources throughout the organization. The most important of these resources are
normally information and financial resources.

Sound and timely information is necessary for managers to accomplish their tasks effectively.
However, most organizations have trouble collecting information from myriad sources and
effectively processing and distributing it within the organization. This section discusses some of
the sources and efficient uses of computer security information.

Within the federal government, many organizations such as the Office of Managementand

5° OMBCircular A-130, Section 5; Appendix III, Section 3.
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Budget, the General Services Administration, the National Institute of Standards and Technology,
and the National Telecommunications and Information Administration, provide information on
computer, telecommunications, or information resources. This information includes security-
related policy, regulations, standards, and guidance. A portion of the information is channelled
throughthe senior designated official for each agency (see Federal Information Resources
Management Regulation [FIRMR] Part 201-2). Agencies are expected to have mechanisms in
place to distribute the information the senior designated official receives.

Computer security-related informationis also available from private and federal professional
societies and groups. These groupswill often provide the information as a public service,
although someprivate groups chargea fee for it. However, even for information that is free or
inexpensive, the costs associated with personnel gathering the information can be high.

Internal security-related information, such as which procedures were effective, virus infections,
security problems, and solutions, need to be shared within an organization. Often this information
is specific to the operating environmentand culture of the organization.

A computer security program administered at the organization level can provide a wayto collect
the internal security-related information and distribute it as needed throughout the organization.
Sometimes an organization can also share this information with external groups. See Figure 6.3.

Anotheruse ofan effective conduit of informationis to increase the central computersecurity
program'sability to influence external and internal policy decisions. If the central computer
security program office can represent the entire organization, then its advice is more likely to be
heeded by upper management and external organizations. However, to be effective, there should
be excellent communication between the system-level computer security programs and the
organization level. For example, if an organization were considering consolidating its mainframes
into one site (or considering distributing the processing currently doneat one site), personnel at
the central program could provideinitial opinions about the security implications. However, to
speak authoritatively, central program personnel would haveto actually know the security
impacts of the proposed change — information that would have to be obtained from the system-
level computer security program.

Besides being able to help an organization use
information more cost effectively, a computer An organization's components may develop
security program can also help an organization specialized expertise, which can be shared among
better spend its scarce security dollars. components. For example, one operating unit may

mn : primarily use UNEX and have developed skills in
Organizations can develop expertise and then UNIX security. A second operating mit (with only
share it, reducing the need to contract out one UNIX machine), may concentrate on MVS
repeatedly for similar services. The central security and rely on thefirst unit's knowledge and
computersecurity program can help facilitate skills for its UNLX machine.
information sharing. SRRTT
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Some Principal Security Program Interactions
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Figure 6.3 shows a simplified version of the flow of computer security-related information among variousparts of an
organization and across different organizations.

Figure 6.3

Personnel at the central computer security program level can also develop their ownareas of
expertise. For example, they could sharpentheir skills could in contingency planning and risk
analysis to help the entire organization perform these vital security functions.
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Besides allowing an organization to share expertise and, therefore, save money,a central
computer security program canuseits position to consolidate requirements so the organization
can negotiate discounts based on volume purchasing of security hardware and software. It also
facilitates such activities as strategic planning and organizationwide incident handling and security
trend analysis.

6.2.3 Central Enforcement and Oversight

Besides helping an organization improve the economyandefficiency of its computer security
program, a centralized program can include an independent evaluation or enforcement function to
ensure that organizational subunits are cost-effectively securing resources and following
applicable policy. While the Office of the Inspector General (OIG) and external organizations,
such as the General Accounting Office (GAO), also perform a valuable evaluationrole, they
operate outside the regular management channels. Chapters 8 and 9 further discuss the role of
independentaudit.

There are several reasons for having an oversight function within the regular management
channel. First, computer security is an important componentin the managementof organizational
resources. This is a responsibility that cannot be transferred or abandoned. Second, maintaining
an internal oversight function allows an organization to find and correct problems without the
potential embarrassment of an IG or GAOauditor investigation. Third, the organization mayfind
different problems from thosethat an outside organization may find. The organization
understandsits assets, threats, systems, and procedures better than an external organization;
additionally, people may have a tendency to be more candid with insiders.

6.3 Elements of an Effective Central Computer Security Program

For a central computer security program to be effective, it should be an established part of
organization management. If system managers and applications owners do not need to
consistently interact with the security program, then it can become an empty token of upper
management's "commitment to security."

Stable Program Management Function. A well-established program will have a program
managerrecognized within the organization as the central computer security program manager.
In addition, the program will be staffed with able personnel, andlinks will be established between
the program managementfunction and computer security personnel in other parts of the
organization. A computersecurity program is a complex function that needs a stable base from
which to direct the managementof such security resources as information and money. The
benefits of an oversight function cannot be achieved if the computer security program is not
recognized within an organization as having expertise and authority.
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Stable Resource Base. A well-established program will have a stable resource base in terms of
personnel, funds, and other support. Withouta stable resourcebase,it is impossible to plan and
execute programs andprojects effectively.

Existence of Policy. Policy provides the foundation for the central computer security program
and is the means for documenting and promulgating important decisions about computersecurity.
A central computer security program should also publish standards, regulations, and guidelines
that implement and expand on policy. (See Chapter 5.)

Published Mission and Functions Statement. A published mission statement groundsthe central
computer security program into the unique operating environmentof the organization. The
statementclearly establishes the function of the computer security program and defines
responsibilities for both the computer security program and other related programs and entities.
Withoutsuch a statement,it is impossible to develop criteria for evaluating the effectiveness of
the program.

Long-Term Computer Security Strategy. A well-established program explores and develops long-
term strategies to incorporate computer security into the next generation of information
technology. Since the computer and telecommunicationsfield movesrapidly, it is essential to plan
for future operating environments.

Compliance Program. A central computer security program needs to address compliance with
national policies and requirements, as well as organization-specific requirements. National
requirements include those prescribed under the Computer Security Act of 1987, OMB Circular
A-130, the FIRMR,and Federal Information Processing Standards.

Intraorganizational Liaison. Manyoffices
within an organization can affect computer Example
security. The Information Resources :
Managementorganization and physical Agency IRM offices engagein strategic andtactical

planning for both information andinformation
security office are two obvious examples. technology, in accordance with the Paperwork
However, computersecurity often overlaps Reduction Actand OMB Circular A-130. Security
with other offices, such as safety, reliability should be an important componentof these plans.
and quality assurance, internal control, or the Thesecurity needs of the agency should bereflected
Office of the Inspector General. An effective in. the information technology choices aria iy

information needs of the agency should bereflected in
program should have established relationships the security program.
with these groupsin orderto integrate
computersecurity into the organization's
management. Therelationships should
encompass morethan just the sharing of information; the offices should influence each other.

Liaison with External Groups. There are many sources of computersecurity information, such as
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NIST's Computer Security Program Managers' Forum, computersecurity clearinghouse, and the
Forum of Incident Response and Security Teams (FIRST). An established program will be
knowledgeable of and will take advantage of external sources of information. It will also be a
provider of information.

6.4 System-Level Computer Security Programs

While the central program addresses the entire spectrum of computer security for an organization,
system-level programs ensure appropriate and cost-effective security for each system.*? This
includes influencing decisions about what controls to implement, purchasing andinstalling
technical controls, day-to-day computer security administration, evaluating system vulnerabilities,
and responding to security problems. It encompassesall the areas discussed in the handbook.

System-level computer security program personnelare the local advocates for computer security.
The system security manager/officer raises the issue of security with the cognizant system
manager and helps develop solutions for security problems. For example, has the application
owner madeclear the system's security requirements? Will bringing a new function online affect
security, and if so, how? Is the system vulnerable to hackers and viruses? Has the contingency
plan been tested? Raising these kinds of questions will force system managers and application
ownersto identify and address their security requirements.

6.5 Elements of Effective System-Level Programs

Like the central computer security program, many factors influence how successful a system-level
computer security program is. Many of these are similar to the central program. This section
addresses some additional considerations.

Security Plans. The Computer Security Act mandates that agencies develop computer security
and privacy plansfor sensitive systems. These plans ensure that each federal and federalinterest
system has appropriate and cost-effective security. System-level security personnel should be in a
position to develop and implementsecurity plans. Chapter 8 discusses the plans in moredetail.

System-Specific Security Policy. Many computersecurity policy issues need to be addressed on a
system-specific basis. The issues can vary for each system, although access control and the
designation of personnel with security responsibility are likely to be neededfor all systems. A
cohesive and comprehensiveset of security policies can be developed by using a processthat

» As is implied by the name, an organizationwill typically have several system-level computer security programs. In
setting up these programs, the organization should carefully examine the scope of each system-level program. System-
level computer security programs mayaddress, for example, the computing resources within an operational element, a
major application, or a group ofsimilar systems (either technologically or functionally).
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derives security rules from security goals, as discussed in Chapter5.

Life Cycle Management. Asdiscussed in Chapter 8, security must be managed throughouta
system'slife cycle. This specifically includes ensuring that changes to the system are made with
attention to security and that accreditation is accomplished.

Integration With System Operations. The system-level computer security program should consist
of people who understand the system,its mission, its technology, and its operating environment.
Effective security management usually needs to be integrated into the managementof the system.
Effective integration will ensure that system managers and application owners considersecurity in
the planning and operation of the system. The system security manager/officer should be ableto
participate in the selection and implementation of appropriate technical controls and security
procedures and should understand system vulnerabilities. Also, the system-level computer
security program should be capable of responding to security problems in a timely manner.

For large systems, such as a mainframe data center, the security program will often include a
managerand several staff positions in such areas as access control, user administration, and
contingencyanddisaster planning. For small systems, such as an officewide local-area-network
(LAN), the LAN administrator may have adjunct security responsibilities.

Separation From Operations. A natural tension often exists between computer security and
operational elements. In many instances, operational components -- whichtend to be far larger
and therefore moreinfluential -- seek to resolve this tension by embedding the computer security
program in computer operations. The typical result of this organizational strategy is a computer
security program that lacks independence, has minimal authority, receiveslittle management
attention, and has few resources. As early as 1978, GAO identified this organizational mode as
oneofthe principal basic weaknessesin federal agency computersecurity programs.” System-
level programs face this problem mostoften.

This conflict between the need to be a part of system managementand the need for independence
has several solutions. The basis of many of the solutionsis a link between the computer security
program and upper management, often through the central computer security program. A key
requirementofthis setup is the existence of a reporting structure that does not include system
management. Anotherpossibility is for the computer security program to be completely
independent of system managementandto reportdirectly to higher management. There are many
hybrids and permutations, such as co-location of computer security and systems managementstaff
but separate reporting (and supervisory) structures. Figure 6.4 presents one example of

® General Accounting Office, "Automated System Security -- Federal Agencies Should Strengthen Safeguards Over
Personal and Other Sensitive Data," GAO Report LCD 78-123, Washington, DC, 1978.
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Example of Organizational Placementof
Computer Security Functions

Assistant Seeretary
for Management

. Security Departmentwide ;

5

Security .
(System-Level) Planning Software Operations

Figure 6.4 illustrates one example ofthe placement of the computer security program-level and system-level functions.
The program-level function is located within the IRM organization andsets policy for the organization as a whole. The
system-level function, located within the Data Center, provides for day-to-day security at that site. Note that, although
notpictured, other system-level programs may exist for other facilities (e.g. under another Assistant Secretary).

  

Figure 6.4

placement of the computersecurity program within a typical Federal agency."

*' No implication that this structure is ideal is intended.
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6.6 Central and System-Level Program Interactions

A system-level program that is not integrated into the organizational program mayhavedifficulty
influencing significant areas affecting security. The system-level computer security program
implements the policies, guidance, and regulations of the central computer security program. The
system-level office also learns from the information disseminated by the central program and uses
the experience and expertise of the entire organization. The system-level computer security
program furtherdistributes information to systems managementas appropriate.

Communications, however, should not be just one way. System-level computer security
programs inform the central office about their needs, problems,incidents, and solutions.
Analyzing this information allows the central computer security program to represent the various
systems to the organization's managementandto external agencies and advocate programs and
policies beneficial to the security of all the systems.

6.7 Interdependencies

The general purpose of the computer security program, to improve security, causes it to overlap
with other organizational operations as well as the other security controls discussed in the
handbook. The central or system computer security program will address most controls at the
policy, procedural, or operationallevel.

Policy. Policy is issued to establish the computer security program. The central computer
security program(s) normally produces policy (and supporting procedures and guidelines)
concerning general and organizational security issues and often issue-specific policy. However,
the system-level computer security program normally producespolicy for that system. Chapter 5
provides additional guidance.

Life Cycle Management. The process of securing a system overits life cycle is the role of the
system-level computer security program. Chapter 8 addresses these issues.

Independent Audit. The independent audit function described in Chapters 8 and 9 should
complementa central computer security program's compliance functions.

6.8 Cost Considerations

This chapter discussed how an organizationwide computer security program can manage security
resources, including financial resources, more effectively. The cost considerations for a system-
level computer security program are moreclosely aligned with the overall cost savings in having
security.
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The most significant direct cost of a computer security program is personnel. In addition, many
programs makefrequent and effective use of consultants and contractors. A program also needs
fundsfor training and for travel, oversight, information collection and dissemination, and meetings
with personnelat other levels of computer security management.
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Chapter 7

COMPUTER SECURITY RISK MANAGEMENT

Riskis the possibility of something adverse happening. Risk managementis the process of
assessing risk, taking steps to reducerisk to an acceptable level and maintaining that level ofrisk.
Thoughperhaps not always aware ofit, individuals manage risks every day. Actions as routine as
buckling a car safety belt, carrying an umbrella whenrain is forecast, or writing downa list of
things to do rather than trusting to memory fall into the purview of risk management. People
recognize variousthreats to their best interests and take precautions to guard against them or to
minimize their effects.

. . SSEeee

Both government andindustry routinely
manage a myriad of risks. For example, to Managementis concerned with many types ofrisk,
maximize the return on their investments, Computer security riskmanagementaddresses tisks
businesses must often decide between which arise from an organization's use of information
ageressive (but high-risk) and slow-growth technology.
(but more secure) investment plans. These ©
decisions require analysis of risk, relative to
potential benefits, consideration ofalternatives, and, finally, implementation of what management
determinesto be the best course ofaction.

While there are many models and methodsfor=<2oe
risk management, there are several basic Risk assessmentOften produces an important side
activities and processes that should be benefit-- indepthknowledgeabout a system andan
performed. In discussing risk management,it organizationas risk analyststry to figure out how
ae 9g : systems and functions are interrelated.
is important to recognize its basic, most
fundamental assumption: computers cannotea9ge
ever be fully secured. There is always risk,
whetherit is from a trusted employee who defrauds the system or a fire that destroyscritical
resources. Risk managementis made up of two primary and one underlyingactivities; risk
assessmentand risk mitigation are the primary activities and uncertainty analysis is the underlying
one.

7.1 Risk Assessment

Risk assessment, the process ofanalyzing andinterpretingrisk, is comprised of three basic
activities: (1) determining the assessment's scope and methodology;(2) collecting and analyzing
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data; and 3) interpreting the risk analysis results.”

7.1.1 Determining the Assessment's Scope and Methodology

The first step in assessing risk 1s to identify the system under consideration, the part of the system
that will be analyzed, and the analytical method includingits level of detail and formality.

c a

The assessment may be focused oncertain
areas whereeither the degree ofrisk is A risk assessmentcan focus on many different areas
unknownoris knownto be high. Different such as: technical and operational controlsto be
parts of a system maybe analyzed in greater designed into a new application,the use of

telecommunications, a data center, or an entire
or lesser detail. Defining the scope and Greantation:
boundary can help ensure a cost-effective
assessment. Factors that influence scope RRa
include what phaseofthe life cycle a system is
in: more detail might be appropriate for a new system being developed than for an existing system
undergoing an upgrade. Another factoris the relative importance of the system under
examination: the more essential the system, the more thoroughtherisk analysis should be. A
third factor may be the magnitude and types of changes the system has undergonesincethelast
risk analysis. The addition of new interfaces would warranta different scope than would
installing a new operating system.

Methodologies can be formal or informal, detailed or simplified, high or low level, quantitative
(computationally based) or qualitative (based on descriptions or rankings), or a combination of
these. No single methodis best for all users and all environments.

Howthe boundary, scope, and methodology are defined will have major consequencesin terms of
(1) the total amountof effort spent on risk management and (2) the type and usefulness of the
assessment's results. The boundary and scope should be selected in a way that will produce an
outcomethatis clear, specific, and useful to the system and environmentunderscrutiny.

7.1.2 Collecting and Analyzing Data

Good documentation ofrisk assessments will make
Risk has many different components:assets, later risk assessments fess time consuming and, ifa
threats, vulnerabilities, safeguards, questionarises, will help explain whyparticular
consequences,and likelihood. This peaeicana
examination normally includes gathering datq: ENS
about the threatened area and synthesizing

°° Manydifferent terms are used to describe risk managementand its elements. The definitions used in this paper are |
based on the NIST Risk Management Framework.
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and analyzing the information to makeit useful.

Becauseit is possible to collect much more information than can be analyzed, steps need to be
taken to limit information gathering and analysis. This processis called screening. A risk
management effort should focus on those areas that result in the greatest consequenceto the
organization (i.e., can cause the most harm). This can be done by ranking threats and assets.

A risk management methodology does not necessarily need to analyze each of the components of
risk separately. For example, assets/consequencesorthreats/likelihoods may be analyzed
together.

Asset Valuation. Theseinclude the information, software, personnel, hardware, and physical
assets (such as the computerfacility). The value of an asset consists ofits intrinsic value and the
near-term impacts and long-term consequencesofits compromise.

Consequence Assessment. The consequence assessment estimates the degree of harm orlossthat
could occur. Consequencesrefers to the overall, aggregate harm that occurs, notjust to the near-
term or immediate impacts. While such impacts often result in disclosure, modification,
destruction, or denial of service, consequencesare the moresignificant long-term effects, such as
lost business, failure to perform the system's mission,loss of reputation, violation of privacy,
injury, orloss of life. The more severe the consequencesofa threat, the greater the risk to the
system (and, therefore, the organization).

Threat Identification. A threat is an entity or event with the potential to harm the system. Typi
cal threats are errors, fraud, disgruntled employees,fires, water damage, hackers, and viruses.
Threats should be identified and analyzed to determine the likelihood of their occurrence and their
potential to harm assets.

In addition to looking at "big-ticket" threats, the risk analysis should investigate areas that are
poorly understood, new, or undocumented. If a facility has a well-tested physical access control
system, less effort to identify threats may be warranted for it than for unclear, untested software
backup procedures.

The risk analysis should concentrate on those threats mostlikely to occur and affect important
assets. In some cases, determining which threats arerealistic is not possible until after the threat
analysis is begun. Chapter 4 provides additional discussion of today's most prevalent threats.

Safeguard Analysis. A safeguard is any action, device, procedure, technique, or other measure
that reduces a system's vulnerability to a threat. Safeguard analysis should include an examination
of the effectiveness of the existing security measures. It can also identify new safeguards that
could be implemented in the system; however,this is normally performedlaterin the risk
management process.
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Vulnerability Analysis. A vulnerability is a condition or weaknessin (or absence of) security
procedures, technical controls, physical controls, or other controls that could be exploited by a
threat. Vulnerabilities are often analyzed in terms of missing safeguards. Vulnerabilities
contribute to risk because they may "allow"a threat to harm the system.

The interrelationship of vulnerabilities, threats, and assetsis critical to the analysis of risk. Some
of these interrelationships are pictured in Figure 7.1. However, there are other interrelationships
such as the presence of a vulnerability inducing a threat. (For example, a normally honest
employee might be tempted to alter data when the employee sees that a terminal has beenleft
logged on.)

Threats, Vulnerabilities, Safeguards, and Assets

 ASSETS

A Data
‘ Facilities

eel Hardware/Software

VULNERABILITY o ; IN

ee | VULNERABILITY

 SAFEGUARDS
 
 
 

 

 

  \(Ss SAFEGUARDS 
Figure 7.1 Safeguards prevent threats from harming assets. However, if an appropriate safeguard is not present, a
vulnerability exists which can be exploited by a threat, thereby puttting assets at risk.

Figure 7.1

Likelihood Assessment. Likelihoodis an estimation of the frequency or chance of a threat
happening. A likelihood assessment considers the presence, tenacity, and strengths of threats as
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well as the effectiveness of safeguards (or presence of vulnerabilities). In general, historical
information about manythreats is weak, particularly with regard to humanthreats; thus,
experience in this area is important. Somethreat data -- especially on physical threats such as
fires or floods -- is stronger. Care needs to be taken in using anystatistical threat data; the source
of the data or the analysis may be inaccurate or incomplete. In general, the greater the likelihood
of a threat occurring, the greater therisk.

7.1.3 Interpreting Risk Analysis Results”

Therisk assessmentis used to support two
related functions: the acceptanceofrisk and
the selection of cost-effective controls. To

accomplish these functions, the risk
assessment must produce a meaningful output
that reflects what is truly important to the
organization. Limiting the risk interpretation
activity to the most significant risks is another

Risk Analysis Results

Risk analysis results are typically represented
quantitatively and/or qualitatively. Quantitative
measures may be expressed in terms of reduced
expected monetary losses, such as annualized loss
expectancies or single occurrencesofloss.
Qualitative measures are descriptive, expressed in
terms such as high, medium, or low,or rankings on a
scale of | to 10.

way that the risk management process can be
focused to reduce the overall effort while still

yielding usefulresults.

If risks are interpreted consistently across an
organization, the results can be used to
prioritize systems to be secured.

7.2 Risk Mitigation

Risk mitigation involves the selection and
implementation of security controls to reduce
risk to a level acceptable to management,
within applicable constraints. Althoughthereis
flexibility in how risk assessmentis conducted,
the sequence ofidentifying boundaries,
analyzing input, and producing an outputis
quite natural. The processofrisk mitigation
has greaterflexibility, and the sequence will
differ more, depending on organizational

Risk management can Help a manager select the most
appropriate controls; however,it is not a magic wand
that instantly eliminates all difficult issues. The
quality of the output depends on the quality of the
input and the type of analytical methodology used. In
somecases, the amount of work required to achieve
high-quality input will be too costly. In other cases,
achieving high-quality input may be impossible,
especially for such variables as the prevalence of a
particular threat or the anticipated effectiveness of a
proposed safeguard. For all practical purposes,
complete information is never available; uncertainty
is always present. Despite these drawbacks,risk
management provides a very powerful tool for
analyzing the risk associated with computer systems.

culture and the purposeofthe risk managementactivity. Although theseactivities are discussed

® The NIST Risk Management Frameworkrefersto risk interpretation as risk measurement. The term "interpretation"
was chosen to emphasize the wide variety of possible outputs from a risk assessment.
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7. Computer Security Risk Management

in a specific sequence, they need not be performedin that sequence. In particular, the selection of
safeguards andrisk acceptancetesting are likely to be performed simultaneously.™

7.2.1 Selecting Safeguards

A primary function of computer security
risk managementisthe identification of
appropriate controls. In designing (or
reviewing) the security of a system,it may
be obvious that some controls should be

added (e.g., because they are required by
law or becausethey are clearly cost-
effective). It may also be just as obvious
that other controls may be too expensive
(considering both monetary and
nonmonetary factors). For example,it
may be immediately apparent to a manager
that closing and locking the doorto a
particular room that containslocal area
network equipmentis a needed control,
while posting a guard at the door would
be too expensive and notuser-friendly.

In every assessmentofrisk, there will be
many areas for whichit will not be
obvious what kind of controls are

appropriate. Even considering only
monetary issues, such as whether a control
would cost more than the lossit is

supposedto prevent, the selection of
controls is not simple. However,in
selecting appropriate controls, managers
need to consider manyfactors, including:

° organizationalpolicy,
legislation, and regulation;

e safety, reliability, and
quality requirements;

® system performance

® This is often viewed as a circular, iterative process.

What Is a What IfAnalysis?

A whatifanalysis looks at the costs and benefits of
various combinations ofcontrols to determine the optimal
combination for a particular circumstance. In this simple
example (which addresses only one control), suppose that
hacker break-ins alert agency computer security personnel
fo the security risks of using passwords. They may wish to
consider replacing the password system with stronger
identification and authentication mechanisms,orjust
strengthening their password procedures. First, the status
quo is examined. The systern in place puts minimal
demands upon users and system administrators, but the
agency has had three hacker break-ins in the last six
months.

Whatif passwords are strengthened? Personnel may
be required to change passwords more frequently or may
be required to use a numeralor other nonalphabetic
character in their password. There are no direct monetary
expenditures, but staff and administrative overhead(e.g.,
training and replacing forgotten passwords) is increased.
Estimates, however, are that this will reduce the number of
successful hacker break-ins tothree or four per year.

Whatif stronger identification and authentication
technology is used? The agency may wish te implement
stronger safeguards in the form ofone-time cryptographic-
based passwords sothat, even if a password were
obtained, it would be useless. Direct costs may be
estimated at $45,000, and yearly recurring costs at $8,000.
Aninitial training program would be required, at a cost of
$17,500. The agency estimates, however, that this would
prevent virtually all break-ins.

Computer security personnel use the results of this
analysis to make a recommendationto their management
officer, who then weighs the costs and benefits, takes into
account other constraints (e.g., budget), and selects a
solution.
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requirements;
timeliness, accuracy, and completeness requirements;
the life cycle costs of security measures;
technical requirements; and
cultural constraints.

One methodofselecting safeguards uses a "what if" analysis. With this method, the effect of
adding various safeguards (and, therefore, reducing vulnerabilities) is tested to see what difference
each makes with regard to cost, effectiveness, and other relevant factors, such as thoselisted
above. Trade-offs among the factors can be seen. The analysis of trade-offs also supports the
acceptanceof residualrisk, discussed below. This methodtypically involves multiple iterations of
the risk analysis to see how the proposed changesaffect the risk analysis result.

Another methodis to categorize types of safeguards and recommend implementing them for
variouslevels of risk. For example, stronger controls would be implemented on high-risk systems
than on low-risk systems. This method normally does not require multiple iterations of the risk
analysis.

As with other aspects of risk management, screening can be used to concentrate on the highest-
risk areas. For example once could focus on risks with very severe consequences, such as a very
high dollar loss or loss oflife or on the threats that are most likely to occur.

7.2.2 Accept Residual Risk

At some point, managementneedsto decide if the operation of the computer system is acceptable,
given the kind and severity of remaining risks. Many managers do notfully understand computer-
based risk for several reasons: (1) the type of risk may be different from risks previously
associated with the organization or function; (2) the risk may be technical and difficult for a lay
person to understand, or (3) the proliferation and decentralization of computing power can make
it difficult to identify key assets that may be at risk.

Risk acceptance,like the selection of safeguards, should take into account various factors besides
those addressedin the risk assessment. In addition, risk acceptance should take into account the
limitations of the risk assessment. (See the section below on uncertainty.) Risk acceptanceis
linked to the selection of safeguards since, in some cases, risk may have to be accepted because
safeguards are too expensive (in either monetary or nonmonetary factors).

Within the federal government, the acceptance ofrisk is closely linked with the authorization to
use a computer system, often called accreditation, discussed in Chapters 8 and 9. Accreditation
is the acceptance of risk by managementresulting in a formal approval for the system to become
operational or remain so. As discussedearlier in this chapter, one of the two primary functions of
risk managementis the interpretation of risk for the purpose of risk acceptance.
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7.2.3 Implementing Controls and Monitoring Effectiveness

Merely selecting appropriate safeguards does not reducerisk; those safeguards need to be
effectively implemented. Moreover, to continue to be effective, risk management needs to be an
ongoing process. This requires a periodic assessment and improvement of safeguards and re-
analysis of risks. Chapter 8 discusses how periodic risk assessment is an integral part of the
overall managementof a system. (See especially the diagram on page 83.)

The risk management process normally produces security requirements that are used to design,
purchase, build, or otherwise obtain safeguards or implement system changes. Theintegration of
risk managementinto thelife cycle process is discussed in Chapter8.

7.3 Uncertainty Analysis

 
Risk managementoften must rely on
speculation, best guesses, incomplete data, While uncertainty is always presentit should not
and many unproven assumptions. The invalidate a risk assessment. Dataand models, while
uncertainty analysis attempts to documentthis imperfect, can be good enough for a given purpose.
so that the risk managementresults can be
used knowledgeably. There are two primary
sources of uncertainty in the risk managementprocess: (1) a lack of confidence or precision in the
risk management model or methodologyand (2) a lack ofsufficient information to determine the
exact value of the elements of the risk model, such as threat frequency, safeguard effectiveness, or
consequences.

 

The risk management frameworkpresented in this chapter is a generic description ofrisk
managementelements and their basic relationships. For a methodology to be useful, it should
further refine the relationships and offer some meansofscreening information. In this process,
assumptions may be madethat do notaccurately reflect the user's environment. This is especially
evident in the case of safeguard selection, where the numberofrelationships amongassets,
threats, and vulnerabilities can become unwieldy.

The data are another source of uncertainty. Data for the risk analysis normally come from two
sources: statistical data and expert analysis. Statistics and expert analysis can sound more
authoritative than they really are. There are many potential problems with statistics. For
example, the sample may be too small, other parameters affecting the data may not be properly
accountedfor, or the results may be stated in a misleading manner. In many cases, there may be
insufficient data. When expert analysis is used to make projections about future events, it should
be recognized that the projectionis subjective and is based on assumptions made (but not always
explicitly articulated) by the expert.
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7.4 Interdependencies

Risk management touches on every control and every chapter in this handbook. It is, however,
mostclosely related to life cycle management and the security planning process. The requirement
to perform risk managementis often discussed in organizational policy and is an issue for
organizational oversight. These issues are discussed in Chapters 5 and 6.

7.5 Cost Considerations

The building blocks of risk managementpresented in this chapter can be used creatively to
develop methodologies that concentrate expensive analysis work whereit is most needed. Risk
management can become expensive very quickly if an expansive boundary and detailed scope are
selected. It is very important to use screening techniques, as discussed in this chapter, to limit the
overall effort. The goals of risk management should be kept in mind as a methodologyis selected
or developed. The methodology should concentrate on areas where identification ofrisk and the
selection of cost-effective safeguards are needed.

The cost of different methodologies can be significant. A "back-of-the-envelope” analysis or
high-medium-low ranking can often provideall the information needed. However, especially for
the selection of expensive safeguardsorthe analysis of systems with unknown consequences,
more in-depth analysis may be warranted.
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Chapter 8

SECURITY AND PLANNING

IN THE COMPUTER SYSTEM LIFE CYCLE

Like other aspects of information processing systems, security is most effective andefficient if
planned and managed throughout a computer system'slife cycle, from initial planning, through
design, implementation, and operation, to disposal.® Many security-relevant events and analyses
occur during a system's life. This chapter explains the relationship among them and howtheyfit
together.It also discusses the importantrole of security planning in helping to ensure that
security issues are addressed comprehensively.

This chapter examines:

° system security plans,

e the components of the computer system life cycle,

e the benefits of integrating security into the computer system life cycle, and

e techniques for addressing securityin thelife cycle.

8.1 Computer Security Act Issues for Federal Systems

Planningis used to help ensure that security is addressed in a comprehensive manner throughout a
system's life cycle. For federal systems, the Computer Security Act of 1987 sets forth a statutory
requirementfor the preparation of computer security plans for all sensitive systems.®’ The intent
and spirit of the Act is to improve computer security in the federal government, not to create
paperwork. In keeping with this intent, the Office of Management and Budget (OMB) and NIST
have guided agencies toward a planning process that emphasizes good planning and management
of computersecurity within an agency and for each computer system. As emphasized in this
chapter, computer security management should be a part of computer systems management. The

*5 A computersystem refers to a collection of processes, hardware, and softwarethat perform a function. This
includes applications, networks, or support systems.

*° Although this chapter addressesa life cycle process that starts with system initiation, the process can beinitiated at
any pointin the life cycle.

*7 An organization will typically have many computer security plans. However,it is not necessary that a separate and
distinct plan exist for every physical system (e.g., PCs). Plans may address, for example, the computing resources within
an operational element, a major application, or a groupof similar systems (either technologically or functionally).
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benefit of having a distinct computer security plan is to ensure that computersecurity is not
overlooked.

The Act required the submission of plans to
NIST and the National Security Agency "The purposeof the system security plan is to provide
(NSA)for review and comment, a process a basic overview of the security and privacy
which has been completed. Current guidance requirementsof the subject system and the agency's
on implementing the Act requires agencies to Plan fee tecting tose requireien eee

Se , security plan may also be viewed as documentation of
obtain independent review of computer the structured process of planning adequate, cost-
security plans. This review may be internal or effective security protection for a system.”
external, as deemed appropriate by the
agency. - OMB Bulletin 90-08
eeEEeeeeee

A "typical" plan briefly describes the
important security considerations for the system and provides references to more detailed
documents, such as system security plans, contingencyplans, training programs, accreditation
statements, incident handling plans, or audit results. This enables the plan to be used as a
managementtool without requiring repetition of existing documents. For smaller systems, the
plan mayincludeall security documentation. As with other security documents, if a plan
addresses specific vulnerabilities or other information that could compromise the system,it should
be kept private. It also has to be kept up-to-date.

8.2 Benefits of Integrating Security in the Computer System Life Cycle
' SESae

Although a computer security plan can be
developed for a system at any pointin thelife Different people can provide security input
cycle, the recommended approachis to draw throughoutthe life cycle of a system, including the
up the plan at the beginning of the computer accrediting official, data users, systems users, and
system life cycle. Security, like other aspects Seaey
of a computersystem, is best managedif I_
planned for throughout the computer system
life cycle. It has long been a tenet of the computer community that it costs ten times more to add
a feature in a system after it has been designed than to include the feature in the system at the
initial design phase. The principal reason for implementing security during a system's
developmentis thatit is more difficult to implementit later (as is usually reflected in the higher
costs of doing so). It also tends to disrupt ongoing operations.
Security also needs to be incorporatedinto the later phases of the computer systemlife cycle to
help ensure that security keeps up with changesin the system's environment, technology,
procedures, and personnel. It also ensures that security is considered in system upgrades,
including the purchase of new components or the design of new modules. Adding new security
controls to a system after a security breach, mishap, or audit can lead to haphazard security that
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can be more expensive andless effective that security that is already integrated into the system. It
can also significantly degrade system performance. Of course,it is virtually impossible to
anticipate the whole array of problems that may arise during a system'slifetime. Therefore,it is
generally useful to update the computersecurity plan atleast at the end of each phase in thelife
cycle and after each re-accreditation. For many systems, it may be useful to update the plan more
often.

Life cycle managementalso helps documentsecurity-relevant decisions, in addition to helping
assure managementthat security is fully consideredin all phases. This documentation benefits
system managementofficials as well as oversight and independent audit groups. System
managementpersonnel use documentation as a self-check and reminder of why decisions were
made so that the impact of changesin the environment can be more easily assessed. Oversight
and independentaudit groups use the documentation in their reviews to verify that system
managementhas done an adequate job and to highlight areas where security may have been
overlooked. This includes examining whether the documentation accurately reflects how the
system is actually being operated.

Within the federal government, the Computer Security Act of 1987 and its implementing
instructions provide specific requirements for computer security plans. These plans are a form of
documentation that helps ensure that security is considered not only during system design and
developmentbut also throughouttherest of the life cycle. Plans can also be used to be sure that
requirements of Appendix III to OMB Circular A-130, as well as other applicable requirements,
have been addressed.

8.3 Overview of the Computer System Life Cycle

There are many models for the computer system life cycle but most contain five basic phases, as
pictured in Figure 8.1.

e Initiation. During the initiation phase, the need for a system is expressed and the purpose of
the system is documented.

@ Development/Acquisition. During this phase the system is designed, purchased,
programmed, developed, or otherwise constructed. This phase often consists of other
defined cycles, such as the system developmentcycle or the acquisition cycle.

® Implementation. After initial system testing, the system is installed or fielded.

® Operation/Maintenance. During this phase the system performs its work. The system is
almost always modified by the addition of hardware and software and by numerousother
events.

73



II. Management Controls

® Disposal. The computer system is disposed of once the transition to a new computer system
is completed.

.ineSEee

Eachphase can apply to an entire system, a
new componentor module, or a system Manydifferent "life cycles” are associated with
upgrade. As with other aspects of systems computer systems, including thesystem development,
management,the level of detail and analysis acquisition, and information life cycles.
for each activity described here is determinedsemnmmammenesanssesmnnpemmssmeegsmpeapmemmammmmmmmmrras
by many factors including size, complexity,
system cost, and sensitivity.

Manypeople find the concept of a computer system life cycle confusing because many cycles
occur within the broad frameworkofthe entire computer system life cycle. For example, an
organization could develop a system, using a system developmentlife cycle. During the system's
life, the organization might purchase new components, using the acquisition life cycle.

Moreover, the computer system life cycle itself is merely one componentof other life cycles. For
example, consider the information life cycle. Normally information, such as personnel data,is
used muchlongerthan the life of one computer system. If an employee works for an organization
for thirty years and collects retirement for another twenty, the employee's automated personnel
record will probably pass through manydifferent organizational computer systems ownedby the
company. In addition, parts of the information will also be used in other computer systems, such
as those of the Internal Revenue Service and the Social Security Administration.

8.4 Security Activities in the Computer System Life Cycle®

This section reviews the security activities that arise in each stage of the computer system life
cycle. (See Figure 8.1.)

8.4.1 Initiation

The conceptual and early design process of a system involves the discovery of a need for a new
system or enhancements to an existing system; early ideas as to system characteristics and
proposed functionality; brainstorming sessions on architectural, performance, or functional system
aspects; and environmental,financial, political, or other constraints. At the same time, the basic
security aspects of a system should be developed along with the early system design. This can be
done through a sensitivity assessment.

** For brevity and becauseof the uniqueness of each system, noneof these discussions can include the details ofall
possible security activities at any particular life cycle phase.
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IT, Management Controls

8.4.1.1 Conducting a Sensitivity
Assessment

A sensitivity assessmentlooksat the
sensitivity of both the information to be
processed andthe system itself. The
assessment should consider legal implications,
organization policy (including federal and
agency policy if a federal system), and the
functional needs of the system. Sensitivity is
normally expressedin terms ofintegrity,
availability, and confidentiality. Such factors
as the importance of the system to the

The definition ofsensitive is often misconstrued.

Sensitive is synonymous with importantor valuable.
Some data is sensitive because it must be kept
confidential. Much more data, however,is sensitive,

because its integrity or availability must be assured.
The Computer Security Act and OMB Circular A-130
clearly state that informationis sensitiveifits
unauthorized disclosure, modification (i.e., loss of
integrity), or unavailabilitywould harm theagency. In
general, the more important a system isto the mission
of the agency, the more sensitiveitis.

organization's mission and the consequencesof unauthorized modification, unauthorized
disclosure, or unavailability of the system or data need to be examined whenassessing sensitivity.
To address these types of issues, the people who use or own the system or information should
participate in the assessment.

A sensitivity assessment should answerthe following questions:

e Whatinformation is handled by the system?

® What kind of potential damage could occur througherror, unauthorized disclosure
or modification, or unavailability of data or the system?

e What laws or regulations affect security (e.g., the Privacy Act or the Fair Trade
Practices Act)?

e To what threats is the system or information particularly vulnerable?

e Are there significant environmental considerations (e.g., hazardouslocation of
system)?

® Whatare the security-relevant characteristics of the user community (e.g., level of
technical sophistication and training or security clearances)?

e Whatinternal security standards, regulations, or guidelines apply to this system?

The sensitivity assessmentstarts an analysis of security that continues throughoutthelife cycle.
The assessment helps determineif the project needs special security oversight,if further analysis is
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needed before committing to begin system development(to ensure feasibility at a reasonable
cost), or in rare instances, whether the security requirements are so strenuousandcostly that
system developmentor acquisition will not be pursued. Thesensitivity assessment can be
included with the system initiation documentation either as a separate documentoras a section of
another planning document. The developmentofsecurity features, procedures, and assurances,
described in the next section, builds onthe sensitivity assessment.

A sensitivity assessment can also be performed during the planning stages of system upgrades (for
either upgrades being procured or developed in house). In this case, the assessment focuses on
the affected areas. If the upgrade significantly affects the original assessment, steps can be taken
to analyze the impact on the rest of the system. For example, are new controls needed? Will
some controls become unnecessary?

8.4.2 Development/Acquisition

For most systems, the development/acquisition phase is more complicated than the initiation
phase. Security activities can be dividedinto three parts:

e determining security features, assurances, and operational practices;

e incorporating these security requirements into design specifications; and

e actually acquiring them.

These divisions apply to systems that are designed and built in house, to systems that are
purchased, and to systems developed using a hybrid approach.

During this phase, technical staff and system sponsors should actively work together to ensure
that the technical designs reflect the system's security needs. As with development and
incorporation of other system requirements, this process requires an open dialogue between
technical staff and system sponsors. It is important to address security requirementseffectively in
synchronization with developmentofthe overall system.

8.4.2.1 Determining Security Requirements

Duringthefirst part of the development/ acquisition phase, system planners define the
requirements of the system. Security requirements should be developed at the same time. These
requirements can be expressed as technicalfeatures (e.g., access controls), assurances(€.g.,
background checks for system developers), or operational practices (e.g., awareness andtraining).
System security requirements, like other system requirements, are derived from a number of
sourcesincluding law, policy, applicable standards and guidelines, functional needs of the system,
and cost-benefit trade-offs.
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Law. Besides specific laws that place security requirements on information, such as the Privacy
Act of 1974, there are laws, court cases, legal opinions, and other similar legal material that may
affect security directly or indirectly.

Policy. As discussed in Chapter 5, managementofficials issue several different types ofpolicy.
System security requirements are often derived from issue-specific policy.

Standards and Guidelines. International, national, and organizational standards and guidelines
are another source for determining security features, assurances, and operational practices.
Standards and guidelines are often written in an "if...then" manner(e.g., if the system is encrypting
data, then a particular cryptographic algorithm should be used). Many organizations specify
baseline controls for different types of systems, such as administrative, mission- or business-
critical, or proprietary. As required, special care should be given to interoperability standards.

Functional Needs of the System. The purposeofsecurity is to support the function of the system,
not to undermine it. Therefore, many aspects of the function of the system will producerelated
security requirements.

Cost-Benefit Analysis. When considering security, cost-benefit analysis is done throughrisk
assessment, which examinesthe assets, threats, and vulnerabilities of the system in order to
determine the most appropriate, cost-effective safeguards (that comply with applicable laws,
policy, standards, and the functional needs of the system). Appropriate safeguards are normally
those whoseanticipated benefits outweigh their costs. Benefits and costs include monetary and
nonmonetary issues, such as prevented losses, maintaining an organization's reputation, decreased
user friendliness, or increased system administration.

Risk assessment,like cost-benefit analysis, is used to support decision making. It helps managers
select cost-effective safeguards. The extent of the risk assessment, like that of other cost-benefit
analyses, should be commensurate with the complexity and cost (normally an indicator of
complexity) of the system and the expected benefits of the assessment. Risk assessmentis further
discussed in Chapter 7.

Risk assessment can be performed during the requirements analysis phase of a procurementor the
design phase of a system developmentcycle. Risk should also normally be assessed during the
development/acquisition phase of a system upgrade. The risk assessment may be performed once
or multiple times, depending uponthe project's methodology.

Care should be taken in differentiating between security risk assessment and project risk analysis.
Many system developmentand acquisition projects analyze therisk offailing to successfully
complete the project — a different activity from security risk assessment.
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8.4.2.2 Incorporating Security Requirements Into Specifications

Determining security features, assurances, and operational practices can yield significant security
information and often voluminous requirements. This information needs to be validated, updated,
and organized into the detailed security protection requirements and specifications used by
systems designers or purchasers. Specifications can take on quite different forms, depending on
the methodology used for to develop the system, or whether the system,or parts of the system,
are being purchasedoff the shelf.

Asspecifications are developed, it may be necessary to updateinitial risk assessments. A
safeguard recommendedbythe risk
assessmentcould be incompatible with other
requirements, or a control may be difficult to we
implement. For example,a security Developing testing specifications early can be critical

; rs or to being able to cost-effectively test security features.
requirementthat prohibits dial-in access could
prevent employees from checking their e-mai]_NNReraeermneneemneeeemeeeremencat
while away from the office.®

 

Besides the technical and operational controls of a system, assurance also should be addressed.
The degree to which assurance (that the security features and practices can and do workcorrectly
and effectively) is needed should be determined early. Once the desired level of assuranceis
determined,it is necessary to figure out how the system will be tested or reviewed to determine
whetherthe specifications have beensatisfied (to obtain the desired assurance). This applies to
both system developments and acquisitions. For example, if rigorous assurance is needed, the
ability to test the system or to provide another form ofinitial and ongoing assurance needsto be
designed into the system or otherwise provided for. See Chapter 9 for more information.

8.4.2.3 Obtaining the System and Related Security Activities

During this phase, the system is actually built or bought. If the system is being built, security
activities may include developing the system's security aspects, monitoring the development
processitself for security problems, responding to changes, and monitoring threat. Threats or
vulnerabilities that may arise during the development phase include Trojan horses, incorrect code,
poorly functioning developmenttools, manipulation of code, and maliciousinsiders.

If the system is being acquired off the shelf, security activities may include monitoring to ensure
security is a part of market surveys, contract solicitation documents, and evaluation of proposed
systems. Many systems use a combination of development and acquisition. In this case, security
activities include bothsets.

* This is an example ofa risk-based decision.
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As the system is built or bought, choices are
made about the system, which canaffect
security. These choices includeselection of
specific off-the-shelf products, finalizing an

In federal government contracting,itis often usefulif
personne] with security expertise participateas
members of the source selection board to help
evaluate the security aspects ofproposals.

architecture, or selecting a processing site or
platform. Additional security analysis will
probably be necessary.

 

In addition to obtaining the system, operational practices need to be developed. Theserefer to
humanactivities that take place around the system such as contingency planning, awareness and
training, and preparing documentation. The chapters in the Operational Controls section of this
handbookdiscuss these areas. These need to be developed along with the system, although they
are often developed by different individuals. These areas,like technical specifications, should be
considered from the beginning of the development and acquisition phase.

8.4.3 Implementation

A separate implementation phase is not always specified in some life cycle planning efforts. (It is
often incorporated into the end of development and acquisition or the beginning of operation and
maintenance.) However, fromasecurity point of view,acritical security activity, accreditation,
occurs between developmentandthe start of system operation. The other activities described in
this section, turning on the controls and testing, are often incorporated at the end of the
development/acquisition phase.

8.4.3.1 Install/Turn-On Controls

While obvious, this activity is often overlooked. When acquired, a system often comes with
security features disabled. These need to be enabled and configured. For many systemsthisis a
complex task requiring significant skills. Custom-developed systems mayalso require similar
work.

8.4.3.2 Security Testing

System security testing includes both the testing of the particular parts of the system that have
been developed or acquired andthe testing of the entire system. Security management, physical
facilities, personnel, procedures, the use of commercial or in-house services (such as networking
services), and contingency planning are examples ofareas that affect the security of the entire
system, but may be specified outside of the development or acquisition cycle. Since only items
within the developmentor acquisition cycle will have been tested during system acceptance
testing, separate tests or reviews may needto be performed for these additional security elements.
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Security certification is a formal testing of the security safeguards implemented in the computer
system to determine whether they meet applicable requirementsand specifications.” To provide
morereliable technical information,certification is often performed by an independent reviewer,
rather than by the people who designed the system.

8.4.3.3 Accreditation

System security accreditation is the formal authorization by the accrediting (management)official
for system operation and an explicit acceptance of risk. It is usually supported by a review ofthe
system, including its management, operational, and technical controls. This review mayinclude a
detailed technical evaluation (such as a Federal Information Processing Standard 102 certification,
particularly for complex, critical, or high-risk systems), security evaluation, risk assessment, audit,
or other such review. If the life cycle process is being used to managea project (such as a system
upgrade), it is important to recognize that the accreditation is for the entire system, notjust for
the new addition.

The best way to view computersecurity aSoe
accreditation is as a form of quality control. It Sample Accreditation Statement
forces managers and technical staff to work
togetherto find the bestfit for security, given
technical constraints, operational constraints,

In accordance with (Organization Directive), I hereby
issue an accreditation for (name of system). This
accreditation is my formal declaration that a

and mission requirements. The accreditation satisfactory level of operational security is present and
process obliges managers to makecritical that the system can operate under reasonablerisk.
decisions regarding the adequacyof security This accreditationis valid for three years. The system

will be re-evaluated annually to determine if changessafeguards. A decision based onreliable jet ;
have occurred affecting its security.

information about the effectiveness of

technical and non-technical safeguards andthe
residualrisk is morelikely to be a sound
decision.

After deciding on the acceptability of security safeguards and residual risks, the accrediting
official should issue a formal accreditation statement. While most flaws in system security are not
severe enough to remove an operational system from service or to prevent a new system from
becoming operational, the flaws may require somerestrictions on operation(e.g., limitations on
dial-in access orelectronic connections to other organizations). In some cases, an interim
accreditation may be granted, allowing the system to operate requiring review at the end of the

7° Somefederal agenciesuse a broaderdefinition of the term certification to refer to security reviews or evaluations,
formal or information,that take place prior to and are used to support accreditation.
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interim period, presumably after security upgrades have been made.

8.4.4 Operation and Maintenance

Manysecurity activities take place during the operational phase of a system'slife. In general,
these fall into three areas: (1) security operations and administration; (2) operational assurance;
and (3) periodic re-analysis of the security. Figure 8.2 diagrams the flow ofsecurity activities
during the operational phase.

8.4.4.1 Security Operations and Administration

Operation of a system involves manysecurity activities discussed throughout this handbook.
Performing backups, holding training classes, managing cryptographic keys, keeping up with user
administration and access privileges, and updating security software are some examples.

 
8.4.4.2 Operational Assurance

Operational assurance examines whether a system is
Security is never perfect when a system is operated accordingto its current security
implemented. In addition, system users and requirements. “This includes boththe actions of

people who operateor use thesystem and the
functioning of technicalcontrols.operators discover new waysto intentionally

or unintentionally bypass or subvert security.
Changesin the system or the environment can
create new vulnerabilities. Strict adherence to

proceduresis rare over time, and procedures become outdated. Thinking risk is minimal, users
may tend to bypass security measures and procedures.

 

As shownin Figure 8.2, changes occur. Operational assurance is one way of becoming aware of
these changes whether they are new vulnerabilities (or old vulnerabilities that have not been
corrected), system changes, or environmental changes. Operational assurance is the process of
reviewing an operational system to see that security controls, both automated and manual, are
functioning correctly and effectively.

To maintain operational assurance, organizations use two basic methods: system audits and
monitoring. These terms are used loosely within the computer security community and often
overlap. A system audit is a one-time or periodic event to evaluate security. Monitoring refers to
an ongoing activity that examines either the system or the users. In general, the more "real-time"
an activity is, the more it falls into the category of monitoring. (See Chapter 9.)
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8.4.4.3 Managing Change

Computer systems and the environments inSeacaaAa

which they operate change continually. In

response to various events such as user Security change management helpser new
complaints, availability of new features and securityrequirements,
services, or the discovery of new threats
and vulnerabilities, system managers and
users modify the system and incorporate new features, new procedures, and software updates.

The environment in which the system operates also changes. Networking and interconnections
tend to increase. A new user group may be added, possibly external groups or anonymous
groups. New threats may emerge, suchas increases in networkintrusionsor the spread of
personal computerviruses. If the system has a configuration control board or other structure to
manage technical system changes, a security specialist can be assigned to the board to make
determinations about whether (and if so, how) changeswill affect security.

Security should also be considered during system upgrades (and other planned changes) and in
determining the impact of unplanned changes. As shownin Figure 8.2, when a change occurs or
is planned, a determination is made whether the change is major or minor. A major change, such
as reengineering the structure of the system, significantly affects the system. Major changes often
involve the purchase of new hardware, software, or services or the development of new software
modules.

An organization does not need to have a specific cutoff for major-minor change decisions. A
sliding scale between the two can be implemented by using a combination of the following
methods:

e Major change. A major change requires analysis to determine security
requirements. The process described above can be used, although the analysis may
focus only on the area(s) in which the change has occurred or will occur. If the
original analysis and system changes have been documented throughoutthe life
cycle, the analysis will normally be much easier. Since these changesresult in
significant system acquisitions, development work, or changesin policy, the system
should be reaccredited to ensure that the residualrisk is still acceptable.

e Minor change. Manyof the changes madeto a system do not require the
extensive analysis performed for major changes, but do require someanalysis.
Each change caninvolvea limited risk assessment that weighs the pros (benefits)
and cons(costs) and that can even be performed on-the-fly at meetings. Evenif
the analysis is conducted informally, decisions should still be appropriately
documented. This processrecognizes that even "small" decisions should be
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risk-based.

8.4.4.4 Periodic Reaccreditation

Periodically, it is useful to formally reexamine the security of a system from a widerperspective.
The analysis, which leads to reaccreditation, should address such questionsas:Is the security still
sufficient? Are major changes needed?

The reaccreditation should address high-level security and management concernsas well as the
implementation of the security. It is not
always necessary to perform a new risk
assessmentor certification in conjunction with
the re-accreditation, but the activities support Itis importantto consider legal requirements for
each other (and both need be performed records retention when disposing of computer

a, ; systems. For federal systems, system management
periodically). The more extensive system officials should consult with their agencyoffice
changes have been, the more extensive the responsible for retaining and archiving federal
analyses should be (e.g., a risk assessment or records.
re-certification). A risk assessmentis likely to
uncoversecurity concernsthat result in
system changes. After the system has been changed,it may need testing (includingcertification).
Managementthen reaccredits the system for continued operationif the risk is acceptable.

=

8.4.5 Disposal

The disposal phase of the computer system life cycle involves the disposition of information,
hardware, and software. Information may be
movedto another system, archived, discarded,
or destroyed. When archiving information,

: wan Media Sanitization
consider the method for retrieving the
information in the future. The technology Since electronic information is easy to copy and
used to create the records maynotbe readily transmit, informationthat is sensitive to disclosure
available in the future. often needs to be controlled throughout the computer

system life cycle so that managers can ensureits
proper disposition. The removalof information from

Hardware and software can be sold, given a storage medium (such as a hard disk or tape) is
away, or discarded. Thereis rarely a need to called sanitization. Different kinds of sanitization
destroy hardware, except for some storage provide different levels ofprotection. A distinction
media containing confidential information that can be made betweenclearing information (rendering
cannotbe sanitized without destruction. The Be Uppeane 2 Keyepard attack) and purging

‘ (rendering information unrecoverable against
disposition of software needsto be in keeping laboratory attack), There are three general methods
with its license or other agreements with the of purging media: overwriting, degaussing (for
developer, if applicable. Somelicenses are magnetic media only), and destruction.
site-specific On contain other agreements thataEeeSe
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prevent the software from beingtransferred.

Measures mayalso have to be taken for the future use of data that has been encrypted, such as
taking appropriate steps to ensure the secure long-term storage of cryptographic keys.

8.5 Interdependencies

Like many managementcontrols,life cycle planning relies upon other controls. Three closely
linked control areas are policy, assurance, and risk management.

Policy. The developmentof system-specific policy is an integral part of determining the security
requirements.

Assurance. Goodlife cycle managementprovides assurancethat security is appropriately
considered in system design and operation.

Risk Management. The maintenance ofsecurity throughout the operational phase of a system is a
process of risk management: analyzing risk, reducing risk, and monitoring safeguards. Risk
assessmentis a critical element in designing the security of systems and in reaccreditations.

8.6 Cost Considerations

Security is a factor throughoutthelife cycle of a system. Sometimes security choices are made by
default, without anyone analyzing why choices are made; sometimes security choices are made
carefully, based on analysis. Thefirst case is likely to result in a system with poor security that is
susceptible to many types of loss. In the second case, the costoflife cycle management should be
much smaller than the losses avoided. The major cost considerationsfor life cycle management
are personnel costs and some delays as the system progresses throughthe life cycle for
completing analyses and reviews and obtaining management approvals.

It is possible to overmanage a system: to spend more time planning, designing, and analyzing risk
than is necessary. Planning,by itself, does not further the mission or businessof an organization.
Therefore, while security life cycle managementcanyield significant benefits, the effort should be
commensurate with the system's size, complexity, and sensitivity and the risks associated with the
system. In general, the higher the value of the system, the newer the system's architecture,
technologies, and practices, and the worse the impact if the system security fails, the more effort
should be spent onlife cycle management.
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Chapter 9

ASSURANCE

Computer security assuranceis the degree of confidence one hasthat the security measures, both
technical and operational, work as intended to protect the system and the informationit processes.
Assurance is not, however, an absolute guarantee that the measures work as intended. Like the
closely related areas ofreliability and quality, assurance can be difficult to analyze; however,it is
something people expect and obtain (though often withoutrealizing it). For example, people may
routinely get product recommendations from colleagues but may not consider such
recommendations as providing assurance.

Assurance is a degree of confidence, not a
true measure of how secure the system Security assurance is the degree of confidence one has
actually is. This distinction is necessary that the security controls operate correctly and protect

the system as intended.becauseit is extremely difficult -- and in many
cases virtually impossible -- to know exactly
how secure a system is.

 

Assuranceis a challenging subject becauseit is difficult to describe and even moredifficult to
quantify. Because of this, many people refer to assurance as a "warm fuzzy feeling” that controls
workas intended. However, it is possible to apply a more rigorous approach by knowing two
things: (1) who needs to be assured and (2) what types of assurance can be obtained. The person
whoneedsto be assured is the managementofficial whois ultimately responsible for the security
of the system. Within the federal government, this person is the authorizing or accrediting
official.”

There are many methodsandtools for obtaining assurance. For discussion purposes, this chapter
categorizes assurance in terms of a general system life cycle. The chapterfirst discusses planning
for assurance and then presents the two categories of assurance methods andtools: (1) design and
implementation assurance and (2) operational assurance. Operational assuranceis further
categorized into audits and monitoring.

The division between design and implementation assurance and operational assurance can be
fuzzy. While such issues as configuration managementor audits are discussed under operational
assurance, they mayalso be vital during a system's development. The discussion tends to focus
more on technical issues during design and implementation assurance and to be a mixture of

” Accreditation is a process used primarily within the federal government. It is the process of managerial
authorization for processing. Different agencies may use other termsfor this approval function. The terms used here are
consistent with Federal Information Processing Standard 102, Guideline for Computer Security Certification and
Accreditation. (See reference section ofthis chapter.)
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management, operational, and technical issues under operational assurance. The reader should
keep in mind that the division is somewhatartificial and that there is substantial overlap.

9.1 Accreditation and Assurance

Accreditation is a managementofficial's formal acceptance of the adequacy of a system's security.
The best way to view computer security accreditation is as a form of quality control. It forces
managers and technical staff to work together to find workable, cost-effective solutions given
security needs, technical constraints, operational constraints, and mission or business
requirements. The accreditation process obliges managers to makethecritical decision regarding
the adequacy of security safeguards and, therefore, to recognize and perform their role in securing
their systems. In order for the decisions to be sound, they need to be based onreliable
information about the implementation of both technical and nontechnical safeguards. These
include:

e Technical features (Do they operate as intended?).

e Operational practices (Is the system operated according to stated procedures’).

e Overall security (Are there threats which the technical features and operational
practices do not address?).

e Remaining risks (Are they acceptable?).

A computer system should be accredited before the system becomesoperational with periodic
reaccreditation after major system changes or whensignificant time has elapsed.” Evenif a
system was notinitially accredited, the accreditation process can be initiated at any time. Chapter
8 further discusses accreditation.

9.1.1 Accreditation and Assurance

Assuranceis an extremely important -- but not the only -- elementin accreditation. As shownin
the diagram, assurance addresses whether the technical measures and procedures operate either
(1) according to a set of security requirements and specifications or (2) according to general
quality principles. Accreditation also addresses whether the system's security requirements are
correct and well implemented and whetherthelevel of quality is sufficiently high. These activities
are discussed in Chapters 7 and 8.

” OMB Circular A-130 requires management security authorization of operation for federal systems.
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9.1.2 Selecting Assurance Methods

The accrediting official makesthe final decision about how much and what types of assurance are
needed for a system. Forthis decision to be informed,it is derived from a review of security, such
as a risk assessmentorotherstudy(e.g., certification), as deemed appropriate by the accrediting
official.’ The accrediting official needs to be in a position to analyze the pros and consof the
cost of assurance,the cost of controls, and the risks to the organization. At the end of the
accreditation process, the accrediting official will be the one to accept the remaining risk. Thus,

 

Tn the past, accreditation has been defined to require a certification, which is an in-depthtesting of technical
controls. It is now recognized within the federal governmentthat other analyses (e.g., a risk analysis or audit) can also
provide sufficient assurance for accreditation.

91



Il. Management Controls

the selection of assurance methods should be coordinated with the accrediting official.

In selecting assurance methods, the need for assurance should be weighed againstits cost.
Assurance can be quite expensive, especially if extensive testing is done. Each method has
strengths and weaknesses in terms of cost and what kind ofassuranceis actually being delivered.
A combination of methods can often provide greater assurance, since no methodis foolproof, and
can be less costly than extensive testing.

The accrediting official is not the only arbiter of assurance. Otherofficials who use the system
should also be consulted. (For example, a Production Manager whorelies on a Supply System
should provide input to the Supply Manager.) In addition, there may be constraints outside the
accrediting official's control that also affect the selection of methods. Forinstance, some ofthe
methods may unduly restrict competition in acquisitions of federal information processing
resources or may be contrary to the organization's privacy policies. Certain assurance methods
may be required by organizational policy or directive.

9.2 Planning and Assurance

Assurance planning should begin during the planning phase of the system life cycle, either for new
systems or a System upgrades. Planning for assurance when planning for other system
requirements makes sense. If a system is going to need extensive testing, it should be built to
facilitate such testing.

Planning for assurance helps a manager make decisions about what kind of assurance will be cost-
effective. If a manager waits until a system is built or bought to consider assurance, the number
of ways to obtain assurance may be much smaller than if the manager had plannedforit earlier,
and the remaining assurance options may be more expensive.

STEeeEeLeeee

9.3 Design and Implementation
Assurance Design and implementation assurance should be

examined from two points of view: the component.
andthe system. Component assurance looks at the

Design and implementation assurance security of a specific product or system component,
addresses whether the features of a system, such as an operating system, application, security

application, or component meetssecurity add-on, orCeeeeae System
requirementsand specifications and whether Heeae eee eeSeOeae

. : including the interaction between products and
they are they are well designed and well built. miitics!
Chapter 8 discusses the source for security
requirements and specifications. Design and
implementation assurance examines system
design, development, andinstallation. Design and implementation assuranceis usually associated
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with the development/acquisition and implementation phase of the system life cycle; however, it
should also be considered throughoutthe life cycle as the system is modified.

Asstated earlier, assurance can address whether the product or system meetsaset of security
specifications, or it can provide other evidence of quality. This section outlines the major
methods for obtaining design and implementation assurance.

9.3.1 Testing and Certification

Testing can address the quality of the system as built, as implemented, or as operated. Thus,it
can be performed throughout the developmentcycle, after system installation, and throughoutits
operational phase. Some commontesting techniques include functionaltesting (to see if a given
function works according to its requirements) or penetration testing (to see if security can be
bypassed). These techniques can range from trying several test cases to in-depth studies using
metrics, automated tools, or multiple detailed test cases.

Certification is a formal process for testing components or systems against a specified set of
security requirements. Certification is normally performed by an independent reviewer, rather
than one involved in building the system. Certification is more often cost-effective for complex or
high-risk systems. Less formal security testing can be used for lower-risk systems. Certification
can be performed at many stages of the system design and implementation process and can take
place in a laboratory, operating environment, or both.

9.3.2 NIST Conformance Testing and Validation Suites

NIST producesvalidation suites and conformancetesting to determineif a product (software,
hardware, firmware) meets specified standards. Thesetest suites are developed for specific
standards and use many methods. Conformanceto standards can be important for many reasons,
including interoperability or strength of security provided. NIST publishes a list of validated
products quarterly.

9.3.3 Use of Advanced or Trusted Development

In the development of both commercialoff-the-shelf products and more customized systems, the
use of advanced or trusted system architectures, development methodologies, or software
engineering techniques can provide assurance. Examplesinclude security design and development
reviews, formal modeling, mathematical proofs, ISO 9000 quality techniques, or use of security
architecture concepts, such as a trusted computing base (TCB) or reference monitor.

9.3.4 Use of Reliable Architectures

Some system architectures are intrinsically more reliable, such as systems that use fault-tolerance,
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redundance, shadowing,or redundantarray of inexpensive disks (RAID)features. These
examples are primarily associated with system availability.

9.3.5 Use of Reliable Security

Onefactorin reliable security is the concept of ease of safe use, which postulates that a system
that is easier to secure will be morelikely to be secure. Security features may be morelikely to be
used whentheinitial system defaults to the "most secure” option. In addition, a system's security
may be deemed morereliable if it does not use very new technology that has not been tested in the
"real" world (often called "bleeding-edge" technology). Conversely, a system that uses older,
well-tested software maybe lesslikely to contain bugs.

9.3.6 Evaluations

A product evaluation normally includes testing. Evaluations can be performed by many types of
organizations, including government agencies, both domestic and foreign; independent
organizations, such as trade and professional organizations; other vendors or commercial groups;
or individual users or user consortia. Product reviewsin trade literature are a form of evaluation,

as are more formal reviews madeagainst specific criteria. Important factors for using evaluations
are the degree of independenceof the evaluating group, whether the evaluationcriteria reflect
needed security features, the rigor of the testing, the testing environment, the age of the
evaluation, the competence of the evaluating organization, and the limitations placed on the
evaluations by the evaluating group (e.g., assumptions about the threat or operating environment).

9.3.7 Assurance Documentation

Theability to describe security requirements and how they were metcan reflect the degree to
which a system or product designer understands applicable security issues. Without a good
understanding of the requirements,it is not likely that the designer will be able to meet them.

Assurance documentation can address the security either for a system or for specific components.
System-level documentation should describe the system's security requirements and how they
have been implemented, including interrelationships among applications, the operating system, or
networks. System-level documentation addresses more than just the operating system, the
security system, and applications; it describes the system as integrated and implemented in a
particular environment. Component documentation will generally be an off-the-shelf product,
whereas the system designer or implementer will generally develop system documentation.

9.3.8 Accreditation of Product to Operate in Similar Situation

The accreditation of a product or system to operate in a similar situation can be used to provide
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some assurance. However,it is importantto realize that an accreditation is environment- and
system-specific. Since accreditation balances risk against advantages, the same product may be
appropriately accredited for one environmentbut not for another, even by the same accrediting
official.

9.3.9 Self-Certification

A vendor's, integrator's, or system developer's self-certification does not rely on an impartial or
independent agent to perform a technical evaluation of a system to see how well it meets a stated
security requirement. Even thoughit is not impartial, it can still provide assurance. Theself-
certifier's reputation is on the line, and a resulting certification report can be read to determine
whether the security requirement was defined and whether a meaningful review was performed.

A hybrid certification is possible where the work is performed underthe auspices or review of an
independent organization by having that organization analyze the resulting report, perform spot
checks, or perform other oversight. This method maybe able to combine the lower cost and
greater speed ofa self-certification with the impartiality of an independent review. The review,
however, may not be as thorough as independentevaluationortesting.

9.3.10 Warranties, Integrity Statements, and Liabilities

Warranties are another source of assurance. If a manufacturer, producer, system developer, or
integratoris willing to correct errors within certain time frames or by the next release, this should
give the system managera sense of commitmentto the product and of the product's quality. An
integrity statementis a formal declaration orcertification of the product. It can be backed up by a
promise to (a) fix the item (warranty) or (b) payforlosses(liability) if the product does not
conform to the integrity statement.

9.3.11 Manufacturer's Published Assertions

A manufacturer's or developer's published assertion or formal declaration providesa limited
amountof assurance based exclusively on reputation.

9.3.12 Distribution Assurance

It is often important to know that software has arrived unmodified, especially if it is distributed
electronically. In such cases, checkbits or digital signatures can provide high assurance that code
has not been modified. Anti-virus software can be used to check software that comes from

sources with unknownreliability (such as a bulletin board).
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9.4 Operational Assurance

Design and implementation assurance addresses the quality of security features built into systems.
Operational assurance addresses whether the system's technical features are being bypassed or
have vulnerabilities and whether required procedures are being followed. It does not address
changes in the system's security requirements, which could be caused by changesto the system
and its operating or threat environment. (These changes are addressed in Chapter 8.)

Security tends to degrade during the operational phase of the system life cycle. System users and
operators discover new waysto intentionally or unintentionally bypass or subvert security
(especially if there is a perception that bypassing security improvesfunctionality). Users and
administrators often think that nothing will happen to them or their system, so they shortcut
security. Strict adherence to proceduresis rare, and they become outdated,anderrors in the
system's administration commonly occur.

Organizations use two basic methods to maintain operational assurance:

e A system audit -- a one-time or periodic event to evaluate security. An audit can
vary widely in scope: it may examine an entire system for the purpose of
reaccreditation or it may investigate a single anomalousevent.

e Monitoring -- an ongoing activity that checks on the system, its users, or the
environment.

In general, the more "real-time" an activity is, the moreit falls into the category of monitoring.
This distinction can create some unnecessary linguistic hairsplitting, especially concerning system-
generated audit trails. Daily or weekly reviewing of the audit trail (for unauthorized access
attempts) is generally monitoring, while an historical review of several months’ worth of the trail
(tracing the actions of a specific user) is probably an audit.

9.4.1 Audit Methods and Tools

An audit conducted to support operational assurance examines whether the system is meeting
stated or implied security requirements including system and organization policies. Some audits
also examine whether security requirements are appropriate, but this is outside the scope of
operational assurance. (See Chapter 8.) Less formal audits are often called security reviews.
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Audits can be self-administered or independent (either internal or external). Both types can
provide excellent information about technical, procedural, managerial, or other aspects of
security. The essential difference between a
self-audit and an independent auditis =
objectivity. Reviews done by system :
managementstaff, often called self-audits/ A person who performsanindependentaudit should

; . be free from personal and external constraints which
assessments, have an inherent conflict of may impair their independence and should be
interest. The system managementstaff may organizationally independent.
have little incentive to say that the computer oe
system was poorly designedoris sloppily
operated. On the other hand, they may be
motivated by a strong desire to improve the security of the system. In addition, they are
knowledgeable about the system and maybe able to find hidden problems.

The independent auditor, by contrast, should have no professional stake in the system.
Independent audit may be performedby a professional audit staff in accordance with generally
accepted auditing standards.

There are many methodsand tools, some of which are described here, that can be used to audit a
system. Several of them overlap.

9.4.1.1 Automated Tools

Even for small multiuser computer systems,it is a big job to manually review security features.
Automated tools makeit feasible to review even large computer systems for a variety of security
flaws.

There are two types of automatedtools: (1) active tools, which find vulnerabilities by trying to
exploit them, and (2) passive tests, which only examine the system and infer the existence of
problems from the state of the system.

Automated tools can be used to help find a variety of threats and vulnerabilities, such as improper
access controls or access control configurations, weak passwords, lack ofintegrity of the system
software, or not usingall relevant software updates and patches. Thesetools are often very
successful at finding vulnerabilities and are sometimes used by hackers to break into systems. Not
taking advantage of these tools puts system administrators at a disadvantage. Many ofthe tools
are simple to use; however, some programs (such as access-control auditing tools for large

an example of an internal auditor in the federal governmentis the Inspector General. The General Accounting
Office can perform the role of external auditor in the federal government. In the private sector, the corporate audit staff
servesthe role of internal auditor, while a public accounting firm would be an external auditor.
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mainframe systems) require specialized skill to use and interpret.

9.4.1.2 Internal Controls Audit

The General Accounting Office provides standards
An auditor can review controls in place and and guidancefor internal controls audits of federal
determine whetherthey are effective. The ce
auditor will often analyze both computer and—_mmammnmanansnnensnnmrrareseeemeremmmmmmmas
noncomputer-based controls. Techniques
used include inquiry, observation, and testing (of both the controls themselves and the data). The
audit can also detect illegal acts, errors, irregularities, or a lack of compliance with laws and
regulations. Security checklists and penetration testing, discussed below, may be used.

9.4.1.3 Security ChecklistsaSEE}
Warning: Security Checklists that arepassed (e.g.,

Within the government, the computersecurity with a B+or better score) areoften used mistakenly
plan provides a checklist against which the as proof (instead of an indication) that security 38
system can be audited. This plan, discussed in subnleny alse, mane of syeietts wr= ‘i
y . : pian, : checklist often focus too much attention on “getting

Chapter 8, outlines the major security the points,” rather than whether the security measures
considerations for a system, including makes sense inthe-particular environment andare
management, operational, and technical correctlyimplemented.
issues. One advantage of using a computer ce
security planis that it reflects the unique
security environment of the system, rather than a generic list of controls. Other checklists can be
developed, which include national or organizational security policies and practices (often referred
to as baselines). Lists of "generally accepted security practices" (GSSPs) can also be used. Care
needs to be taken so that deviations from the list are not automatically considered wrong,since
they may be appropriate for the system's particular environmentor technical constraints.

Checklists can also be used to verify that changes to the system have been reviewed from a
security point of view. A commonaudit examines the system's configuration to see if major
changes(such as connecting to the Internet) have occurred that have not yet been analyzed from a
security point of view.

9.4.1.4 Penetration Testing

Penetration testing can use many methodsto attempt a system break-in. In addition to using
active automated tools as described above, penetration testing can be done "manually." The most
useful type of penetration testing is to use methodsthat might really be used against the system.
For hosts on the Internet, this would certainly include automated tools. For many systems, lax
proceduresora lack ofinternal controls on applications are commonvulnerabilities that
penetration testing can target. Another methodis "social engineering," which involves getting
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users or administrators to divulge information about systems, including their passwords.”

9.4.2 Monitoring Methods and Tools

Security monitoring is an ongoing activity that looks for vulnerabilities and security problems.
Many of the methodsare similar to those used for audits, but are done more regularly or, for
some automatedtools,in real time.

9.4.2.1 Review of System Logs

As discussed in Chapter 8, a periodic review of system-generated logs can detect security
problems, including attempts to exceed access authority or gain system access during unusual
hours.

9.4.2.2 Automated Tools

Several types of automated tools monitor a system for security problems. Some examplesfollow:

@ Virus scanners are a popular means of checking for virus infections. These programs test for
the presenceofviruses in executable programfiles.

@ Checksumming presumesthat program files should not change between updates. They work
by generating a mathematical value based on the contentsofa particular file. When the
integrity of the file is to be verified, the checksum is generated on the currentfile and
compared with the previously generated value. If the two values are equal, the integrity of
the file is verified. Program checksumming candetect viruses, Trojan horses, accidental
changesto files caused by hardwarefailures, and other changesto files. However, they may
be subject to covert replacement by a system intruder. Digital signatures can also be used.

@ Password crackers check passwordsagainst a dictionary (either a "regular" dictionary or a
specialized one with easy-to-guess passwords) and also check if passwords are common
permutations of the user JD. Examples of special dictionary entries could be the names of
regional sports teams and stars; common permutations could be the user ID spelled
backwards.

@ Integrity verification programs can be used by such applications to look for evidence of data
tampering, errors, and omissions. Techniquesinclude consistency and reasonableness checks

*® While penetration testing is a very powerful technique,it should preferably be conducted with the knowledge and
consent of system management. Unknownpenetration attempts can cause a lot of stress among operations personnel,
and maycreate unnecessary disturbances.
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and validation during data entry and processing. These techniques can check data elements,
as input or as processed, against expected values or ranges of values; analyze transactions for
proper flow, sequencing, and authorization; or examine data elements for expected
relationships. These programs comprise a very important set of processes because they can
be used to convince people that, if they do what they should not do, accidentally or
intentionally, they will be caught. Many of these programs rely upon logging ofindividual
user activities.

@ Intrusion detectors analyze the system audit trail, especially log-ons, connections, operating
system calls, and various command parameters, for activity that could represent unauthorized
activity. Intrusion detection is covered in Chapters 12 and 18.

@ System performance monitoring analyzes system performancelogsin real time to look for
availability problems, including active attacks (such as the 1988 Internet worm) and system
and network slowdownsand crashes.

9.4.2.3 Configuration Management

From a security point of view, configuration management provides assurance that the system in
operation is the correct version (configuration) of the system and that any changes to be made are
reviewed for security implications. Configuration management can be used to help ensure that
changestake place in an identifiable and controlled environment and that they do not
unintentionally harm any of the system's properties, including its security. Some organizations,
particularly those with very large systems (such as the federal government), use a configuration
control board for configuration management. When such a board exists, it is helpful to have a
computer security expert participate. In any case, it is useful to have computersecurity officers
participate in system management decision making.

Changesto the system can have security implications because they may introduce or remove
vulnerabilities and because significant changes may require updating the contingencyplan,risk
analysis, or accreditation.

9.4.2.4 Trade Literature/Publications/Electronic News

In addition to monitoring the system,it is useful to monitor external sources for information.
Such sourcesas trade literature, both printed and electronic, have information about security
vulnerabilities, patches, and other areas that impact security. The Forum of Incident Response
Teams (FIRST) has an electronic mailing list that receives information on threats, vulnerabilities,
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and patches.”

9.5 Interdependencies

Assurance is an issue for every control and safeguard discussed in this handbook. Are user ID
and access privileges kept up to date? Has the contingency plan been tested? Canthe audit trail
be tampered with? One important point to be reemphasized hereis that assurance is not only for
technical controls, but for operational controls as well. Although the chapter focused on
information systems assurance,it is also important to have assurance that managementcontrols
are working well. Is the security program effective? Are policies understood and followed? As
noted in the introductionto this chapter, the need for assurance is more widespread than people
often realize.

Life Cycle. Assurance is closely linked to the planning for security in the system life cycle.
Systems can be designedto facilitate various kinds of testing against specified security
requirements. By planning for such testing early in the process, costs can be reduced; in some
cases, without proper planning, some kinds ofassurance cannot be otherwise obtained.

9.6 Cost Considerations

There are many methodsof obtaining assurance that security features work as anticipated. Since
assurance methodstend to be qualitative rather than quantitative, they will need to be evaluated.
Assurance can also be quite expensive, especially if extensive testing is done. It is useful to
evaluate the amountof assurance received for the cost to make a best-value decision. In general,
personnelcosts drive up the cost of assurance. Automatedtools are generally limited to
addressing specific problems, but they tend to be less expensive.
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Chapter 10

PERSONNEL/USER ISSUES

Many importantissues in computer security involve human users, designers, implementors, and
managers. A broad range ofsecurity issues relate to how these individuals interact with
computers and the access and authorities they need to do their job. No computer system can be
secured without properly addressing these security issues.”

This chapter examines issues concerning thestaffing of positions that interact with computer
systems; the administration of users on a system, including considerations for terminating
employee access; and special considerations that may arise when contractors or the public have
access to systems. Personnelissues are closely linked to logical access controls, discussed in
Chapter 17.

10.1 Staffing

The staffing process generally involves at least four steps and can apply equally to general users as
well as to application managers, system management personnel, and security personnel. These
four steps are: (1) defining the job, normally involving the development of a position description;
(2) determining the sensitivity of the position;(3) filling the position, which involves screening
applicants and selecting an individual; and (4) training.

10.1.1 Groundbreaking — Position Definition

Early in the process of defining a position, security issues should be identified and dealt with.
Once a position has been broadly defined, the responsible supervisor should determine the type of
computer access neededfor the position. There are two generalprinciples to apply when granting
access: separation of duties and least privilege.

Separation of duties refers to dividing roles and responsibilities so that a single individual cannot
subverta critical process. For example,in financial systems, no single individual should normally
be given authority to issue checks. Rather, one person initiates a request for a payment and
another authorizes that same payment. In effect, checks and balances need to be designed into
both the process as well as the specific, individual positions of personnel who will implement the
process. Ensuring that such duties are well defined is the responsibility of management.

Leastprivilege refers to the security objective of granting users only those accesses they need to

77 <a: P : P P
A distinction is made between users and personnel, since someusers (e.g., contractors and membersofthe public)

may not be considered personnel(i.e., employees).
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perform their official duties. Data entry clerks, for example, may not have any need to run
analysis reports of their database. However, least privilege does not meanthatall users will have
extremely little functional access; some employeeswill have significant accessif it is required for
their position. However, applying this principle may limit the damageresulting from accidents,
errors, or unauthorized use of system resources. It is important to make certain that the
implementation of least privilege does not interfere with the ability to have personnelsubstitute
for each other without undue delay. Without careful planning, access control can interfere with
contingencyplans.

10.1.2 Determining Position Sensitivity

Knowledge of the duties and access levels that a particular position will require is necessary for
determining the sensitivity of the position. The responsible managementofficial should correctly
identify position sensitivity levels so that appropriate, cost-effective screening can be completed.

Variouslevels of sensitivity are assigned to positions in the federal government. Determining the
appropriate level is based upon suchfactors as the type and degree of harm (e.g., disclosure of
private information,interruption ofcritical processing, computer fraud) the individual can cause
through misuse of the computer system as well as moretraditional factors, such as access to
classified information and fiduciary responsibilities. Specific agency guidance should be followed
on this matter.

It is important to select the appropriate position sensitivity, since controls in excess of the
sensitivity of the position wastes resources, while too little may cause unacceptablerisks.

10.1.3 Filling the Position -- Screening and Selecting

Once a position's sensitivity has been determined, the position is ready to be staffed. In the
federal government, this typically includes publishing a formal vacancy announcement and
identifying which applicants meet the position requirements. Moresensitive positions typically
require preemployment background screening; screening after employment has commenced (post-
entry-on-duty) maysuffice for less sensitive positions.

Background screening helps determine
whethera particular individualis suitable In general, it is moreeffective to use separation of
for a given position. For example, in duties and leastprivilege to limit the sensitivity of the
positions with high-levelfiduciary position, ratherthanrelying on screening to reduce
responsibility, the screening process will the: Fisk (9 the oreanizagon.
attempt to ascertain the person's  *
trustworthiness and appropriateness for a
particular position. In the federal government, the screening process is formalized through a
series of background checks conducted througha central investigative office within the
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organization or through another organization (e.g., the Office of Personnel Management).

Within the Federal Government, the most basic screening technique involves a check for a
criminal history, checking FBI fingerprint records, and other federal indices.’* More extensive
background checks examine other factors, such as a person's work and educationalhistory,
personal interview, history of possession oruse ofillegal substances, and interviews with current
and former colleagues, neighbors, and friends. The exact type of screening that takes place
depends uponthe sensitivity of the position and applicable agency implementing regulations.
Screening is not conducted by the prospective employee's manager; rather, agency security and
personnelofficers should be consulted for agency-specific guidance.

Outside of the Federal Government, employee screening is accomplished in many ways. Policies
vary considerably among organizations dueto the sensitivity of examining an individual's
backgroundand qualifications. Organizational policies and procedures normally try to balance
fears of invasiveness and slander against the need to develop confidencein the integrity of
employees. One technique may be to place the individual in a less sensitive positioninitially.

For both the Federal Governmentandprivate sector, finding something compromising in a
person's background doesnotnecessarily mean they are unsuitable for a particular job. A
determination should be made based on the type ofjob, the type of finding or incident, and other
relevant factors. In the federal government, this process is referred to as adjudication.

10.1.4 Employee Training and Awareness

Evenafter a candidate has been hired, the staffing process cannot yet be considered complete —
employeesstill have to be trained to do their job, which includes computer security responsibilities
and duties. As discussed in Chapter 13, such security training can be very cost-effective in
promoting security.

Some computersecurity experts argue that employees mustreceive initial computer security
training before they are granted any access to computer systems. Others argue that this must be a
risk-based decision, perhaps granting only restricted access (or, perhaps, only access to their PC)
until the required training is completed. Both approaches recognize that adequately trained
employeesare crucial to the effective functioning of computer systems and applications.
Organizations may provide introductory training prior to granting any access with follow-up more
extensive training. In addition, although training of new usersis critical, it is important to
recognize that security training and awarenessactivities should be ongoing during the time an

% Tn the federal government, separate and unique screening procedures are not establishedfor each position. Rather,
positionsare categorized by general sensitivity and are assigned a correspondinglevel of backgroundinvestigation or
other checks.
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individual is a system user. (See Chapter 13 for a more thorough discussion.)
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Figure 10.1

10.2 User Administration

Effective administration of users' computeraccessis essential to maintaining system security. User
account managementfocusesonidentification, authentication, and access authorizations. Thisis
augmented by the process of auditing and otherwise periodically verifying the legitimacy of
current accounts and access authorizations. Finally, there are considerations involved in the
timely modification or removalof access and associated issues for employees whoare reassigned,

promoted, or terminated, or whoretire. |
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10.2.1 User Account Management

User account managementinvolves (1) the process of requesting, establishing, issuing, and
closing user accounts; (2) tracking users and their respective access authorizations; and
(3) managing these functions.

User account managementtypically begins with a request from the user's supervisor to the system
manager for a system account. Ifa user is to have access to a particular application, this request
may be sent through the application manager to the system manager. This will ensure that the
systems office receives formal approval from the "application manager" for the employee to be
given access. The request will normally state the level of access to be granted, perhaps by
function or by specifying a particular user profile. (Often when more than one employeeis doing
the same job, a "profile" of permitted authorizations is created.)

- .

Systems operationsstaff will normally then
use the account request to create an account Example of Access Levels
for the new user. The access levels of the Within an Application

account will be consistent with those Level Puan 2
requested by the supervisor. This account will I enStorie
normally be assigned selected access 2 Edit Group A records
authorizations. These are sometimesbuilt 3 Edit Group B records
directly into applications, and other timesrely a Edit all records
uponthe operating system. "Add-on" access
applications are also used. These access
levels and authorizationsare often tied to specific access levels within an application.

Next, employees will be given their account information, including the accountidentifier(e.g.,
user ID) and a meansof authentication (e.g., password or smart card/PIN). Oneissue that may
arise at this stage is whetherthe userIDis to be tied to the particular position an employee holds
(e.g., ACCS for an accountant) or the individual employee (e.g., BSMITH for Brenda Smith).
Tying user IDs to positions may simplify administrative overhead in some cases; however, it may
make auditing more difficult as one tries to trace the actions of a particular individual. It is
normally more advantageousto tie the user ID to the individual employee. However, if the user
ID is created andtied to a position, procedures will have to be established to change them if
employees switch jobs or are otherwise reassigned.

When employeesare given their account,it is often convenient to provideinitial or refresher
training and awareness on computersecurity issues. Users should be askedto reviewaset of
rules and regulations for system access. To indicate their understanding of these rules, many
organizations require employeesto sign an "acknowledgment statement," which mayalso state
causes for dismissal or prosecution under the Computer Fraud and Abuse Act and other
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applicable state andlocal laws.”

Whenuser accounts are no longer required,
the supervisor should inform the application
manager and system managementoffice so
accounts can be removedin a timely manner.
Oneuseful secondary check is to work with
the local organization's personnelofficer to
establish a procedure for routine notification
of employee departures to the systems office.
Further issues are discussed in the

"Termination" section of this chapter.

Sample User Account and Password
Acknowledgment Form

I hereby acknowledge personalreceiptof the system
password(s) associated with the user Ids listed below.
understand thatI am responsible forprotectingthe
password(s), will comply with all applicable system
‘security standards, andwill not divulge my.
password(s) to anyperson. I further understand that I
must report to the Information Systems Security
Officer any problem I encounterin the use of the
password(s) or when I have reasonto believe that the
private nature ofmy password(s) has been
compromised.

It is essential to realize that access andeineseieniomaatmpmesealaiemaasseiopeee
authorization administration is a continuing
process. New user accounts are added while others are deleted. Permissions change: sometimes
permanently, sometimes temporarily. New applications are added, upgraded, and removed.
Tracking this information to keep it up to date is not easy, but is necessary to allow users access
to only those functions necessary to accomplish their assigned responsibilities — thereby helping to
maintain the principle of least privilege. In managing these accounts, there is a need to balance
timeliness of service and record keeping. While sound record keeping practices are necessary,
delays in processing requests (e.g., change requests) may lead to requests for more access thanis
really necessary — just to avoid delays should such access ever be required.

Managingthis processofuser accessis also one that, particularly for larger systems,is often
decentralized. Regional offices may be granted the authority to create accounts and change user
access authorizations or to submit forms requesting that the centralized access control function
make the necessary changes. Approval of these changes is important — it may require the
approvalofthe file owner and the supervisor of the employee whose accessis being changed.

10.2.2 Audit and Management Reviews

From time to time,it is necessary to review user account managementon a system. Within the
area of user access issues, such reviews may examine the levels of access each individualhas,
conformity with the conceptofleast privilege, whether all accountsare still active, whether
management authorizations are up-to-date, whether required training has been completed, and so
forth.

™ Wheneverusersare asked to sign a document, appropriate review by organizationallegal counsel and,if
applicable, by employee bargaining units should be accomplished.
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These reviews can be conducted onat least two levels:* (1) on an application-by-application
basis or (2) on a systemwide basis. Both kinds of reviews can be conducted by, amongothers,in-
house systems personnel(a self-audit), the organization's internal audit staff, or external auditors.
For example, a good practice is for application managers (and data owners,if different) to review
all access levels ofall application users every month — and sign a formal access approvallist,
which will provide a written record of the approvals. While it mayinitially appear that such
reviews should be conducted by systems personnel, they usually are not fully effective. System
personnel can verify that users only have those accesses that their managers have specified.
However because access requirements may change overtime, it is important to involve the
application manager, whois often the only individualin a position to know current access
requirements.

Outside audit organizations (e.g., the Inspector General [IG] or the General Accounting Office)
may also conduct audits. For example, the IG may direct a more extensive review of permissions.
This may involve discussing the need for particular access levels for specific individuals or the
numberof users with sensitive access. For example, how many employeesshould really have
authorization to the check-printing function? (Auditors will also examine non-computeraccess by
reviewing, for example, who should have physical access to the check printer or blank-check
stock.)

10.2.3 Detecting Unauthorized/Illegal Activities

Several mechanisms are used besides auditing® and analysis of audit trails to detect unauthorized
and illegal acts. (See Chapters 9 and 18.) For example, fraudulent activities may require the
regular physical presence of the perpetrator(s). In such cases, the fraud may be detected during
the employee's absence. Mandatory vacationsforcritical systems and applications personnel can —
help detect such activity (however,this is not a guarantee, for example, if problems are saved for
the employees to handle upon their return). It is useful to avoid creating an excessive dependence
uponanysingle individual, since the system will have to function during periods of absence.
Particularly within the government, periodic rescreening of personnelis used to identify possible
indicationsofillegal activity (e.g., living a lifestyle in excess of known incomelevel).

10.2.4 Temporary Assignments and In-house Transfers

Onesignificant aspect of managing a system involves keeping user access authorizations up to
date. Access authorizations are typically changed under two types of circumstances: (1) change
in job role, either temporarily (e.g., while covering for an employee on sick leave) or permanently

8° Note that this is not an either/or distinction.

*! The term auditing is used here in a broad sense to refer to the review and analysis of past events.
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(e.g., after an in-house transfer) and (2) termination discussed in the following section.

Users often are required to perform duties outside their normal scope during the absence of
others. This requires additional access authorizations. Although necessary, such extra access
authorizations should be granted sparingly and monitored carefully, consistent with the need to
maintain separation of duties for internal control purposes. Also, they should be removed
promptly when no longer required.

Permanent changesare usually necessary when employees change positions within an
organization. In this case, the process of granting account authorizations (described in Section
10.2.1) will occur again. At this time, however, is it also important that access authorizations of
the prior position be removed. Manyinstances of "authorization creep" have occurred with
employees continuing to maintain access rights for previously held positions within an
organization. This practice is inconsistent with the principle ofleast privilege.

10.2.5 Termination

Termination of a user's system access generally can be characterized as either "friendly" or
"unfriendly." Friendly termination may occur when an employeeis voluntarily transferred, resigns
to accept a better position, or retires. Unfriendly termination may include situations when the
user is being fired for cause, "RIFed,"*’ or involuntarily transferred. Fortunately, the former
situation is more common,but security issues have to be addressed in both situations.

10.2.5.1 Friendly Termination

Friendly termination refers to the removal of an employee from the organization whenthere is no
reason to believe that the termination is other than mutually acceptable. Since terminations can be
expected regularly, this is usually accomplished by implementing a standard set of procedures for
outgoing or transferring employees. These are part of the standard employee "out-processing,”
and are put in place, for example, to ensure that system accounts are removed in a timely manner.
Out-processing often involves a sign-out form initialed by each functional manager with an
interest in the separation. This normally includes the group(s) managing access controls,the
control of keys, the briefing on the responsibilities for confidentiality and privacy, the library, the
property clerk, and several other functions not necessarily related to information security.

In addition, other issues should be examined as well. The continuedavailability of data, for
example, must often be assured. In both the manual and the electronic worlds, this may involve
documenting proceduresor filing schemes, such as how documentsare stored on the hard disk,
and how are they backed up. Employees should be instructed whetheror not to “clean up"their

* RIF is a term used within the governmentas shorthandfor "reduction in force."
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PC before leaving. If cryptographyis used to protect data, the availability of cryptographic keys
to managementpersonnel must be ensured. Authentication tokens must be collected.

Confidentiality of data can also be an issue. For example, do employees know whatinformation
they are allowed to share with their immediate organizational colleagues? Doesthis differ from
the information they may share with the public? These and other organizational-specific issues
should be addressed throughout an organization to ensure continued access to data and to provide
continued confidentiality and integrity during personneltransitions. (Many’of these issues should
be addressed on an ongoingbasis, not just during personneltransitions.) The training and
awareness program normally should address suchissues.

10,2.5.2 Unfriendly Termination

Unfriendly termination involves the removal of an employee underinvoluntary or adverse
conditions. This may include termination for cause, RIF, involuntary transfer, resignation for
"personality conflicts," and situations with pending grievances. The tension in such terminations
may multiply and complicate security issues. Additionally, all of the issues involvedin friendly
terminationsarestill present, but addressing them may be considerably moredifficult.

The greatest threat from unfriendly terminationsis likely to come from those personnel who are
capable of changing code or modifying the system or applications. For example, systems
personnelare ideally positioned to wreak considerable havoc on systems operations. Without
appropriate safeguards, personnel with such access can place logic bombs(e.g., a hidden program
to erase a disk) in code that will not even execute until after the employee's departure. Backup
copies can be destroyed. There are even examples where code has been “held hostage." But
other employees, such as general users, can also cause damage. Errors can be input purposefully,
documentation can be misfiled, and other "random"errors can be made. Correcting these
situations can be extremely resourceintensive.

Giventhe potential for adverse consequences, security specialists routinely recommend that
system access be terminated as quickly as possible in suchsituations. If employeesare to be fired,
system access should be removedat the same time (or just before) the employeesare notified of
their dismissal. When an employeenotifies an organization of a resignation andit can be
reasonably expectedthatit is on unfriendly terms, system access should be immediately
terminated. During the "notice" period, it may be necessary to assign the individual to a restricted
area and function. This may be particularly true for employees capable of changing programs or
modifying the system or applications. In other cases, physical removal from their offices (and, of
course, logical removal, when logical access controls exist) may suffice.
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10.3 Contractor Access Considerations

Manyfederal agencies as well as private organizations use contractors and consultants to assist
with computer processing. Contractors are often used for shorter periods of time than regular
employees. This factor may change the cost-effectiveness of conducting screening. The often
higher turnover among contractor personnel generates additional costs for security programs in
terms of user administration.

10.4 Public Access Considerations

Manyfederal agencies have begun to design, develop, and implement public access systems for
electronic dissemination of information to the public. Some systems provide electronic interaction
by allowing the public to send information to the government(e.g., electronic tax filing) as well as
to receive it. When systems are made available for access by the public (ora large or significant
subset thereof), additional security issues arise due to: (1) increased threats against public access
systems and (2) the difficulty of security administration.

:EeeeeeSeeeeee

While many computer systems have been

victims of hacker attacks, public access OMB Circular A-130, Appendix Ill "Security of
systems are well known and have published Federal Automated Information" and NIST CSL
phone numbers and network access IDs. In Bulletin “Security Issues in Public Access Systems"

both recommend segregating information made
addition, a successfulattack could resultin a directly accessible to the publicfrom official records.
lot of publicity. For these reasons, public
access systems are subject toa greater threat "gSEee
from hackerattacks on the confidentiality,
availability, and integrity of information processed by a system. In general, it is safe to say that
whena system is made available for public access, the risk to the system increases — and often the
constraints On its use are tightened.

Besides increased risk of hackers, public access systems can be subject to insider malice. For
example, an unscrupuloususer, such as a disgruntled employee, may try to introduceerrors into
datafiles intended for distribution in order to embarrass or discredit the organization. Attacks on
public access systems could have a substantial impact on the organization's reputation and the
level of public confidence dueto the high visibility of public access systems. Other security
problems may arise from unintentional actions by untrained users.

In systems without public access, there are proceduresfor enrolling users that often involve some
user training and frequently require the signing of forms acknowledging user responsibilities. In
addition, user profiles can be created and sophisticated audit mechanisms can be developed to
detect unusual activity by a user. In public access systems, users are often anonymous. This can
complicate system security administration.
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In most systems without public access, users are typically a mix of known employeesor
contractors. In this case, imperfectly implemented access control schemes may be tolerated.
However, when opening up a system to public access, additional precautions may be necessary
because of the increased threats.

10.5 Interdependencies

Userissues are tied to topics throughout this handbook.

Training and Awarenessdiscussed in Chapter 13 is a critical part of addressing the user issues of
computersecurity.

Identification and Authentication and Access Controls in a computer system can only prevent
people from doing what the computeris instructed they are not allowed to do,as stipulated by
Policy. The recognition by computer security experts that much more harm comesfrom people
doing what they are allowed to do, but should not do, points to the importance of considering
user issues in the computersecurity picture, and the importance of Auditing.

Policy, particularly its compliance component,is closely linked to personnel issues. A deterrent
effect arises among users when they are aware that their misconduct, intentional or unintentional,
will be detected.

These controls also depend on manager's (1) selecting the right type and level of access for their
employees and (2) informing system managers of which employees need accounts and what type
and level of access they require, and (3) promptly informing system managers of changesto
access requirements. Otherwise, accounts and accesses can be granted to or maintained for
people who should not have them.

10.6 Cost Considerations

There are many security costs under the category of user issues. Among theseare:

Screening -- Costsofinitial background screening andperiodic updates, as appropriate.*

Training and Awareness-- Costsoftraining needs assessments, training materials, course fees,
and so forth, as discussed separately in Chapter 13.

User Administration -- Costs of managing identification and authentication which, particularly for

8? When analyzing the costs of screening,it is importantto realize that screening is often conducted to meet
requirements wholly unrelated to computer security.
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large distributed systems, may be rather significant.

Access Administration -- Particularly beyond the initial account set-up, are ongoing costs of
maintaining user accesses currently and completely.

Auditing -- Although such costs can be reduced somewhat whenusing automatedtools,
consistent, resource-intensive human reviewisstill often necessary to detect and resolve security
anomalies.
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Chapter 11

PREPARING FOR CONTINGENCIES AND DISASTERS

A computer security contingency 1s an event with the potential to disrupt computer operations,
thereby disrupting critical mission and business functions. Such an event could be a power
outage, hardwarefailure, fire, or storm. Ifthe event is very destructive, it is often called a
disaster.™

To avert potential contingencies and disasters
or minimize the damage they cause Contingency planningdirectly supports an
organizations can take steps early to control organization's goal of continued operations.
the event. Generally called contingency Organizations practice contingency planning because

. 85 ae. it makes good business sense.
planning,” this activity is closely related to ;
incident handling, which primarily addresses —_——Eeee
malicious technical threats such as hackers

and viruses.*°

Contingency planning involves more than planning for a moveoffsite after a disaster destroys a
data center. It also addresses how to keep an organization's critical functions operating in the
event of disruptions, both large and small. This broader perspective on contingency planningis
based onthe distribution of computer support throughout an organization.

This chapter presents the contingency planning processin six steps:°*’

1. Identifying the mission- or business-critical functions.

2. Identifying the resources that support the criticalfunctions.

on Anticipating potential contingencies or disasters.

4. Selecting contingency planningstrategies.

* There is no distinct dividing line between disasters and other contingencies.

*5 Other names include disaster recovery, business continuity, continuity of operations, or business resumption
planning.

56 Some organizations include incident handling as a subset of contingency planning. Therelationshipis further
discussed in Chapter 12, Incident Handling.

57 Someorganizations and methodologies mayuse a different order, nomenclature, number, or combination ofsteps.
The specific steps can be modified, as long as the basic functions are addressed.
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5. Implementing the contingencyStrategies.

6. Testing and revising the strategy.

11.1 Step 1: Identifying the Mission- or Business-Critical Functions
A ar: P on

Protecting the continuity of an organization's
mission or businessis very difficult if it is not This chapterrefers to an organizationas having
clearly identified. Managers need to critical mission or business functions. In government

understand the organization from a point of Petheaeeeonaeeee >
: Mission, SUCH aS providing cilizen Denents. In privat
eenextends beyond att area ne organizations, the focus is normally on conducting a
control. The definition of an organization's business, such as manufacturing widgets.
critical mission or business functionsis often .
called A Beste plan.

Since the developmentof a business plan will be used to support contingency planning,it is
necessary notonly to identify critical missions and businesses, but also to set priorities for them.
A fully redundant capability for each function is prohibitively expensive for most organizations.
In the eventof a disaster, certain functions will not be performed. If appropriate priorities have
been set (and approved by senior management), it could mean the difference in the organization's
ability to survive a disaster.

11.2 Step 2: Identifying the Resources That Support Critical
Functions

After identifying critical missions and business

functions, it is necessary to identify the In manycases, the longer an organization is without a
supporting resources, the time frames in resource, the more critical the situation becomes. For
which each resourceis used(e.g., is the example, the longer a garbage collection strike lasts,

the morecritical the situation becomes.
resource needed constantly or only at the end
of the month?), and the effect on the mission

or business of the unavailability of the
resource. In identifying resources, a traditional problem has been that different managers oversee
different resources. They maynotrealize how resources interact to support the organization's
mission or business. Many of these resources are not computer resources. Contingency planning
should addressall the resources needed to perform a function, regardless whether they directly
relate to a computer.

*8 However, since this is a computer security handbook, the descriptions here focus on the computer-related
resources. The logistics of coordinating contingency planning for computer-related and other resources is an important
consideration. |
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The analysis of needed resources should be conducted by those who understand how the function
is performed and the dependencies of various resources on other resources and othercritical
relationships. This will allow an organization to assign priorities to resourcessince notall
elements ofall resourcesare crucial to thecritical functions.

aee
11.2.1 Human Resources

Resources That Support Critical Functions

People are perhaps an organization's most
obvious resource. Somefunctions require the HumanResources
ffort of specific individuals, some require Prager Capability

© - P . > q ” Computer-Based Services
specialized expertise, and some only require Data and Applications
individuals who can be trained to perform a Physical Infrastructure
specific task. Within the information Documents and Papers
technologyfield, humanresources includeCOeSee
both operators (such as technicians or system
programmers) and users (such as data entry clerks or information analysts).

11.2.2 Processing Capability

Traditionally contingency planning has focused on processing power(i.e., if the data centeris
down, how can applications dependentonit
continue to be processed?). Although the
need for data center backup remainsvital,
today's other processing alternatives are also

 

Contingency Planning Teams |

important. Local area networks (LANs), To understand what resources are needed from each
minicomputers, workstations, and personal of the six resource categories and to understand how
computersin all forms of centralized and the resources support criticalfunctions,it is often

necessary to establish a contingency planning team.
A typical team contains representatives from various
organizational elements, and is often headed by a
contingency planning coordinator. It has

11.2.3 Automated Applications and Data representatives from the following three groups:

distributed processing may be performing
critical tasks.

1. _ business-orientedgroups , suchasComputer systems run applications that seP ¥ PP representatives from functionalareas;
process data. Without currentelectronic
versions of both applications and data, 2. facilities management; and
computerized processing may notbe possible.
If the processing is being performed on 3.__technology management.
alternate hardware, the applications must be ITAOME ied prope ane’ callea Gf asoeeded
compatible with the alternate hardware, including financial management, personnel, training,
Operating systems and other software safety, computersecurity, physical security, and
(including version and configuration), and public affairs.
TOUS other technical factors. Because ofhaEEeee
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the complexity, it is normally necessary to periodically verify compatibility. (See Step 6, Testing
and Revising.)

11.2.4 Computer-Based Services

An organization uses many different kinds of computer-based services to perform its functions.
The two most important are normally communicationsservices and information services.
Communications can be further categorized as data and voice communications; however, in many
organizations these are managed by the same service. Information services include any source of
information outside of the organization. Many of these sources are becoming automated,
including on-line government and private databases, newsservices, and bulletin boards.

11.2.5 Physical Infrastructure

For people to work effectively, they need a safe working environment and appropriate equipment
and utilities. This can include office space, heating, cooling, venting, power, water, sewage, other
utilities, desks, telephones, fax machines, personal computers, terminals, courier services,file
cabinets, and manyother items. In addition, computers also need space and utilities, such as
electricity. Electronic and paper media usedto store applications and data also have physical
requirements.

11.2.6 Documents and Papers

Manyfunctionsrely on vital records and various documents, papers, or forms. These records
could be important because ofa legal need (such as being able to produce a signed copy ofa loan)
or because they are the only record of the information. Records can be maintained on paper,
microfiche, microfilm, magnetic media, or optical disk.

11.3 Step 3: Anticipating Potential Contingencies or Disasters

Althoughit is impossible to think of all! the things that can go wrong, the next step is to identify a
likely range of problems. The developmentof scenarios will help an organization develop a plan
to address the wide range of things that can go wrong.

Scenarios should include small and large contingencies. While some generalclasses of
contingency scenarios are obvious, imagination and creativity, as well as research, can point to
other possible, but less obvious, contingencies. The contingency scenarios should address each of
the resources described above. The following are examples of some of the types of questions that
contingency scenarios may address:
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Human Resources: Can people get to work?
Are key personnel willing to cross a picket
line? Are there critical skills and knowledge
possessed by one person? Can people easily
get to an alternative site?

Processing Capability: Are the computers
harmed? What happensif some of the
computersare inoperable,butnotall?

Automated Applications and Data: Has data
integrity been affected? Is an application
sabotaged? Can an application run ona

Il. Preparingfor Contingencies and Disasters

Examples of Some Less Obvious Contingencies

J, A computer center in the basement of a building
had a minorproblem with rats. Exterminators killed
the rats, but the bodies were not retrieved because

they were hidden under the raised flooring and in the
pipe conduits. Employees could only enter the data
center with gas masks because of the decomposing
rats.

2. After the World Trade Center explosion when
people reentered the building, they turned on their
computersystems to check for problems. Dust and
smoke damaged many systems when they were turned
on. If the systems had been cleanedfirst, there would
not have beensignificant damage.

different processing platform?

Computer-Based Services: Can the computers
communicate? To where? Can people
communicate? Are information services down?

For how long?

Infrastructure: Do people have a place to sit? Do they have equipmentto do their jobs? Can
they occupy the building?

Documents/Paper: Can needed records be found? Are they readable?

11.4 Step 4: Selecting Contingency Planning Strategies

The next step is to plan how to recover needed resources. In evaluating alternatives,it is
necessary to consider what controls are in place to prevent and minimize contingencies. Since no
set of controls can cost-effectively prevent all contingencies, it is necessary to coordinate
prevention and recoveryefforts.

A contingencyplanning strategy normally consists of three parts: emergency response, recovery,
and resumption.” Emergency response encompassestheinitial actions taken to protect lives and

- limit damage. Recovery refers to the steps that are taken to continue supportforcritical
functions. Resumptionis the return to normal operations. The relationship between recovery and
resumption is important. The longerit takes to resume normal operations, the longer the

® Someorganizations divide a contingencystrategy into emergency response, backup operations, and recovery. The
different terminology can be confusing (especially the use of conflicting definitions of recovery), although the basic
functions performedare the same.
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organization will have to operate in the recovery mode.

Theselection of a strategy needs tO DesssSSS
based on practical considerations,
including feasibility and cost. The
different categories of resources should
each be considered. Risk assessment

can be usedto help estimate the cost of
options to decide on an optimal
strategy. For example, is it more
expensive to purchase and maintain a
generator or tO move processing to an .
alternate site, considering the likelihood
of losing electrical power for various
lengths of time? Are the consequences
of a loss of computer-related resources
sufficiently high to warrant the cost of
various recovery strategies? The risk
assessment should focus on areas

whereit is not clear whichstrategy is
the best.

In developing contingency planning
strategies, there are manyfactors to
consider in addressing each of the
resources that supportcritical
functions. Some examples are
presentedin the sidebars.

11.4.1 Human Resources

To ensure an organization has access to
workers with the right skills and
knowledge, training and documentation
of knowledge are needed. During a
major contingency, people will be

Example 1: If the system administrator for a LAN has to be out of
the office for a long time (due to illness or an accident),
arrangements are made for the system administrator of another LAN
to perform the duties. Anticipating this, the absent administrator
should have takensteps beforehand to keep documentation current.
This strategy is inexpensive, but service will probably be
significantly reduced on both LANs which may prompt the manager
of the loaned administrator to partially renege on the agreement.

Example 2: An organization depends on an on-line information
service provided by a commercial vendor. The organization is no
longer able to obtain the information manually (e.g., from a reference
book) within acceptable timelimits and there are no other
comparable services. In this case, the organization relies on the
contingency plan ofthe service provider. The organization pays a
premium to obtain priority service incase the service provider has to
operate at reduced capacity.

Example #3: A large mainframe data center has a contract with a
hot site vendor, has a contract with the telecommunicationscarrier to
refoute communications to the hot site, has plans to move people,
and stores up-to-date copies ofdata, applications and needed paper
records off-site. Thecontingency plan is expensive,but
management has decided that the expenseis fullyjustified.

Example #4. An organization distributesits. processing among two
majorsites, each of which includessmall to medium processors
(personal computers and minicomputers). If onesite is lost, the
other can carry the critical load until more equipment is purchased,
Routing ofdata and voice communications can be performed
transparently to redirect traffic.. Backup copies are stored at the
other site. This plan requires tight control over the architectures
used and types of applications that are developed to ensure
compatibility. In addition, personnel at both sites must be cross-
trained to perform all functions.

undersignificant stress and may panic. If the contingencyis a regionaldisaster, their first |
concerns will probably be their family and property. In addition, many people will be either
unwilling or unable to come to work. Additional hiring or temporary services can be used. The |
use of additional personnel may introduce security vulnerabilities. |

Contingency planning, especially for emergency response, normally places the highest emphasis |
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on the protection of human life.

11.4.2 Processing Capability

Strategies for processing capability are normally groupedinto five categories: hotsite; cold site;
redundancy; reciprocal agreements; and hybrids. These terms originated with recovery strategies
for data centers but can be applied to other platforms.

1.

2.

Hotsite — A building already equipped with processing capability and otherservices.

Cold site — A building for housing processors that can be easily adapted for use.

Redundantsite — A site equipped and configured exactly like the primary site. (Some
organizations plan on having reduced processing capability after a disaster and use partial
redundancy. The stocking of spare personal computers or LAN servers also provides some
redundancy.)

Reciprocal agreement — An agreementthat allows two organizations to back each other up.
(While this approach often soundsdesirable, contingency planning experts note that this
alternative has the greatest chance of failure due to problems keeping agreements and plans
up-to-date as systems and personnel change.)

Hybrids — Any combinations of the above such as using having a hotsite as a backupin case
a redundantor reciprocal agreementsite is damaged by a separate contingency.

Recovery mayinclude several stages, perhaps marked by increasing availability of processing
capability. Resumption planning mayinclude contracts or the ability to place contracts to replace
equipment.

11.4.3 Automated Applications and Data

The need for computer security does not go away
Normally, the primary contingencystrategy when an organization is processing in a contingency
for applications and data is regular backup
and secure offsite storage. Important

mode. In some cases, the need may increase due to
sharing processing facilities, concentrating resources
in fewer sites, or using additional contractors and

decisions to be addressed include how often consultants. Security should be an important
the backup is performed, how oftenitis consideration when selecting contingencystrategies...
stored off-site, and howit is transported (to
Storage, to an alternate processingsite, or to
support the resumption of normal operations).
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11.4.4 Computer-Based Services

Service providers may offer contingency services. Voice communicationscarriers often can
reroute calls (transparently to the user) to a new location. Data communicationscarriers can also
reroute traffic. Hot sites are usually capable of receiving data and voice communications. If one
service provider is down,it may be possible to use another. However,the type of
communicationscarrierlost, either local or long distance, is important. Local voice service may
be carried on cellular. Local data communications, especially for large volumes, is normally more
difficult. In addition, resuming normal operations may require another rerouting of
communicationsservices.

11.4.5 Physical Infrastructure

Hotsites and cold sites may also offer office space in addition to processing capability support.
Other types of contractual arrangements can be madeforoffice space, security services, furniture,
and morein the event of a contingency. If the contingencyplan calls for moving offsite,
procedures need to be developed to ensure a smoothtransition back to the primary operating
facility or to a new facility. Protection of the physical infrastructure 1s normally an important part
of the emergency responseplan, such as use offire extinguishers or protecting equipment from
water damage.

11.4.6 Documents and Papers

The primary contingency strategy is usually backup onto magnetic, optical, microfiche, paper, or
other medium andoffsite storage. Paper documents are generally harder to backup than
electronic ones. A supply of forms and other needed papers can bestoredoffsite.

11.5 Step 5: Implementing the Contingency Strategies

Once the contingencyplanning strategies have been selected,it is necessary to make appropriate
preparations, documentthe strategies, and train employees. Many of these tasks are ongoing.

11.5.1 Implementation

Muchpreparation is needed to implementthe strategies for protecting critical functions and their
supporting resources. For example, one commonpreparationis to establish procedures for
backing upfiles and applications. Anotheris to establish contracts and agreements,if the
contingency strategy calls for them. Existing service contracts may need to be renegotiated to
add contingency services. Another preparation may be to purchase equipment, especially to
support a redundantcapability.
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It is important to keep preparations, including
documentation, up-to-date. Computer Backing up data files and applications is a critical part
systems change rapidly and so should backup of virtually every contingency plan. Backups are
services and redundant equipment. Contracts used, for example,to restorefiles after a personal

computer virus corrupts the files or after a hurricane
and agreements mayalso needto reflect the destroys a data processing center.
changes. If additional equipmentis needed,it
must be maintained and periodically replaced
whenit is no longer dependable or no longer
fits the organization's architecture.

Preparation should also include formally designating people whoare responsible for various tasks
in the event of a contingency. These people are often referred to as the contingency response
team. This team is often composed of people who werea part of the contingency planning team.

There are many important implementation issues for an organization. Two of the most important
are 1) how many plans should be developed? and 2) who prepares each plan? Both of these
questions revolve around the organization's overall strategy for contingency planning. The
answers should be documented in organization policy and procedures.

How Many Plans?

Someorganizations have just one plan for the
entire organization, and others have a plan for
every distinct computer system, application, or Relationship Between Contingency Plans and
other resource. Other approaches recommend a Pomputen Security Plans
plan for each business or mission function, with For small or less complex systems, the contingency
separate plans, as needed,for critical resources. plan may bea part ofthe computer security plan. For

larger or more complexsystems, the computer
security plan could contain a brief synopsis of the
contingency plan, which would bea separate
document.The answerto the question, therefore, depends

upon the unique circumstances for each
organization. Butit is critical to coordinate oo
between resource managers and functional
managers whoare responsible for the mission or business.

Who Prepares the Plan?

If an organization decides on a centralized approach to contingency planning,it may be bestto
name a contingency planning coordinator. The coordinator prepares the plans in cooperation
with various functional and resource managers. Some organizations place responsibility directly
with the functional and resource managers.
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11.5.2 Documenting

The contingency plan needs to be written, kept up-to-date as the system and other factors change,
and stored in a safe place. A written plan is critical during a contingency, especially if the person
who developedthe plan is unavailable. It should clearly state in simple language the sequence of
tasks to be performed in the event of a contingency so that someone with minimal knowledge
could immediately begin to execute the plan. It is generally helpful to store up-to-date copies of
the contingencyplanin several locations, including any off-site locations, such as alternate
processing sites or backup data storagefacilities.

11.5.3 Training

All personnel should be trained in their contingency-related duties. New personnel should be
trained as they join the organization, refresher training may be needed, and personnel will need to
practice their skills.

Training is particularly important for effective employee response during emergencies. Thereis
no time to check a manualto determine correct proceduresif there is a fire. Depending on the
nature of the emergency, there may or maynotbe time to protect equipment and otherassets.
Practice is necessary in orderto react correctly, especially when humansafety is involved.

11.6 Step 6: Testing and Revising

A contingency plan should be tested

periodically because there will undoubtedly be Contingency plan maintenance can be incorporated
flaws in the plan andin its implementation. into procedures for change managementso that
The plan will become dated as time passes and upgrades to hardware and software are reflected in the
as the resources used to supportcritical Bee
functions change. Responsibility for keeping
the contingency plan current
should be specifically assigned. The extent and frequency oftesting will vary between
organizations and among systems. There are several types of testing, including reviews,analyses,
and simulationsofdisasters.

A review can be a simple test to check the accuracy of contingency plan documentation. For
instance, a reviewer could checkif individuals listed are still in the organization andstill have the
responsibilities that caused them to be includedin the plan. This test can check home and work
telephone numbers, organizational codes, and building and room numbers. The review can
determineif files can be restored from backuptapesor if employees know emergency procedures.
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An analysis may be performed on the entire
plan or portionsofit, such as emergency
response procedures. It is beneficial if the
analysis is performed by someone whodid not
help develop the contingency plan but has a

The results ofa “test" often implies a grade assigned
for a specific level ofperformance, or simply pass or
fail. However, in the case ofcontingency planning, a

good working knowledgeofthe critical test should be used to improve the plan. If
function and supporting resources. The otganizations do not use this approach, flaws in the
analyst(s) may mentally follow the strategies in plan may remain hidden and uncorrected.
the contingency plan, looking for flaws in the —_amanaeersnseenmeresnrmseneneniunerepmeeemmemmmememienie
logic or process used by the plan's developers.
The analyst may also interview functional managers, resource managers, andtheir staff to uncover
missing or unworkable piecesofthe plan.

Organizations mayalso arrange disaster simulations. These tests provide valuable information
aboutflaws in the contingency plan and provide practice for a real emergency. While they can be
expensive, these tests can also provide critical information that can be used to ensure the
continuity of important functions. In general, the morecritical the functions and the resources
addressedin the contingency plan, the more cost-beneficialit is to perform a disaster simulation.

11.7 Interdependencies

Since all controls help to prevent contingencies, there is an interdependency withall of the
controls in the handbook.

Risk Managementprovidesa tool for analyzing the security costs and benefits of various
contingency planning options. In addition, a risk managementeffort can be used to help identify
critical resources needed to support the organization andthe likely threat to those resources. It is
not necessary, however, to perform a risk assessment prior to contingency planning, since the
identification of critical resources can be performed during the contingency planning process
itself.

Physical and Environmental Controls help prevent contingencies. Although manyofthe other
controls, such aslogical access controls, also prevent contingencies, the major threats that a
contingency plan addresses are physical and environmental threats, such asfires, loss of power,
plumbing breaks, or natural disasters.

Incident Handling can be viewedas a subset of contingency planning. It is the emergency
response capability for various technical threats. Incident handling can also help an organization
prevent future incidents.

Support and Operations in most organizations includes the periodic backing upoffiles. It also
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includes the prevention and recovery from more common contingencies, such as a disk failure or
corrupted data files.

Policy is needed to create and document the organization's approachto contingency planning.
The policy should explicitly assign responsibilities.

11.8 Cost Considerations

The cost of developing and implementing contingency planning strategies can be significant,
especially if the strategy includes contracts for backup services or duplicate equipment. There are
too many options to discuss cost considerations for each type.

One contingencycost that is often overlookedis the cost of testing a plan. Testing provides many
benefits and should be performed, although some ofthe less expensive methods(such as a review)
may be sufficient for less critical resources.
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Chapter 12

COMPUTER SECURITY INCIDENT HANDLING

Computer systems are subject to a wide range of mishaps — from corrupteddatafiles, to viruses,
to natural disasters. Some of these mishaps can be fixed through standard operating procedures.
For example, frequently occurring events (e.g., a mistakenly deleted file) can usually be readily
repaired (e.g., by restoration from the backupfile). More severe mishaps, such as outages caused
by natural disasters, are normally addressed in an organization's contingency plan. Other
damaging events result from deliberate malicious technical activity (e.g., the creation of viruses
or system hacking).

A computersecurity incident can result from a
computervirus, other malicious code, or a Malicious code include viruses as well as Trojan
system intruder, either an insider or an horses and worms. A virus is a code segmentthat
outsider. It is used in this chapter to broadly replicates by attaching copiesofitself to existing

a . executables. A Trojan horse is a program that
refer to those incidents resulting oom performs a desired task, but also includes unexpected
deliberate malicious technical activity.” It can functions. A worm isa self-replicating program.
more generally refer to those incidentsthat,
without technically expert response, could
result in severe damage.”! This definition of a
computersecurity incident is somewhat flexible and may vary by organization and computing
environment.

Althoughthe threats that hackers and malicious code pose to systems and networksare well
known, the occurrence of such harmful events remains unpredictable. Security incidents on larger
networks(e.g., the Internet), such as break-ins and service disruptions, have harmed various
organizations’ computing capabilities. When initially confronted with such incidents, most
organizations respond in an ad hoc manner. Howeverrecurrenceof similar incidents often makes
it cost-beneficial to develop a standing capability for quick discovery of and response to such
events. This is especially true, since incidents can often "spread" whenleft unchecked thus
increasing damage and seriously harming an organization.

Incident handling is closely related to contingency planning as well as support and operations. An
incident handling capability may be viewed as a componentof contingency planning, becauseit
provides the ability to react quickly andefficiently to disruptions in normal processing. Broadly
speaking, contingency planning addresses events with the potential to interrupt system operations.
Incident handling can be considered that portion of contingency planning that responds to

* Organizations may wish to expand this to include, for example, incidents of theft.

*! Indeed, damage mayresult, despite the best efforts to the contrary.
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malicious technical threats.

This chapter describes how organizations can address computersecurity incidents (in the context
of their larger computer security program) by developing a computer security incident handling
capability.”

Manyorganizations handle incidents as part of their user support capability (discussed in Chapter
14) or as a part of general system support.

12.1 Benefits of an Incident Handling Capability

The primary benefits of an incident handling capability are containing and repairing damage from
incidents, and preventing future damage. In addition, there are less obviousside benefits related
to establishing an incident handling capability.

12.1.1 Containing and Repairing Damage From Incidents

Peheeeeeeeeeee
Whenleft unchecked, malicious software can

significantly harm an organization's
computing, depending on the technology and
its connectivity. An incident handling
capability provides a way for users to report
incidents” and the appropriate response and
assistance to be providedto aid in recovery.
Technical capabilities (e.g., trained personnel
and virus identification software) are
prepositioned, ready to be used as necessary.
Moreover, the organization will have already
made important contacts with other
supportive sources(e.g., legal, technical, and
managerial) to aid in containment and
recovery efforts.

Someorganizations suffer repeated outbreaks of
viruses because the viruses are never completely
eradicated. For example suppose two LANs,
Personnel and Budget, are connected, and a virus has
spread within each. The administrators ofeach LAN
detect the virus and decide to eliminateit on their
LAN. The Personnel LAN administratorfirst
eradicates the virus, but since:the Budget LAN is not
yet virus-free, the Personnel LAN is reinfected.
Somewhatlater, the Budget LAN administrator
eradicates the virus. However, the virus reinfects the
Budget LAN from the Personnel LAN. Both
administrators may think all is well, but both are
reinfected. An incident handling capability allows
organizations to address recovery and containment of
such incidents in a skilled, coordinated manner.

Without an incident handling capability,
certain responses — although well intentioned — can actually make matters worse. In somecases,
individuals have unknowingly infected anti-virus software with viruses and then spread them to

2 See NIST Special Publication 800-3, Establishing an Incident Response Capability, November 1991.

* A good incident handling capability is closely linked to an organization's training and awareness program. It will
have educated users about such incidents and what to do when they occur. This can increase the likelihood that incidents
will be reported early, thus helping to minimize damage. |
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other systems. Whenvirusesspread to local area networks (LANs), mostorall of the connected
computers can be infected within hours. Moreover, uncoordinated efforts to rid LANs ofviruses
can prevent their eradication.

Manyorganizations use large LANsinternally and also connect to public networks, such as the
Internet. By doing so, organizations increase their exposure to threats from intruderactivity,
especially if the organization has a high profile (e.g., perhapsit is involved in a controversial
program). An incident handling capability can provide enormousbenefits by responding quickly
to suspicious activity and coordinating incident handling with responsible offices and individuals,
as necessary. Intruder activity, whether hackers or malicious code, can often affect many systems
located at many different networksites; thus, handling the incidents can be logistically complex
and can require information from outside the organization. By planning ahead, such contacts can
be preestablished and the speed of response improved, thereby containing and minimizing damage.
Other organizations may have already dealt with similar situations and may have very useful
guidance to offer in speeding recovery and minimizing damage.

12.1.2 Preventing Future Damage

An incident handling capability also assists an organization in preventing (or at least minimizing)
damage from future incidents. Incidents can be studied internally to gain a better understanding
of the organizations's threats and vulnerabilities so more effective safeguards can be implemented.
Additionally, through outside contacts (established by the incident handling capability) early
warnings of threats and vulnerabilities can be provided. Mechanisms will already be in place to
warn usersoftheserisks.

The incident handling capability allows an organization to learn from the incidents thatit has
experienced. Data aboutpast incidents (and the corrective measures taken) can be collected. The
data can be analyzed for patterns — for example, which viruses are most prevalent, which
corrective actions are most successful, and which systems and information are being targeted by
hackers. Vulnerabilities can also be identified in this process — for example, whether damageis
occurring to systems when a new software package or patch is used. Knowledge about the types
of threats that are occurring and the presence of vulnerabilities can aid in identifying security
solutions. This information will also prove useful in creating a more effective training and
awareness program, and thus help reduce the potential for losses. The incident handling
capability assists the training and awareness program by providing informationto usersasto (1)
measuresthat can help avoid incidents(e.g.,
virus scanning) and (2) what should be done ae|
in case an incident does occur. ; nee ol

The sharing of incident data among organizations can
ee help at both the national and the internationallevels to

Ofcourse, the organization's attempts to prevent and respondto breaches of security in a
prevent future losses does not occur ina timely, coordinated manner.

vacuum. With a soundincident handling(SRee
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