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SYSTEM AND METHOD FOR HIERARCHICAL 
POLICING OF FLOWS AND SUBFLOWS OF A 

DATA STREAM 

CROSS-REFERENCE TO OTHER PATENT 
APPLICATIONS 

[0001] The following co-pending patent applications of 
common assignee contains some common disclosure: 

[0002] "System And Method For Providing Transfor-
mation Of Multi-Protocol Packets In A Data 
Stream," Attorney Docket No. 1305.1-US-01, filed 
concurrently herewith, which is incorporated herein 
by reference in its entirety; 

[0003] "A Method And Apparatus For Providing 
Multi-Protocol, Multi-Stage, Real-lime Frame Clas-
sification", Attorney Docket No. 1305.4-US-01, filed 
concurrently herewith, which is incorporated herein 
by reference in its entirety; 

[0004] "System And Method For Policing Multiple 
Data Flows And Multi-Protocol Data Flows," Attor-
ney Docket No. 1305.6-US-01, filed concurrently 
herewith, which is incorporated herein by reference 
in its entirety. 

FIELD OF THE INVENTION 

[0005] This invention relates in general to communication 
networks, and more particularly to a method and apparatus 
for providing policing of individual flows and subflows of a 
data stream. 

BACKGROUND OF THE INVENTION 

[0006] Enhancing today's networking technology is a per-
petual goal in the communications industry. As the raw 
speeds of large-scale and personal computing devices soar, 
the tremendous increase in data transmission demands con-
tinue to push the networking bandwidth envelope to capac-
ity. As bandwidth-intensive multimedia content continues to 
gain popularity and course the veins of the Internet, the 
unrelenting bandwidth dilemma is no less urgent today than 
yesterday. 

[0007] In order to make the most efficient use of the 
communication paths and routing equipment possible, polic-
ing methods were devised. Users of various levels could 
obtain different qualities of service (QoS), which would then 
require "policing" to ensure conformance with the con-
tracted QoS. Policing generally refers to the packet-by-
packet monitoring function at a network border, such as an 
ingress point at a network node. This monitoring function 
ensures that the promised QoS is not violated. The amount 
of traffic flowing into or out of a particular interface may 
therefore require limiting actions to achieve a specific policy 
goal. 

[0008] Currently, varying data protocols require different 
methods for policing traffic flows. For example, the ATM 
Forum's FAST (Frame Based ATM over Sonet/SDH Trans-
port) data link protocol and the Internet Engineering Task 
Force (IETF)'s IP data link protocol require different meth-
ods for policing traffic flows. FAST, being based on ATM 
cells, recommends the use of a variant of the GCRA, 
referred to as the Frame Based GCRA (F-GCRA). F-GCRA 
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is the policing method provided in the ATM Forum's speci-
fication of FAST, and the Internet Engineering Task Force 
(IETF)'s IP packet policing generally involves the use of 
either Single Rate Three Color Marker (srTCM) or Two Rate 
Three Color Marker (trTCM) techniques. 

[0009] At a particular network node or other ingress point, 
individual packets that make up a communications traffic 
stream can be classified into several flows or connections. 
Different qualities of service (QoS) can be committed per 
flow by metering packets arriving at a given interface on a 
flow-by-flow basis. Flows whose effective bit rate exceeds 
what is committed in the service contract will be classified 
as non-conforming, and packets arriving at a time when its 
corresponding flow is non-conforming will be marked as 
non-conforming. Whether packets are marked as non-con-
forming affects the likelihood of the packets being dis-
carded. This metering of packets, i.e., policing, for the 
purpose of providing differentiated service per flow helps to 
regulate the bandwidth. 

[0010] When within bandwidth constraints, policing by 
flow results in a common drop probability for all packets 
associated with that same flow. There are, however, circum-
stances where packets associated with certain types of 
messages within a flow should be afforded a higher prob-
ability of completing their routes. For example, in a resi-
dential broadband Internet connection, multiple services, 
such as video on demand, may be provided on the same 
connection. In such a case, it may be desirable to provide 
video packets a higher priority than the HTML packets, but 
within the bandwidth constraints committed to the house-
hold by the service provider. 

[0011] Accordingly, there is a need in the communications 
industry for a method and apparatus for providing a layered 
approach to policing. A further need exists to provide 
policing of individual flows, as well as subflows of a data 
stream. The present invention fulfills these and other needs, 
and offers other advantages over the prior art policing 
approaches. 

SUMMARY OF THE INVENTION 

[0012] To overcome limitations in the prior art described 
above, and to overcome other limitations that will become 
apparent upon reading and understanding the present speci-
fication, the present invention discloses a system, apparatus 
and method for policing of individual flows and subflows of 
a data stream. The present invention allows prioritizing and 
policing of communications packets using multiple levels of 
classification and metering, by classifying traffic streams 
into separate traffic flows, and further classifying these flows 
into "subflows" providing for different priority levels of 
subsets of the flow. The subflows may be still further 
classified into additional subflows, creating a hierarchical, 
layered prioritization that can be metered at each vertical 
and horizontal level of the hierarchy. Thus, during periods of 
high transfer rates from a flow, the allocation of remaining 
bandwidth for that particular flow may be biased towards 
packets associated with subflows of higher priority. 

[0013] In accordance with one embodiment of the inven-
tion, a method is provided for policing communications 
packets. The method includes classifying the data stream 
into at least one traffic flow, and classifying at least one of 
the traffic flows into a plurality of first level subflows. The 
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method includes measuring a rate of each of the first level 
subflows associated with the traffic flow, when the traffic 
flow reaches a predetermined bandwidth threshold. The 
packets associated with each of the first level subflows are 
marked with one of a plurality of conformance indicators 
based on the measured rate of the respective first level 
subflow. In a more particular embodiment, a rate limit may 
be associated with each of the first level subflows, which can 
then be compared to the packet rate of the respective first 
level subflow in order to determine whether or not that 
subflow is conforming, non-conforming, or some stage of 
conformance therebetween. Addition subflow levels may be 
derived from the existing subflow levels, such as classifying 
a first level subflow into a plurality of second level subflows, 
classifying one or more of the second level subflows into a 
plurality of third level subflows, and so forth. A computer-
readable medium having computer-executable instructions 
for performing such policing functions is also provided. 

[0014] In accordance with another embodiment of the 
invention, a method is provided for facilitating layered 
policing of packets of a data stream. The method includes 
parsing the data stream into a plurality of flows. For any of 
the flows, at least one characteristic common to a first subset 
of the flow is identified. A first drop probability is associated 
with each of the packets of the first subset having the 
common characteristic, and a second drop probability is 
associated with at least one other subset of the flow. In this 
manner, different drop probabilities for different subsets of 
the flow is provided. 

[0015] In accordance with another embodiment of the 
invention, a packet policing system for providing layered 
policing of packets of a data stream is provided. A classifier 
receives and parses the data stream into a plurality of traffic 
flows, and parses at least one of the traffic flows into a 
plurality of subflows. A policing engine is coupled to the 
classifier to receive each of the subflows, and to individually 
meter each of the subflows associated with each traffic flow 
in accordance with predefined subflow priorities assigned to 
each of the subflows. 

[0016] In accordance with another embodiment of the 
invention, a method is provided for maximizing exploitation 
of a contracted bandwidth for a flow. The flow is parsed into 
a high-priority subflow and at least one standard subflow. 
Rate limits are assigned to the high-priority subflow and the 
standard subflow. Packet conformance is monitored on a 
subflow level when the flow decreases to a predetermined 
bandwidth capacity. Guaranteed bandwidth is provided to 
the high-priority subflow while providing best effort band-
width to the at least one standard subflow, regardless of 
whether the flow has exceeded its contracted bandwidth. If 
the flow has exceeded its contracted bandwidth, the band-
width of the standard subflow is adjusted to bring the flow 
into conformance, while maintaining the guaranteed band-
width to the high-priority subflow. 

[0017] These and various other advantages and features of 
novelty which characterize the invention are pointed out 
with particularity in the claims annexed hereto and form a 
part hereof. However, for a better understanding of the 
invention, its advantages, and the objects obtained by its use, 
reference should be made to the drawings which form a 
further part hereof, and to accompanying descriptive matter, 
in which there are illustrated and described specific 
examples of an apparatus in accordance with the invention. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

[0018] The invention is described in connection with the 
embodiments illustrated in the following diagrams. 

[0019] FIG. 1 is a block diagram illustrating a networking 
environment in which the principles of the present invention 
may be applied; 

[0020] FIG. 2 is a block diagram of an embodiment of a 
router system in which the present invention may be applied; 

[0021] FIG. 3 is a block diagram of an exemplary embodi-
ment of an ingress processing system in accordance with the 
present invention; 

[0022] FIG. 4 is a block diagram illustrating selected 
functional blocks of an ingress processing system in accor-
dance with the invention; 

[0023] FIG. 5 is a block diagram illustrating selected 
functional blocks of an ingress processing system utilizing 
embedded memory in accordance with the invention; 

[0024] FIG. 6 illustrates an example of a packet having 
fields in which flow and subflow classification can be based; 

[0025] FIG. 7 illustrates an example of how a data stream 
can be classified into flows and subflows; 

[0026] FIG. 8 is a block diagram illustrating how flows 
and subflows may be individually policed; 

[0027] FIG. 9 is a block diagram illustrating an ingress 
processing system employing the principles of the present 
invention; 

[0028] FIG. 10 is a block diagram illustrating a more 
detailed embodiment of the policing of flows and subflows 
in accordance with one embodiment of the invention; 

[0029] FIG. 11 is a flow diagram illustrating one embodi-
ment of a policing methodology for providing hierarchical 
policing of flows and subflows of a data stream; 

[0030] FIGS. 12 and 13 illustrate particular embodiments 
of policing methodologies for providing hierarchical polic-
ing of flows and subflows of a data stream in accordance 
with the invention; 

[0031] FIG. 14 is an embodiment of a three color marker 
policing methodology for providing hierarchical policing of 
flows and subflows of a data stream; and 

[0032] FIG. 15 is a flow diagram illustrating an embodi-
ment as described above, where exploitation of the available 
bandwidth of the flow can be maximized by guaranteeing 
conformance for one subflow, while using best efforts for 
other subflows beyond their respective rate limits. 

DETAILED DESCRIPTION OF THE 
INVENTION 

[0033] In the following description of an exemplary 
embodiment, reference is made to the accompanying draw-
ings which form a part hereof, and in which is shown by way 
of illustration specific embodiments in which the invention 
may be practiced. It is to be understood that other embodi-
ments may be utilized, as structural and operational changes 
may be made without departing from the scope of the 
present invention. 
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[0034] Generally, the present invention is directed to a 
system and method for prioritizing and policing communi-
cations packets using multiple levels of classification and 
metering. The invention provides for classification of traffic 
streams into separate traffic flows, and for the further clas-
sification of each traffic flow into subflows which can have 
different levels of priorities within the flow. The subflows 
may be further classified into additional subflows. Thus, 
during periods of high transfer rates from a flow, the 
allocation of remaining bandwidth for that flow will be 
biased towards packets associated to subflows of higher 
priority. 

[0035] A significant portion of the ensuing description is 
presented in terms of an exemplary policing engine embodi-
ment according to the invention, in which particular 
examples of packet protocols and policing methodologies 
may be described in order to facilitate an understanding of 
various aspects of the invention. It should be recognized 
however, and will become readily apparent to those skilled 
in the art from a reading of the following description, that 
different packet protocols and policing methodologies other 
than those presented in the illustrated embodiments are 
contemplated by the invention. Therefore, the following 
references to the exemplary embodiments are illustrative 
examples, and the invention is clearly not limited thereto. 

[0036] In order to gain a better understanding of the 
invention, a description of an exemplary networking envi-
ronment in which the present invention is applicable is 
provided. 

[0037] Data transmitted over networks such as the Internet 
10 may be in the form of e-mail messages, file transfers and 
downloads, web page loading, and the like. The data is 
generally broken up into a number of data packets, each of 
which is assigned a header to direct the data packet to the 
desired destination, among other things. Each packet is 
separately dispatched to the destination, although more than 
one different route may be taken by the different packets 
associated with the data. 

[0038] For example, the source computer 100 of FIG. 1 
may be configured in a local area network (LAN) and 
coupled to other computers 102 via a hub 104. A first one or 
more data packets may reach the hub 110 of the destination 
LAN via a first path, through routers 112, 114, 116, 118, 120 
and 122. A second one or more data packets may reach the 
hub 110 via a second path, such as through routers 112, 124, 
126, 116, 128 and 122. These different packets may take 
alternative routes due to equipment congestion or failure of 
a node, or to load share where possible. The routers asso-
ciated with the core of the Internet can reconfigure the paths 
that these packets follow. This is due to the router's ability 
to analyze the header information corresponding to the data 
packet, and to communicate line condition and other infor-
mation between routers. The routers handling data at the 
major traffic points on large networks, such as the Internet, 
are generally large stand-alone systems. After transmitting 
the data from node to node through the network, the packets 
are reassembled at the receiving end, and availed to the 
desired destination system 140. 

[0039] In connection with the transmission of packets 
through the network is the concept of quality of service 
(QoS) and policing. The QoS refers to the ability of the 
network to accommodate different service levels to selected 
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network traffic. The goal of implementing quality of service 
parameters is to prioritize certain flows over other flows 
based on some criteria. For example, priority may include 
dedicated bandwidth, controlled jitter and latency, improved 
loss characteristics, and the like. This can be performed, for 
example, by raising the priority of a flow or limiting the 
priority of another flow. Thus, each flow traversing the 
switches/routers shown in FIG. 1 may be subject to a quality 
of service parameter that affects the speed and reliability in 
which the packets are transmitted. 

[0040] Networking that implements such quality of ser-
vice parameters is often referred to as policy-based network-
ing. Policy-based networking is the management of the 
network so that various kinds of traffic (e.g., data, voice, 
video, etc.) obtains the availability and bandwidth needed to 
serve the network's users effectively. Using policy state-
ments, network administrators can specify which kinds of 
service to give priority, at what times, and at what parts of 
their IP-based network. A policy-based network may include 
a network management console where policies are entered, 
modified, or retrieved from a policy repository. A policy 
decision point (PDP) is typically a server that retrieves 
policies from the policy repository, and acts on the policies 
on behalf of routers, switches, and other network devices 
that enforce the policies throughout the network. 

[0041] As will be described more fully below, the present 
invention may be used in connection with such routers, 
switches, and other network devices that enforce such poli-
cies. Such a module is referred to herein as a policing engine 
or politer, and refers to the structural and/or operational 
module used to carry out the policing functions according to 
the present invention. Further, the present invention may be 
used in connection with multiprotocol flow classifying/ 
parsing systems, as well as appropriate editing (also referred 
to as "packet transformation") systems to carry out marking 
where required. In one embodiment of the invention, the 
policing engine in accordance with the present invention is 
housed in a package or chip common to the classifier and 
editing functionalities. The device enables advanced ser-
vices to be applied at speeds of 10 Gbps or more. Tightly 
coupled parsing, policing, and packet transformation allows 
the collective device to perform dynamic packet transfor-
mation for quality of service (QoS) based on the current flow 
state and also effectively handles dynamic header processing 
such as required by multiprotocol label switching (MPLS) 
routers. 

[0042] Referring now to FIG. 2, one embodiment of a 
router system 200 is illustrated in which the present inven-
tion may be applied. One or more line cards are provided, 
each of which are coupled to a switch fabric 202. In the 
present example, a plurality of line cards are provided, 
including line card-0204, line card-1206 through a finite 
number of line cards represented by line card-n 208. In one 
embodiment of the invention, each of the line cards utilize 
analogous circuitry. Line card-0204 will therefore be 
described, with the understanding that one or more of the 
remaining line cards in the router system may implement 
analogous circuitry. 

[0043] The line card-0204 of the illustrated embodiment 
receives as input packet-over-SONET/SDH (POS) frames 
via the network. As is known in the art, SONET/SDH is a 
high-speed time division multiplexing (TDM) physical-
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layer transport technology. POS provides a means for using 
the speed and management capabilities of SONET/SDH to 
optimize data transport, although originally optimized for 
voice. A SONET/SDH frame is 810 bytes and is normally 
represented as a two-dimensional byte-per-cell grid of 9 
rows and 90 columns. The SONET/SDH frame is divided 
into transport overhead and payload bytes. The transport 
overhead bytes include section and line overhead bytes, 
while the payload bytes are made up of the payload capacity 
and some more overhead bytes referred to as path overhead. 
The overhead bytes are responsible for the management 
capabilities of SONET/SDH. The basic transmission rate of 
SONET (51.840 Mbps), referred to as Synchronous Trans-
port Signal level 1 (STS-1), is achieved by sampling the 
810-byte frames at 8000 frames per second. SONET features 
an octet-synchronous multiplexing scheme with transmis-
sion rates in multiples of 51.840 Mbps, whereby STS-192 
thereby provides transmission at approximately 10 Gbps. 
Packet Over SONET/SDH (POS) allows core routers to send 
native IP packets directly over SONET/SDH frames. POS 
provides a relatively low packet overhead and cost per Mbit 
than other data transport methods, which allows POS to 
efficiently support increases in IP traffic over existing and 
new fiber networks. 

[0044] As shown in the exemplary embodiment of FIG. 2, 
incoming POS OC-192 frames 210 originate from an 
OC-192 framer (not shown) and arrive at the line card-0204 
at the ingress interface 212. The frames are transferred to the 
ingress processing circuit 214 via an interface 216, such as 
the Optical Intemetworking Forum (OIF) System Packet 
Interface-4 (SPI-4). OW SPI-4 describes a data path inter-
face between the physical and link layers to support physical 
line data rates up to 10 Gb/s, and may be used in connection 
with the present invention, as may other interfaces of 
appropriate speed. 

[0045] Ingress processing circuit 214, which in one 
embodiment of the invention is housed in a single chip, 
performs the necessary lookups, policing, and editing of the 
packet. If necessary, the frame can be redirected to the host. 
The frames are fed out of the ingress processing circuit 214 
via an OIF SPI-4 interface 218 to a Fabric Interface Chip 
(FIC) circuit 220. The FIC 220 converts the stream from one 
format to another, such as from POS frames to Common 
Switch Interface (CSIX) cells, and distributes the cells over 
the switch fabric 202. 

[0046] Similarly, cells switched at the switch fabric 202 
may be received at the FIC 222 and provided to the egress 
processing circuit 224. Frames are transferred to the egress 
interface 226 and output as POS OC-192 frames 228. A 
processor 230 may be coupled to the ingress processing 
circuit 214 and the egress processing circuit 224 to perform 
a variety of functions, including providing coprocessor 
support. Memories 232, 234 represent one or more memo-
ries associated with the ingress processing module 214 and 
the egress processing module 224 respectively. 

[0047] Referring now to FIG. 3, an exemplary embodi-
ment of an ingress processing system 300 in accordance 
with the present invention is provided. The system 300 is 
described as an example of a system in which the principles 
of the present invention may be applied. The ingress pro-
cessing system 300 interfaces to industry standard physical 
layer devices such as an OC-192 framer 302.1n one embodi-
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ment of the invention, a portion of the ingress processing 
system 300 is housed on a single chip, illustrated in FIG. 3 
as chip 304. While the invention is equally applicable where 
the physical chip boundaries differ from that illustrated in 
FIG. 3, the present invention is particularly efficient and 
useful in such a tightly coupled arrangement. 

[0048] The interface 306, such as an OIF interface, pro-
vides the interface between the ingress processing circuit 
304 and the framer 302. In one embodiment, the interface 
306 is a 200 MHz OIF SPI-4 interface including a 64-bit 
data input. An elasticity buffer 308, which in one embodi-
ment is a first-in-first-out (FIFO), allows table maintenance 
updates to be performed without dropping frames. 

[0049] The pre-processor 310 performs a variety of func-
tions, including packet verification and discarding, packet 
protocol identification, statistics compilation, and others. 
The packet protocol identification includes classifying the 
type of frame that has been received. The pre-processor 
identifies each layer protocol using a multistage algorithm 
coupled with a content-addressable memory (CAM) and 
memory (such as an SRAM) for resolving protocols. The 
frame is then stored in a memory along with the result of the 
preprocessor, i.e., the protocol layer code. 

[0050] The parsing engine 312 performs layer classifica-
tion and tagging via a search engine. One of the various 
functions of the parsing engine 312 is to parse the frames 
processed by the pre-processor, and generate search keys 
from data anywhere within the frame. The protocol layer 
code is used as a start vector into an instruction memory, 
which contains instructions for the parsing engine 312 and 
pointers to access selected words in a frame buffer. The 
parsing engine 312 receives the instruction and performs the 
functions selected by the corresponding instruction opera-
tional code. The results are used with an extractor that builds 
search keys which can be applied against a CAM (or indexed 
directly to a memory) to generate "search results" that 
contain the frame classification. 

[0051] The policing engine 313 performs a variety of 
functions, including ensuring flow conformance to a maxi-
mum allowed peak rate and a contractually obliged com-
mitted rate flow, e.g., DiffSery IP and MPLS. The policing 
engine 313 works with memory, such as policing RAM 315 
which stores a drop policy for each connection. The policing 
engine, the subject of the present invention, is described in 
greater detail below. 

[0052] The editor 314, also referred to as a packet trans-
formation engine, utilizes the search results to index the 
appropriate editing instructions to be executed by an editing 
module. The editor 314 facilitates execution of multiple 
edits or "transformations" per packet as streaming data of 
various networking protocols associated with different net-
working layers is input into the editing module. The editor 
314 supports comprehensive packet manipulation capability, 
including full MPLS labels, DAC operations such as mul-
tiple push and pop operations, as well as traditional routing 
operations such as TTL edits, checksum edits, and other 
routing operations. As described more fully below, the editor 
314 carries out the policing edits required by the policing 
engine's enforcement of a QoS. 

[0053] The labeled traffic is ultimately directed to the 
switch fabric interface 316 through one or more traffic 
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directors 318, 320 and output buffer 322. The traffic director 
318 accepts frames from the editor 314, which are then 
passed to an output buffer 322 and/or the processor buffer 
340 via the interface 341. Traffic director 320 accepts frames 
from the output buffer 322 and the processor transmit buffer 
342, and passes the frames to the OIF interface 344 to the 
switch fabric interface 316. 

[0054] FIG. 4 is a block diagram illustrating selected 
functional blocks of an ingress processing system such as 
that described in connection with FIG. 3. The ingress 
processing system 400 of FIG. 4 illustrates the classifier 
functional block 402, the policer functional block 404, and 
the editor functional block 406. As described above, the 
classifier 402 builds queries (search words) to directly index 
a memory, such as an SRAM 410, or alternatively may 
search against a CAM 412 which in turn provides addresses 
to the SRAM 410. It should be noted that the SRAMs 
described in connection with FIG. 4 are illustrated for 
purposes of example, as any type of memory may be used 
rather than SRAM. Therefore, while the description pro-
vided herein generally refers to such memory as SRAM, the 
invention is clearly not limited to any particular type or 
technology of memory. 

[0055] The policer 404 performs a variety of functions, 
including ensuring flow conformance to a maximum 
allowed peak rate and a contractually obliged committed 
rate flow flows, e.g., DiffSery IP and MPLS. The policer 404 
works with memory, such as SRAM 414 which stores a drop 
policy for each connection. The editor 406 supports policing 
results and makes other appropriate modifications to the 
packet before being output from the ingress processing 
system 400. An external memory, such as SRAM 416, may 
be used to store the editor instructions. The coprocessor/ 
CPU interface 408 provides for coprocessor/CPU support 
via interface 408, thereby allowing processor control, con-
figuration, etc. of the classifier 402, policer 404 and editor 
406. The interface 408 allows the system 400 to be coupled 
to a coprocessor and/or other CPU such as CPU 420, and to 
memory such as SRAM 422. In this manner, the ingress 
processing system 400 receives incoming packets, classifies 
and parses the packets according to predetermined criteria 
such as protocol, enforces policing functions on the packets, 
and modifies the packets accordingly before outputting the 
packets to the switch fabric. 

[0056] In one embodiment of FIG. 4, the classifier 402, 
policer 404, editor 406 and coprocessor/CPU interface 408 
are all provided on a single chip. The unique architecture 
combines the three key functions of classifying, policing, 
and editing the data all through the tightly coupled arrange-
ment facilitated by the integration into a common chip. 

[0057] The buffers and memory identified in FIG. 4 may 
also be incorporated into the common chip, as shown in the 
embodiment of FIG. 5. In FIG. 5, the SRAM 414 is 
integrated with the policer 404, the SRAM 416 is integrated 
with the editor 406, and so on. Embedding these memories 
on the chip provides a lower chip count solution and 
increased "per flow" statistics. Again, the memories identi-
fied as SRAMs may be any type of memory, and in fact, one 
embodiment of the invention utilizes dynamic RAM 
(DRAM) when the memory has been embedded into the 
chip as shown in FIG. 5. Therefore, while the description 
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provided herein generally refers to such memory as SRAM, 
the invention is clearly not limited to any particular type or 
technology of memory. 

[0058] The present invention may be used in connection 
with a networking environment such as that described 
above. The invention may be used in other networking 
environments, where a stream of data packets, frames, cells, 
etc. enters a node or other check point where policing of the 
data stream can be accomplished. 

[0059] When within bandwidth constraints, policing by 
flow results in a common drop probability for all packets 
associated with that flow. There are circumstances where 
packets associated with certain types of messages within a 
flow should be afforded a higher probability of completing 
their routes. For example, in a residential broadband Internet 
connection, multiple services, such as video on demand, 
may be provided on the same connection. In such a case, it 
may be desirable to provide video packets a higher priority 
than the HTML packets, but within the bandwidth con-
straints committed to the household by the service provider. 

[0060] The present invention provides such a system and 
method, and provides for hierarchical policing of a data 
stream. The data stream may be parsed or otherwise clas-
sified into one or more traffic flows, and each flow may be 
parsed or otherwise classified into subflows. The different 
subflows may be associated with different priority levels, so 
that some subflows have a lesser likelihood of being dis-
carded or being marked for discarding (or other traffic 
policing function) than other subflows of the same flow. 
Thus, during periods of high transfer rates from a flow, the 
allocation of remaining bandwidth for that flow will be 
biased towards packets associated to subflows of higher 
priority. 

[0061] A data stream in the context used herein refers to 
any information or content that may be represented via a 
communication signal. Therefore, "data" is used in a generic 
sense, and may include applications, audio, video, docu-
ments, etc. or other information that may be transmitted. In 
accordance with the present invention, the data stream 
entering a network node or other module where policing will 
occur is parsed or "classified" into flows and subflows. 

[0062] Classification into flows and subflows may be 
based on any desired packet characteristic, parameter, field, 
etc. For example, in one particular embodiment of the 
invention, flow and subflow classification is based on pro-
tocol layer information. Each packet arriving at a particular 
interface is associated with zero or one flow. Each packet 
associated with a flow can also, but not necessarily, be 
associated with a subflow. An exemplary approach to flow 
and subflow classification is set forth in FIG. 6, where 
protocol layer information is used to identify flows and 
subflows. 

[0063] Referring to FIG. 6, the incoming packet 600 
includes various embedded headers including a layer-4 
transmission control protocol (TCP) header 602, a layer-3 
internet protocol version-4 (IPv4) header 604, and a layer-2 
ethernet protocol header 606. The packet 600 may be 
classified into a flow, and also may be classified into a 
subflow. For example, the IPv4 header 604 includes a variety 
of fields, two of which are shown as the source address (SA) 
field 608 and the destination address (DA) field 610. As is 
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known in the art, the source address in an IP header identifies 
an address of the source of the transmission and the desti-
nation address identifies the desired destination of the trans-
mission. In one embodiment of the invention, flows are 
distinguished from one another based on the destination 
address, or the source address, or both the source and 
destination addresses. For example, a data stream may 
include packets that identify a number of destination 
addresses, where each destination address or range of des-
tination addresses is classified as a flow. In a more particular 
example, packets having a destination address directed 
towards a certain geographical area can be distinguished 
from the remaining packets, and different priorities may be 
assigned to each resulting flow. 

[0064] The packet 600 may further be classified into 
subflows. For example, the TCP header 602 includes a 
variety of fields, one of which is a port number (PORT#) 
field 612. A port number is a way to identify a specific 
process to which an Internet or other network message is to 
be forwarded when it arrives at a node or server. For 
example, for the transmission control protocol (TCP) and 
the user datagram protocol (UDP), the port number is a 
number included in the header of a packet. TCP and UDP 
currently utilize a 16-bit integer in the header of the packet 
to identify the port number. Generally, this port number 
identifies a server or process. An example for both TCP and 
UDP is file transfer protocol (FTP) having an assigned port 
number of twenty-one, or Telnet having an assigned port 
number of twenty-three. Some services or processes have 
conventionally assigned permanent port numbers, often 
referred to as well-known port numbers. Alternatively, port 
numbers may be temporarily assigned for the duration of the 
request and its completion, often referred to as ephemeral 
port numbers. It should be recognized that any type of port 
number could be used to classify a subflow (or flow), as can 
any identifiable field in packet headers. In the example of 
FIG. 6, one or more subflows based on port number can be 
provided a higher or lower priority than one or more other 
subflows of that particular flow. 

[0065] FIG. 7 illustrates an example of how a data stream 
can be classified into flows and subflows. The example of 
FIG. 7 assumes, for purposes of example, that TCP/IP is 
used to transmit packets such as packet 600 of FIG. 6. The 
data stream 700 includes multiple packets which may be 
classified by the layer-3 information, such as the source 
and/or destination addresses to distinguish the flows, and 
layer-4 information, such as TCP/UDP ports, to distinguish 
the subflows of each flow. For purposes of example, it will 
be assumed that a first flow Flow-A 702 is distinguished 
from a second flow Flow-B 704, and that the flow distinction 
is based on certain source addresses (SA) and/or destination 
addresses (DA). For example, packets of the data stream 700 
having a particular destination address (or within a group of 
destination addresses) are classified into Flow-A 702, and 
packets having a particular source address (or within a group 
of source addresses) are classified into Flow-B 704. In this 
manner, Flow-A 702 and Flow-B 704 may be individually 
policed—i.e., Flow-A 702 may be associated with a different 
likelihood of packet dropping than Flow-B 704. 

[0066] It should be recognized that the example of FIG. 7 
is provided as an example only. Many other scenarios of 
classifying flows may be alternatively implemented. For 
example, flows may be classified using the same field, such 
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as the SA (source address) field, or may be classified using 
both the SA and DA fields. In one embodiment, the classifier 
chooses which fields to use for classifying based on the 
protocols used in the packet. 

[0067] Each flow may further be subdivided into subflows, 
which may have further have different drop priorities asso-
ciated therewith. For example, Flow-B 704 may include 
three different subflows based on the port number. More 
specifically, a port number represented by P-1 in the TCP 
header may be classified as Subflow-A 706. A port number 
represented by P-2 may be classified as Subflow-B 708. A 
port number or all remaining port numbers represented by 
P-3 may be classified as Subflow-C 710. In this manner, 
particular port numbers may be classified into subflows, and 
granted a different drop priority than other subflows of that 
flow. The classification may be based on any desired param-
eter, and port number is provided for purposes of illustration 
only. It should further be recognized that in the examples 
where source addresses, destination addresses, and port 
numbers are used to classify flows and subflows, such 
classification may be based on groups of addresses or ports 
and not necessarily on a single address. For example, a flow 
may be represented by all source addresses coming from a 
particular geographic area, such as a household, a college 
campus, etc., such that the "source address" of the flow is 
actually a range or group of source addresses. Flows may be 
based on a particular user as well, such that the source 
address would identify a single source address. The same 
holds true for destination addresses, port numbers, or any 
other header field used to distinguish flows. 

[0068] FIG. 8 is a block diagram illustrating how flows 
and subflows may be individually policed. Each of the flows, 
Flow-1800, Flow-2802, through Flow-n 804 may be indi-
vidually metered, shaped, and subjected to selective packet 
discarding when its associated flow has exceeded its 
assigned bandwidth. Further, subflows may also be indi-
vidually considered, as shown in FIG. 8. Flow-2802 has 
been separated into Subflow-A 806 and Subflow-B 808. 
Each of these subflows is presented to a metering and 
dropping module, shown as modules 810, 812. Metering and 
dropping modules 810 and 812 are illustrated as separate 
modules, but may instead be a single module capable of 
performing the desired operations on all subflows (and 
flows), and may perform such operations for separate flows 
and subflows in parallel, in series, or some combination 
thereof. In any event, Subflow-A 806 and Subflow-B 808 are 
provided to modules 810, 812 respectively, where metering 
takes place, and where traffic shaping and/or packet discard-
ing may occur. Subflow-A 806 includes packets which are 
metered and compared to a Subflow-A rate limit shown as 
input 814. Similarly, Subflow-B 808 includes packets that 
are metered and compared to a Subflow-B rate limit shown 
as input 816. In the example of FIG. 8, the packets associ-
ated with Subflow-A 806 have exceeded the Subflow-A rate 
limit 814, and therefore are discarded. The packets associ-
ated with Subflow-B 808, having been assigned a higher 
priority and therefore a higher rate limit, have successfully 
stayed within the bounds of the Subflow-B rate limit 816, 
and are successfully forwarded on without being discarded. 
In this manner, portions of a single flow may be granted a 
higher priority than other portions of the same flow. 

[0069] FIG. 9 is a block diagram illustrating a system 900 
in which the principles of the invention may be imple-
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mented. The flow/subflow classifier 901 determines to 
which flow and subflow (if any) each packet of the data 
stream is to be associated. For example, the classifier 901 
may analyze the header information, and insert a flow ID 
and subflow ID into a local header that can later be acknowl-
edged. Alternatively, the classifier 901 may direct compare 
header information against stored flow/subflow parameters 
to determine whether the corresponding packets match with 
the stored flow/subflow parameters and therefore become 
part of the respective flow or subflow. For example, the 
desired flow and subflow parameters may be stored in a 
memory, and read from memory for comparison to the 
embedded header fields. The realization and benefits of such 
classification may be determined in a manner described 
herein and in copending U.S. Patent application, Attorney 
Docket No.1035.4-US-01, Ser. No. xx/xxx,xxx, entitled "A 
Method And Apparatus For Providing Multi-Protocol, 
Multi-Stage, Real-Time Frame Classification", filed concur-
rently herewith and assigned to the assignee of the instant 
application, the contents of which are incorporated herein by 
reference. 

[0070] FIG. 9 further shows that a plurality of flows may 
result from the classification, shown as flows 902, 904 
through an infinite number of flows represented by flow 906. 
Each of the flows has been distinguished from one another 
based on at least one header parameter (or other packet 
characteristic), which is depicted by the different colors for 
each flow. Branching off of each flow are one or more 
potential subflows. For example, the packets of flow 902 
may be further distinguished into subflows based on a 
predetermined parameter or characteristic, shown for pur-
poses of illustration as parameters A, B, and C. Therefore, 
each of the packets of flow 902 are labeled with a subflow 
identifier. It should be recognized that the classifier 901 may 
determine such subflows, and may provide a subflow iden-
tifier in a local header. Other alternatives may also be 
utilized, such as having additional classification modules to 
analyze each flow and separate the flow(s) into subflows 
where desired. 

[0071] As the example of FIG. 9 shows, the flow 902 is 
separated into at least three subflows, shown as subflow 908, 
subflow 910, and subflow 912. The packets 914 of flow 902 
are identified as being associated with subflow A, which is 
then depicted as a separate subflow 908. The same holds true 
for other subflows. The policing engine 920, in the illus-
trated embodiment, performs the metering to determine 
whether each flow and/or subflow is within an acceptable 
bandwidth range, which is dependent on the type of meter-
ing employed. For example, the policing engine 920 may 
employ the Generic Cell Rate Algorithm (GCRA), which is 
an algorithm used by an ATM switch to determine whether 
the cells of a connection conform to their traffic contract. 
Other examples include Single-Rate Three Color Marking 
(srTCM) and Two-Rate Three Color Marking (trTCM) 
methodologies, or any other traffic metering methodology. 
In connection with the present invention, metering of band-
width usage of individual flows may be performed using 
various policing methodologies, including credit-token and 
variants of credit-token (also known as, the leaky bucket) 
methodologies. Examples of these are GCRA for ATM 
based traffic, and the three-color markers for communica-
tions infrastructures based on IP supporting differentiated 
services. Variants of credit-token methodologies use a run-
ning count of tokens that increment at rate proportional to 
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the committed information rate, and decrement at a rate 
proportional to the bandwidth used. If a packet arrives at a 
time when there are not enough credit tokens, it is ruled as 
"not conforming" to the committed rate. The three color 
markers mentioned above use two such credit token buckets, 
one for measuring a flow's conformance to the committed 
rate, and another for measuring the flow's conformance to 
the peak rate. The realization and benefits of such metering 
may be determined in a manner described herein and in 
copending U.S. Patent application, Attorney Docket No. 
1035.6-US-01, Ser. No. xx/xxx,xxx, entitled "System And 
Method For Policing Multiple Data Flows And Multi-
Protocol Data Flows", filed concurrently herewith and 
assigned to the assignee of the instant application, the 
contents of which are incorporated herein by reference. 

[0072] Depending on the particular configuration 
employed, an editor module 922 and a shaper/dropper 
module 924 may also be implemented within the system 
900. The editor may be used where the policing method 
requires that information within the packet, such as within a 
header, be modified in response to the policing action. For 
example, where srTCM or trTCM is employed, the packet 
may be modified by editor 922 to update the "color" of the 
packet, which can then be used by the shaper/dropper 924 to 
accept or discard the packet. In another embodiment, the 
discarding function of the shaper/dropper module 924 may 
be incorporated into the editor 922. One such embodiment 
is described in copending U.S. Patent application, Attorney 
Docket No.1035.1 -US-01, Ser. No. xx/xxx,xxx, entitled 
"System And Method For Providing Transformation Of 
Multi-Protocol Packets In A Data Stream", filed concur-
rently herewith and assigned to the assignee of the instant 
application, the contents of which are incorporated herein by 
reference. In such a case, the editor 922 disregards the 
packet information temporarily being stored in an editor 
memory, and allows the next packet to overwrite the packet 
to be discarded. 

[0073] As can be seen from the system 900 of FIG. 9, a 
data stream may be logically separated into a plurality of 
flows (e.g., flows 902, 904 through 906), which can then be 
further separated into a plurality of subflows (e.g., subflows 
912, 910 through 908). The policing engine 920 meters each 
of the flows and subflows to determine whether or not the 
flow and/or subflow is conforming to predetermined con-
formance parameters. In some cases, the packets of the 
flow/subflow may be modified by editor 922, particularly 
where such modification provides an indication as to 
whether the packet should be forwarded, forwarded best-
effort, or discarded. Traffic shaping and/or packet forward-
ing/discarding for each of the flows and subflows may be 
implemented, as seen by shaper/dropper 924. 

[0074] FIG. 10 is a block diagram illustrating a more 
detailed embodiment of the policing of flows and subflows 
in accordance with the invention. FIG. 10 illustrates that 
individual packets form a single communications traffic 
stream 1000, and are classified into several flows. As pre-
viously indicated, classification may be based on any crite-
ria, such as the original sender of the packet, the ultimate 
receiver of the packet, both the sender and receiver of the 
packet, etc. Packet 1002 is classified as being part of a first 
flow, packet 1004 is classified as being part of a second flow, 
and packet 1006 is classified as being part of a third flow. 
Also illustrated is the separation of the third flow into at least 

Cloudflare - Exhibit 1024, page 23 Cloudflare - Exhibit 1024, page 23



US 2002/0186661 Al 
8 

two subflows. For example, within the data stream 1000, at 
least some of the packets corresponding to the third flow are 
identified with a subflow identifier, such as packet 1006 
being identified as subflow-A and packet 1008 being iden-
tified as subflow-B. 

[0075] Each packet within a flow or subflow is presented 
to the policing module 1010. Flows whose effective bit rate 
exceeds what is committed in the service contract will be 
classified as non-conforming, which will have a higher 
likelihood of being discarded than conforming packets. 
Subflows exceeding their predetermined rate limit will be 
subject to discarding, even though there may still be enough 
contracted bandwidth at the flow level to rule this packet as 
conforming. 

[0076] The flow or subflow ID is identified, such as by the 
compare module 1012 which compares the flow ID received 
from the packet 1002 to stored data. Once the flow or 
subflow is identified, flow parameters are requested from the 
memory 1014, such as the token count and last pass time 
variables for that flow. If a subflow is being analyzed, a rate 
limit established for that subflow is requested from the 
memory 1014 to determine the subflow's conformance. As 
previously indicated, different subflows of a flow may be 
prioritized differently, thus having different rate limits stored 
in the memory 1014. When that particular subflow accesses 
its rate limit from memory, that subflow may be metered 
independent of the other subflows. The requested parameters 
for flows and subflows is provided to the metering module 
1016, which in the illustrated embodiment is a processing 
device. The size of the packet and current policing state 
(e.g., color in a color policing system) are also provided to 
the metering module 1016. The current time is determined 
from input from the clock 1018, whereby various rates may 
be determined such as the committed information rate 
(CIR), the peak information rate (PIR), etc. The flow vari-
ables may be updated in the memory 1014. Given any 
existing packet policing parameters (e.g., color), the size of 
the packet, time of arrival, token count, last pass time, etc., 
metering may be performed by metering module 1016 to 
carry out a policing algorithm to associate with the packet 
under consideration. The packet may then be accepted or 
dropped, or may be provided to an editor module 1020 
which modifies the original packet 1002 to include the new 
policing information. The modified packet, with its policing 
information, may then continue on its path to ultimately be 
presented to a module (not shown) that will make packet 
discarding decisions based on the policing information 
modified into the packet. 

[0077] FIG. 11 is a flow diagram illustrating one embodi-
ment of a policing methodology for providing hierarchical 
policing of flows and subflows of a data stream. The data 
stream is classified 1100 into flows and subflows (if any). 
Classification may be effected as described above, and 
includes classifying flows and subflows based on protocol 
layer information. Each of the flows may be individually 
metered 1102, and collectively is bounded by the contracted 
bandwidth or quality of service (QoS). At some point, 
bandwidth levels (e.g., credit levels) used for policing flows 
may fall below a threshold level, as determined at decision 
block 1104. If the bandwidth levels have not exceeded this 
threshold, the flows may continue to be metered 1102 
without regard to individual subflow metering, and all 
packets in that flow will receive the same drop probability. 
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However, if the bandwidth exceeds the threshold as deter-
mined at decision block 1104, subflows of a particular one 
or more flows may be metered as shown at block 1106. 
Therefore, when per-flow bandwidth levels are high (e.g., 
per-flow credit levels are low), packets associated with 
subflows are metered as well, and different subflows may be 
associated with different priorities, thereby allowing for 
packet acceptance bias at the subflow level. 

[0078] Packets associated with subflows that have 
exceeded their rate limits will be ruled as non-conforming, 
even if there is still enough bandwidth (e.g., credit tokens) 
at the flow level to rule this packet as conforming. In the case 
of metering using a credit bucket, credits that should have 
been used by these packets remain in the flow's credit pool, 
thereby making these credits available for packets of sub-
flows that have not exceeded their limits. Thus, subflows of 
higher priorities have higher credit limits. A null subflow 
may be reserved for message classes that are of the highest 
priority, thereby having no credit limit. 

[0079] In accordance with the invention, the metering of 
subflows (e.g., block 1106 of FIG. 11) includes one or more 
subflow layers. For example, the invention contemplates 
metering one or more subflows from a flow, and also 
contemplates metering further subflows from a subflow. In 
this manner, a layered approach to policing is realized, 
providing a great deal of control with respect to policing, 
shaping, discarding, and other such functions. In a more 
specific example, a data stream can be classified into one or 
more flows, such as three flows based on different destina-
tion addresses at the network layer 3. Any one or more of the 
flows can be classified into a number of subflows, such as a 
first of the flows having two subflows based on the port 
number identified at the transport layer 4. This can continue, 
for example, by further classifying the subflow correspond-
ing to a particular port number into further subflows. This 
layering methodology can be applied in order to achieve any 
desired level of policing control. 

[0080] FIG. 12 is a more detailed embodiment of a 
policing methodology for providing hierarchical policing of 
flows and subflows of a data stream. The embodiment of 
FIG. 12 assumes a metering methodology that utilizes a 
credit bucket approach. The data stream is classified 1200 
into flows and subflows, and one or more of the resulting 
flows are metered 1202. When the flow rate limit has been 
exceeded 1204, as determined from the credit levels, the 
packet is discarded 1206, or at a minimum marked as 
non-conforming. If the flow rate limit has not been 
exceeded, it is determined 1208 whether a subflow policing 
threshold rate has been exceeded. If not, the next packet in 
the data stream can be classified 1200 into flows/subflows. 
If the subflow policing threshold rate has been exceeded, this 
means that the policing of subflows is enabled, and the 
subflow may be metered 1210. If the subflow rate limit is 
exceeded 1212, the packet is discarded 1206. Otherwise, the 
next packet in the data stream can be classified 1200 into 
flows/subflows. 

[0081] The subflow policing threshold rate of block 1208 
refers to a threshold in which subflow policing is enabled. In 
one embodiment of the invention, subflow policing is 
enabled when bandwidth capacity indicators, such as credit 
levels in a credit-token approach, have fallen below a 
predetermined threshold. This predetermined threshold is a 
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configurable parameter that may be set to any desired credit 
level in the range of potential credit levels. For example, the 
threshold may be set to the maximum credit level, thereby 
forcing policing at the subflow level at all times. In other 
embodiments of the invention, subflow policing is enabled 
only when the credit levels have dropped to some level 
below the maximum credit level. 

[0082] When per-flow credit levels remain high, indicat-
ing low bandwidth consumption, all packets in that flow 
receive the same low drop probability. Each subflow is 
assigned a configurable rate limit, and may be metered using 
the same policing methodology used to meter the flows. 
When per-flow credit levels are low, packets associated with 
subflows that have exceeded their rate limits may be ruled as 
non-conforming, even if the credit level for the flow is 
sufficient to rule the packet as conforming. Therefore, credits 
that otherwise would have been used by these packets 
remain in the flow's credit pool, which effectively makes 
these unused credits available for packets of subflows that 
have not exceeded their respective rate limits. In this man-
ner, a subflow, regardless of its rate limit, may be allowed to 
essentially utilize all of the available bandwidth available to 
the flow, where the other subflows are not utilizing band-
width. For example, one or more subflows may not require 
bandwidth due to low packet volume for that subflow and/or 
an associated rate limit that results in marking those packets 
as non-conforming. This would allow another subflow hav-
ing a higher rate limit to exploit the available bandwidth. 
Alternatively, multiple subflows may share the available 
bandwidth based on their respective rate limits. 

[0083] Thus, a subflow can obtain additional bandwidth of 
the flow, even beyond its predetermined rate limit, where the 
other subflows are not using that bandwidth. For example, 
where four subflows are each associated with a rate limit of 
25 Mbit/s, but three of the four subflows are not utilizing any 
significant bandwidth, the available bandwidth of the flow 
may be allocated to the subflow requiring the bandwidth, 
even if it exceeds its configured rate limit. Packets exceeding 
their contracted rate limits may be marked as non-conform-
ing, but may not be discarded if the available bandwidth of 
the flow is not exceeded. If and when the other subflows 
begin to demand bandwidth, the bandwidth availability will 
be shared among the subflows. 

[0084] In the case where further subflows are classified 
(i.e., subflows of subflows), then additional subflow rate 
limit monitoring also occurs for those lower level subflows. 
Thus, the operations associated with the subflows may all be 
applied to subflows of any level in the hierarchy. For 
example, a subflow of a flow may be further divided into its 
own subflows, and again into further subflows, and so on. 
Further, while metering of subflows may be carried out in 
series as illustrated in FIG. 12, it should be understood that 
subflow metering may be carried out in parallel, as the serial 
nature of the flowchart of FIG. 12 is for purposes of 
obtaining an understanding of one aspect of the invention. 

[0085] FIG. 13 is another embodiment of a policing 
methodology for providing hierarchical policing of flows 
and subflows of a data stream. The variables described in 
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connection with the flow diagram of FIG. 13 are presented 
in Table 1 below: 

TABLE 1 

VARIABLE DESCRIPTION 

CIR 
CBS 
CBL 
PIR 
PBS 
PBL 
SCBS 
SPBS 
CBT 
PBT 
SCBT 

SPBT 

Committed Information Rate 
Committed Burst Size 
Committed Rate Subflow Policing Trigger Level 
Peak Information Rate 
Peak Burst Size 
Peak Rate Subflow Policing Trigger Level 
Committed Burst Size for the Subftow 
Peak Burst Size for the Subftow 
Current Level of Committed Rate Credit Tokens 
Current Level of Peak Rate Credit Tokens 
Current Level of Committed Rate Credit Tokens for 
the Subftow 
Current Level of Peak Rate Credit Tokens for the Subflow 

[0086] As shown in FIG. 13, at time t.0 1300, all of the 
"current" levels are set to their committed or peak counter-
parts as shown at block 1302. For example, the current level 
of committed rate credit tokens (CBT) is set to the commit-
ted burst size (CBS). This is because no tokens have been 
removed from the credit bucket at the time of initiation, and 
thus the current level is equivalent to the committed burst 
size. 

[0087] Upon arrival of a packet 1304, the packet's asso-
ciated flow and subflow are determined 1306. Each of the 
stored parameters are retrieved 1308 from memory, includ-
ing the CIR, CBS, CBL, PIR, PBS, PBL, SCBS, SPBS, 
CBT, PBT, SCBT and SPBT. Credits are earned 1310 for 
time idle. In such case, the CBT is set to the minimum of the 
CBS or the result of a function defined by a product of the 
idle time and the CIR. The CIR is a rate in bytes per second, 
and the "time idle" is the time that in which no bandwidth 
is utilized. The product is therefore a number of bytes, and 
the minimum of this number of bytes or the CBS becomes 
the CBT value. A similar process is used to earn credits for 
the other "current levels," including the SCBT. 

[0088] Where the number of bytes in the packet is greater 
than (or equal to) the current level of committed rate credit 
tokens (CBT) as determined at decision block 1312, the 
packet is non-conforming 1314. If the CBT is greater than 
the number of bytes in the packet, it is determined 1316 
whether CBT is greater than CBL, or whether the SCBT is 
greater than the number of bytes in the packet. If neither of 
these conditions are true, the packet is non-conforming 
1314. 

[0089] If the CBT is greater than the CBL, or the SCBT is 
greater than the number of bytes in the packet, then the CBT 
and SCBT may be charged for the packet's use of band-
width, as seen at block 1318. In such a case, the CBT is set 
to the CBT minus the number of bytes in the packet, the 
SCBT is set to the maximum of zero or the SCBT minus the 
number of bytes in the packet, and the packet is deemed to 
be conforming 1320. 

[0090] For three-color marker embodiments, policing of 
subflows activates on two occasions. First, when the credit 
level for the committed information rate (CIR) falls below 
the first trigger level, and second, when the credit level for 
the peak information rate (PIR) falls below a second trigger 
level. Each subflow is associated with both a committed and 
peak rate. 
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[0091] FIG. 14 is an embodiment of a three color marker 
policing methodology for providing hierarchical policing of 
flows and subflows of a data stream. The variables described 
in connection with the flow diagram of FIG. 14 are the same 
as those previously presented in Table 1. At time 1400, 
all of the "current" levels are set to their committed or peak 
counterparts as shown at block 1402. For example, the 
current level of committed rate credit tokens (CBT) is set to 
the committed burst size (CBS). This is because no tokens 
have been removed from the credit bucket at the time of 
initiation, and thus the current level is equivalent to the 
committed burst size. 

[0092] Upon arrival of a packet 1404, the packet's asso-
ciated flow and subflow are determined 1406. Each of the 
stored parameters are retrieved 1408 from memory. Credits 
are earned 1410 for time idle. For example, the CBT is set 
to the minimum of the CBS or the result of a function 
defined by a product of the idle time and the CIR. The CIR 
is a rate in bytes per second, and the "time idle" is the time 
that in which no bandwidth is utilized. The product is 
therefore a number of bytes, and the minimum of this 
number of bytes or the CBS becomes the CBT value. A 
similar process is used to earn credits for the other "current 
levels," including the SCBT, PBT, and SPBT. 

[0093] If the current level of peak rate credit tokens (PBT) 
is less than the number of bytes in the packet as determined 
at decision block 1412, the packet is marked red 1414. If not, 
it is determined 1416 whether the current level of committed 
rate credit tokens (CBT) is less than the number of bytes in 
the packet. If so, it is determined 1418 whether PBT is less 
than or equal to PBL and SPBT is less than the number of 
bytes in the packet. If these conditions are both true, the 
packet is marked red 1420. Otherwise, if one or both of these 
conditions are not true, then the PBT is set to the PBT minus 
the number of bytes in the packet, and the SPBT is set to the 
maximum of zero or the SPBT minus the number of bytes 
in the packet as shown at block 1422, and the packet is 
marked yellow 1424. 

[0094] Returning to decision block 1416, if the CBT is not 
less than the number of bytes in the packet, it is determined 
1426 whether CBT is less than or equal to CBL and the 
SCBT is less than the number of bytes in the packet. If so, 
the PBT is set to the PBT minus the number of bytes in the 
packet, and the SPBT is set to the maximum of zero or the 
SPBT minus the number of bytes in the packet as shown at 
block 1422, and the packet is marked yellow 1424. Other-
wise, if one or both of these conditions are not true, then the 
CBT is set to the CBT minus the number of bytes in the 
packet, and the SCBT is set to the maximum of zero or the 
SCBT minus the number of bytes in the packet as shown at 
block 1428. Further, the PBT is set to the PBT minus the 
number of bytes in the packet, and the SPBT is set to the 
maximum of zero or the SPBT minus the number of bytes 
in the packet as shown at block 1430, and the packet is 
marked green 1432. 

[0095] One particularly beneficial feature of the present 
invention is the ability to maximize use of the available flow 
bandwidth through subflow bandwidth allocation tech-
niques. In accordance with a particular embodiment of the 
invention, exploitation of the available bandwidth of the 
flow can be maximized by guaranteeing conformance for 
one subflow, while using "best efforts" for other subflows 
beyond their respective rate limits. Therefore, a high-priority 
subflow can be guaranteed conformance without regard to 
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whether the entire flow is in conformance. For critical traffic, 
a subflow may therefore be marked as conforming even 
though the main flow is out of conformance. 

[0096] As an example, assume a household has multiple 
systems with a total flow bandwidth of 100 Mbit/s. Each of 
the systems (i.e., subflows) may be utilizing 25% of the 
bandwidth for video such that the entire flow is in conform-
ance. If a high-priority voice subflow is then activated 
through a telephone call, this subflow may be guaranteed a 
certain bandwidth, such as 1 Mbit/s. In this case, the subflow 
will be guaranteed this bandwidth, even though some pack-
ets associated with other subflows (i.e., video subflows) may 
ultimately be marked as non-conforming for a period of time 
and potentially dropped. The video subflows will ultimately 
readjust their bandwidth usage to try to come into conform-
ance. In this manner, substantially the entire flow bandwidth 
can be exploited by guaranteeing a certain bandwidth for a 
high-priority subflow, while using best efforts (but guaran-
teed to a predetermined rate limit) for the other subflows. 

[0097] FIG. 15 is a flow diagram illustrating an embodi-
ment as described above, where exploitation of the available 
bandwidth of the flow can be maximized by guaranteeing 
conformance for one subflow, while using best efforts for 
other subflows beyond their respective rate limits. The data 
stream is classified 1500 into flows and subflows. Subflow 
policing is enabled 1502 upon the flow reaching a prede-
termined threshold bandwidth. Each of the subflows is 
individually policed 1504. However, as shown at block 
1506, a particular high-priority subflow may be guaranteed 
a certain bandwidth, even though the flow may become 
partially non-conforming. In other words, the need for 
additional bandwidth to accommodate this high-priority 
subflow may cause the flow to exceed its bandwidth con-
formance parameters, but this will not affect the bandwidth 
of the guaranteed-bandwidth subflow. Rather, the other 
subflows may begin to be marked non-conforming if the 
flow becomes non-conforming as shown at block 1508. The 
bandwidth of these other subflows is adjusted 1510 to bring 
the flow back into conformance. 

[0098] Using the foregoing specification, the invention 
may be implemented as a machine, process, or article of 
manufacture by using standard programming and/or engi-
neering techniques to produce programming software, firm-
ware, hardware or any combination thereof. 

[0099] Any resulting program(s), having computer-read-
able program code, may be embodied within one or more 
computer-usable media such as memory devices or trans-
mitting devices, thereby making a computer program prod-
uct or article of manufacture according to the invention. As 
such, the terms "article of manufacture" and "computer 
program product" as used herein are intended to encompass 
a computer program existent (permanently, temporarily, or 
transitorily) on any computer-usable medium such as on any 
memory device or in any transmitting device. 

[0100] Executing program code directly from one 
medium, storing program code onto a medium, copying the 
code from one medium to another medium, transmitting the 
code using a transmitting device, or other equivalent acts, 
may involve the use of a memory or transmitting device 
which only embodies program code transitorily as a pre-
liminary or final step in making, using, or selling the 
invention. 

[0101] Memory devices include, but are not limited to, 
fixed (hard) disk drives, diskettes, CD-ROMs, optical disks, 
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magnetic tape, semiconductor memories such as RAM, 
ROM, PROMs, etc. Transmitting devices include, but are 
not limited to, the Internet, intranets, electronic bulletin 
board and message/note exchanges, telephone/modem-
based network communication, hard-wired/cabled commu-
nication network, cellular communication, radio wave com-
munication, satellite communication, and other stationary or 
mobile network systems/communication links. 

[0102] A machine embodying the invention may involve 
one or more processing systems including, but not limited 
to, CPU, memory/storage devices, communication links, 
communication/transmitting devices, servers, I/O devices, 
or any subcomponents or individual parts of one or more 
processing systems, including software, firmware, hardware, 
or any combination or subcombination thereof, which 
embody the invention as set forth in the claims. 

[0103] One skilled in the art of computer science will 
easily be able to combine the software created as described 
with appropriate general purpose or special purpose com-
puter hardware to create a computer system and/or computer 
subcomponents embodying the invention, and to create a 
computer system and/or computer subcomponents for car-
rying out the method of the invention. 

[0104] The foregoing description of the exemplary 
embodiment of the invention has been presented for the 
purposes of illustration and description. It is not intended to 
be exhaustive or to limit the invention to the precise form 
disclosed. Many modifications and variations are possible in 
light of the above teaching. It is intended that the scope of 
the invention be limited not with this detailed description, 
but rather by the claims appended hereto. 

What is claimed is: 
1. A method for policing communications packets, com-

prising: 

classifying the data stream into at least one traffic flow; 

classifying at least one of the traffic flows into a plurality 
of first level subflows; 

measuring a rate of each of the first level subflows 
associated with the traffic flow when the traffic flow 
reaches a predetermined bandwidth threshold; and 

marking the packets associated with each of the first level 
subflows with one of a plurality of conformance indi-
cators based on the measured rate of the respective first 
level subflow. 

2. The method of claim 1, further comprising: 

assigning a rate limit to each of the first level subflows; 
and 

comparing each first level subflow to its corresponding 
rate limit. 

3. The method of claim 2, wherein marking the packets 
comprises marking the packets based on whether the mea-
sured rate of each first level subflow exceeds its respective 
rate limit. 

4. The method of claim 1, further comprising classifying 
at least one of the first level subflows into a plurality of 
second level subflows. 

5. The method of claim 1, further comprising classifying 
at least one of the first level subflows into further levels of 
subflows to an nth level of subflows. 
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6. The method of claim 5, further comprising: 

assigning a rate limit to each of the nth level subflows; and 

comparing each nth level subflow to its corresponding rate 
limit. 

7. The method of claim 5, wherein marking the packets 
comprises marking the packets based on whether the mea-
sured rate of the respective nth level subflow exceeds its 
respective rate limit. 

8. The method of claim 5, further comprising: 

measuring a rate of each of the nth level subflows asso-
ciated with its parent subflow; and 

marking the packets associated with each of the nth level 
subflows with one of a plurality of conformance indi-
cators based on the measured rate of the respective nth
level subflow. 

9. The method of claim 1, further comprising monitoring 
each of the traffic flows to determine whether each respec-
tive traffic flow has reached the predetermined bandwidth 
threshold. 

10. The method of claim 9, wherein monitoring each of 
the traffic flows comprises monitoring for a triggering token 
level in a credit-token metering methodology. 

11. The method of claim 1, further comprising assigning 
a priority level to each of the first level subflows, wherein at 
least two of the priority levels are different so that at least 
one of the first level subflows has priority over another of the 
first level subflows. 

12. The method of claim 11, wherein the priority levels 
are effected by associating a rate limit with each of the 
subflows, and wherein marking the packets based on the 
measured rate comprises marking the packets based on 
whether the rate limit is exceeded for the corresponding 
subflow. 

13. The method of claim 1, further comprising adding a 
flow ID corresponding to the classified flow to a local 
header, and identifying a traffic flow to meter based on the 
flow ID. 

14. The method of claim 1, further comprising adding a 
subflow ID corresponding to the classified subflow to a local 
header, and identifying the first level subflow in which its 
rate is to be measured based on the subflow ID. 

15. The method of claim 1, wherein classifying the data 
stream into at least one traffic flow comprises classifying the 
data stream based on protocol layer information. 

16. The method of claim 15, wherein classifying the data 
stream based on protocol layer information comprises clas-
sifying the data stream based on layer-3 information. 

17. The method of claim 16, wherein classifying the data 
stream based on layer-3 information comprises classifying 
the data stream based on at least one of a source address and 
a destination address. 

18. The method of claim 1, wherein classifying at least 
one of the traffic flows into a plurality of first level subflows 
comprises classifying the traffic flow based on protocol layer 
information. 

19. The method of claim 18, wherein classifying the traffic 
flow based on protocol layer information comprises classi-
fying the traffic flow based on layer-4 information. 

20. The method of claim 19, wherein classifying the traffic 
flow based on layer-4 information comprises classifying the 
traffic flow based on at least a port number. 
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21. The method of claim 1, wherein classifying the data 
stream and classifying at least one of the traffic flows into a 
plurality of first level subflows comprises classifying the 
data stream and traffic flows based on any predetermined one 
or more fields in any embedded header of each packet. 

22. The method of claim 1, wherein measuring a rate of 
each of the first level subflows comprises metering each of 
the first level subflows using a credit-token methodology. 

23. The method of claim 1, wherein measuring a rate of 
each of the first level subflows comprises metering each of 
the first level subflows using a color-based methodology. 

24. The method of claim 1, wherein measuring a rate of 
each of the first level subflows comprises metering each of 
the first level subflows using an F-GCRA methodology. 

25. The method of claim 1, further comprising discarding 
packets of a non-conforming subflow which are marked with 
a conformance indicator indicating that the corresponding 
packets of the non-conforming subflow should be discarded. 

26. The method of claim 25, further comprising forward-
ing packets of a conforming subflow which are marked with 
a conformance indicator indicating that the corresponding 
packets of the conforming subflow should not be discarded. 

27. The method of claim 1, further comprising assigning 
a rate limit to each of the first level subflows, and wherein 
marking the packets comprises marking the packets associ-
ated with a subflow as non-conforming where the rate of the 
subflow exceeds its respective rate limit. 

28. The method of claim 1, further comprising assigning 
a rate limit to each of the first level subflows, and wherein 
marking the packets comprises marking the packets associ-
ated with a subflow as conforming where the rate of the 
subflow exceeds its respective rate limit but remains within 
the predetermined bandwidth threshold of the traffic flow. 

29. The method of claim 1, further comprising assigning 
a rate limit to each of the first level subflows, and wherein 
marking the packets comprises: 

marking the packets associated with a subflow as con-
forming where the rate of the subflow exceeds its 
respective rate limit but remains within the predeter-
mined bandwidth threshold of the traffic flow; and 

marking the packets associated with the subflow as non-
conforming where the rate of the subflow exceeds both 
its respective rate limit and the predetermined band-
width threshold of the traffic flow. 

30. The method of claim 1, further comprising allocating 
substantially all of the available bandwidth of the traffic flow 
to one of the subflows where the traffic flow has reached the 
predetermined bandwidth threshold and the other subflows 
are not utilizing bandwidth. 

31. The method of claim 30, wherein marking the packets 
comprises: 

marking the packets associated with the one subflow as 
conforming where the rate of the subflow exceeds its 
respective rate limit but remains within the predeter-
mined bandwidth threshold of the traffic flow; and 

marking the packets associated with the subflow as non-
conforming where the rate of the subflow exceeds both 
its respective rate limit and the predetermined band-
width threshold of the traffic flow. 

32. The method of claim 1, further comprising assigning 
a rate limit to each of the first level subflows and allocating 
the available bandwidth of the traffic flow to a plurality of 
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the subflows if the traffic flow has reached the predetermined 
bandwidth threshold, wherein the available bandwidth of the 
traffic flow is allocated to the plurality of subflows based on 
their respective rate limits and demand for bandwidth. 

33. A method for providing layered policing of packets of 
a data stream, comprising: 

parsing the data stream into a plurality of flows; 

for any of the flows, identifying at least one characteristic 
common to a first subset of the flow; 

associating a first drop probability with each of the 
packets of the first subset having the common charac-
teristic, and associating a second drop probability to at 
least one other subset of the flow, thereby providing 
different drop probabilities for different subsets of the 
flow. 

34. The method of claim 33, wherein the first drop 
probability indicates that the packets of the first subset are to 
be dropped. 

35. The method of claim 34, wherein the second drop 
probability indicates that the packets of the at least one other 
subset are not to be dropped. 

36. The method of claim 33, wherein the first drop 
probability indicates that the packets of the first subset have 
a greater likelihood of being dropped prior to the at least one 
other subset of the flow. 

37. The method of claim 33, wherein parsing the data 
stream comprises respectively grouping the packets having 
predetermined common characteristics into the flows. 

38. The method of claim 37, wherein grouping the packets 
having predetermined common characteristics comprises 
grouping those packets having predetermined information in 
one or more header fields embedded in the packet. 

39. The method of claim 38, wherein the one or more 
header fields comprise header fields of a network layer 
header. 

40. The method of claim 39, wherein the header fields of 
the network layer header comprises at least one of a source 
address and a destination address. 

41. The method of claim 33, wherein identifying at least 
one characteristic common to the first subset of the flow 
comprises identifying common information in one or more 
header fields embedded in the packets to distinguish the first 
subset from the other subsets of the flow. 

42. The method of claim 41, wherein the one or more 
header fields comprise header fields of a transport layer 
header. 

43. The method of claim 42, wherein the header fields of 
the transport layer header comprises a port number. 

44. The method of claim 33: 

further comprising identifying at least one characteristic 
common to a second subset of the flow; and 

wherein associating a second drop probability to at least 
one other subset of the flow comprises associating the 
second drop probability with each of the packets of the 
second subset of the flow. 

45. The method of claim 44, wherein the first and second 
drop probabilities are equivalent. 

46. The method of claim 44, wherein the first and second 
drop probabilities are different. 

Cloudflare - Exhibit 1024, page 28 Cloudflare - Exhibit 1024, page 28



US 2002/0186661 Al Dec. 12, 2002 
13 

47. The method of claim 44: 

further comprising identifying at least one characteristic 
common to an nth subset of the flow; and 

wherein associating a second drop probability to at least 
one other subset of the flow comprises associating the 
second drop probability with each of the packets of the 
nth subset of the flow. 

48. The method of claim 33, wherein one of the subsets 
of the flow comprises all packets otherwise not associated 
with a subset defined by having common characteristics. 

49. A packet policing system for providing layered polic-
ing of packets of a data stream, comprising: 

A) a classifier to receive and parse the data stream into a 
plurality of traffic flows, and to parse at least one of the 
traffic flows into a plurality of subflows; and 

B) a policing engine coupled to the classifier to receive 
each of the subflows, and to individually meter each of 
the subflows associated with each traffic flow in accor-
dance with predefined subflow priorities assigned to 
each of the subflows. 

50. The packet policing system as in claim 49, wherein the 
policing engine includes a memory to store the predefined 
subflow priorities assigned to each of the subflows. 

51. The packet policing system as in claim 50, wherein the 
predefined subflow priorities include predefined rate limits. 

52. The packet policing system as in claim 51, wherein the 
policing engine includes a processor coupled to receive the 
rate limits for each of the subflows, to compare a subflow 
packet rate for each of the subflows to its respective rate 
limit, and to provide a conformance rating in response 
thereto. 

53. The packet policing system as in claim 52, further 
comprising an editing module coupled to the policing engine 
to modify each of the packets of each subflow with the 
conformance rating provided by the processor. 

54. The packet policing system as in claim 53, further 
comprising a packet drop module coupled to receive the 
modified packets from the editing module, and to accept or 
discard each of the modified packets based on the conform-
ance rating. 

55. The packet policing system as in claim 49, further 
comprising a packet drop module coupled to receive the 
modified packets from the policing engine in response to the 
individual metering of the subflows. 

56. A packet policing system for providing layered polic-
ing of packets of a data stream, comprising: 

means for classifying the data stream into at least one 
traffic flow; 

means for classifying at least one of the traffic flows into 
a plurality of first level subflows; 

means for measuring the packet rate of each of the first 
level subflows associated with the traffic flow when the 
traffic flow reaches a predetermined bandwidth thresh-
old; and 

means for marking the packets associated with each of the 
first level subflows with one of a plurality of conform-
ance indicators based on the measured packet rate of 
the respective first level subflow. 

57. A packet policing apparatus for providing layered 
policing of packets of a data stream, comprising: 

means for parsing the data stream into a plurality of flows; 

for any of the flows, means for identifying at least one 
characteristic common to a first subset of the flow; 

means for associating a first drop probability with each of 
the packets of the first subset having the common 
characteristic, and means for associating a second drop 
probability to at least one other subset of the flow, 
thereby providing different drop probabilities for dif-
ferent subsets of the flow. 

58. A computer-readable medium having computer-ex-
ecutable instructions for policing communications packets, 
the computer-executable instructions performing steps com-
prising: 

classifying the data stream into at least one traffic flow; 

classifying at least one of the traffic flows into a plurality 
of first level subflows; 

measuring a rate of each of the first level subflows 
associated with the traffic flow when the traffic flow 
reaches a predetermined bandwidth threshold; and 

marking the packets associated with each of the first level 
subflows with one of a plurality of conformance indi-
cators based on the measured rate of the respective first 
level subflow. 

59. A method for providing layered policing of packets of 
a data stream, comprising: 

parsing the data stream into one or more flows; 

parsing at least one of the flows into a high-priority 
subflow and at least one standard subflow; 

enabling the high-priority and standard subflows to be 
monitored for bandwidth conformance when the flow 
reaches a predetermined bandwidth threshold; 

marking the high-priority subflow as conforming while 
allowing the standard subflows to be marked as non-
conforming if the flow becomes non-conforming; 

where the flow has become non-conforming, adjusting the 
bandwidth of the standard subflows to bring the flow 
into conformance. 

60. A method for maximizing exploitation of a contracted 
bandwidth for a flow, comprising: 

parsing the flow into a high-priority subflow and at least 
one standard subflow; 

assigning rate limits to the high-priority subflow and the 
at least one standard subflow; 

monitoring packet conformance on a subflow level when 
the flow decreases to a predetermined bandwidth 
capacity; 

providing guaranteed bandwidth to the high-priority sub-
flow while providing best effort bandwidth to the at 
least one standard subflow, regardless of whether the 
flow has exceeded its contracted bandwidth; 

if the flow has exceeded its contracted bandwidth, adjust-
ing the bandwidth of the at least one standard subflow 
to bring the flow into conformance, while maintaining 
the guaranteed bandwidth to the high-priority subflow. 

* * * * * 
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