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SYSTEMAND METHOD FOR PROCESSING 
NETWORK PACKET FLOWS 

TECHNICAL FIELD OF THE INVENTION 

This invention relates generally to computer networks, 
and more specifically relates to a system and method for 
processing packet flows through a network. 

BACKGROUND OF THE INVENTION 

The Internet has grown in popularity largely because it 
provides a simple and uniform underlying packet protocol 
for exchanging data that in turn enables more complex 
applications to occur. The relative simplicity of the Internet 
has lead to an explosion of growth in data traffic for business 
and personal usage. An industry of Internet service providers 
(ISP) has developed to provide access to the Internet for 
businesses and homes. These ISPs have invested heavily in 
infrastructure with the general goal of improving data trans 
fer rates for customer end points. Thus, ISPs have evolved 
from low speed analog modem Internet connections pro 
vided through dial-up service across the plain old telephone 
system (POTS) into broadband access provided by cable 
modems, DSL, and ADSL that are capable of transferring 
data at Substantially higher rates. 

Internet access offered by ISPs has become a commodity 
service with different ISPs typically offering similar access 
speeds and competing on price points. However, as ISPs 
gain Subscribers to their high-speed broadband access Ser 
vices, the reliability of ISP service, i.e. the ability to transfer 
data at predictable rates, available at end points has suffered 
and indeed is often less than the capacity of broadband 
customer modems. For instance, Surges in Subscriber use 
tends to create bottlenecks that slow data transfer rates and 
use ISP infrastructure inefficiently. This difficulty relates 
generally to the Internets architecture which transfers data 
on a “best effort' basis in which TCP/IP packets are gener 
ally transferred between routing points without prioritiza 
tion. This “best effort' architecture is attractive for its 
simplicity, but creates difficulties for ISPs who desire to 
distinguish themselves based on the services offered com 
pared to other ISPs. 
One manner in which ISPs are working to distinguish 

themselves is to offer subscribers different types of services. 
In general terms, a service is the processing of certain data 
on the network in a predetermined manner with associated 
billing. For instance, one service typically offered by tele 
phone network providers is call waiting, in which customers 
receive notice of an incoming telephone call when the 
customer is on the phone for a monthly fee. A typical service 
offered by ISPs is e-mail service, although e-mail service is 
not typically billed. Typically e-mail service is provided by 
routing e-mails to an ISP server that stores the e-mails until 
the subscriber retrieves them. 
More complex services are generally difficult to imple 

ment on a best effort network architecture, such as the 
Internet, since best effort networks are generally designed to 
route packets to destinations on a first come first served 
basis. An ISP that seeks to provide a new service to its 
Subscribers has to design and install hardware and software 
that generally require a considerable capital investment and 
time to develop. Even after investing considerable time and 
capital in the development of a new service, subscriber 
needs and technology often advance more rapidly than a 
service deployment cycle, frequently leaving newly 
deployed services out of date before the services become a 
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2 
revenue source or market differentiator for the ISP. Thus, 
ISPs who attempt to lead the market by developing and 
offering new services face considerable risk if a large 
investment in a new service fails to result in greater revenue 
or customer satisfaction. 

SUMMARY OF THE INVENTION 

Therefore a need has arisen for a system and method 
which processes network packet flows in a best effort 
network with scalable and flexible hardware and software 
architecture. 
A further need has arisen for a system and method which 

Supports rapid deployment of services in a best effort net 
work with reduced expense and complexity. 

In accordance with the present invention, a system and 
method is provided that substantially eliminates or reduces 
disadvantages and problems associated with previously 
developed systems and methods for processing network 
packet flows in a best effort network. A network node 
provides a data path that performs repetitive operations at 
high speeds to classify, process and shape packets according 
to a slower speed control path that performs complex logic 
operations associated with predetermined services. Process 
ing blades interfaced with the data flow receives predeter 
mined packets based on classification and modifies the 
packets for transmission across the network. 
More specifically, packets received by the network node 

are classified according to a set of classification rules. The 
classification rules sort the packets into packet groups and 
each packet group is sent to a predetermined input port of a 
modify\process engine. The modify\process engine per 
forms multithreaded processing with a function associated 
with each input port. This highly parallel implementation in 
which internal state is not shared among functions allows the 
network node Switch to perform repetitive operations at high 
speeds for processing packet flows. The modify\process 
engine sends packets to a shaper engine which controls the 
transmission of the packets with queuing disciplines for 
transmission to the network. An accountant engine tracks 
statistics in the classify, modify\process and shaper engines 
for control and billing purposes. A controller programs the 
classify, modify\process, shaper and accountant engines to 
achieve a desired packet prioritization and flow. For 
instance, the controller installs or modifies rules in the 
classify engine, installs or modifies functions in the 
modify\process engine, establishes queues in the shaper 
engine and determines the variables or tracking in the 
accountant engine. 

In one embodiment, packet flows are controlled by packet 
processing behaviors that are specified with a dataflow 
program and reflective programming. The dataflow program 
specifies interconnected objects for the data to flow through. 
For instance, one packet processing behavior of a service in 
a dataflow representation creates a queue for a new TCP 
connection. The dataflow program detects SYN packets of 
new TCP connections and, when a new connection is 
detected, a new dataflow program is constructed using 
reflective programming that contains elements to detect the 
host/port quadruple of the new flow. Thus, bandwidth may 
be dynamically assigned for new connections. 
The modify\process engine includes an interface with a 

blade bus adapted to accept processor blades programmed to 
modify packets. Each processor blade performs a function 
on packets received and then forwards the modified packet 
to the shaper engine for transmission on the network. Each 
processing blade is designed for a specific function to enable 
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complex operations with minimal delay. The processing 
blade architecture provides a scalable broadband network 
node that is easily adapted to Support new services with 
reduced complexity and increased speed. For instance, a 
broadband network node programmed to classify packets for 
supporting a voice over internet protocol (VOIP) is adapted 
to Support a conference call service by interfacing a pro 
cessing blade with the processor blade bus so that packets 
classified as conference call VOIP packets are mixed as 
audio streams with the processing blade. 
The present invention provides a number of important 

technical advantages. One important technical advantage is 
the inexpensive and rapid deployment of new and modified 
services in a best effort network. The classification, modi 
fication and shaping of packets is performed at line speed by 
software residing on function specific hardware. Flexibility 
is provided to add and modify services through software 
programming and the addition of appropriate hardware 
processing blades. Thus, the broadband network node pro 
vides a flexible and scalable solution for routing packets in 
a best effort network according to the packets associated 
applications. 

Another important technical advantage of the present 
invention is that bandwidth is dynamically allocated for 
packet flows using reflective programming techniques in the 
context of dataflow programs. This allows the network to 
adapt as the type of data across the network changes over 
time, resulting in improved efficiency and flexibility in 
bandwidth usage. 

Another important technical advantage of the present 
invention is that it provides separate mechanisms for a data 
path and a control path in routing packets. The data path is 
highly parallel, processing each packet flow independently 
to perform repetitive operations at high speeds for routing 
packets including complex modifications of the packets. The 
control path looks across data flows to implement the data 
path with the parallel processing so that complex routing 
operations are performed in an efficient manner at line 
speeds. 

BRIEF DESCRIPTION OF THE DRAWINGS 

A more complete understanding of the present invention 
and advantages thereof may be acquired by referring to the 
following description taken in conjunction with the accom 
panying drawings, in which like reference numbers indicate 
like features, and wherein: 

FIG. 1 depicts a block diagram of the logical architecture 
of a broadband network node; and 

FIG. 2 depicts a block diagram of a hardware architecture 
for modifying packets with a processing blade architecture. 

DETAILED DESCRIPTION OF THE 
INVENTION 

Preferred embodiments of the present invention are illus 
trated in the figures, like numerals being used to refer to like 
and corresponding parts of the various drawings. 

Building a service for a network presents a Substantial 
task which is often time consuming and expensive. For 
instance, years often pass from the development and 
approval of a business case through the design and provi 
Sioning of a service on a network. The conventional devel 
opment and provisioning of a service on a best effort 
network, such as the Internet or intranets that use TCPWIP, are 
difficult to design and deploy, typically requiring design 
from scratch and custom equipment. Even once a service is 
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4 
deployed on a best effort network, modification of the 
service over time presents a continuing problem. 
One solution that eases the development and deployment 

of services on a best effort network is to deploy broadband 
network nodes on the edges of the network, Such as the 
advanced traffic processor disclosed in U.S. patent applica 
tion Ser. No. 09/875,639, filed Jun. 6, 2001, entitled “A 
System and Method for Allocating Bandwidth Across a 
Network, incorporated herein by reference. A broadband 
network node is a hardware device that processes network 
packet flows at line speeds at the ingress and egress points 
of an intranet. For instance, services are provisioned to the 
intranet by programming the broad band network nodes to 
classify, modify and shape packets to accomplish the desired 
service. 

Referring now to FIG. 1, a block diagram depicts the 
logical architecture of a broadband network node 10 for 
provisioning and operating a service on a best effort net 
work. Generally, a service is a packet processing behavior or 
behaviors and associated billing rules which provides value 
to subscribers to the service. Broadband network node 10 
provides packet processing behaviors through software that 
classifies, processes and shapes packet traffic flowing 
through broadband network node 10. Broadband network 
node 10 allows flexible and scalable deployment of services 
through software additions and modifications and, in some 
cases, the addition of hardware modules, that operate the 
service with separate data path and control path mecha 
nisms. A highly parallel data path processes packet flows 
independently to perform repetitive operations at high 
speeds which reduce the impact of the service on network 
data transfer rates, while the control path performs more 
complex logic at lower speeds to allow control of one or 
more services by looking across data flows. 
The data path mechanism is the flow of packets 12 

through a classify engine 14, a modify\process engine 16 
and a shaper engine 18. The data path mechanism uses a 
dataflow program which specifies a set of interconnected 
objects through which data flows and is processed. An 
accountant engine 20 tracks statistics in classify engine 14, 
modify\process engine 16 and shaper engine 18 to evaluate 
the data path usage and for billing purposes. The control path 
mechanism is established by controller 22 which interfaces 
with classify engine 14, modify\process engine 16, shaper 
engine 18 and accountant engine 20. Controller 22 programs 
the dataflow programs of each of the engines. For instance, 
installing or modifying rules in classify engine 14, installing 
or modifying functions in modify\process engine 16, estab 
lishing queues in shaper engine 18 and determining the 
variables to track in accountant engine 20. Controller 22 also 
controls the routing of the packets between the engines. 

Classify engine 14 accepts inbound packets 12 and 
applies a set of classification rules in a well-defined order 
determined by controller 22 so that the first matching rule 
defines the packet group. Classification into packet groups is 
based on any part of the packet, including the datalink, 
network, and transport header fields as well as packet 
content or payload. For example, classify engine 14 groups 
packets based on VCI\VPI\CLP (ATM fields), IP source or 
destination addresses, port numbers, protocol type such as 
TCP or UDP, application protocol such as DNS, DHCP. 
HTTP, or the MIME content type such as text\html. 

In one embodiment, classify engine 14 classifies groups 
of packets by flow statistics maintained by classify engine 
14 or accountant engine 20, Such as flow lifetime, average 
bandwidth, and peak bandwidth. For instance, classify 
engine 14 finds the flow to which a packet belongs, updates 
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