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‘21 MODELING

t—diniensional vectorial space and standard linear algebra operations on vectors.

For the classic prolnihilistic model. the framework is coniposm‘l of sets. standard

prohahilit}r operations, and the Bayes" theorem.

[u the remainder of this chapter, we discuss the various lit models shown

in Figure 2i 'l‘hroughout the discussion, we do not explicitly instantiate the

components D. Q, J”, and thode of each model. Such components should be
quite clear from the tllSCllSSlUl‘i and can he easily inferred.

2.5 Classic Information Retrieval

in this section we briefly present the three ('tlassic models in inlornnttion retrieval
nanielyg the Boolean. the vector, and the prt‘ibabilistic models.

2.5.1 Basic Concepts

The classic models in information retrieval consider that each document is de—

scril'ied hf a set of rt-tprest:ntal'ive key-words called index terms. An order term

is simply a {document} word whose semantics helps in reineinhcring the docu—
ments main themes. Thus, index terms are used to index and summarize the
document. contents. In general, index terms are mainly nouns because nouns

have in tuning, by themselves and thus‘ their semantics is easier to ltlt'fillll‘f and

to grasp. Adjectives. adverbs‘ and connectives are less useful as index terms

l'iecause the}! work mainly as complements However. it might he intre‘resting
to consider all the distinct. words in a. document collection as index terms. For

instance, this approach is adopted hy some Web search engines as discussed in

Chapter .13 (in which case, the document logical View is full test-t). “7e postpone
a. discussion on the problem of how to generate index terms until Chapter 7.
where the issue is cmrered in detail.

Given a set of index terms for a tht'ulllC—‘lit, we notice that not all terms

are equally useful for describing the document contents. in fact. there are index

terms which are simply raguer than others. Deciding on the imports-1mm of a

term for summarizing the contt-rnts of a. document is not. a trivial issue. Despite

this ditticulty, there are properties of an index term which are easily rneasurtul

and which are useful for evaluating the potential of a term as such. For instance,
consider a collection with a hundred thousand documents. A word whicl'i appears

in each of the one hundred thousand documents is completely useless as an index

term because it does not tell us anything about. which documents the user might

he interested in. On the other hand, 1 word which appears in just. live documents

is quite useful because it narrows down considerably the space of documents

which might he of interest. to the user. Thus, it. should he clear that distinct.

index terms have varying relevance when used to describe document contents.

This effect is captured through the assignment. of numerical weights to each index
term of a document.

f 
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CLAS SIC IN FORMATION ltE-TH IEVAL 25

Let ls..- he an index term. it}- he a document. and in“; :3 U be a weight

associated with the pair (to. at.) This weight quantifies the importance of the
index term for describing the (.locmnent semantic contents.

Definition Lr ( t he the nmntier of order terms in the system rind to be e generic

tinder: tr rm. K {it}. . . . do} to the Set of nit. trader: terms. ."l hilt-gilt: U'H' 1"» U
is a.:~'socwtr-'rt fir-uh. ranch {Critter term. A}- of a (loco-mm! (ti, For an. index term

which doc-s not appear in {in doc-rancid Cert. rew- = tl. With the (tortumr'nt d?-

 
,5.- associated an index term iirr'to-r d?- represented by d? 2.: [Z'tIELJJHF-Anjg. . . ”ref it
Further. tel It; 5r.- u function that returns the. nieighi associated with. the index

term tr. in any Ldorirnsiuant elector .{"t.rn_. getrtji = ulgdj’.

As we later discuss. the index term weights are usually assumed to he mutu—

ally hale-pendent. This means that knowingr the weight rchj associated with the

pair tt'..rf__;} tells us nothing athont the Weight. ng- } 1“,, associated with the pair

tix‘t: l‘d-Ji' This is Clcarlv a simplification because oeenrreiiccs of index terms in
a document are not. uneor1ehder.l. Consider. for instance. that the terms com—

puter and tJ.{-'fit.'0'1‘h‘tt]‘f‘ used to index a given document which ("(WRTS the area of
computer nettt'orka‘. l-‘i'erluentlvv. in this (locunu.~tit_. the appearance of one of these
two words attracts the appearance of the. other. Thus. these two words are corres

larcd and their weights could reflect this correlation. W'hile mutual independence

seems to he a strong simplification. it does simplify the task of ccnnputing index

term'weights and allows for fast. ranking computation. Furthermore, tithing, ad—

vantage of index term correlations for improving the. final document ranking is

not. a sinuiale task. in fact. none of the many approaches proposed in the past.

has clertrlv demonstrated that index term correlations.- hr: ltt'l 'antageoim [for

ranking purposes) with general collectitnis. Therefore, unless clearly stated oth—
erwiee. we assume mutual imiependence among; index terms. In Chapter :3 we 

 
 
 

 
 
 

 
 

 

 

diseues modern retrieval techniques wl'rieh are based on term eorrelatirms and

which have. been tested successfully with particular collections. 'lf'hese s11111t':esses

seem to he slt‘m-‘lv shifting the current urnlerstanding towards a more favorable
View of the usefulness of term correlations for information retrie rai .’:»'bl-{‘ILIS.

The. above definitions provide support tor discussing the three classic infor-

mation retrieval models. namely. the Boolean. the vector. and the prolmhilistic
models. as we now do.

@532 Boolean Model

{The Boolean model is a simple retrie. rat model hosed on set theory and Boolean

algebra. Since the. concept of a set. is quite intuitive. the Boolean model pro—
tndes a framework which is easy to grasp by; a. common user of an [R system.

.(urthermore. the queries are specified as Boolean expressions which have precise

. eniantics. Given its inherent simplicity and neat fornmlism. the Boolean model

-ceived great. attention in past years and was adopted by many of the. early

bmmercial hilfdiograjjihie Systems.

f 
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Figure 2.3 The three conjunctive cmnrmnents for the query [:1 —— kn [its eta-h.

l_..'nfort1_niately. the Boolean model suffers from major drawimcks. First.

its retrieval strategy is hosed on a binary decision criterion tie... a document. is

predicted to be either relevant or non—relevant) without any notion of a grading

scale. which prevents good retrieval performance. Thus. the Boolean model is

in realityr Ilil1('ll more a. data {instead of information} retiim'ul niodcl. Second.

while Boolean expressions have. j’irecise semantics. frequently it is not simple. to
translate an intorinatimi need into a Boolean expression. In fact most users find

it difficult and awkward to express their query requests in terms of Boolean ex-

pressimis. The Boolean expressions actually fornnilated by users often are (mite
simple ("see Chapter It] for a more thorough discussion on this issue}. Despite
these. drawbacks. the Boolean model is still the dominant model with commercial

document database systems and provides a good starting point. for those. new to
the field.

The Boolean model considers that index terms are. present or absent in a

rim-.Lnnent. its a result. the index terni weights are assumed to he all binary. i.e.,

1cm 6 {0. 1}. A query o is composed of index terms linked by three connectives:
not, and. or-.Thus. a query is essentially a conventional Boolean exprt

can he represented as a (.lisjurnrtion ofconjunctive vet-tors lie. in (ii. 'uncto'e norw

moiform — DNF). For instance. the query [q = k” fa [h ' wlcrtjl can he written

in disjuncti'v'e normal form as [921“): = [:l. 1. l) V {.l. 1, [I] if [1. [hill]. where. each of
the components is a binary weighted vector associated with the. tuple {km rich, fer}.

These binary weighted vectors are. tailed the. conjunctive components of 27],, f.
l’igure 2.3 illustrates the. three (.tonjuuctive components for the query q.

 'sion which

 
 

Definition For the Boolean model. the indeir rte-rm weight variables are. all

binary 218., ww- t: {0. 1}. A query q is a conventional Boolean empress-ion. Let

rjrfimf be the disjunctive normal form. for the query q. F'n-rflwr, Bet r121. be any of the

conjunctive compom-znts of qjgnf. The. similar-it}; of o. doc-urnent (£3.- to the query q
is defined as

 
.si'nllrqul = 1 if 5%: l {Lila-Efilmrlet't's. gatdils-‘yrttimli' [1 othermse
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