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CHAPTER 3

Trees

A tree imposes a hierarchical structure on a collection of items. Familiar
examples of trees are genealogies and organization charts. Trees are used to
help analyze electrical circuits and to represent the structure of mathematical
formulas. Trees also arise naturally in many different areas of computer sci-
ence. For example, trees are used to organize information in database sys-
tems and to represent the syntactic structure of source programs in compilers.
Chapter 5 describes applications of trees in the representation of data.
Throughout this book, we shall use many different variants of trees. In this
chapter we introduce the basic definitions and present some of the more com-
mon tree operations. We then describe some of the more frequently used data
structures for trees that can be used to support these operations efficiently.

3.1 Basic Terminology

A tree is a collection of elements called nedes, one of which is distinguished as
a root, along with a relation (‘‘parenthood”) that places a hierarchical struc-
ture on the nodes. A node, like an element of a list, can be of whatever type
we wish, We often depict a node as a letter, a string, or a number with a cir-
cle arourd it. Formally, a tree can be defined recursively in the following
manner.

1. A single node by itself is a tree. This node is also the root of the tree.

2. Suppose n is a node and T, T, ...,T, are f(rees with roots
ny, Mg, ..., N, respectively. We can construct a new tree by making n
be the parent of nodes ny, ny, . .. ,m. In this tree »# is the root and

Ty, T3, ...,T, are the subtrees of the root. Nodes nj, n,, . .. ,n are
called the children of node n.

“Sometimes, it is convenient to include among trees the null tree, a “tree” with
no nodes, which we shall represent by A.

“Example 3.1. Consider the table of contents of a book, as suggested by Fig.
: 3.1(a). This table of contents is a tree. We can redraw it in the manner
shown in Fig. 3.1(b). The parent-child relationship is depicted by a line.
Trees are normally drawn top-down as in Fig. 3.1(b), with the parent above
. the child.

""The root, the node called “Book,” has three subtrees with roots
Corresponding to the chapters Cl, C2, and C3. This relationship is
Teépresented by the lines downward from Book to Cl, C2, and C3. Book is
th_e parent of C1, C2, and C3, and these three nodes are the children of Book.
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Book . Book
Cli ]
st,1
51.2 Ct c2 C3
C2
o / \ / \
s2.1.1 sl.1 s1.2 s2.1 522 2.3
§2.1.2 / \
s2.2
23 s2.11 s2.1.2
C3
(2) (b)

Fig. 3.1. A table of contents and its tree representation.

The third subtree, with root C3, is a tree of a single node, while the other
two subtrees have a nontrivial structure. For example, the subtree with root
C2 has three subtrees, corresponding to the sections s2.1, 52.2, and s2.3; the
last two are one-node trees, while the first has two subtrees corresponding to
 the subsections s2.1.1 and s2.1.2. D

"Example 3.1 is typical of one kind of data that is best represented as a
tree.” In this example, the parenthood relationship stands for containment; a
parent node is comprised of its children, as Book is comprised of C1, C2, and
C3. Throughout this book we shall encounter a variety of other relationships
that can be represented by parenthcod in trees.

If ny,ny ... ,m is a sequence of nodes in a tree such that m; is the
parent of n;y for 1 = i < k, then this sequence is called a path from node n,
to node n;. The length of a path is one less than the number of nodes in the
path, Thus there is a path of length zero from every node to itself. For
exampie, in Fig. 3.1 there is a path of length two, namely (C2, s2.1, s2.1.2)
from C2 to s2,1.2.

If there is a path from node a to node b, then a is an ancestor of b, and b
is a descendant of a. For example, in Fig. 3.1, the ancestors of s2.1, are
itself, C2, and Book, while its descendants.are itself, s2.1.1, and s2.1.2.
Notice that any node is both an ancestor and a descendant of itself.

An ancestor or descendant of a node, other than the node itself, is called
a proper ancestor or proper descendant, respectively. 1n a tree, the root is the
only node with no proper ancestors. A node with no proper descendants is
called a leaf. A subtree of a tree is a node, together with all its descendants,

The height of a node in a tree is the length of a longest path from the
node to a leaf. In Fig. 3.1 node C1 has height 1, nede C2 height 2, and node
C3 height 0. The height of a tree is the height of the root. The depth of a
node is the length of the unique path from the root to that node,
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3.1 BASIC TERMINOLOGY g1

at ny, and a+b and a+c are the expressions represented by ny and n,, respec-
tively. O

Fig. 3.7. Expression tree with labels.

Often, when we produce the preorder, inorder, or postorder listing of a
tree, we prefer to list not the node names, but rather the labels. In the case
of an expression tree, the preorder listing of the labels gives us what is known
as the prefix form of an expression, where the operator precedes its left
operand and its right operand. To be precise, the prefix expression for a sin-
gle operand a is a itself. The prefix expression for (E;) @ (E;), with 0 a
binary operator, is 8P ,P;, where P and P, are the prefix expressions for E;
and E,. Note that no parentheses are necessary in the prefix expression, since
we can scan the prefix expression 8P.P, and uniquely identify P, as the shor-
test (and only) prefix of PP, that is a legal prefix expression.

For example, the preorder listing of the labels of Fig. 3.7 is *+ab+ac.
The prefix expression for n,, which is +ab, is the shortest legal prefix of
+ab+tac,

Simiiarly, a postorder listing of the labels of an expression tree gives us
what is known as the postfix (or Polish) representation of an expression. The
expression (£} 8 (E,) is represented by the postfix expression P,P,8, where
Py and P, are the postfix representations of E| and E;, respectively. Again,
no parentheses are necessary in the postfix representation, as we can deduce
what P, is by looking for the shortest suffix of PP, that is a legal postfix
expression. For example, the postfix expression for Fig. 3.7 is ab+ac+*. If
‘we write this expression as P ,P,%, then P, is ac+, the shortest suffix of
ab+ac+ that is a legal postfix expression.

13
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3.2 THE ADT TREE 83

4, LABEL(n, T) returns the label of node n in tree T. We do not, however,
require labels to be defined for every tree.

5. CREATEi(v, Ty T; ...,T;) is one of an infinite family of functions,
one for each value of i = 0, 1,2, . . .. CREATE{ makes a new node r
with label v and gives it i children, which are the roots of trees
T, Ta ...,T; in order from the left. The tree with root r is returned,
Note that if { = 0, then r is both a leaf and the root.

6. ROOT(T) returns the node that is the root of tree T, or A if T is the nuill
tree.

7. MAKENULL{T) makes T be the null 'tree.

Example 3.5. Let us write both recursive and nonrecursive procedures to take
a tree and list the labels of its nodes in preorder. We assume that there are
data types node and TREE already defined for us, and that the data type
TREE is for trees with labels of the type labeltype. Figure 3.8 shows a recur-
sive procedure that, given node n, lists the labels of the subtree rooted at n in
preorder. We call PREORDER(ROOT(T)) to get a preorder listing of tree T.

procedure PREORDER ( #: node );
{ list the labels of the descendants of n in preorder }
var
¢: node;
begin
print(LABEL(n, T));
¢ = LEFTMOST_CHILD(n, T);
while ¢ <> A do begin
PREORDER({c);
¢ := RIGHT_SIBLING{c, T)
end
end; { PREORDER }

Fig. 3.8. A recursive preorder listing procedure.

We shall also develop a nonrecursive procedure to print a tree in
preorder. To find our way around the tree, we shall use a stack §, whose
type STACK is really “stack of nodes.” The basic idea underlying our algo-
rithm is that when we are at a node n, the stack will hold the path from the
root to n, with the root at the bottom of the stack and node n at the top.t

T Recall our discussion of recursion in Section 2.6 in which we illustrated how the implementation
of a recursive procedure involves a stack of activation records. If we examine Fig, 3.8, we can
observe that when PREORDER (n) is called, the active procedure cails, and therefore the stack of
activation records, correspond to the calls of PREORDER for all the ancestors of #n. Thus our
nonrecursive preorder procedure, like the example in Section 2.6, models closely the way the re-

" cursive procedure is implemented.

15




84 TREES

One way to perform a nonrecursive preorder traversal of a tree is given
by the program NPREORDER shown in Fig. 3.9. This program has two
modes of operation. In the first mode it descends down the leftmost unex-
plored path in the tree, printing and stacking the nodes along the path, until it
reaches a leaf.

The program then enters the second mode of operation in which it retreats
back up the stacked path, popping the nodes of the path off the stack, until it
encounters a node on the path with a right sibling. The program then reverts
back to the first mode of operation, starting the descent from that unexplored
right sibling. .

The program begins in mode one at the root and terminates when the
stack becomes empty, The complete program is shown in Fig. 3.9.

3.3 Implementations of Trees

In this section we shall present several basic implementations for trees and dis-
cuss their capabilities for supporting the various tree operations introduced in
Section 3.2.

An Array Representation of Trees

Let T be a tree in which the nodes are named 1, 2, . . . ,n. Perhaps the sim-
plest representation of T that supports the PARENT operation is a linear
array A in which entry A[{] is a pointer or a cursor to the parent of node i. .
The root of T can be distinguished by giving it a null pointer or a2 pointer to
itself as parent. In Pascal, peinters to array elements are not feasible, so we
shall have to use a cursor scheme where A[i] = j if node j is the parent of
node i, and A[{] = O if node { is the root,

This representation uses the property of trees that each node has a unique
parent. With this representation the parent of a node can be found in con-
stant time. A path going up the tree, that is, from node to parent to parent,
and so on, can be traversed in time proportional to the number of nodes on
the path. We can also support the LABEL operator by adding another array
L, such that L[] is the Iabel of node i, or by making the elements of array A
be records consisting of an integer (cursor) and a label.

Example 3.6. The tree of Fig. 3.10{a) has the parent representation given by
the array A shown in Fig. 3.10(b). O

The parent pointer representation does not facilitate operations that
require child-of information. Given a node n, it is expensive to determine the
children of r, or the height of n. In addition, the parent pointer representa-
tion does not specify the order of the children of a node. Thus, operations
like LEFTMOST_CHILD and RIGHT_SIBLING are not well defined. We
could impose an artificial order, for example, by numbering the children of
each node after numbering the parent, and numbering the children in

16




3.3 IMPLEMENTATIONS OF TREES 85

procedure NPREORDER ( T: TREE );
{ nonrecursive preorder traversal of tree T }

var
m: node; { a temporary }
§: STACK; { stack of nodes holding path from the root
to the parent TOP(S) of the “‘current” node m }

begin
{ initialize }
MAKENULL(S);
m := ROOT(T);

while true do
if m <> A then begin
print{LABEL(m, T));
PUSH(m, S);
{ explore leftmost child of m }
m := LEFTMOST_CHILD(m, T)
end
else begin
{ exploration of path on stack
is now complete }
if EMPTY(S) then
return;
{ explore right sibling of nede
on top of stack }
m 1= RIGHT_SIBLING(TOP(S), T;
POP(S)
end
end; { NPREORDER }

Fig. 3.9. A nonrecursive preorder procedure.

increasing order from left to right. On that assumption, we have written the
.. function RIGHT_SIBLING in Fig. 3.11, for types node and.TREE that are
. defined as follows:

type
node = integer;
TREE = array [1..maxnodes) of node;

For this implementation we assume the null node A is represented by 0.

17



86

(a) a tree

12'345678910
aloliJ1]2]25s1s[3[3]

(b) parent representation.

Fig. 3.10. A tree and its parent pointer representation.

function RIGHT_SIBLING ( n: node; T: TREE ) : node;
{ return the right sibling of node r in tree T }
*var
i, parent: node;
begin
parent := T[n];
for i ;= n + 1 to maxnodes do
{ search for node after n with same parent }
if T[i] = parent then
return (i); ,
return (0) { null node will be returned
if no right sibling is ever found }
end; { RIGHT_SIBLING }

Fig. 3.11. Right sibling operation using array representation.

18



3.3 IMPLEMENTATIONS OF TREES 87

Representation of Trees by Lists of Children

An important and useful way of representing trees is to form for each node a
list of its children. The lists can be represented by any of the methods sug-
gested in Chapter 2, but because the number of children each node may have
can be variable, the linked-list representations are often more appropriate.

Figure 3.12 suggests how the tree of Fig. 3.10(a) might be represented.
There is an array of header cells, indexed by nodes, which we assume to be
numbered 1, 2, ..., 10, Each header points to a linked list of ‘“‘elements,”
which are nodes. The elements on the list headed by header(i] are the chil-
dren of node i; for example, 9 and 10 are the children of 3.

I N N SN N
e e N = o BN KN
s T [ F—ere]
. e 0 = I M= S N

Fig. 3.12. A linked-list representation of a tree.

Let us first develop the data structures we need in terms of an abstract
data type LIST (of nodes), and then give a particular implementation of lists
and see how the abstractions fit together. Later, we shall see some of the
simplifications we can make, We begin with the following type declarations:

type
node = integer;
LIST = { appropriate definition for list of nodes };
position = { appropriate definition for positions in lists };
TREE = record
header: array [1..maxnodes] of LIST;
labels: array [1..maxnodes] of labeltype;
root: node
end; '

19
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92 TREES

sibling structure as in Fig. 3.16, we give the function CREATE? in Fig. 3.17.
We assume that unused cells are linked in an available space list, headed by
avail, and that available cells are linked by their right-sibling fields. Figure
3.18 shows the old (solid) and the new (dashed) pointers.

function CREATE? ( v: labeltype; T1, T2: integer ) : integer;
{ returns new tree with root v, having T1 and T2 as subtrees }
var
temp: integer; { holds index of first available cell
for root of new trec }
begin
temp = avail,
avail = cellspace|avail).right_sibling;
celispace(temp).leftmost_child := T1;
cellspace[temp).label ;= v;
cellspace[temp).right_sibling 1= 0;
cellspace|T1].right_sibling .= T2,
cellspace[T2].right_sibling .= 0; { not necessary,
“that field should be O as the cell was formerly a root }
return {femp)
end; { CREATE2}

Fig. 3.17. The function CREATE?Z.

Fig. 3.18, Pointer changes produced by CREATE2.

Alternatively, we can use less space but more time if we put in the right-

24
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g6 TREES

remove them and worry about 0i031. We then deduce that the bits 01 came
from ¢, and so on. O

The problem we face is: given a set of characters and their probabilities,
find a code with the prefix property such that the average length of a ¢code for
a character is a minimum. The reason we want to minimize the average code
tength is to compress the length of an average message. The shorter the aver-
age code for a character is, the shorter the length of the encoded message.
For example, Code | has an average code length of 3. This is obtained by
muitiplying the length of the code for each symbol by the probability of
occurrence of that symbol. Code 2 has an average length of 2.2, since sym-
bois @ and 4, which together appear 20% of the time, kave codes of length
three, and the other symbols have codes of length two.

Can we do better than Code 27 A complete answer to this question is to
exhibit a code with the prefix property having an average length of 2.15. This
is the best possible code for these probabilities of symbol occurrences. One
technique for finding optimal prefix codes is called Huffinan’s algorithm. It
‘works by selecting two characters a and b having the lowest probabilities and
replacing them with a single (imaginary) character, say x, whose probability of
occurrence is the sum of the probabilities for a and b. We then find an
optimal prefix code for this smaller set of characters, using this procedure
recursively. The code for the original character set is obtained by using the
code for x with a O appended as the code for ¢ and with a 1 appended as a
code for b.

We can think of prefix codes as paths in binary trees. Think of following
a path from a node to its left child as appending a 0 to a code, and proceeding
from a node to its right child as appending a 1. If we label the leaves of a
binary tree by the characters represented, we can represent any prefix code as
a binary tree. The prefix property guarantees no character can have a code
that is an interior node, and conversely, labeling the leaves of any binary tree
with characters gives us a code with the prefix property for these characters.

Example 3.12. The binary trees for Code ! and Code 2 of Fig. 3.22 are
shown in Fig. 3.23(a) and (b}, respectively. O

We shall implement Huffman’s algorithm using a forest {collection of
trees), each of which has its leaves labeled by characters whose codes we
desire to select and whose roots are labeled by the sum of the probabilities of
all the leaf labels. We cali this sum the weight of the tree. Initially, each
character is in a one-node tree by itself, and when the algorithm ends, there
will be only one tree, with all the characters at its leaves. In this tree, the
path from the root to any leaf represents the code for the label of that leaf,
according to the left == 0, right = 1 scheme of Fig. 3.23.

The essential step of the algorithm is to select the two (rees in the forest
that have the smailest weights {(break ties arbitrarily). Combine these two
trees into one, whose weight is the sum of the weights of the two trees. To
combine the trees we create a new node, which becomes the root and has the
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3.4 BINARY TREES 101

procedure Huffman;

var
i, j: integer; { the two trees of least weight in FOREST }

newrpot: integer,;
begin
while lasttree > | do begin
lightones{i, j),
newroot (= create(i, j);
{ Now replace tree i by the tree whose root is newroor }
FOREST[il.weight := FOREST[i].weight + FOREST|j].weight,
FOREST(i].root := newroot,
{ next, replace tree j, which is no longer needed, by lasitree,
and shrink FOREST by one }
FOREST]j} := FOREST[lasttree],
lasttree .= lasttree — |
end
end; { Huffman }

Fig. 3.28, Huffman’s algorithm,.

Figure 3.29 shows the data structure of Fig. 3.25 after lasttree has been
reduced to 3, that is, when the forest looks like Fig. 3.24(c).

25 5~ 1} a | a2 1 — 1} 0 0 6
40 | 27T " 2 b | 40 24— =2 0 0 0
7
35 7 3] ¢ 15 3 4 31 0 0 7
weight root 41 d .08 4 —— 47 0 0 6
5] e 25 5 4+ 51 0 0 0
FOREST symbol prob-  leaf 6! 4 1 7
ability TE 5 0
ALPHABET lefr-  right- parent
child  child
TREE

Fig. 3.29. Tree data structure after two iterations.
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5.2 TIME ANALYSIS OF BST OPERATIONS 161

n—i-—1
elements > a

{ elements
<a

Fig. 5.7. Binary search tree,

have average path lengths P(;) and P(n—i— 1), respectively. Since these ele-
ments are reached through the root of the complete tree, we must add 1 to the
number of nodes on every path, Thus P(n) can be calculated by averaging,
for all i between O and n—1, the sum

Lipw+n + 1"%‘” (Plr—i—1)+1) + %

The first term is the average path length in the left subtree, weighted by its
size. The second term is the analogous quantity for the right subtree, and the
I/n term represents the contribution of the root. By averaging the above sum
for all i between 1 and n, we obtain the recurrence

n-|
PO =1+ S (i) + (n—i-1) P(r=i-1)) (5.1)
" =g

n—1
The first part of the summation (5.1), > iP(i), can be made identical to

i=0

n—1

the second part 3 (n—i—1)P(n—i~1) if we substitute i for n~i—~1 in the

=0
! a1

second part, Also, the term for i=0 in the summation ¥ iP{i} is zero, so we
i=0
can begin the summation at 1. Thus (5.1) can be written

n—1

P(n) =1+ 2 SiP(i) forn=2 5.2)
n <

i=1

We shall show by induction on r, starting at n=1, that P(n) = 1 + 4logn.
Surely this statement is true for n = I, since P(1) = 1. Suppose it is true for
all i < n. Then by (5.2)

n—1
Py =1+ %S (ilogi + i)
ne o=y
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Fig. 10.1. Initial position in towers of Hanoi puzzle,

make the only legal move not involving the smallest disk.

The above algorithm is concise, and correct, but it is hard to understand
why it works, and hard to invent on the spur of the moment. Consider
instead the foltowing divide-and-conquer approach. The problem of moving
the n smallest disks from A to B can be thought of as consisting of two sub-
problems of size n—1. First move the n~1 smallest disks from peg A to peg
€, exposing the n'™ smallest disk orn peg A. Move that disk from A to B.
Then move the #—1 smallest disks from C to B. Moving the n—1 smallest
disks is accomplished by a recursive application of the method. As the n disks
involved in the moves are smaller than any other disks, we need not concern
ourselves with what is below them on pegs A, B, or C. Alithough the actual
movement of individual disks is not obvious, and hand simulation is hard
because of the stacking of recursive calls, the algorithm is conceptually simple
to understand, to prove correct and, we would like to think, to invent in the
first place. It is probably the ease of discovery of divide-and-conquer algo-
rithms that makes the technique so important, although in many cases the
algorithms are also more efficient than more conventional ones.t

The Problem of Multiplying Long Integers

Consider the problem of multiplying two n-bit integers X and ¥. Recall that
the algorithm for multiplication of n-bit (or n-digit) integers usually taught in
elementary school involves computing # partial products of size # and thus is
an O(rn® algorithm, if we count single bit or digit muitiplications and addi-
tions as one step. One divide-and-conquer approach to integer multiplication
would break each of X and Y into two integers of n/2 bits each as shown in

t In the towers of Hanoj case, the divide-and-conquer algorithm is really the same as the
one given initially.
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318 ALGORITHM DESIGN TECHNIQUES

subproblems of size four or more. Thus the number of subproblems to be
solved is exponential in s. Since our initial problem is of size n, where n is the
number of vertices in the given polygon, the total number of steps performed
by this recursive procedure is exponential in n.

Yet something is clearly wrong in this apalysis, because we know that
besides the original problem, there are only n(n—4) different subproblems
that ever need to be solved. They are represented by 5, where 0 = ¢ <n
and 4 = 5 < n. Evidently not ali the subproblems soived by the recursive
procedure are different. For example, if in Fig. 10.8 we choose chord
(vq, v3), and then in the subproblem of Fig. 10.9(b) we pick v,, we have to
solve subproblem §,,. But we would also have to solve this problem if we
first picked chord (vg, v4), or if we picked (v, v4) and then, when solving
subproblem 5,5, picked vertex vy to complete a triangle with v, and v,.

This suggests an efficient way to solve the triangulation problem. We
make a table giving the cost C;; of triangulating S;; for all i and 5. Since the
solution to any given problem depends only on the solution to problems of
smaller size, the logical order in which to fill in the table is ip size order.
That is, for sizes s = 4, 5, .. . ,n—1 we fill in the minimum,ggst for prob-
lems §;, for all vertices /. It is convenient to include problems of size
0 = 5 < 4 as well, but remember that §;; has cost 0 if 5 < 4.

By rules (1)-(3) above for finding subproblems, the formula for comput-
ing C;; for s = 4 is:

Cip= min [C.-'.k+l +Civks— T D Vi) + Dy, V;+s—1)] (10.5)
where D (v,, v,) is the length of the chord between vertices v, and v, if v,
and v, are not adjacent points on the polygon; D (v,, v;) is 0 if v, and v, are
adjacent.

Example 10.2. Figure 10.11 holds the table of costs for §; ; for 0 = i =< 6 and
4 < 5 = 6, based on the polygon and distances of Fig. 10,8, The costs for the
rows with s <3 are all zero. We have filled in the entry Cy, in column 0
and the row for s = 7. This entry, like all in that row, represents the triangu-
lation of the entire polygon. To see that, just notice that we can, if we wish,
consider the edge (vg, v4) to be a chord of a larger polygon and the polygon
of Fig. 10.8 to be a subproblem of this polygon, which has a series of addi-
tional vertices extending clockwise from v to vy. Note that the entire row for
s = 7 has the same value as Cy;, to within the accuracy of the computation.

Let us, as an example, show how the entry 38.0% in the column for i = 6
and row for s = 5 is filled in. According to (10.5) the value of this entry,
Cgs, is the minimum of three sums, corresponding to k = 1, 2, or 3. These
sums are: ‘

Cﬁz + Cm + D(‘Jﬁ, VQ) + D(Vo, V3) ,
C63 +C;3 +D(V6, V|)+D(V1,V3)
C64 + sz + D(Vﬁ, V2) + D(Vz, V])
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