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A method and system are disclosed [or retrieving inlonnation
through the use of a multi—stage interaction with a client to
identify particular knowledge content associated with a
knowledge map. The present invention is an application pro-
gram running on a server accessed via tlte world-Wide web or
other data network using standard Internet protocols. a web
browser and web server software. In addition to an automated

portion. the present invention allows a human dialog designer
to model the way the system elicits information. giving a
human feel to the dialog and a better customer experience. In
operation. users start a dialog by directing their web browser
to a designated web page. This web page asks the user some
initial questions that are then passed to a dialog engine. The
dialog engine then applies its methods and algorithms to a
knowledge map. using dialog control int'onnation‘t and the
user’s responses to provide feedback to the user. The listed-
back may include follow-up questions. relwant documents.
and instructions to the user (e.g._. instructions to contact a
human customer service representative). This dialog engine
response is rendered as a web page and returned to the user’s
web browser. The user can then respond further to the follow-
up questions he or she is presented. and the cycle repeats. The
invention can be implemented so that it can interact with
customers through a wide variety ofcotmnunication channels
including the Internet. wireless devices (e.g._. telephone.
pager, etc ) handheld devices such as a Personal Data Assis-
tant (FDA), email, and via a telephone where the automated
system is delivered using an interactive voice response (IV'R)
andfor spasm-recognition system.
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Follow-up Questions

- SYSTEM ASKS USER FOLLOW—UP QUESTIONS BASED ON ACTIVE GOALS

- CO: CLARIFYING QUESTION

- DO: DOCUMENT QUESTION

- TEXT QUESTION

' SYSTEM CAN OFFER USER A CACHED QUESTION

- PQ: PARAMETERIZED QUESTION
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TQ — Text Question

WHAT NND 0F BREAKFAST FOOD WOULD YOU UKE TO HAVE TDDAN

(PLEASE TYPE IN)

Scrambled eggs

. TAXONOHY NAVIGATION QUESTION

- USER TYPES IN TEXT THAT WILL BE AUTOCONTEXTUALIZED TO

A PLACE IN THE TAXONOMY

FR; 15

DQs — Document Driven Question

THE FOLLOWING DISHES ARE LEFT IN THE KITCHEN.

PLEASE CHOOSE THE ONE(s) YOU WOULD LIKE To GET:

Scrambled eggs

Poached eggs

Pancakes without syrup

- ANOTHER KIND OF FOLLOW—UP QUESTION

. BASED ON THE SET OF KCs REMAINING

' SELECTION OF TAXONOMY—WIDE ALTERNATIVES

FKl 16

 

PQ — Parameterized Question

KANISTAURANT IS FAMOUS FOR ITS CHERRY PIES.

WOULD YOU LIKE TO TRY A PIECE?

' SHORTCUT OUT OF DIALOG

. A GUESS ABOUT LIKELY USER INTENTIONS

- FREQUENTLY ASKED

-.IUPORTANT
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Example: Dialog Walkthrough

HOSTESS: "YES?"

USER: "Two FOR LUNCH"

NAITER: “WOULD LIKE ANY DRINKS TODAY?"

“NO"

"DO YOU HAVE ANY DIETARY CONSTRAINTS?"

”YES, I AM ON HIGH—PROTEIN DIET"

"WOULD YOU LIKE BREAKFAST OR LUNCH FOOD?"
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Restaurant Taxonomies

DRINK

PREFERENCE

BREAKFAST ®
2010HARD

NON LIQUOR
® @@
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FORCE-IEO
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Example: Dialog Walkthrough

(continued)

"BREAKFAST"

"WE HAVE EGGS AND PANCAKES. WHAT WOULD YOU LIKE?"

"EGGS”

"SCRAMBLED. POACHED 0R BENEDICT?"

"SCRAMBLED"

"HERE _IS YOUR CHECK. THANKS FOR COMING"
 

FKl 21
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SYSTEM AND METHOD FOR PROVIDING AN
INTELLIGENT M UIII'I-STEP DIALOG WITII

A USER

RELATED APPLICATIONS

This application claims priority to the following applica-
tions:

US. Provisional application No. 603187.472. entitled
“System and Method for Producing an Intelligent Multi-Step
Dialog with a User." filed Mar. 6. 2000.

The following identified U.S. patent application is relied
upon and hereby incorporated by reference in this applica—
tion:

U.S. patent application Ser. No. 051594.083. entitled “Sys-
tem and Method for Implementing a Knowledge Manage-
ment System.“

FIELD OI“ TI Ill INVENTION

This invention relates to systems and methods for retriev—
ing information and. more particularly. to systems and meth-
ods for providing a multi-slep conversation-like interaction
between a person and a computer or other device to refine and
satisfy the person’s request for in limitation.

BACKGROUND

A key resource ofmost. ifnot all enterprises is knowledge.
For example. in a customer service envirotunent. customers
expect prompt and correct answers to their infomiation
requests. These information requests may relate to problems
with products the customer has purchased. or to questions
about products they may decide to purchase in the future. In
most cases. the answer to the customer’s question exists
somewhere within the enterprise. In other cases. the answer
may have existed in the enterprise at one time. but is no longer
there. The challenge is to find the best answer and provide it
to the customer in a timely manner.

Typical approaches to providing support infonnation to
customers on the Internet, either provide a static structure
(predefmcd hyperlinks) for customers to navigate to the infor-
mation they need. or they provide simple “lockup" facilities
for finding documents or products, such as database searches
or full-text searches for keywords appearing in documents or
in product descriptions. These types of approaches are typi-
cally not tailored to the customer {no personalization) and do
not typically engage the costumer in a multiple step interac-
tion (no conversational dialog), wherein the infonnation is
elicited fi'om the customer.

Other current approaches for providing support infonna-
tion to customers, such as case-based reasoning systems and
expert systems. provide a multiple step interaction with cus-
tomers, but they require the business to set up very complex
“case" structures or expert—system rule sets that define the
problems and their resolutions in great detail. These
approaches are often brittle and it is typically very costly for
the business to add new rules and cases to these systems.

Still other Web-based systems check for particular textual
content without the advantage of context or domain knowl-
edge. Consequently. they generally do not reliably and con«
sistently return the desired infonnation. This is at least partly
due to the fact that language is not only inherently ambiguous.
but also because it is susceptible to expressing a single con-
cept any number of ways using numerous and unrelated
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2

words audtor phrases. By simply searchng for specific key
words. prior art search engines fail to identify other alterna-
tives that may also be helpful.

Consequently. there is a strong need in the art for an
improved method and apparatus for retrieving relevant infor-
mation from large knowledge bases. There is also a need for
providing this capability to relatively unsophisticated users.

SUMMARY OF THE INVENTION

The present invention satisfies the above-described need
by providing a system and method for efficiently retrieving
information from a large knowledge base. More specifically,
the present invention uses a fairly simple set of knowledge
structures to represent the domain of problems to be dis-
cussed with the customers. New documents describing prob-
lem resolutions. product descriptions. etc.. can be either
manually or automatically placed into these knowledge struc-
tures. Users‘ interests. backgrounds. etc._. can also be repre-
sented using these same structures. Once the knowledge
structure is populated. businesses can write fairly simple
navigation rules that allow the invention to engage customers
in a rich. personalized dialog.

The present invention supports a model of interaction
between a machine and a human being that closely models the
way people interact with each other. It allows the user to begin
with an incomplete problem description and elicits the
unstated elements of the description which the user may not
know at the beginning of the interaction. or may not know are
important—asking only questions that are relevant to the
problem description stated so far, given the system‘s knowl-
edge of the problem domain: without requiring the user to
answer questions one at a time. or to answer all of the ques-
tions posed; and without imposing unnecessary restrictions
on the order in which questions are posed to the user. The
present invention allows the dialog designer to model the way
an expert elicits information. giving a human feel to the dialog
and a better customer experience.

In one embodiment. the present invention is an application
program running on a server accessed via the world-wide web
or other data network using standard Internet protocols. a web
browser and web server software. In operation. users start a
dialog by directing their web browser to a designated web
page. Mis web page asks the user some initial questions that
are then passed to a dialog engine. The dialog engine then
applies its methods and algorithms to a knowledge map. using
dialog control infomiation and the user’s responses to pro-
vide feedback to the ttser. The feedback may include follow-
up questions, relevant documents. and instructions to the user
(cg, instructions to contact a human customer service rep-
resentative). This dialog engine response is rendered as a web
page and returned to the user‘s web browser. The user can
then respond further to the follow-up questions he or she is
presented and the cycle repeats.

The invention can be implemented so that it can interact
with customers through a wide variety of communication
channels including the Internet. wireless devices (e.g., tele-
phone, pager. etc], handheld devices such as a personal data
assistant (FDA). email. and via a telephone where the auto-
mated systcm is delivered using an interactive voice response
(NR) andfor speech-recognition system.

Additional features and advantages ofthe invention will be
set forth in the description which follows and. in part. will be
apparent from the description. or may be learned by practice
of the invention. The objectives and other advantages ofthe
invention will be realized and attained by the methods. sys-
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tents. and apparatus particularly pointed out in the written
description and claims hereof. as well as the appended draw-
ings.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are intended to provide fnnher
explanation of the invention as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings. which are incorporated in
and constitute a part of this specification. illustrate embodi-
ments of the invention and, together with the description.
serve to explain the objects. advantages. and principles ofthe
invention.

In the drawings
FIG. 1 is a block diagram of a network including an

arrangement constructed in accordance with the subject
invention for providing a multi-stcp interactive dialog over a
network;

FIG. 2 is a more detailed block diagram ofa client corn—
puting device of FIG. 1;

FIG. 3 is a more detailed block diagram ofa dialog engine
server of FIG. 1:

FIG. 4 is drawing illustrating the relationship between
knowledge containers. taxonomies and taxonomy tags in
accordance with an embodiment ofthe present invention:

FIG. 5 shows one embodiment of knowledge containers
that include five main components:

FIG. 6 is a drawing illustrating taxonomies for trouble-
shooting printer problems;

FIG. 7 is a drawing illustrating basic constraints in accor-
dance with an embodiment of the present invention:

FIG. 8 is a drawing illustrating negated constraints in
accordance with an embodiment of the present invention;

FIG. 9 is a drawing illustrating conditional constraints in
accordance with an embodiment of the present invention;

FIG. 10 is a drawing illustrating triggers in accordance
with an embodiment of the present invention;

FIG. I l is a drawing illustrating the goal resolution process
in accordance with an embodiment of the present invention:

FIG. 12 is a drawing illustrating the goal unification pro
cess in accordance with an embodiment of the present inven—
tion;

FIG. 13 is a chart illustrating the different categories of
follow-up questions in accordzuice with an embodiment of the
present invention;

FIG. 14 shows a step in the interactive dialogue where the
user can choose among the taxonomies;

FIG. 15 is a chart illustrating a text question in accordance
with an embodiment of the present invention:

FIG. 16 is a chart illustrating a document driven question in
accordance with an embodiment of the present invention:

FIG. 17 is a chart illustrating a parameterized question in
accordance with an embodiment of the present invention:

FIG. 18 is a flow chart showing the operation of the multi—
step interactive dialog system in a manner consistent with the
present invention; and

FIGS. 19- -21 are drawings illustrating a typical dialog.

DETAILED DESCRIPTION

In the following detailed description of one embodiment.
reference is made to the accompanying drawings that form a
part thereof and in which is shown by way of illustration a
specific embodiment ill which the invention may be practiced.
This embodiment is described in sufficient detail to enable
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those skilled in the art to practice the invention and it is to be
understood that other embodiments may be utilized and that
structural changes may be made without departing from the
scope of the present invention. The following detailed
description is. therefore. not to be taken in a limited sense.

A system in accordance with the present invention is
directed to a system (generically. an “e—service portal") and
method for the delivery of information resources including
electronic content (documents, online communities. software
applications. etc.) and physical sources (expert's within the
company. other customers. etc.) to end-users. In order to
further convey a complete understanding of the present sys-
tem. the following overview is provided:
Overview

The purpose ofa dialog engine is to facilitate the following
in an electronic interaction between a human being and a
machine (computer or other device including for exatnple a
telephone or personal data assistant):

a.) Find and deliver an appropriate set of knowledge con~
tainers (as defined in previous filings) to the human;

b.) Find and route the human to an appropriate web service
(see definitions) or human expert;

c.) Encapsulate the interaction between a human and a
machine in the form ofa meta-data representation relat-
ing to a knowledge map (knowledge session): and

d.) Deliver the knowledge session to other applications via
API. XML or any other form.

The dialog engine of the present invention is designed to
construct a “knowledge session" in the context of a knowl-
edge map (as described in the commonly assigned. co-pend-
ing US. patent application Ser. No. 095941.083. entitled
“System and Method for Implementing a Knowledge Man-
agement System.” which has previously been incorporated by
reference).

A knowledge session is a representation ofa user’s situa-
tion or scenario in the context of a knowledge map. A know] -
edge session includes text elicited from the user and a collec-
tion of tags {as described in application Ser. No. 095941.083)
that each represent a link to a concept node within the knowl-
edge map and a “weight" indicating the strength ofthat link.

The dialog engine is a machine for knowledge session
management defined by at least the following operations: the
ability to accept inputs. the ability to interface to inference
engines. the ability to construct interactions, and the ability to
send sessions to other sofiware.

The dialog engine ofthe present invention is defined by:
l.) The dialog engine creates the knowledge session

through a plurality of input types.
2.) The dialog engine acts on these input types by interact—

ing with a plurality of inference engines.
3.) The dialog engine refines the session via a plurality of

interaction forms.

The dialog engine may output sessions to search engines (or
other applications) in the form ofa markup language based
representation (e.g.. XML or HTML. etc.) of the knowledge
session.

Input Types:
The dialog engine builds a knowledge session using a

plurality of input. such as the following:
The context ofa user’s entry into the present system (entry

context);

The autocontextualization (classification into a knowledge
map, as described in the commonly assigned, co—pending
11.5. patent application Ser. No. 091594.083, entitled “System
and Method for Implementing a Knowledge Management
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System." which has previously been incorporated by refer-
ence) ofa natural language text (“a question”) entered by the
user (question context);

The customer data or profile maintained about a user (user
context):

The responses by the user to queries posed by the dialog
engine (dialog context):

Choices made in respect to the common ground (see deli-
nitions) (conunon ground context);

The choicesr’actions made by the user during the dialog
(such as selecting a document) (interaction context).

User Entry:
The dialog engine can utilize the context 0fa user' s “ent ry”

into the present system environment in the form of:
a) The link the user traversed to enter the system;
b.) An XML (or other markup) packet describing the user‘s

situation (a limit, a meta-data collection]:
c.) A blob of text describing the users situation which can

be autocontextualized.

Each of these inputs is mapped to the knowledge map to
create tags.

Natural Language:
The dialog engine can elicit front the user a statement ofthe

user’s problem. issue. or request in the form of keywords or
natural language. This is the user‘s “question". This natural
language is converted into a set of tags using the autocontex~
tualimtion process.
Profile

User ”profiles" can come in the form of:
I.) a structured data record obtained from a customer rela-

tionship management ((TRM) or cttstonter database;
2.) a packet containing meta-data in the form of tags:
3.) a user knowledge container (as described in co—pending

U.S. patent application Ser. No. 091594.083).

Each of these inputs is mapped to the knowledge map to
create tags.

Dialog Response
The dialog engine interacts with users to create and refine

the knowledge session tags. The dialog engine utilizes a range
of interaction forms (described below) to elicit additional
information front the user.

System Interactions
‘lhe user makes choices and selections during the dialog

interaction not specifically associated with the dialog itself.
These selections include:

a) Browser interactions (cg. choosing the back button);
b.) Interactions with documents (cg. choosing to view a

knowledge container): and
c.) Interactions with GUI elements.

Each of these inputs can be translated into inferences in
relationship to the knowledge map.

Inference Engine Interaction:

Dialog Brigitte Drivers
The dialog engine can be driven by one or more “inference

engines“ (e.g.. a standard rules engine. a standard classifica-
tion engine. and alt autocontextualization engine.)

The dialog engine can support some or all of the following
interaction forms:

1.) Popular or parameterized queries (PQ)
2.) Drill down queries (DDQ) or clarifying queries (CQ)
3.) Discriminating queries {DQ}
4.) Disambiguating queries (DAQs)
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These four interaction forms represent the set of logical
mechanisms for taking an initial session state as defined by l
or more of the 3 initial forms of context. These initial forms

are the entry context, the question context and the user con-
text. interaction forms are designed to build dialog context
from the combination of the three initial contexts (as bound
together in the knowledge session state). The goal of the
interaction forms is to support a logical and intuitive way to
enable the human (user) to tell the machine (dialog engine)
“more", in order to assist the machine in expanding and
refining the session state so as to better perform the functions
oflhe dialog engine (see Overview).

The four logical interaction forms are:
Popular or parameterizcd queries (PQs): One obvious

response to a user question is to determine whether it is. in
fact. analogousfequivalent to a question for which there is a
well-known answer. In human conversation, this is captured
by: “So. are you really asking. X'?". X is a restatement of the
question in terms understood by the responder. The responder
asks the query in this way to ensure that a possible known
“answer" is really relevant (that is. the user is actually asking
the question which is the predicate of the answer).

In the dialog engine, parameterized queries (PQs) are spe-
cific “pre-created" queries that are played to the user when the
session state matches the conditions necessary for the param-
eterized query (PQ) to be appropriate. For example. suppose
that the parameterized query (PQ) HQ: 1245 containing
query: “Are you receiving an error message #I 01 when
installing for the first time?". options: Yl'iSfNO and answer:
KC EXTl.iRNALlI):00]) is mapped within the knowledge
map to the activity taxonomy: First time install and to the
symptom taxonomy: error message. If the user asks the ques-
tions “I‘m getting an error when installing the software" and
this autocontextualizes to the activity taxonomy: first time
install, symptom taxunomy: error message, object taxonomy:
software. then the dialog engine will play the parameterized
query (I’Q) to the user. Ifthe user answersYes. the answer will
be displayed. If the user answers no. the answer will not be
displayed. The user’s answer changes the session state by
emphasizing the importance ofthe tags mapped to the param-
eterized query (PQ).

Drill down queries (DDQ) or clarifying queries (CQ): The
drill down query (DDQ) interaction form utilizes the infor-
mation contained in the knowledge map to structure a query.
In its simplest form, the goal of the drill down query (DDQ)
is to utilize the “shape" ofa taxonomy to obtain additional
information. If a user asks “How do I install Windows" and

the dialog engine recognizes that Windows is a reference to a
concept node called the Windows OS and the Windows OS
concept has taxonomic children called Windows 95. Win-
doWs 98 and WindoWs 2000. then the dialog engine eanr‘will
ask:

Are you asking about:
Windows 95

Windows 98. or
Windows 2000?

The user selection will change the session state by refitting
the meta-tag Windows to the meta-tag Window 95 (or what-
ever is choscn by the user). In short, a drill down query (DDQ)
utilizes the knowledge contained in the knowledge map (and
typically within one taxonomy or knowledge container that is
a constituent of the knowledge map) to elicit a finer grained
understanding of the session.

A drill down qttery (DDQ) may utilize one or more of the
following knowledge map elements to structure the options
associated with the drill down query (DDQ):
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a.) Parent-child relationship within a taxonomy:
b.) Sibling relationship within a taxonomy;
c.) Pattern similarity across concept node evidence vectors:

and

d.) The type of relationship link connecting concept nodes. 5
A discriminating qttery (DQ) is designed to discriminate

between the knowledge containers remaining in the search
space. This query emanates from the meta-data associated
with the individual knowledge containers (KCs) in the search
space. The Dialog engine looks to see if it can discriminate 10
between knowledge containers (KCs) based on asking the
user to choose between alternative concepts relevant to the
knowledge containers (KCs) still “alive" in the search space
given the current session state. So. if the knowledge contain-
ers (KC5) in the search space have different tags within the 13
same taxonomy. the dialog engine might ask the user to
choose which of these competing concepts was actually rel-
evant. For example, if sortie knowledge containers (KCs) are
tagged to “first-time installation“. others to “re-installation”
and still others to the activity “deactivation“. the query would 3”
ask the user to discriminate interest in these competing con-
cepts. The effect ofthe discriminating query (DQ) is to simul-
taneously eliminate tags from the search space while
strengthening others.

Disambiguating queries (DAQs) use the mapping between
the user’s text and tags derived from it and\or relationships
between tags in the knowledge session to identify ambiguity
in the session state associated with the user question or
between the various forms of context collection. Disambigu—
ating queries (DAQs) are queries formulated to highlight this
ambiguity and to ask the user to disambiguate by making a
clear choice between the potential interpretations.

Several forms of disambiguating queries (DAQs) are part
of the dialog engine:

Evidence vector disambiguating queries (DAQs): Identi-
fied by a “term" (as defined in co-pending U.S. patent appli-
cation Ser. No. 095941.083. entitled “System and Method for
Implementing a Knowledge Management System") that is
evidence for multiple concept nodes. For example “ATM" is
evidence for the concept asynchronous transfer mode and
automatic teller machine.

Knowledge map disambiguating queries (DAQs): Identi-
fied by tags that are ambiguous according to the semantics of
relationships within the knowledge map such as sharing a
common ancestor whose descendants should be exclusive.

Text disambiguating queries (DAQs): Identified by char-
acteristics of the user‘s text. such as misspellings or ambigu-
ity of words in the text (as defined by an external machine

readable dictionary, thesaurus. or lexicon, cg, WordNet), or 50
by a lack of information in the autocontextualiyation engine
about words in the text.

Combination disambiguating queries (DAQS): disambigu-
ating queries (DAQS) that use two or more of the above

3o
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sources of information about ambiguity. 55

Inter-
action Ernrumtes Session Sample Suggested
Form from: Implicalion Query Text: (ill-I Form

PQ Session Focuses on "Are you asking YES-"NO 60
State key lags X?" Radio Button

DDQ Knowledge Refines 3 "Which of Lhe List Box
Map tag following types of

X are you interested
in?"

DQ Search Eliminates "Select any tifllle Check Boxes 55
Space tags. following subjects

-continued

Inter-
action Emamtes Session Sample Suggested
Form front: Implication Query Text: GUI Form

Focuses relevant to your
on tags qttestiou‘."

DAQ Evidence Eliminates "is your question Radio Button
Vectors contradictory more about X or

tags Y?"

Query Graphical User Interface (GUI) Forms:
The dialog engine can utilize any or all of the following

question forms, as appropriate. as the graphical user interface
(GUI) for user interaction:

Open ended questions: text box
Multiple choice questions: list box
Open+choieez combo box
Option questions: radio button
Multiple option questions: check box
The graphical user interface (GUI) presentation of a query

to a user is independent of the interaction form. That is, an
interaction form may. in different instances. utilize a different
graphical user interface (GUI) form. Graphical user interface
(GUI) forms are simply the set of presentation options pro-
vided by the computer environment or operating system.
Unlike the interaction form, they are extemal to the dialog
engine.

Outputs
The dialog engine outputs session states in one or more

formats. These formats include:

An extensible tnarkup language (XML) (or other markup
language) representation;

A dialog record (click stream log); and
A web form.

The session state output contains some or all of the following:
Tag records: concept-node name. weight. context type (as

discussed above)

Question string: user input text:
Dialog action records: dialog action type. sequence ID.

knowledge container (KC) external ID;
Search space record: knowledge container (KC) external

1]). weight. rank; and
Search query string: text formulated by search engine to

produce the search space.

Interaction with Search and Retrieval Engines and Web Ser~
vices

The dialog engine is designed to work with any prior an
scarchlretrieval engines to produce a search space. The search
space is the set of specific knowledge containers “in play“
based on the session state. The search space is a function of
the session state, but a given searchlretrieval engine will
manufacture a different search space based on its specific
algorithm for translating the search space into a “query
String" and its own algorithm for retrieving a knowledge
container (KC) or document from an index based on a query
string.

The dialog engine is designed to interact with web services.
This interaction can be thin or thick based on support for a
variety of interface methods such as:

URL: PQ;
AP};

Dynamic URL: GPQ; and
XML: WebFonn.
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The dialog engine’s competence to interact with web ser-
vices enables it to guide people to the full range of web-
enabled resources.

Internal Workings:

Control language
The dialog engine recognizes and processes any of a plu—

rality of control languages (e.g.. Kanisa Taxonomy (KTX)
control language). A Kanisa Taxonomy (KTX) Language
Manual (Version 2) (which is hereby incorporated by refer-
ence) describes all of the features. syntax and limitations of
this control language.

Variable Termination

The dialog engine terminates its interaction with the user
based on a variety of conditions. For example:

a.) Exhaustion of goals defined by the control language;
b.) Exhaustion of goals emanating from the knowledge

map;

c.) Reduction of the search space below a size threshold
associated with interaction termination;

(1.) User opts out: and
e.) Web session times out.
No Answersr‘Not Relevant Answers

The dialog engine processes user inputs to the queries not _
only in the form ofpositive selections. but also in the form of
implicit or negative selections. These include situations
where the user chooses to skip the question. or when the user
chooses options such as “None ofthe Above” or “Irrelevant”.

Definitions:

User: A person creating a session with the dialog engine.

Knowledge container: A combination of content and meta-
data in the form of tags to a knowledge map.

Web service: A soltware application accessible by universal
resource locator (URL) or extensive markup language
(XML).

Common ground: A representation ofa knowledge session
that may be displayed to a user to show how the dialog engine
interprets the information elicited from the user or inferred
during dialog processing and that may be modifiedby the user
ill order to correct or change the dialog engine's interpreta-
tion.

Knowledge map: A structured representation (model) of the
real world encapsulated in a set of classifications and linked
by relationships or rules.

Interaction form: A standard mechanism for eliciting addi-
tional information [him an application user by automatically
generating a query.

Knowledge session: An interaction between a human and a
dialog engine as mediated through a knowledge map.

Knowledge session state (also known as “dialog state"): The
aggregate set ofmeta-data (tags), text and dialog information
that encapsulates the known facts about a knowledge session.

Question: The natural language text communicated by a user
to the dialog engine.

Query: An interaction form combined with a graphical user
interface (GUI) representation on a screen sent by the dialog
engine to the user.

Search space: The set of knowledge containers passed to the
dialog engine by a searchfretrieval engine as potentially use-
ful given the session state.
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Query string: The query string used by a search engine to
retrieve knowledge containers or document records.

Turning now to the nomenclature of the specification. the
detailed description which follows is represented largely in
tenns of processes and symbolic representations of opera-
tions performed by conventional computer components.
including a central processing unit (CPU), memory storage
devices for the CPU. and connected pixel-oriented display
devices. These operations include the manipulation of data
bits by the CPU and the maintenance of these bits within data
structures residing in one or more of the memory storage
devices. Such data structures impose a physical organization
upon the collection of data bits stored within computer
memory and represent specific electrical or magnetic ele-
ments. These symbolic representations are the means used by
those skilled in the art of computer programming and com-
puter construction to most effectively convey teachings and
discoveries to others skilled in the art.

For the purposes of this discussion, a process is generally
conceived to be a sequence ofeomputer-exeeuted steps lead-
ing to a desired result. These steps generally require physical
manipulations of physical quantities. Usually. though not
necessarily. these quantities take the tbrm ofelectrical. mag-
netic. or optical signals capable of being stored. transferred.
combined, compared, or otherwise manipulated. It is convert-
tional for those skilled in the art to refer to these signals as
bits, values, elements, symbols, characters. terms, objects.
numbers. records. files or the like. It should be kept in mind,
however. that these and similar terms should be associated

with appropriate physical quantities for computer operations
and that these terms are merely conventional labels applied to
physical quantities that exist within and during operation of
the computer.

It should also be understood that manipulations within the
computer are often referred to in terms such as adding com-
paring. moving. etc.. which are often associated with manual
operations performed by a human operator. It must be under-
stood that no such involvement ofa human operator is nec-
essary or even desirable in the present invention. The opera-
tions described herein are machine operations performed in
conjunction with a human operator or user who interacts with
the computer. The machines used for perfonning the opera-
tion of the present invention include general purpose digital
computers or other similar computing devices.

In addition. it should be understood that the programs.
processes. methods, etc. described herein are not related or
limited to any particular computer or apparatus. Rather. vari-
ous types of general purpose machines may be used with
pmgrams constructed in accordance with the teachings
described herein. Similarly, it may prove advantageous to
construct specialized apparatus to perform the method steps
described herein by way of dedicated computer systems with
hard-wired logic or programs stored in nonvolatile memory.
such as read only memory.

The operating environment in which the present invention
is used encompasses general distributed computing systems
wherein general purpose computers, work stations, or per-
sonal computers are connected via oonnnunication links of
various types. In a client server arrangement. programs and
data. many in the form of objects. are made available by
various members of the system.

Referring now to the figures, corresponding reference
characters refer to corresponding elements, wherever pos—
sible. Like many systems of knowledge representation. the
present invention represents and stores both the individual
instances of information and the concepts that can be used to
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organize these instances (i.e.. single concepts that can be
associated with multiple instances).

Referring now to the drawings, FIG. 1 illustrates a network
10 for implementing the subject invention. As shown in FIG.
1. network 10 is comprised ofthin client computing devices 2
[PIJAs and cellular telephones). analog or digital telephones
4. desktop or laptop client computing devices 12. facsimile
machines 16. gateways 18. extranets 22 and servers 24
coupled to a public network 20. Digital telephones 4. client
computing devices 12. facsimile machines 16. gateways 18.
extranets 22 and servers 24 are coupled to public network 20
via a conventional interface 32. As shown in FIG. 1. thin client

computing devices 2 are coupled to gateway 18 via a wireless
interface 34. Each telephone 4 is a conventional analog or
digital telephone that communicates with other analog and
digital telephones over a public-switched telephone network
(PSTN }. Client computing devices 12 may be directly con-
nected to public network 20. or they may be coupled to the
public network 20 via gateway 18. Gateway [8 is a file server
that may be connected to other computers on the public net-
work 20. Company extranet 22 is a smaller private network
that may be separated from other computers on public net-
work by a firewall. Coupled to company extranet 22 are a
plurality of server computers 24.

In one embodiment of the present invention. the public
network 20 is the Internet. Thus. before describing the opera-
tionof the system ofthe present invention (described below in
connection with FIG. 18). it would be helpful to briefly dis—
cuss the basic functionality of the Internet as it relates to the
system ofthe present invention. The Intemet is well known in
the art as a worldwide data network of various computer
systems and other data networks of varying size. Connection
to the Internet may be accomplished via standard phone lines
or via dedicated high-throughput conununications lilies such
as Integrated Services Digital Network (ISDN) and T1. The
functionality ofthe Internet as a data communication medium
is well known and encompasses a broad range ofapplications.
One such application is the World Wide Web (WWW). The
world wide web (WWW) is a subset of the Internet which
allows computers connected to the Internet to access interac-
tive programs called web sites located on other Internet-
connected computers by entering a unique “address” associ—
ated with a particular web site. Because of their interactive
features. web sites are ideal for both distributing and gather-
ing information. Most importantly, a particular computer’s
web site may be linked to and may control other programs
stored on the same or on another computer connected to the
Internet. For example, a web site describing a company‘s
products and services may be stored in a company extranet 22
and accessed via the public network 20 (in this case, the
Internet} by a customer using the client computing device (2
and 12) or telephone 4.

The customer may view information about the company
provided by the web site and may also use the web site‘s
interactive features to place a request for more infonnalion
from the company or for technical support for the company’s
product. The web site may also cause another program stored
in the company extranet 22 to select other programs in
response to the customer‘s request. This. and other features of
the Internet make it preferable as the public network 20 in
accordance with the system of the present invention.

As shown in FIG. 2. client computing device (2 and 12) is
further comprised ofa central processor unit (CPU) 101, a
memory 102. a display adapter 106, a display 108. a user
interface (U1) adapter 110. a pointing device 111, a keyboard
112. an inpuu‘output (10) adapter 114, a disk storage tmit 115.
and a communications adapter 120. Client computing devices
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(2 and 12) enable a customer to access company extranet 22
via the public network 20 in order to request information
about a company’s products or services or receive assistance
from the company‘s customer support representatives located
at dialog engine server 24. Client computing device 12 is
preferably connected to public network 20 via network inter-
face cable 32 (e.g.. a standard phone line or a high throughput
telecommunication medium such as an ISDN line or a T1

line) for enabling bi-directional data communications with
other computer systems connected to public network 20 . Thin
client computing device 2 is preferably connected to public
network 20 via wireless data link 34 and gateway 18. Thin
client computing devices 2. as is commonly known by those
skilled in the art. usually consist of less capable processors
and smaller memories titan desktop and laptop clients.
Memory 102 includes an operating system 130 for operating
the device and a browser program 132 for rendering and
displaying content. As shown= the various components of
each client device (2 and 12) communicate through a system
bus 113 or similar architecture. FIG. 2 also shows that corn-

munications adaptor 120 is coupled to network interface
cable 32 [or wireless data link 34} for providing connectivity
between client computer (2 and 12) and public network 20.
There may be other components as well. but these are not
shown to facilitate description of the unique aspects of this
embodiment of the invention. The hardware arrangement of
this computer. as well as the other computers discussed in this
specification is intentionally shown as general and is meant to
represent a broad variety of architectures, which depend on
the particular computing device used.

FIG. 3 shows a detailed diagram ofa dialog engine server
24 in accordance with one embodiment ofthe present inven-
tion. As shown. dialog engine server 24 is comprised ofa CPU
20] . a display adapter 206. a display 208. a U I adapter 210. a
pointing device 211, a keyboard 212. an 10 adapter 214, a
disk storage unit 215, a commtmications adapter 220 and a
network interface cable 32. Dialog engine server 24 also has
a memory 202 for storing an operating system 230 which
controls its operation. dialog engine 232 for retrieving con-
tent, a knowledge map 234. and dialog control infonnation
236. Dialog engine 232 uses a knowledge map 234 and dialog
control information 236. to produce dialogs with users in the
domain of knowledge map 234. One or more people called
“dialog designers" create the knowledge map, including user
profile infonnation documents. and the dialog control infor-
mation that is loaded into memory 202 of server 24. Dialog
designers also use dialog engine 232 to set goals, create
triggers (rules). stored questions (PQs). and user preferences
that retrieve information from knowledge map 10 and control
the end—user‘s experience. After the dialog designers have
created the knowledge map and dialog control information.
and loaded it into memory 202. dialog engine 232 is ready to
have dialogs with users about the domain of the knowledge
map.

While FIG. 3 depicts dialog engine server 24 as a single
computer. those skilled in the art will appreciate that it may
also be a distributed computer system, such as a local area
network (LAN). with the capabilities described above. As in
the case of client computing devices 1 2. dialog engine server
24 is preferably connected to public network 20 via a high
throughput telecormnunication medium. such as an ISBN
line or T1 line for enabling bi-dirtxtional data communica-
tion with other computer systems also connected to public
network 20. A connection to public network 20 via a high
throughput telecormnunication medium is particularly
advantageous for dialog engine server 24 because it provides
sufficient bandwidth to handle a large number of accesses by
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other computer systems concurrently connected to dialog
engine server 24 via the company extranet 22 and public
network 20. such as client computing device 12.

In the above system, the interaction between computers is
achieved using a “client-server" software architecture in
which a client program contacts a dialog engine server 24
through any software communication mechanism or proto—
col. In another embodiment. dialog engine 232 and the user
interface program 132 can be the same program. A similar
type of interaction can be achieved using a portable device
such as a wireless application protocol (WAP) cellular tele-
phone. l’alm Pilot, or alphanumeric pager as the client in
which the user views and responds to information that comes
front a dialog engine server.

In some embodiments. a similar type ofinteraction cart be
achieved vocally via an interactive voice response (NR) type
of system. In these embodiments. the user speaks their
requests and responses into telephone 4 or other microphone
and may also provide other input by pressing buttons (cg.
buttons on the telephone’s keypad). The user’s spoken
responses are passed to a voice recogiition system. which
turns the responses into data that dialog engine 232 can pro—
cess. 'l‘lie dialog engine 232 response is passed to a text-to-
speech system that turns it into a vocal response to the user.

In yet another embodiment. the data format that is used to
encode “requests" to the dialog engine (whether to start a new
dialog or to pass user responses back to dialog engine] and the
data format used to encode the dialog engine’ 5 responses. is in
extensible markup language (XML) format. XML is a stan—
dard data format syntax adopted by the World Wide Web
Consortium (W3C). Commonly available software exists to
take XML-encoded data and a “style sheet" encoded in XSL
(extensible stylesheet language) and combine them to render
I-l'l'ML {hypertext markup language), which is the display
format that web browser software can display. The advantage
ofthis approach is that for the dialog designers to create new
“looks” for users using the dialog engine via a web browser.
all that is required is changing the XSL styleshcet to produce
the desired HTML.

It should be appreciated from the schematic overview illus-
trated by FIG. 1 and the detailed schematics ofFIGS. 2 and 3
that the present invention may be employed in a distributed
computer system environment which has internal. external
and intranet networks collectively represented in the sche-
matic overview by public network 20 to connect: PDAs 2.
telephones 4. clients 12, and gateways 18 to world wide web
servers and dialog engine servers 24 within the system in
which the present invention is situated.

Thus far. this description has focused on the design and
architecture of an exemplary network 10 for implementing
the subject invention. The next portion ofthe description will
describe the process for resolving an inquiry initiated by a
user at a client workstation on network 10. More specifically,
when a user at one of the client devices [PDAs 2. telephones
4. clients 12) poses a question to dialog engine server 24. a
multi~step interactive dialog as explained below. occurs
between the user and dialog engine 232.

The two main components for implementing a dialog with
a user are a dialog engine and a knowledge map. To resolve
the user‘s question. dialog engine 232 interprets the question,
poses other questions to the user and then interprets the user‘s
answers to eliminate irrelevant concept nodes and traverse a
knowledge map as it focuses in on an answer to the user’s
question. FIG. 4 depicts a knowledge map 234 for organizing
various dimensions of information. As shown in FIG. 4.
knowledge map 234 is comprised of knowledge containers
20, taxonomies 30 and taxonomy tags 60. Knowledge con-
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tainers 20 are individual instances ofinformation that may be
associated with one or more taxonomies 30 through the use of
one or more taxonomy tags 60.

As shown in FIG. 5. each knowledge container is corti-
prised of administrative meta-data 50. context tags 60.
marked content 70, original content 80 and links 90. Admin-
istrative meta-data 50 is a set of structured fields that hold

typed information about the knowledge container, including
who created it. who last modified it, for whotn it was created.

its title, a short “synopsis" or description. at unifonu resource
locator (URL) for reaching the original version ofthe content
(if applicable). the name of the publication the content
appeared in (ifapplicable), etc. The knowledge container 20
contains the original electronic form of the original content
80 (perhaps a Microsofi Word document, a portable docu-
ment format (PDF) file. an HTML page. a pointer to it. or
both). This allows the knowledge container 20 to be displayed
to the end user in its complete and original form il‘desired. In
some embodiments, the list of administrative metawdata
anributes is extensible, so each different enterprise that
deploys the system may add fields that it desires andl'or needs.

Context tags or taxonomy tags 60 represent a multidimen-
sional classification of the knowledge container against a
knowledge map. as depicted in FIG. 4. Such a classification
puts the knowledge container 20 in context within a knowl-
edge domain. Each taxonomy tag 60 includes the name or
other unique identifier of a concept node within a taxonomy
30 optionally followed by a number, typically between 0 and
l. which indicates the knowledge container’s strength of
association with that concept node. The taxonomy tag 60 also
includes an attribution (not shown) which records whether the
tag was created by a person. or automatically by the system
using autocontextualization (as described in the commonly
assigned. co—pending U. S. patent application Ser. No. 091594.
083. entitled “System and Method for Implementing a
Knowledge Management System," which has previously
been incorporated by reference}. There is no restriction on the
number of taxonomies to which a knowledge container may
be tagged. or the number ofconcept nodes within a taxonomy
to which the knowledge container is tagged.

As stated earlier. knowledge containers are merely
instances of information resources. Organizing these
instances into comprehensive representations of information
is accomplished through the use of taxonomies 38. An
example of a taxonomy that details various hardware and
software components and vendors is shown in FlG. 6. As
shown. taxonomy 30 consists ofa plurality of root nodes 300.
a plurality of concept nodes 310 coupled together by a plu—
rality of edges 320. Each node 300, 310 in a taxonomy
expresses a “concept." or a classification to which content and
resources can be assigned. The set of nodes 300, 31 0 for each
taxonomy is created to model the taxonomy’s area ofconcern
at an appropriate level for distinguishing among the correct
knowledge containers to return: neither too coarse a repre-
sentation which fails to differentiate among malty knowledge
containers, nor too granular a representation which models
more distinctions than really exist among available knowl—
edge containers. Consequently. node 300, 31 0 may have mm
or more children. Node 300, 310 may also contain references
or taxonomy tags 60 to the knowledge containers 20 that are
classified to it. These references may be accessible either
from the knowledge containers they classify (in which case it
can be used to identify the concept node the knowledge con~
tainer is classified to) or from the concept node to which the
knowledge container is classified (in which case it cart be used
to identify the knowledge container).
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Node 300. 310 may have one or more triggers associated
with it. In the present invention. dialog control logic is
expressed through the use of triggers which consists of a
label. a condition. an event and an action. When an event

occurs. triggers associated with the event are evaluated. If the
trigger condition is satisfied, the action is taken. Below is all
example ofa simple trigger:

If (under(a12. ts)) {confinn(a3); }
The lefi hand side of the trigger is a condition “If (under

(al2. ts))" and the right hand side is an event or action “
confirm{a3); }". As shown, the trigger’s condition consists of
the keyword “it" followed by a left parenthesis. a boolean
expression ofone or more predicates, and then a right paren-
thesis. A single predicate may have the form “Condition
(concept. concept set)."

‘l'hese concept sets include:
Topic spotter concepts that have been automatically

derived from any text entered by the user of the dialog.
The automatic derivation of concepts can be accom-
plished using statistical text classification algorithms. as
described in greater detail in co—pending US. patent
application Ser. No. 09!594.083. entitled “System and
Method for Implementing a Knowledge Management
System.” which has previously been incorporated by
reference.

Confirmed concepts that have been confirmed as accepted
nodes in the current dialog. either because they were
entered by users in response to follow—up questions, or
because they were confirmed by executing a trigger
action that performs that function.

Profile concepts that are associated with the user of the
dialog. These concepts may indicate the user’s interests.
expertise level. demographics, previous purchases,
entitlements to receive particular information. docu-
ments= or services; or any other data about the user.

Preferred concepts that are preferred over other concepts in
the same taxonomy. for the current dialog. These “dialog
preferences” may be specified as part of a goal declara-
tion or a trigger action declaration and be created when
the goal is created or the trigger action is executed.

Other concepts may be created and manipulated via
executing trigger actions.

For any ofthese sets. a test in a trigger condition may test
whether any or all members ofthe set satisfy specified predi-
cates. Possible predicates fall into 3 categories: basic.
negated. and conditional. The basic predicates are: AT.
UNDER. and PA'I'H. As shown in FIG. 7. the AT predicate
710 limits relevant areas of the knowledge map to the speci-
fied concept node and restricts documents to those documents
that are tagged to the specified concept node. The UNDER
predicate 720 limits the relevant areas ofthe knowledge map
to the descendants of the specified concept node in the tax-
onomy tree and the node itself. It restricts documents to those
tagged to the node or one of its descendants. The PATH
predicate 730 limits the relevant area o fthe knowledge map to
a specified node. its ancestors and descendants in the tax~
onomy tree. The PATH predicate likewise restricts documents
to those tagged to the node. its ancestors and descendants.

Other basic predicates include: ABOVl-E- restricts rel-
evant areas of the knowledge map to nodes that are “above”
the specified node within the knowledge map; CONTAINS-
ONE-OF restricts relevant areas of the knowledge Iuap to
nodes that contain at least one ofthe nodes in the list ofnodes;
CONTAlNS~ALL—OF—restricts relevant areas of the knowl—

edge inap to all of the nodes in the list of specified nodes:
PRl'ilillRliNClji restricts relevant areas of the knowledge
map to the set of preferred nodes in the dialog engine state
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(previously accepted nodes for goals with constraint type
PREI'EREENCE): LEAF—true if the specified node is a leaf
node; ROOT—true if the specified node is a taxonomy root;
PARENT true if the specified node has child nodes: and
I-lAS-DOCUMENTS true if any available documents are
tagged to the specified node. The negated predicates are:
NOT—AT and NOT—UNDER.

As shown in FIG. 8. the NOT-AT predicate 810 limits the
relevant area of the knowledge map to everything but the
specified node. It also excludes documents tagged to the
specified node from the result list. The NOT-UNDER predi-
cate 820 limits relevant areas of the knowledge map to every-
thing but the specified node and its descendants. The NOT-
UNDER predicate also excludes doctunents tagged to the
specified node or its descendants from the result.

Referring now to FIG. 9. it is shown that the conditional
predicates are: UNDER-IF-TAGGED and PATI-l-IF-
TAGGED. The UNDEER-1F-TAGGED predicate 910 limits
relevant areas (I fthe knowledge map to the specified node and
it's descendants. It restricts the document set to documents

tagged to the specified node and its descendants plus doctr-
ments that are not tagged to the taxonomy of the specified
node at all. In other words. UNDERnIF-TAGGED restricts

away all documents tagged anywhere in the taxonomy. but the
node specified or it‘s descendants. The RATI-l-IF-TAGGED
predicate 928 limits relevant areas of the knowledge map to a
specified node, its ancestors and descendants. The PATI 1-H"-
‘l‘AGGliD predicate also restricts documents to those tagged
to the node. its ancestors or descendants. plus all documents
that are not tagged to the taxonomy.

While the sample trigger above shows one predicate. it is
important to realize that the boolean expression may consist
of more predicates connected with the operators “and" and
“or”. In operation. trigger conditions test various parts of the
current state of the dialog. The boolean expression and each
of the tests. evaluate (true or false) the current state of the
dialog. If the boolean expression is true. then the list of
actions ofthe trigger is executed. in one embodiment. trigger
conditions are optional within each trigger. A trigger with no
conditions is equivalent to having a trigger condition that
always evaluates to “true". That is. ifno trigger conditions are
present. the action list of the trigger is executed when the
triggering event occurs. The actions performed when a trigger
is executed can change the current state of the dialog in such
a way as to affect the response that is returned to the user.

In addition to tests on concepts and concept sets. trigger
conditions can test any other element of the state of the
current dialog. such as:

iteration number: the number of responses that have been
passed back and forth between the dialog engine and the
user. (Predicates on the iteration number would include
equals. greater than. and less than):

meta data about the user: tests on any known meta-data
about the userofthe current dialog; for example, greater-
than (age of user, 30);

number of documents “remaining" that may still be appli~
cable to the current dialog. As the dialog progresses.
some of the documents in the total set ofdocuments may
be “eliminated” from consideration as a document to

ever be returned to the user during the current dialog. due
to constraints created as the dialog proceeds. Predicates
can test the number of documents still remaining that
may be returned to the user: and

goal resolution: trigger conditions may test whether a par—
ticular goal has been resolved at this point in the current
dialog: and how that goal has been resolved (e.g. was it
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resolved by user input: information found in the user’s
profile; or by a declaration that the taxonomy is irrel-
evant).

When the triggering condition is evaluated as “true“. the
event associated with the trigger is executed. A triggering
event is an event that changes the current state of the dialog.
In general. any event that changes the current state of the
dialog—either caused by a user input. by the action of a
trigger. or by the dialog engine itself—can act as a triggering
event. Each triggering event can have a set of zero or more
triggers associated with it, that are evaluated when the event
occurs. These include: every iteration, dialog start. dialog
linishi’quiesoence, create a goal. retract a goal. goal resolu-
tion, allow actionfevent, creater’remove a constraint, declare a
taxonomy as irrelevant. declare a taxonomy as relevant. esca-
late, allow actionfevent. add document to outputfbatmer. add
other content to outputfbanner. add other content to output!
banner. add document or other content to user‘s “home page."
accept a concept-node. and dialog preterence creation.

livery iteration- A “default" triggering event that occurs
every dialog iteration (that is. every time a dialog
requestfresponse is received from the user’s client soft-
ware by the dialog engine). Triggers associated with this
triggering event are evaluated upon every dialog itera-
tion.

Dialog start -—Occurs when the first request to begin a
dialog is received by the dialog engine from the user‘s
browser or client software. Triggers associated with the
dialog start event typically create the initial set of goals
to be resolved in the course of the dialog and set up any
initial constraints based on the properties of the user
{such as their entitlement level).

Dialog finisluquiescence—Occurs when all current dialog
goals have been resolved. Triggers associated with the
dialog finish event are often used to create new goals
based on the resolutions ofthe current goals. This essen—
tially causes a “sequencing“ of the dialog in which, for
instance, goals A. B. and C are resolved first; and their
completion causes creation of goals E and F next. etc.
Since quiescence can occurrnultiple times within a com-
plete dialog, dialog finishfquiesceuce triggers are often
evaluated more than once during a dialog.

Create a goal—Adds a new dialog goal to the current
dialog’s set of goals to be resolved. The create goal
action can indicate any of the parameters that specify a
dialog goal and how it is to be resolved. These include:
the taxonomy associated with the goal;

the starting concept-node point in that taxonomy:
what type{s) ol‘constraints or preferences the goal cre-

ates:

the set oftarget nodes for the goal:

whether the goal can be resolved by using a known
preference or concept-node tag within the user‘s pro-
file infonnation. if an appropriate one is known;

whether the goal can be resolved by using a concept~
node tag derived automatically from the text of any
question the user typed in as part of this dialog. ifouc
is available;

if resolving the goal requires asking the user follow-up
questions. what type[s) and format(s] of follow-up
questions the dialog engine should generate and
return to the user (possible types of follow—up ques-
tions are described below):

whether the goal is resolved when any one of the sub—
goals is resolved. all of the suhgoals are resolved, or
some fraction of the subgoals are resolved

UI
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similarly. whether users are al lowed to give only a single
answer to follow-up questions generated from this
goal. or can select multiple answers.

Retract a goal—Removes a dialog goal from the current
dialog’s set of goals to be resolved.

Goal resolution Occurs when a particular goal is
resolved. In some embodiments. goals may be given
symbolic names when they are created so that triggers
may be easily associated with the goal resolution event
for the goal. As described above. trigger conditions may
test specifics of 110w the goal was resolved.

Allow actioru'event As described above. a trigger action
can cause the option of executing an action to be dis-
played to the user. If the user selects the option. this can
either cause a specified action to be executed (as
described above). or it can cause a triggering event. This
allows a dialog designer to associate one or more trig-
gers with the event of the user selecting the action. This
is powerful because it gives the dialog designer the abil-
ity to create any number of “named” groups of triggers
that can be evaluated when the user selects an allow—
action indicator.

(Treatefremovc a constraint—Adds a new. specified con-
straint to the set of constraints applicable to the current
dialog: or removes 2m existing constraint. Constraints
limit the set ol‘documents and concept-nodes that will be
considered for return to the user in subsequent dialog
responses generated by the dialog engine. Thus. triggers
associated with this event can be thought of as
“attach ” to the particular concept node. As described
above. concept-nodes can be accepted within initial
inputs to the dialog, by a user's selection during the
dialog. and by actions of triggers.

Declare a taxonomy as irrelevant Causes the specified
taxonomy to be treated as “irrelevant" by the dialog
engine for the remainder of this dialog. That is. the
taxonomy and concepts within it will not be used to rank
or constrain the set of doctu'nents being returned to the
user: and any not-yet-resolved goals associated with a
taxonomy will be resolved as irrelevant. Constraints
based on nodes in the irrelevant taxonomy are removed
from the dialog engine‘s state.

Declare a taxonomy as relevant—Similar to above. causes
the specified taxonomy to be treated as “relevant“ by the
dialog engine. That is. the taxonomy and concepts
within it may be used to rank or constrain the set of
documents being returned to the user.

l-iscalate-- Causes information about the current state of

the dialog to be fonnatted and forwarded to either a
human expert or another automated system for further
processing. This action may or may not end the current
dialog. In some embodiments. a variety of modes of
interaction with an expert may be initiated by the action
depending on the action‘s parameters. For example.
escalate can cause a “live chat" type of interaction with
a human to appear within the user’s web browser or
other software client being used to interact with the
dialog engine. The escalate action can cause sortie or all
of the dialog state information to be forwarded to the
human service representative at the other end of the live
chat. thus allowing them to provide higher-quality ser-
vice by knowing what questions. follow-up. documents,
etc.. the user has viewed and chosen during the dialog
interaction so far. Other alternatives include: escalation
to a call center in which a human customer service

representative will call the user: to a call center in which
the user may call a service phone number. but then will
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talk to a customer service representative wlto has the
information available about the dialog the riser ltad with
the dialog ertgittc before escalation occurred; a “voice-
over-irtternet protocol" interaction, irt which a lturttart
customer service representative can have a voice con-
versation with tlte ttscr through the user‘s computer, that
is transmitted using the network that connects the user’s
computer with the service representative‘ s work station.

Ill sonte embodiments, an appropriate human service rep-
resentative. group of human service representatives. andfor
automated response systertt, rttay be chosen atltorttatically by
dialog cttgine 232 based on the characteristics oflltc user {cg
their interests, their entitlements, their business relationship
with the company providing the dialog engine) andlor of the
dialog state (eg. the product. symptom. or issue being dis~
cussed in the dialog). [it other embodiments, the appropriate
human service representative. group of human service repre-
sentatives, andi‘or automated response system. may be simply
indicated as a parameter ol'the escalate action that is recorded
by the dialog designers within a trigger. In still other embodi-
ments, the appropriate lttunart service representative, group of
human service representatives. andfor automated response
system, may be selected by a system external to the dialog
engine based on the characteristics of the user artdfor of the
dialog state.

Allow actioru’event—Creates a “button" or other indicator

within the output of the current (and possibly subse-
quent) dialog steps, such that when the button or indica—
tor is then selected by the user. the specified action or
event will be executed by the dialog engine. in general
the action can be arty action that can appear in the action
list of a trigger. including actions added to the dialog
engine to extend it. as described below. For example, a
trigger may “allow action {escalate)”. causing the userto
be presented with the option of escalating to a human
service representative on subsequent screens. If and
when the user selects this action. the escalate action

described above is executed by the dialog engine. Alter-
ttatively. allow-action cart be given parameters that will
cause the selection oftlte allow-action to cause the user‘s

browser or other client software to initiate a request to
sortte other system outside of the dialog. For example, a
trigger may “allow action (shopping cart)" causing the
user to be presented with the option of adding some
product to their“sltopping cart" of items to purchase on
subsequent screens.

Add document to outpuleanner—Adds an indicator of a
document (e.g., its title and possibly other summary
information. hyper~linked to a screen that presents the
wltole document) to the dialog engine‘s response to the
user. In some embodiments this indicator can be added

to the dialog engine‘s response in a specific part of the
response that we will refer to as the “banner". This
action. combined with the one below. allows dialog
designers to write triggers that {among other things) cart
be used to produce an intelligent “cross-selling" capa~
bility, in which users are presented with documents,
banner “advertisements". or other infomtation. at appro—
priate points in their dialog with the dialog engine. These
points are identified by the trigger conditions arid trig-
gering actions in the triggers that add things to the ban-ner area

Add other content (eg. XML) to outputfbanner—Like the
action above, this action adds any content the dialog
designer wishes to the dialog engine’s response to the
user. In some embodiments this indicator can be added

to the dialog engine‘s response in a specific part of the
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response that we will refer to as the “banner”. In one
embodiment, as described above, the dialog engine’s
responses are cast irt a standard syntax such as XML; in
these embodiments this action may simply add specified
XMI. into the response.

Add document or other content to user’s “home page“ In
sortte embodiments. the dialog engine keeps track of a
“home page" of inibmtatiort for each user. This “home
page" can include documents. questions with known
answers. parameterized queries (PQ‘s) [as described
below), concept-nodes. dialog responses. and other
information. that is thought to be relevant to the user.
This trigger action adds a link to a document or other
content oftlte kinds just listed to the current user’s home
page. When combined with the “allow action" action
described above, for example. this action could be used
to give users the option of“bookmarking” documents or
other dialog-related information on their ltonte page, for
later use. by selecting an allow-action indicator that
initiates this action.

Accept a cortcept—node—Occurs when a particular con—
cept—node is accepted during the course of the dialog.
This event adds the concept-node to the set of known
cortftntted accepted concept-nodes. The concept-node
cart subsequerttly cause goals to be positively resolved or
advanced: and cart subsequently cause the dialog engine
to prefer documents that are tagged to the concept-node.
Because cortfirrtting a concept—node may be a triggering
event (as described below) accepting a concept—node in
the action ofa trigger causes the triggers associated with
the accepted concept-node to be evaluated. 'l‘ltns. trig-
gers associated with this event can be thought of as
"attached" to the particular concept ttodc. As described
above, concept-nodes can be accepted within initial
inputs to the dialog, by a user’s selection during the
dialog, artd by actiotts of triggers.

Reject a concept—rtode—Adds the conceptsrtode to the set
of known confirmed rejected concept-nodes. The con-
cept-node is no longer available. This can subsequently
cause goals to be negatively resolved: and can subse-
quently cause the dialog engine to reject documents that
are tagged to tlte concept—node. Rejectirtg a concept—
node is not a triggering event.

Dialog preference creation—Occurs when a particular
concept-node is indicated as a preference during the
course of the dialog. Tltus, triggers associated with this
event can be thought of as “attached“ to the particular
concept node. As described above, prelbrences can be
created as a side—efiect of a user‘s selection during the
dialog and by actions of triggers.

The last two triggerirtg event types described—concept—
rtode confirmation and dialog preference creation events—
can be tltought of as ways that triggers are “attached" to
particular concept-nodes. Since concept-nodes exist within a
taxonomic structure, in some embodiments it is desirable to
allow triggers to “inherit" up the taxonomic tree or DAG. This
section describes a trigger inheritance rttechanisrtt.

To understand wlty this may be usefit], cortsider a diagnos—
tic dialog case where one taxonomy's concepts irtdicate
symptortts a user is experiencing and a 2’” taxonomy indi-
cates product vendors. One concept-node withirt the symp-
toms taxonomy is “printing problems". and it lies a number of
children and grandchildren that indicate ntore specific kinds
of printing problems. Within this environment. a dialog
designer wishes to create a goal in the product—vendor tax—
onomy. starting at the “printer vendors“ concept-node. when-
ever any kind ofprinting problem is confirmed.
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Without trigger inheritance. the dialog designer could
associate the trigger that creates the “printer vendors“ goal
with the concept-node-confimiation event of the “printing
problems" node and every descendant concept-node below
“printing problems." but it would be very inconvenient.

Willi a trigger inheritance mechanism, the dialog designer
would associate the trigger that creates the “printer vendors"
goal only with the conceptnode-confirmation event of the
“printing problems" node. Whenever a concept-node below
“printing problems" is confirmed. the trigger inheritance
mechanism evaluates not only the triggers associated with
that concept-node‘s continuation event. but the triggers asso-
ciated with confirmation events 0 f each of the concept-nodes
above that concept node—including the “printing problems"
node.

Stated more generally: the trigger-inheritance mechanism
applies to events that are per-concept-node. such as the con-
cept-node confirmation and dialog preference creation
events. Whenever one of these events occurs, the triggers at
the concept-node for which the event occurred are evaluated
first: then, the triggers associated with the same event at the
concept—node’s parent(s) are evaluated: then. the concept—
node‘s grandparent(s); and so on, until the top of the tax-
onomy (a concept-node with no parents) is reached. In some
embodiments, trigger-inheritance may be limited to a speci-
fied number of steps up the taxonomy.

In some embodiments. it may be desirable to add to this
simple mechanism a further way of controlling to which
triggers inheritance does and does not apply, so that the dialog
designer can “override" inheritance when so desired.

Consider the “printing problems" example. Perhaps there
is a particular kind of printing problem (indicated by. say, a
grandchild concept-node ol‘the “printing problems“ node) for
which the “printer vendor” is in fact irrelevant. and instead
(say) the vendor who manufactured the cable connecting the
printer to the user’ s computer is important. In such a case, the
dialog designer would like all ofthe other nodes under “print~
ing problems" to inherit the trigger that creates the “printer
vendor" goal: but would like to “override” that inheritance for
the “printer cable problem" concept-node, and instead. in that
concept-node. use a trigger that creates a goal to resolve the
“printer cable vendor".

One scheme that can be used to support this type of inher—
itance overriding uses optional labels on triggers to indicate to
the dialog engine when to evaluate an inherited trigger and
when not to do so. In this scheme, only one trigger with a
given label will be evaluated in response to a particular trig-
gering event.

In the printing example. the dialog designer would simply
place a label (such as “print_vendor_trigger:”} on both the
trigger associated with the “printing problems" concept-node
and the trigger associated with the “printer cable problem”
concept-node. When “printer cable problem“ becomes con-
tinued. the dialog engine will evaluate the trigger associated
with the “printer cable problem" concept-node, but will then
not evaluate the trigger with the same label in the “printing
problems" concept—node—thus elfectively overriding it.
When other concept-nodes descended from “printing prob—
lems" are confirmed, the trigger associated with “printing
problems“ will be evaluated just as before.

In sortie embodiments these trigger actions can be aggre-
gated into named functions. which may be called with input
and output parameters, front other actions, thus forming a
type of programming language. Indeed, the whole trigger
could be expressed as an “if" statement in a programming
language. In other embodiments there may exist a way to
extend the set of predicates (possible conditions) and the set
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ofactions by incrementally adding new predicates or actions
implemented using any external programming language,
such as Java, C++, C. Basic, Perl, or Portrait. This could be

used, for example, to allow a trigger to test a condition asso-
ciated with a user ofthe dialog engine that is actually stored
or derived from a database or system that is external to the
dialog engine. such as an external database ofeustonter infor—
mation. security and entitlement information, etc.

There are several types oftriggers, the most common being
a concept trigger. A concept trigger is associated with a set of
concept nodes in a knowledge map and is activated when the
dialog advances to those nodes. That is, when a node is
confirmed, all the triggers associated with that node are evalu-
ated, and if their conditions permit, the triggers are execttted.
In this and other instances where an event depends on reach-
ing a set ofnodes, the dialog designer can specify whether the
event takes place when one member of the set is reached. all
members are reached, or a proportion of the set is reached.
The notion of a concept trigger is further explained with
reference to FIG. 10. There are two taxonomies shown in FIG.

10, a meal type taxonomy 1010 and a menu type taxonomy
1020. When a user states that they want breakfast. node 1030
becomes continued. When that occurs, trigger 1040 is
executed. Trigger 1 040 causes the system to open the menu to
the section entitled “Breakfast". As explained further below.
a trigger‘s actions can cause new dialog goals to be created
(thus causing follow-up questions to be generated): can add
constraints to the taxonomy areas under consideration; and
can cause escalations to occur.

Information about the user and the dialog interaction is
continuously captured in a dialog state which is stored and
passed along with each user requestlresponse. The dialog
state maintained by the dialog engine includes but is not
limited to the following:

Focus nodes;
Target nodes;
Constraints:

Background preferences:
Dialog preferences;
Confirmed nodes, both accepted and rejected:
Goals. both active and resolved:

Root nodes of goals:
Nodes returned by autocontextualization;
Text retumed by the interface module. including query text

submitted during any iteration by the user;
Taxonomies to which autocontextualization is applied;
Taxonomies from which documents are retrieved;

Taxonomies within which dialog navigation occurs:
The history of the interaction (inputs, events, actions, and

outputs of previous iterations]; and
The user‘s ID.

Each ofthese elements will be more fully explained below.

A. Focus Nodesf'l'arget Nodes
Each goal is comprised of one or more “target“ concept

nodes paired with one or more focus nodes. The concept
nodes represent the node or nodes within the taxonomy at
which the dialog will ultimately terminate, while the focus
node represents the starting location in the taxonomy. The
focus node of the goal captures the current status of the goal
resolution process. The focus node is the most detailed in for-
mation available to the dialog engine at each point in the
dialog. Each question posed to a user is generated from the
focus node of the goal. while the answer selections offered to
the user are the focus node’ s children. In some embodiments,
each user question results in a single set of focus nodes and a
single set oftarget nodes. In otherembodiments. there may be
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multiple sets of focus nodes and target nodes, such that each
set of focus nodes is paired with a set of target nodes.

B. Constraints

The set ofconcept nodes relevant to the user‘ s information
need is denoted ttsing constraints. Constraints play a dual role
in a dialog: they constrain the concept space to limit or guide
the interaction and they restrict documents returned to the
relevant areas. All concept nodes that have not been explicitly
ruled out with constraints are termed available. Thus in the

beginning of the dialog all concept nodes in the knowledge
map are typically available. As a dialog goes through succes-
sive iterations. the set of available concept nodes shrinks.
Each node accepted during resolution ofthe goal produces a
<predieate> <rtode> expression that thereafter constrains the
available nodes. The list ofaccepted nodes in each subgoal is
used to generate positive constraints while the reiected nodes
are used to generate negative constraints. Negative con-
straints control the effect of negative information gathered
(rejected concept nodes) on the relevant concept space. In
addition, a default negative constraint may be used if the
dialog designer does not specify one. As in the ease ofpositive
constraints, negative constraints stemming from the same
subgoal are joined together by a boolean operator. In some
embodiments only a subset of the negative constraint types
are allowed. In one embodiment. NOT-AT is the default nega-
tive constraint type. In this embodiment. all the rejected con-
cept from each subgoal generate a constraint NOT—AT
<node>. Both positive and negative constraints are unified for
the final expression from a subgoal and constraint expressions
from different subgoals within a goal are joined together.

The set of available nodes influences:

The set of documents that are deemed by the system as
relevant to the user query:

Regions of taxonomies from which focus nodes and target
nodes may be drawn;

The target concept set of a goal:
Pessible solutions (parameter-inert queries 0’an proposed

to the user: and

Other actions that may be triggered.
Constraints are expressed as constrained boolean expres-

sions consisting of taxonomic predicates that define sets of
nodes by taxonomic relationships. For example. if a goal
constraint type is UNDER and concepts a and b are accepted
in a subgoal. UNDER a and UNDER b constraint expreSsions
will be generated. AU constraint expressions from a single
subgoal are aggregated into a boolean formula. The dialog
designer can specify the operator to be used at the goal level.
In the implemented embodiment. the default operator is con—
junction. In our previous example. the final expression gen—
erated from [he suhgoal will be (UNDER 21) AND (UNDER
b). If the goal contains more than one subgoal. the subgoal
constraint expressions are assumed to be a part of a boolean
expression. The dialog designer can specify what operator to
use for a given goal. In an embodiment in which the most
common interpretation of multiple user selections is uncer—
tainty. the default operator is disjunction. So. if in addition to
the subgoal in the previous example. there was another sub-
goal with accepted node c, the goal would produce the fol-
lowing constraint: ((UNI)l'ER a) AND (UNDER b)) OR (UN-
DER c).

In addition to taxonomic constraints. the present invention
also utilizes meta~data constraints that limit the remaining
document set based on meta—data associated with documents.

A meta-data constraint could for example. limit the document
set to documents written by a particular author or list of
authors; documents created or modified during a particular
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range of dates: documents whose titles match a given textual
pattern; documents that were originally drawn from a particu-
lar document source, etc. Taxonomic and meta-data con-
straints can be embedded in a boolean expression to create an
overall constraint.

C. Background Preferencestialog Preferences
Preferences are used in ranking to influence the order of

presentation of documents. Background preferences allow
the system to keep basic infomiation about each user (e.g._.
their interests, computer hardware. sofiware, etc.) and dialog
preferences describe concepts that are ofinterest to the user in
the context of the current information request. Background
preferences and dialog preferences may afi'ect ranking by
different amounts. That is. in one embodiment. dialog pref-
erences have a greater affect on ranking than background
preferences and, in a second embodiment. backgrotmd pref-
erences have a greater effect on ranking than dialog prefer-
ences. The relative ell‘ect of one kind of preference over the
other is a system parameter that may be changed from instal~
lation to installation.

The combination of taxonomies. taxonomy tags, taxo—
nornic restrictions (filters). and knowledge containers provide
a large collection ofpersonalization capabilities to the present
system. Certain ofthese taxonomies can be used to: capture
the universe of information needs and interests of end-users;
tag the knowledge containers representing these users with
the appropriate concept nodes from these taxonomies: and
use these concept nodes when retrieving infomlation to per—
sonalize the delivery of knowledge containers to the user.
Further. the system can use this tagging and other aspects of
the knowledge containers in order to create a display format
appropriate for the needs ofthe user receiving the knowledge
container.

In order to personalize interactions with a specific cus—
tomer. the system utilizes an application screen associated
with browser 132 for representing customers. their interests
and needs. The application screen is a user interface that poses
questions to the user and based on the user‘s response returns
nodes back to dialog engine 232 to begin the next iteration.
The application screen can be programmed to automatically
give dialog engine 232 any information the user could other—
wise provide. For example. dialog engine 232 could ask
whether the user is a novice or expert. An application screen
designed for novices could provide this information without
actually posing the question to the user. The system supports
profiling a customer‘s interaction with the system explicitly
based on stated or applied preferences and implicitly based on
what the system has learned from interacting with the cus—
tomer.

Explicit profiling allows the user to select items of interest
explicitly from one or more taxonomies. These. along with a
default or explicit weight. become inputs to the application
screen. Implicit profiling. on the other hand. relies on the
system to add or tnodify the application screen in order to
profile the customer. For example. when creating the appli~
cation screen, the system may set a concept in “access level"
or “entitlement level" taxonomies that match the privileges
they wish to accord the end user whom the application screen
represents. The system may alternatively observe user behav-
ior and then modify the application screen accordingly. That
is, the system can increase the weight of a taxonomy tag
frequently spotted in the user’ s questions during the autoconw
textualization segment of the retrieval process. Finally, the
business context of the interaction. including the application
screen. can create an implicit profiling which drives the
retrieval. For example. a particular web page or email address
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from which. or to which a question is entered into the system
may implicitly add taxonomy tags to the user’s question. This
particular kind of implicit profiling is typically transient in
that it only modifies the current interaction, but does not
change the data in the application screen.

[11 one embodiment of the present invention, the system is
capable of using customer profile information described
above to push content to interested users. More specifically.
when new knowledge containers 20 enter the system, the
system matches each against each customer‘s profile tax-
onomy tags 40 in the associated the application screen.
Knowledge containers 2!} that match customer profiles sulfi-
ciently closely with a score over a predetermined thresh-
old—are pushed to customers on their personal web pages.
through email. or via email to other channels.

‘lhe type ofprefercnces generated front a goal is controlled
by the dialog designer. Similarly to constraints. positive pref-
erences are generated from the accepted nodes and negative
preferences from rejected nodes. An arbitrary predicate can
apply to preferences to define the set of nodes as desirable or
undesirable. Unlike constraints. all preferences are added to a
common pool. with no boolean logic associated with them.
This follows from their use in ranking rather than as set
operators.

Constraint and preference types are set per goal so that
accepted and rejected nodes ofdi fferent goals [from different
taxonomies) can have different elfwts on a particular dialog.
For example. consider a Vendor‘s and SymptomObserved
taxonomy. lfa user indicated that the symptom they observed
was “garbage text prints “ and they have an 1113 printer. the
user would not be interested in seeing any document about
printing problems other than garbage text being printed. At
the same time, if the problem can be general to any printer,
they would want to see documents that describe resolutions
non-specific to HP printers. Therefore. different constraints
should be generated from the two goals.

D. Confirmed Nodes

Front the point ofview ofdialog engine 232, a dialog with
a user involves the process of arriving at the set of nodes that
best describes the user’s infomtation need. Confirmed nodes
are these nodes whose relevance to the user’s infomtation

need has been established. 'l'hey capture in formation that is
known about the user’s information need at each point in the
interaction. Continued nodes are established based on: user

selections on the screen: relationships in the domain encoded
via triggers: automatic confirmation of topic spotter nodes;
automatic confimtation ofuser preferences: and the front end
graphical user interface (GUI). Discovering the best set of
concept nodes will cause the preSentation to the user of that
set of knowledge containers that is most likely to contain a
problem resolution. Three distinct states of confirmed nodes
are recognized:

A node known not to be relevant to the user’s infomtation

need. is referred to as irrelevant or rejected—one
instance of such a set is an irrelevant taxonomy:

A node that may or may not be relevant is marginal: and
A node that is known to be relevant is termed accepted and

we refer to the set of accepted nodes.
I. Goals

A goal in the context of the present invention indicates the
information requirements for the next step in the interaction
and the guidelines for eliciting the information from the user.
Creating a goal in a taxonomy: (I) signals that the domain of
the given taxonomy is relevant to the interaction; (2} it iden—
tifies the information needed: (3) provides guidance on how
best to elicit needed information from the user; and {4) estab-
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lishes how to deal with uncertainty arising in the process of
infomtation gathering. 'l‘his builds on a basic observation that
in a dialog, specific information becomes relevant only in
certain circumstances. For example, in a dialog for trouble-
shooting printers, the type of network between the computer
and printer is only relevant once it is established that there is
a problem in conmtunication between the two devices. An
important innovation of the mechanism is that it allows the
dialog engine to pose a question only once it has become
relevant (but without requiring a complete case-based analy-
sis).

In one embodiment of the system only one goal can be
created in a taxonomy. [11 another embodiment. multiple
goals can be created in a taxonomy. where each goal repre—
sents a target set of concepts in a context. For example, the
I-lW Vendor Taxonomy 330 (FIG. 6) may be needed multiple
times—to establish the vendor of the printer. the printer
driver. and software that is used for printing. In this example.
the context for each goal in the taxonomy will be the device
whose vendor the system is trying to identify. Thus. the con-
text ofa goal can be represented by the concept node whose
trigger created the goal or as the taxonomy in which the
concept node is located.

Once dialog engine 232 creates an initial set ofgoals (target
nodes and focus nodes) based on the subject matter of the
user’s inquiry. it begins to resolve the goals. The process of
goal resolution is one oflaxonomy traversal, going from more
general concepts at the root to more specific concepts closer
to the leaves ofthe taxonomy graph. Advancing a dialog from
one node to the next advances the focus of the goal. it causes
the triggers associated with each node to be evaluated and it
causes constraints to be generated. A goal is considered
resolved when a target set ofconeept nodes is reached during
a traversal. when dialog engine 232 receives an answer from
a user. it identifies one or more goals for the dialog, based on
the dialog engine’s current understanding of the user’s
response. Dialog engine 232 improves its understanding of
the user’s initial question by conducting a multi-step dialog
with the user. Based on the user’s responses to follow-up
questions. the dialog engine is liirther able to focus its analy-
sis of the user’s response (i.e., limit the remaining sets of
concepts by creating constraints). In other words. dialog
engine 232 seeks to describe the user‘s information request in
more and more detail by mapping user responses to concept
nodes in the goal taxonomy.

FIG. 11 further illustrates the goal resolution process in
accordance with an embodiment of the present inventionAs
shown in FIG. 1], the subsequent selection of a new concept
node by dialog engine 232 proceeds as the user answers
questions posed by the dialog engine. As shown at 1110,
when the user answers “eggs" in response to the question
“Which ofthe following would you like to get,“ the goal ofthe
dialog proceeds from the “Breakfast“ node to the “eggs"
node. Similarly. in 1120 when the user answers “scrambled"
in response to the question “How would you like your eggs
prepared.“ the goal of the dialog proceeds from the “eggs”
node to the “scrambled" node 1130. In this example, the
nodes selected are confirmed nodes since they represent
nodes whose relevance to the user’s information need has
been established.

In an etnbodiment where each goal is tied to a particular
taxonomy, the target set ofconcept nodes is a function of that
taxonomy. The target set can also be defined in any of the
following ways:

All leaf nodes in the target taxonomy;
Any node or set ofnodes in the target taxonomy designated

explicitly by the dialog designer,
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Any node in the target taxonomy that is at or below level K
in the tree:

Any node in the target taxonomy that is K or fewer levels
below a subgoal focus node:

Any set o foodes in the target taxonomy that can be defined
by any taxonomic distance function from a node speci-
fied by the dialog designer; and

Any set ofnodes in the target taxonomy that can be defined
by a non-taxonomic-distance function from either the
root node of the goal or from a node specified by the
dialog designer. such as document overlap among the
nodes. or similarity of vocabulary of documents at the
nodes.

A goal may be resolved positively or negatively. A goal is
resolved positively when one. some. or all (depending on
what the dialog designer specified) of its target concept nodes
are confirmed as accepted. A goal is resolved negatively when
all of its target nodes are confirmed as rejected or constrained
to be unavailable. or when its taxonomy is declared irrelevant.
In the process of goal resolution the system traverses the
taxonomy graph typically going from more general to more
specific concepts. The process of choosing one path over
another is sometimes diflicult. particularly if there is uncer-
tainty as to which branch applies or when multiple branches
are relevant. It is a good practice during taxonomy building to
avoid branches that are likely to be difficult to choose
between, but it is not possible to avoid the issue entirely.

[f such a situation occurs. and the user chooses multiple
nodes at a branching point. the dialog engine will create
multiple subgoals fora goal. Subgoals oi'a goal are a mecha-
nism to deal with uncertainty or multiplicity of the interac-
tion. Resolution ofeach stibgoal will be pursued in parallel by
the dialog engine until the conditions are reached that resolve
the parent goal of the subgoals. In fact, the system uses
properties ofsubgoals in the process 0 {goal resolution. so one
subgoal is always created. Subgoals are identified by the node
that represents the most detailed information. This node is
referred to as focus of a subgoa]. In the process of goal
resolution, the focus is typically advanced along the edges of
the taxonomy graph, but mayjuinp to a node (or set ofnodes)
more than one edge away from the previous focus. Subgoals
are resolved when their foeus reaches the target set ofconcept
nodes.

Note that the constraints generated in the course ol‘a dialog
can limit the node set available beyond the initial set specified
in the goal, and occasionally all the choices will be ruled out
rendering a subgoal unresolvable by normal means. In this
case. a subgoal is designated to be constrained away and is
treated as resolved. In the present invention, any combination
ofsubgoal resolutions may be sufficient to resolve the sub«
goal. For example, reaching any node in the target set oi'any
subgoal may be sufficient. However. ifthe user made multiple
selections and several subgoals were generated. resolving one
may not be enough to completely establish all the nodes
relevant to the user’s infonnalion request in the given tax-
onomy. In one embodiment the dialog designer can choose to
resolve a goal when:

Any one of the subgoals is resolved:
All of the subgoals are resolved: or
Some fraction of the subgoals is resolved.

This provides maximum flexibility in interpreting multiple
choices of the user.

In an embodiment where each goal is tied to a particular
taxonomy. the target set ofconcept nodes is a function of that
taxonomy. The target set can also be defined in any of the
following ways:
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All leaf nodes in the target taxonomy;

Any node or set ofnodes in the target taxonomy designated
explicitly by the dialog designer;

Any node in the target taxonomy that is at or below level K
in the tree:

Any node in the target taxonomy that is K or fewer levels
below a subgoal focus node;

Any set ofnodes in the target taxonomy that can be defined
by any taxonomic distance function from a node speci-
fied by the dialog designer: and

Any set ol‘nodes in the target taxonomy that can be defined
by a non-taxonoinic-distance function from either the
root node of the goal or from a node specified by the
dialog designer. such as document overlap among the
nodes. or similarity of vocabulary of documents at the
nodes.

The stibject invention also pennits the user. dialog
designer. or dialog engine to retire a subgoal or goal. The user
may not wish or be unable to answer questions posed by a
subgoal. In this case the invention provides a way to inform
the system that they do not wish to see any more questions on
the subject. The user may choose to ignore the questions
posed, in which case the system will stop showing those
questions. In one embodiment. the number of iterations a
question is generated from a subgoal in the absence ol‘a user
response before the subgoal is retired is a parameter of the
goal. In another embodiment. the parameter is a system-wide
setting. At some point in a dialog new information may
become available that will render a goal irrelevant. Dialog
designer can trigger an action to retire a subgoal or a goal in
this situation.

This description discusses the process of goals and subgoals
advancing interchangeably. with the understanding that
advancing a goal implies advancing one or more of its sub—
goals.

Multiple goals can be active in the system at any point in
the dialog, and the process of resolving goals may proceed
serially or in parallel. A dialog in which questions are posed
strictly sequentially may be constructed by asking a single
question per goal. Such a dialog however. does not typically
correspond to a natural. friendly. and ell'icient interaction.
Posing questions in parallel. on the otherhand. allows the user
to answer relevant questions and simply ignore irrelevant
questions. Until resolved. a goal is referred to as active.

F. Root Nodes

Creating a goal signifies that the goal taxonomy is of re]—
evance to the interaction. The root node ofthe goal serves as
the starting position in the taxonomy for intomiation elicita-
tion-— it is the focus node in the first dialog iteration that
incorporates that goal. For example, assume a vendor tax-
onomy exists in a knowledge map that represents various
hardware and software vendors (see FIG. 6]. Further. suppose
that during a dialog the system establishes that the user’s
problem relates to improper color printing by the printer. It
may be important at this point to establish the vendor of the
software the client is using. since color rendering may be
handled differently by different programs. The situation war-
rants creation ol'a goal in the vendor taxonomy that seeks to
identify the software vendor. In an intelligent interaction. the
question to be asked would be more specific than the one
generated from the root of the vendors taxonomy. To support
such an interaction, when creating a goal for vendor, the
dialog designer should specify software vendor as the root
node.
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G. Nodes Returned by Autocontextualization
The dialog engine can derive information from text that is

typed in by the user. This process ofderiving data is one ofthe
many ways in which the dialog engine gathers information.
All the text the user provides to the system is autocontextu-
aliacd against the taxonomies in the knowledge map. This
results in topic spotter nodes that represent the system’s
understanding of the user‘s input. Unlike confinned nodes
(discussed above). topic spotter nodes cannot automatically
accepted as true since there ia always the possibility that
dialog engine 232 tnisunderstood the user’s input. Nodes
returned by autocontcxtualization (topic spotter nodes) are
verified by asking a follow-up question to confirm dialog
engine‘s understanding ofthe user‘s input.

1-1. The History of the Interaction (Inputs, Events, Actions.
and Outputs of Previous Iterations)

In one embodiment, the history of the traversal in the
process ofresolution is stored in a subgoal as a list ofaccepted
and rejected nodes. Keeping such history is an important
feature of the dialog system. since it allows the end user to
undo her previous answers if the need arises. The list of
accepted and rejected nodes is also important for generating
constraints and preferences based on user information that
will help to better define the concept space relevant to the user
query (and thus limit the document set retrieved and alTecl
future dialog iterations). Finally. storing infomiation about
the path of the interaction up to the current point allows the
dialog engine to base future decisions on the complete history
ofthe interaction, not simply the current state.

In operation, dialog engine 232 records the interactions
between dialog engine 232 and the user for future analysis.
These logs may be stored either as structured log files. or as
data within a relational or other type ofdatabase system. The
logs can record any andfor all aspects of the dialog engine‘s
interactions with users. including but not limited to:

User’s names. associated concept-node tags and their
strengths from the user‘s profile (which may include
information about user‘s interests. user’s business rela-

tionship with the company providing the dialog engine.
user‘s entitlement level. user‘s experience level with the
company‘s products or services, products the user owns
or has shown interest in the past, etc). and associated
meta-data, for the user involved in each dialog;

For each iteration ofeach dialog, all of the pessihle inputs
entered by the user. including textual input. responses to
questions that involve selecting concept-trodes.
responses to questions that involve entering text or other
types of information, selection of actions. escalation,
selection of documents for viewing, selection of pack—
aged or parameterixed question; selection of going
“back" in the dialog to a previous point to start over or to
re-select inputs for a particular iteration or follow-up
question:

For each iteration ofeach dialog, the response returned by
the dialog engine, including follow~up questions pre~
sented to the user, choices presented for each follow—up
question. documents presented, parameterized ques-
tions presented, etc; and

For each iteration of each dialog, any and all relevant
information about the dialog engine‘s internal state and
processing. which may include goals created, goals
resolved and how they were resolved. concept—nodes
identified automatically by text classification ofa user‘s
question or other similar tneans, triggers and other
actions executed, the membership of the set of con-
finned concept-nodes; the set of automatically-identi-
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lied (text classified or “topic spotted") concept nodes;
the set of dialog preference concept-nodes: the set of
user's preference concept-nodes; constraints that are
applicable to the dialog; etc.

These logs provide an extremely rich source of feedback
about usage of dialog engine 232 and the success of the
knowledge map and dialog control information within the
dialog engine in leading users to documents and other types of
resolutions to their questions.

The present invention further provides a logging capability
in which:

Users may be logged not just with an ID but with all the
concept-node tags and meta-data that represent what’s
known about the user. This allows analysis of the log
broken down by users with particular properties:

Logging records each of the steps within a multiple-step
dialog interaction with a ttser. as opposed to simply
separate actions (clicks and queries). The dialog engine
thus logs series of interactions in coherent groups that
can be analyzed together. In addition. these series allow
sequential analysis of user‘s actions. For example, the
present invention can analyze not just how many times
users took the action of. say. escalating their problem to
a human custotner service representative. but what dia-
log sequences and user properties most often lead to
escalation: and

All logging is done in “semantic" terms that is. concept-
nodes within taxonomies. These taxonomies and con—

cept—nodes represent dimensions and concepts that are
relevant to the company providing the dialog engine’s
business. As opposed to normal world-wide-web log-
ging. which simply provides undifferentiated “click”
data. this concept-based logging allows analysis of the
interaction data based on concepts that are truly relevant.
as opposed to “syntactic". surface infonnation such as
word frequency of words typed into a query box.

Once the data has been collected. reports can easily be
generated against the logged data that will provide answers to
questions such as:

Which types of users are easily finding answers to their
questions concerning concepts in a particular tax-
onomy? (In a diagnostic environment. for example, this
might be “Which types of users are easily finding
answers to their questions about what products and what
symptoms they are having with those products-P")

Which types ofusers are not finding answers to their ques-
tions concealing concepts in a particular taxonomy? Of
those. which are quitting (simply leaving the dialog
engine interaction): which are escalating to human cus—
totner service representatives; which are starting over
with new dialog interactions; which are examining large
numbers of documents returned by the dialog engine to
“by hand" find the one(s} that address their questions?

Which areas or concept-nodes within taxonomies (or
groups of such] have an appropriate amount of content!
documents tagged against them such that it is propor—
tional to the amount of user questions or issues being
seen in those areas or concept—nodes and. conversely,
which areas do not have enough content to support the
volume and range of users‘ questions or issues?

Which areas or concept-nodes within taxonomies (or
groups ofsuch) are experiencing high volume. or chang-
ing volume (spiking up or down over time) ofuser ques—
tions or issues?

In some embodiments, the dialog engine or a separate piece
ofsoftware may provide a way to visually examine taxonomy
and concept-node based breakdowns of analyzed or aggre-
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gated logging data over all time. or over particular selected
time periods. This visualization is performed by displaying
the structure and concept-nodes of one or more taxonomies
visually and with each concept-node. providing a visual cue
that indicates the value of the analyzed or aggregated logging
data point being reported. for that concept-node. The visual
one may be. for example. displaying the concept-nodes in
different colors (eg. red may mean a low value, green a high
value. and the range of colors in between representing litter-
mediate values): or by displaying a numeric value next to each
concept-node; or by displaying one or more icons next to each
concept node (e.g. a small. medium. or large stack of quesv
tion—mark icons to represent query volume at each concept—
node). This type ofvisualization can be very useful because it
allows a dialog designer to get an overall view of the activity
or aggregatedfanalyzed values across a whole taxonomy or
set of taxonomies at once. The visual cues allow a person to
very quickly identify the areas of taxonomies that may war-
rant liirtlter attention or analysis.

[11 someembodiments, “repor1ing wizard” software may be
available that can execute a large number ofdifferent useful
logging data analyses. over all time or over specific tittie-
frames of the dialog engine's use. and then use selection
heuristics to select and present a dialog designer or other user
with a listing ofthe most “interesting" set ofreports. based on
the selection heuristics. Typically. the selection heuristics
would select reports that were very different from the norm of
a family of similar reports, or that indicate areas where users
are not effectively finding good resolutions to their questions
or issues during their interaction with the dialog engine. For
example. the selection heuristics may try to identify types of
users and types of questions (both based on concept-node
information. of course) in which users are asking large num-
bers ofquestions relative to the norm. but are also experienc-
ing a large number ofeither start—overs or escalations relative
to the noun. Similarly. the selection heuristics may try to
select reports showing areas where there are “spikes" in user
questions. or where the knowledge map is tuiderpopulated
with documents to address the volume of user questions.
Similarly, the selection heuristics may try to select reports
showing frequently asked questions (again, generally in
terms of concept—nodes. and possibly user types) that take
users multiple iterations to find documents.

In some embodiments. “reporting wizard” software can go
one step further. and based on its (generally heuristic) analy-
sis of the interesting reports it has selected. can propose
changes to the dialog designer or other maintainer of the
knowledge map and dialog control information that may
improve the experience of users of the dialog engine. For
example. the reporting wizard software may analyze the
report showing frequently asked questions that take users
many iterations to find documents and propose the creation of
a new “parameterized question“ that could be presented in
applicable situations in earlier dialog iterations. so that users
can more quickly get to the documents that resolve these
types ofcomrnon issues.

In some embodiments. the dialog engine can contain a
module that performs various kinds ofanalysis ofthe logging
data. in order to change the future behavior of the dialog
engine and better customize dialog to a particular user based
on prior usage. This feedback-based learning module may use
a variety of statistical and machine-learning techniques to
learn any of the following:

long-term user preferences for a particular user.

Common dialog control information (triggers). including:
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Relationships between concept nodes in different
regions of the knowledge map (triggers confirming a
node):

Relevance of taxonomies based on confiniied concepts
[triggers creating goals or addingr’removing taxono-
mies); and

Commonly targeted information (parameterized queries
(PQSD.

Long term user preferences. discussed above. can be
learned not only by observing the selections a particular user
makes during the dialogs she engages in. but also by compar-
ing behavior of di [Terent users seeking the same information
(as evidenced by common set ofconcepts confirmed, similar
documents viewed. actions executed andt‘or parameterized
queries (PQs) chosen). Learning dialog control infomtation
involves analyzing the progression of various dialogs to
extract correlations between sets of confirmed nodes and

other confinned nodes. The tags of the documents viewed by
the user are o [particular interest since they represent areas of
interest to the user. learning control information involves
discovering ways to guess earlier in the dialog what distinc—
tions will be most useful for reaching a narrow answer set as
quickly as possible.

In one embodiment ofthe subject invention. it is envisioned
that the system could log the data. apply known machine
leaming techniques. and feed analysis back into the system to
provide a mechanism by which the system “learns“ from prior
user query patterns. In another embodiment, the feedback—
based learning module learns a mapping from selected user
profile data {including meta-data and concept-node tags) and
confirmed or preferred concept-nodes to other preferred con-
cept-nodes. In other words. this map indicates. for users with
given properties. at a given point or points in a dialog. what
other concept-nodes may be considered as “preferred“ by the
dialog engine for its next response(s]. This learning is based
on a statistical analysis ofprevious usage that analyzes users’
document selections. The concept—node tags of the docu-
ments. the users’ properties. and the confirmed and preferred
concept-nodes within the dialog iteration where the doctr-
ment was selected. plus the satne information for iterations
prior to the document‘s selection. are all inputs into the learn-
ing module that learns the mapping described. In yet another
embodiment. the feedback—based learning module learns
points at which triggers could be inserted. This leaming is
based on a statistical analysis ofpreviotts usage that analyzes
users' traversal paths and success rates (as measured. for
example. by selecting a document and subsequently exiting
the dialog). Concept nodes A and B in distinct taxonomies
that co~occur on many traversal paths of successful dialogs
such that A occurs before B might be candidates for a trigger
from A to B. in still another embodiment. the feedback—based
leaming module leams mapped parameter-land queries (PQs)
and the set of nodes that must be confirmed to trigger the
display of the parameterized query (PQ). This learning is
based on a statistical analysis ofprevious usage that analyzes
confirmed nodes. document selections. and success rates. and
looks for occurrence ofa set of confirmed nodes and a par—
ticular document selection in litany successful dialogs.

Any and all of the following information sources may be
used by the learning module:
confirmed (accepted and rejected) concepts:
questions ttser chose to ignore in the course ofa dialog;
questions user explicitly declined to answer;
documents viewed in the course of a dialog:
PQs selected in the course of a dialog;
actions executed in the course ofa dialog:
tags of the documentsll’Qs viewed;
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information about the length of time the user spent on
particular documents viewed; and

final outcome of the dialog interaction.
Now that the major elements of the present invention have

been introduced, the specification will now describe the pro-
cess performed by dialog engine 232 as it resolves a user
request for information. Each separate cycle of system ques—
tionand user answer is referred to as a dialog iteration. During
a typical dialog, dialog engine 232 will support multiple
iterations. In each iteration. dialog engine 232 analyses user
inputs up to that point in the dialog and presents the user with
new questions. documents and actions (e.g.. contact a cus-
tomer service representative). That is. the dialog engine
inputs concept nodes (among other things). updates its state
with new constraints (limit the available concept nodes) and
preferences (modify the ranking of nodes and documents).
and outputs resolutions and new questions to the user. The
user can choose to accept one of the resolutions or continue
the dialog by answering more questions. In essence. the
user’s answers create additional constraints and preferences
that further limit and rank the space of available concept
nodes in a knowledge map. Discovering the best set of con—
cept nodes will cause the presentation to the user ofthat set of
knowledge containers that is most likely to contain a problem
resolution.

In one embodiment of the present invention. a multi-step
dialog begins with the user of the system entering via either
boxes where they can type text. or selection lists of possible
choices, a combination of:

a) query text (possibly added to the query text from a
previous step).

b) desired administrative meta-data values; e.g. desired
date ranges for creation-date o fknowledge containers to
be retrieved,

c) taxonomy tags and weights (perhaps segmented for ease
of entry; e.g. “Very relevant”. “Somewhat relevant".
“Not relevant”) to be associated with the question:

d) taxonomic restrictions. used as described above (with
respect to retrieval techniques) to limit the areas of tax-
ottomies from which response knowledge containers are
drawn: and

e) User preferences.
All the sources of information available to the system are

used in the process of advancing a subgoal. The advancing
mechanism can make use of aut‘ocontextualization infonna-

tion, user preferences, contimied nodes (e.g. infonnation
already verified in the course of interaction up to this point),
nodes explicitly specified by the dialog designer, or any other
information source available. Since it is assumed the under—

lying information need of the user does not change in the
course ofa single dialog, the dialog engine can always use
confim'red nodes to advance goals. However sometimes other
information can not be fully trusted. In particular. autocon-
textualization. being an automatic process. can make mis-
takes. Therefore it may not be safe to assume that correct
concept tags have been extracted from the query. User pref—
erence information, though human—entered, may be outdated.
For example, it may state in user’s profile that they own a
black-and-white BP 1.,aserJet printer. However in the course
ofthe interaction their problem was established to be that of
color printing. Clearly. previous printer information is no
longer relevant. Thus, whether or not subgoal focus is
advanced to a concept because it appears in user preferences.
autocontextualized nodes. or other source of node inforrna—

tion is governed by a goal parameter whose value is set by the
dialog designer. This approach provides maximum flexibility
by allowing the use of precisely as much information as
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appropriate in each situation. In addition, another goal paramn
eter governs whether or not the user is asked to verify the
conclusions inferred by the system.

One additional source of information in the system are
newly created goals. It may happen that a goal is created in a
taxonomy where another goal already exists. If the goals are
created in the same context. the new one can contain addi—
tional information that was not available at the first time the

goal was created. For example. if a goal was created in the
Diet taxonomy (FIG. 12) rooted at the top level in the Veg-
etarian node and later on a new goal rooted at Menu is created,
the system should take into account that the user wishes to
order breakfast, notjust any vegetarian meal, is relevant to the
problem at hand. Thus. the focus ofthe sttbgoal in the Menu
taxonomy is moved to Pancakes. The process of combining
information contained in two goals in the same taxonomy is
called goal unification. Goa] unification considers the root
nodes of the two goals in question and the focus(es) of the
older goal. Three cases are possible:

A locus ofthe existing goal is below the root of the new
goal—in this case the existing goal already contains
more specific concept than the new one. so no new
information is used;

The root of the new goal is below a focus of the existing
goal—in this case the new goal gives more specific
concept node information. and the focus is advanced
down to the root of the new goal: or

The root ofthe new goal is not in the path ofthe root ofthe
existing goal—in this case the new goal deals with a new
region oftaxonomy that has not yet been explored and a
new subgoal is created to explore that region.

As mentioned above. dialog engine 232 generates follow-
up questions to the user in the process of resolving active
goals. The type ofquestion to be generated can be specified by
the dialog designer. The answers to these questions advance
the state of the subgoal to a new location in the taxonomy—
e.g. change the focus of the subgoal. Changing the focus ofa
subgoal may be by path traversal within the knowledge map
(e.g.. the focus may change from parent node to child node).
Autocontextualiration can be used to jump to a specific place
in the taxonomy and the dialog designer can explicitly specify
a place to jump to. In any event, the node—to—node path taken
by dialog engine 232 from the focus node(s) to the target
node(s} heavily depends on user responses to system ques—
tions. For example, a selection algorithm may be applied to a
focus node, I” to produce a set ofconcept nodes, C which are
associated with a question posed to the user (or to the appli-
cation screen). If the user (or the screen] responds to this
question. the response is mapped to one or more members, M
ofthe set C. These members, M. become the focus node, F in
the set of focus nodes for the next dialog iteration. As
described below, the target nodes may also change with each
dialog iteration.

The dialog engine 232 may then create a new entry screen
for the user that represents the system‘s response in this step
of the dialog and allows the user to enter their next query in
the conversation via various entry areas on an application
screen. This response can include one or more of:

(1) Knowledge container results: a list of zero or more
knowledge containers that the system considers possible
“answers" or highly relevant information to the user‘s
question. These can be presented as clickable links with
meta-data indicating the knowledge oontainer‘s title.
synopsis, dates, author. etc.. where clicking will lead the
user to a screen presenting the full content ofthe knowl—
edge container: alternatively. if the system has one or
more knowledge containers that it believes with high
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confidence will serve as answers to the user’s question,
it can simply display the full content of those knowledge
containers directly.

(2) Follow-up Questions: In order to advance a particular
dialog. tollowwup questions are generated based on the
current state oft'he dialog. As shown in I“ [(3. 13, there are
four categories offollow-up questions (clarifying ques-
tions. document questions. text questions. and param-
eterized questions). The invention analyses the dialog
state at each iteration of a dialog and uses that infonna-
tion to determine what types of follow—up questions to
generate and what choices to offer the user in each
question instance. The dialog state may be viewed as
having several different levels of specificity and the
invention provides the dialog designer with the ability to
generate different question types appropriate to those
various levels. Depending on the characteristics of the
taxonomy in which a goal is being resolved and position
of a focus node within that taxonomy. the dialog
designer may be provided with various means of deliri-
ing which choices to offer to the user. By determining
which choice options the user is presented with. the
dialog designer controls the pace and direction ofmove-
merit of the subgoal focus and the creation of new goals
in other taxonomies.

There are three levels of specificity that provide the dialog
designer with a point at which to define follow—up questions:
(1) the focus node level: (2) the active taxonomy level: and (3)
the continued node state level. liach ofthese levels provides
a different starting point for applying a selection algorithm
(discussed below) to the surrounding taxonomic landscape
for identifying a set ofnodes. It is important to note that not all
selection algorithms are appropriate for every level of speci-
ficity. Selection at the focus node level starts front a single
node. the current subgoal focus node. This view could include
the focus node‘s parent. siblings and immediate children.
Depending on the selection algorithtn’s distance metric, the
selection set will most likely be limited to nodes within the
current goal‘s taxonomy. In contrast. the selection at the
taxonomy level starts from the entire set of nodes in a tax-
onomy. Selection at the continued node state level starts from
the confirmed node set. At this level. the dialog designer
‘sccs’ the state of the dialog as a set of nodes that the user has
explicitly selected or has implicitly identified through the
autocontextualization ofuser inputs. Various embodiments of
the invention would define follow-up question types that are
specific to each ofthese levels ofspecificity. Each of the levels
of specificity allows the invention to apply a selection algo~
rithm to a particular set ofconcept nodes which can be offered
to the user. Many criteria could be used to determine the exact
set ofnodes available to be included in a selection set. Among
these are:

Taxonomic heartless—Nodes are selected on the basis of
traversal distance from the focus node with nearer nodes

being preferred over more distant nodes.

Dialog designer selection—A means is provided for the
dialog designer to select nodes for inclusion in or exclu—
sion from selection sets. The latter represents a special
case. in that the dialog designer should have the ability to
designate certain concept nodes as being invisible for the
purposes of generating a selection set. These invisible
nodes serve as taxonomic structural elements but would

be meaningless to the user as a selection in a selection
set. Such a node has all the normal characteristics of a

standard concept node except for visibility in selection
sets.
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Knowledge container (KC) tag overlap—The set ofknowl-
edge containers still available for selection provide a tag
set that can be used to generate a selection set. ln one
embodiment, that set is analyzed for tag overlap. mean-
ing those tags are preferred which occur in the greatest
number of remaining knowledge containers (KCs) and!
or have the highest cumulative tag weight. In another
embodiment, when the remaining knowledge container
(KC) set is sufficiently small, the selection set is the
entire set of nodes tagged to those documents. Other
possible selection criteria include nodes with tags into
the remaining knowledge containers (KCs) that are clos-
est to a subgoal focus as measured by some distame
metric or that set of concept nodes tagged into selected
clusters of knowledge containers (KC5).

Vocabulary similarity—Those nodes are selected whose
vocabulary (tertn set) is most similarto the focus node's
vocabulary.

Previous displaylconfirntation status In general. it is
desirable to not redisplay selection choices that have
previously been offered to the user or have been con—
firmed by user selection or some other means.

In one embodiment of the invention, classes of follow-up
questions will be implemented that embody various combi-
nations of specificity levels and selection set choice criteria.
As a general rule, a particular class of follow-up questions
would be defined at one level of specificity and provide a
single selection set defined by one or more criteria. In another
embodiment. a class of follow—up questions would include
multiple levels of specificity and present the user with mul-
tiple selection sets in a single instance of a follow-up ques-
tion.

In another embodiment, the dialog designer is provided
with the ability to define a class of follow-up questions at the
focus node level called clarifying questions (CQs). Clarifying
questions (CQs) represent the most basic follow—up question
type and would be the type seen most frequently by users.
This would be the default question type generated from a goal
if another question type is not requested by the dialog
designer. These clarifying questions are constructed in a vari-
ety of ways:

a) Taxonomy selection: Users may be asked to indicate
which of the returned taxonomies are relevant or irrel—

evant to the question at hand. For example. referring to
HG. 14, there is shown a typical user interface 1700
comprised of four “buttons" 1710—1740. When the user
presses the taxonomy selection button 1710. the user is
presented with taxonomies 1750 ~177l}. The system may
then ask the user if geographic considerations (as an
example) are an important aspect ofthe user‘ s question.
based on tagging the question via autocontextualization
to a geography taxonomy. The user’s response to this
type ofquest ion is added to the taxonomic restrictions of
the user‘s question, resulting in the system discarding
taxonomy 1770. which leads to a more precise response
in the next round of the dialog:

b) Concept—node selection: Similar to region selection and
adjustment. the application screen can allow users to
select concept-nodes to add. remove. emphasize, or de-
emphasiae. The screen can display. for example. the
concept-nodes returned by the system. along with pos-
sibly parent and child nodes. for selection. The user may
choose to eliminate or add nodes from consideration.

These can either be cast as restrictions—eg. “My ques—
tion has nothing to do with this concept“, require—
merits -“My question is specifically about this concept
(or its sub-concepts)", or preferences “Emphasize or
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de~emphasize this concept". Restrictions and require-
ments are added to the taxonomic restrictions of the

user's question for the next round of the dialog; prefer-
ences are added to the taxonomy tags passed in with the
user‘s question for the next round of the dialog: and

c) Terminology selecnon: The system may use the auto-
contextualization process to select a list of “related ter—
minology" and present the list to the user. who may
select one or more of the terms listed to be added to the

question text. Clarifying questions (CQs) are specific to
the subgoal focus level.

[none embodiment. a clarifying query ((70) is displayed as
a text string and a list box offering a selection of concept
nodes. The list of nodes presented to the user includes the
taxonotnic neighborhood of the subgoal focus minus any
confirmed nodes and any nodes that have been previously
offered as choices to the user. The dialog designer has the
ability to define the text string for each node to be displayed
as that node‘s designator in a clarifying query (CQ) list box.
If the value isn‘t defined, the node’s description is used.
Selecting a node from this list confirms that node and
advances the subgoal focus to that node. It may also resolve
the goal. depending on goal type and the taxonomic location
of the selected node. The relative position of a subgoal focus
witltin the dialog state provides one other criteria which can
be used by the dialog designer in defining follow-up ques-
tions. The beginning and end of goal resolution are poten-
tially unique cases because they may have abnormally large
or small selection sets using the abovetnentioned possible
criteria for set inclusion.

[n the case where the selection set may be abnormally
large. another follow-up question type. referred to as a text
question (TQ). can be made available that allows the dialog
designer to avoid displaying that selection set to the user. A
text question (TQ) is intended for use in locations within a
taxonomy where simply listing a node’s neighboring nodes
(as would be done with a clarifying query (CQD would make
for an overly long selection list or might require several
iterations ofa dialog to get information that might be obtained
by a single answer from the user. Like a clarifying query
[CQ]. a text question (T0) is specific to the subgoal focus
level, but in the place ofa selection set. the user is given a text
box and is prompted to type in the desired selection. For
example. if the dialog designer would like to ascertain what a
customer would like to order in a restaurant, rather than list
the huge selection ofpossibilities from the menu. the user can
simple be prompted to type in their selection. The user‘s
response is autocontextualizcd within the goal’s taxonomy
and all current constraints are applied. Any tagging outside
the set ofconcept nodes ofinterest is ignored. Referring now
to FIG. 15. it is illustrated that rather than presenting the user
witlt a list ofpotentially hundreds ofmenu items, the user can
type in hi s or her menu selection and thus answer the question
in one iteration ofa dialog. lftlte user‘s response autocontex-
tualizes to a known menu item. that information points the
dialog to the correct subgoal focus. Nodes identified by auto—
contextualization may become continued. If, however. the
user‘s response is not recognized by the autocontextualizer.
the text question (TQ) would be folloWed by a standard clari-
fying query (CQ) listing all the possible next choices. Regard-
less of whether the user’s typed entry autoeontextualizes
successfully, follow-up questions will be generated until the
target set ofconcept nodes is reached.

Claryiiying questions (CQsJ are a simple means ofadvanc—
ing the focus ofa subgoal towards resolution, advancing the
focus one taxonomic level at a time towards a resolved state.

In some cases, this doesn‘t give enough power or flexibility to
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the dialog designer. One such case is when the user has
advanced a subgoal focus to its resolution and user wishes to
continue the dialog. In one embodiment, the dialog designer
will be provided with a follow-up question type that defines
its selection set from the concept nodes tagged to the remain-
ing document set (that is, nodes tagged to those documents
that abide by constraints in the existing constraint set).
optionally restricted to those concept nodes within the goal
taxonomy. This type of follow-up question is known as a
document-based question (DQ). As shown in FIG. 1 6. a docu-
ment-based question (DQ) presents the user with choices.
based on the knowledge containers (KCs) remaining.

In many cases, a site will contain a small set of knowledge
containers that address a large percentage ofthe problems that
bring users to that site. In one embodiment. the dialog
designer will be able to define follow-up questions which
allow the user to go directly to any relevant members of that
set ofparticularly useful KCs. These are known as parameter-
ixed queries {PQs}. Parameterized queries (PQs) relate to the
current state of the dialog as a whole. as defined by the set of
confirmed nodes. At the end of each cycle of a dialog pro—
cessing. the current set of confirmed nodes is used to select
those parameterized queries {PQs} which best match the dia-
log state. Depending on the set of defined parameterized
queries (PQs) and the state of the dialog. the set of matching
parameterized (PQs) may well be empty. Referring to FIG.
.17. it is shown how a paranleterized query (PQ) can provide
a shortcut to resolving a goal by presenting the user with a
previously prepared or cached question.

Specifically because parametcrized queries (PQs) relate to
the dialog state as a whole, they provide a means by which the
dialog designer can provide a shortcut to a possible resolu-
tion. Thus, in cases when one or a small number ofresolutions
(as embodied by a particular set of displayed knowledge
containers) occurs frequently after a dialog has ‘passed
through’ a certain state. the dialog designer has the option by
means ofparameterized queries (PQs) ofallowing the user to
select that resolution directly whenever the dialog reaches
that precursor state. For example. for an e-service portal
(ESP) site maintained by a manufacturer of printers. it may
happen that a frequent user complaint occurs due to failure to
correctly reconnect the printer after installing a new device in
the computer. That site’s dialog designer can create a param—
eterized query (PQ) keyed to a state early in the identification
ofa printer problem that would ask the user if the problem has
these common characteristics and would. if the user selects

that question. cause the display of the knowledge containers
most directly related to that problem.

In one embodiment. two subtypes ofparameterized queries
(PQs) are defined. They difi‘er in how they act once chosen by
the user. not in how they are selected for display. The first of
these subtypes is a mapped parameterized query (I’Q), for
which the parameterized query (PQ) is mapped directly to
one or more knowledge containers. This parameterized query
(PQ) would be used when the set of knowledge containers
that would be an appropriate response to the question is
stable. But in litany cases, the set is not stable. For example. a
user of a site may want to see documents that are replaced
over time. such as quarterly financial reports. In this case.
what is needed is not a mapping to a specific document set, but
rather the generation of a question that will retrieve the cur-
rent incarnation of the desired document set. This capability
is provided by the second parameterized query (PQ) subtype.
Question parameterized queries {I’Qs).

The selection set displayed with a parameterized query
(PQ) is defined by the dialog designer to cover a known set of
valid choices. These choices would, in the case of a mapped
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parameterized query (PQ). each have one or tnore documents
directly mapped to the paranieterized query (PQ) or, in the
case of a question parameterized query (PQ). have a non-
empty retrieval set for the qttestion fonned by the concatena-
tionof the static question text and the user-selected parameter.

Parametcrized queries (PQs) are selected for display by a
process of matching the concept node set defined for the
parameterized queries (PQ) by the dialog designer and the
confirmed node set ofthe dialog state. In one embodiment, the
set of confirmed nodes in the current state of a dialog is
compared to each parameterized query’s (PQ) tag set using a
strictness measure which controls which taxonomic relation-

ships betwoen parameterized query (PQ) tags and confirmed
nodes is sufficient for inclusion in the retrieval set. This strict—

ness measure tests for parameterized queries (PQs) whose tag
set passes the current constraints and is in such a relationship
to the confinned node set that for every taxonomy represented
in the confirmed node set, a parameterized query (PQ) tag
exists that is in a path relationship (is an ancestor. descendent
or an exact match) to a confirmed node or else no parameter-
ized query (PQ) tag is tagged to that taxonomy, and, finally, at
least one parameterized query {PQ} tag tnust have that path
relationship. The set of parameterized queries {PQs) that
passes the constraint and strictness tests is ranked based on
the strength of the tag matches.

FIG. 18 is a flowchart depicting the steps performed by
dialog engine 232 as it resolves a user query. A user of the
present invention starts a dialog with dialog engine 232 by
directing a browser 132 to a designated starting web page.
This web page asks the user some initial questions. As shown
in step 1810. the user‘s responses are retumed to dialog
engine 232 in the form of a dialog request. During program
execution. a question is received by dialog engine 232 via
browser 132 on a client computing device 2 and 12. Next in
step 1820, dialog engine 232 creates initial goals through the
use of triggers. Processing then flows to step 1830 at which
time dialog engine 232 creates a response to the user that tnay
include zero or more follow-up questions. relevant docu-
ments and related concepts from the knowledge map. Dialog
engine 232 conuuunicates with a user via an application
screen associated with browser program 132. Dialog engine
232 sends its output to the application screen to be displayed
and receives responses from the application screen. The
application screen poses the questions to the user and based
on the user's response returns nodes back to the dialog engine
to begin the next iteration. Any information that the user can
provide. the application screen can be progranuned to give to
the dialog engine without any action on the user‘s part.

For example. the dialog engine could ask whether the user
is a novice or expert. An application screen designed for
novices could provide this information without posing the
question to the user. Aller dialog engine 232 receives a
response front the user, it incorporates user answers into the
state data. With the additional insight provided by the follow-
up questions. dialog engine in step 1840 resolves the goals.
Processing then flows to step 1850. where dialog engine
determines whether there are any unresolved goals. If there
are, processing flows back to step 1830. Ii'there are no more
goals remaining, dialog engine 232 retrieves the documents.
knowledge containers, actions. etc.. that satisfy the dialog
constraints. each with a raw-text-score that reflects the quality
of its match to the query text. The raw-text-score is multiplied
by a constant to produce a final text-score. Next. the docu-
ment‘s tags are matched against the tags in the various node
lists that make up the dialog state (i.e., the topic spotter or
autocontextual ized node list. the confirmed node list. the user

preference node list, and the dialog preference node list}.
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When there‘s a match. the document’s tag weight is mul-
tiplied by a constant associated with the selected node list.
and aggregated with each other value from tag matches to that
node list to produce a node-list-score for each nodewlist. The
text-score and node-list-scores are combined to produce a
final score for the doctunent. All the retrieved documents,

knowledge containers. actions. etc.. are then rank ordered by
this score and returned to the user (step 1860).

To further illustrate the principles of the present invention.
a practical example ofa dialog is provided in FIGS. 19—21.
Consider the situation that occurs when a person walks into a
restaurant to order a meal. For the purposes of this example.
assume that all service in this particular restaurant are pro—
vided by the present invention with the help of robots to
deliver “documents” (or dishes) to the customers. The goal of
this dialog is to get the right dishes to the customer. As shown
in FIG. 19, sample dialog begins when the hostess prompts
the user with the question “Yes?“ In response. the user
responds with an answer “Two for Lunch." Referring to FIG.
19, it is shown that this answer resolves one goal ofthe dialog.
That is, it identifies the correct meal. The waiter then prompts
a user with a follow-up question “We have eggs and pancakes.
What would you like?" The user‘s answer further refines the
number of available nodes by elimimtting the “Pancakes”
node 201 0 (FIG. 20) from the Transaction goal. This iterative
process continues until the dialog engine fully satisfies the
user’s requests as shown in 1'5 16. 21.

From the thregoing description. it will be appreciated that
the present invention provides an efficient system and method
for conducting a multi-step interactive dialog with a user over
a computer network. The present invention has been
described in relation to particular embodiments which are
intended in all respects to be illustrative rather than restric—
tive. Those skilled in the art will appreciate that many differ-
ent combinations of hardware will be suitable for practicing
the present invention. Many commercially available substi-
tutes. each having somewhat different cost and performance
characteristics. exist for each of the components described
above.

Although aspects of the present invention are described as
being stored in memory, one skilled in the art will appreciate
that these aspects can also be stored on or read frotn other
types 0 fcomputer-readable media. such as secondary storage
devices. like hard disks, floppy disks, or CD-ROMs: a can'ier
wave from the Internet; or other forms of RAM or ROM.
Similarly. the method of the present invention may conve-
niently be implemented in program modules that are based
upon the flow charts in FIG. 18. No particular programming
language has been indicated for carrying out the various
procedures described above because it is considered that the
operations. steps and procedures described above and illus-
trated in the accotnpanying drawings are sufficiently dis-
closed to pcrtnit one ofordinary skill in the art to practice the
instant invention. Moreover, there are many computers and
operating systems which may be used in practicing the instant
invention and therefore no detailed computer program could
be provided which Would be applicable to these many differ-
ent systems. Each user ofa particular computer will be aware
ol'the language and tools which are most useful for that user‘s
needs and purposes.

Altemative embodiments will become apparent to those
skilled in the art to which the present invention pertains with
out departing from its spirit and scope. Accordingly. the scope
of the present invention is defined by the appended claims
rather than the foregoing description.
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What is claimed is:

l. A method. comprising:
receiving a question from a user;
building a knowledge session in the context ofa knowledge

map using a plurality of input;
creating at least one goal;
presenting at least one question to the user;
receiving at least one answer from the user:
changing a session state based on the answer;
resolving the at least one goal: and
presenting feedback to the user.
2. The method as recited in claim 1. further comprising:
refitting at least one knowledge session tag.
3. The method as recited in claim 1. further comprising:
creating at least one knowledge session tag.
4. The method as recited in claim 1. further comprising:
representing the knowledge session in a markup language.
5. The method as recited in claim 1. wherein presenting at

least one question to the user comprises using a taxonomy
structure around a focus node of a goal to formulate the at
least one question.

6. The method as recited in claim 5. wherein the at least one

question comprises a list of alternatives presented to the user
to choose from, wherein the list ol‘alternatives derives from
the taxonomy structure around the focus node of the goal.

7. The method as recited in claim 1. wherein the plurality of 1
input comprises at least one ofof user entry. autocontexlual-
ization of the question from the user, user profile data, the
answer from the user. a common ground choice. browser
interactions. interactions with documents, and interaction
with graphical user interface (GUI) elements.

8. The method as recited in claim 1. wherein presenting at
least one question to the user comprises presenting at least
one question with an interaction form that comprises at least
one of a parameteriaed que . a one drill down query. dis-
criminating query and a disambiguating query.

9. A method, comprising:
limiting an interaction space in a knowledge map to rel-

evant areas with constraints;

restricting documents retumed to the user to relevant areas
in the knowledge map with constraints:

maintaining a set of available concept nodes;
generating positive constraints for accepted nodes;
generating negative constraints for rejected nodes;
uni fying positive and negative constraints in an expression

for a subgoal: and
joining expressions for different subgoals within a goal.
It). A method. comprising:
receiving a user inquiry from a user:
creating at least one goal based on the user inquiry:

10
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evaluating at least one trigger associated with areas in a
knowledge map that are relevant to the user inquiry;

posing at least one question to the user:
receiving at least one answer from the user;
confirming at least one node in areas of the knowledge map

that are relevant to the at least one ansWer:

identifying at least one goal based on the at least one
answer:

creating at least one constraint based on the at least one
answer to limit relevant areas ofthe knowledge map; and

reaching a target set of at least one node to resolve the
goals.

ll.'lhe method as recited in claim 10, further comprising:
creating at least one subgoal for a parent goal; and
resolving the at least one subgoal in parallel with other

goals, until the parent goal is resolved.
12. The method as recited in claim 10. further comprising:
if the user chooses multiple nodes at a branching point.

creating a plurality of subgoais for a parent goal; and
resolving each subgoal in parallel. until the parent goal is

resolved.

13. The method as recited in claim 10, wherein the target
set comprises at least one of: (1) all leaf nodes in a target
taxonomy. (2) any specified node or set ofnodes in the target
taxonomy. (3) any node in the target taxonomy at or below a
particular level. (4) any node in the target taxonomy that is at
a specified number of levels below a subgoal focus node or
lower, (5)2111)! set of nodes in the target taxonomy defined by
any taxonomic distance function from a specified node. (6]
any set of nodes in the target taxonomy defined by a non-
taxonomic distance function from a root node of the at least

one goal. and (7) any set of nodes in the target taxonomy
defined by a non-taxonomic distance function from a speci-
fied node.

14. The method as recited in claim 1 0, wherein reaching the
target set comprises at least one of:

accepting at least one of the nodes in the target set:
rejecting all of the nodes in the target est:
deeming all of the nodes in the target set to be unavailable:

and

deeming all of the nodes in the target set to be irrelevant.
15. The method as recited in claim 10. wherein the at least

one question posed to the user comprises at least one of: { l ) a
parameterized query (PQ). [2) a drill down query (DIJQ). (3)
a discriminating query (DO). and {4) a disambiguating query
[DAQ).


