
thesaurus vector.

context vector
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2 Related Work

A thesaurusis a data structure that defines seman-

tic relatedness between words.It is typically used in
information retrieval to expand search terms with
other closely related words. Even if a thesaurus
is not explicitly computed, the mapping performed
by query expansion implicitly defines a thesaurus.
Therefore, we will first discuss previous approaches
to thesaurus construction and then comment on

query expansion work proper.
The simplest, and perhaps most conventional,

approach to thesaurus construction is to manually
build an explicit semantic mapping table. This is
clearly labor-intensive, and hence only possible in
specialized domains where repeated use mayjustify
the cost. For example, the RUBRIC and TOPIC
text retrieval systems (McCuneet al. 1985) require
a domain expert to prepare a hierarchical structure
of “topics” (each topic is a boolean combination of
other topics and search terms) germane to a par-
ticular subject area. Searchers then employ terms
from this hierarchy to form queries that automati-
cally expand to complex boolean expressions.

Another approachis to reuse existing online lex-
icographic databases, such as WordNet (Voorhees
and Hou 1992) or Longman’s subject codes (Liddy
and Paik 1992). However, generic thesauri of this
sort will often not be specific enough for the text
collection at hand. For example, in (Voorhees and
Hou 1992), “acts” is expanded with the meaning
“acts of the apostles” in a corpus of legal docu-
ments. In addition, they frequently do not record
information about proper nouns, yet proper nouns
are often excellent retrieval cues.

Corpus-based methods perform a computation on
the text of the documents in the corpus to induce a
thesaurus. For example, Evanset al. (1991) con-
struct a hierarchical thesaurus from a computed
list of complex noun phrases where subsumption
roughly corresponds to the subset relation defined
on terms (e.g. “intelligence” subsumes “artificial
intelligence”). While this method is superior to
approaches that treat phrase terms as unanalyzed
atoms, there is no notion of semantic similarity of
basic terms. For example, the semantic similarity
of “astronaut” and “cosmonaut” is not represented
in the hierarchy.

Grefenstette (1992) and Ruge (1992) use head-
modifier relationships to determine semantic close-
ness. This solution is costly since parsing tech-
nology is required to determine head-modifier re-
lations in sentences. It is also unclear to what
extent words with similar heads or modifiers are

good candidates for expansion. For example, adjec-
tives referring to countries have similar heads (“the
Japanese/Chilean capital”, “the Japanese/Chilean
government”), but adding “Japanese” to a query
that contains “Chilean” will rarely produce good
results. Note that there are many wordsthatdistin-
guish “Japanese” and “Chilean” in terms of coocur-
rence in a sentence: “Tokyo”, “Andes”, “Samu-
rai”, etc. Grefenstette (1992) demonstrates that
head-modifier-based term expansion can improve
retrieval performance. Our goal in this paper is
to show that cooccurrence-based similarity, which
is conceptually simpler than similarity with respect
to heads or modifiers, is an equally powerful source
of information for informationretrieval.

Crouch (1990) approaches semantic relatedness
by considering the occurrence of terms in docu-
ments. Documents are clustered into small groups
based on a similarity measure that considers two
documents similar if they share a significant num-
ber of terms, with medium frequency termspref-
erentially weighted. Terms are then grouped by
their occurrence in these documentclusters. Since a

complete-link documentclustering is performed the
procedure is very computeintensive; it would not
scale to the Tipster reference collection. Further,
the central assumption that termsare related if they
often occur in the same documents seems problem-
atic for corpora with long documents. It also does
not capture the intuitive notion that synonyms do
not cooccur, but rather have similar cooccurrence
patterns. In contrast the procedure proposed in
this paper makesuse of lexical cooccurrence, which

-is more informative both qualitatively and quanti-
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tatively (cf. Schiitze 1992).
Two termslexically cooccurif they appearin text

within some distance of each other (typically a win-
dow of & words). Qualitatively, the fact that two
wordsoften occur close to each other is morelikely
to be significant than the fact that they occur in
the same documents. Quantitatively, there are on
an order of magnitude more cooccurrence events
than occurrence-in-document events in a given doc-
umentcollection. For a word occurring n times in
the documentcollection and for a definition of cooc-

currence as occurring in a window of k words, there
are nk cooccurrence events, but only n occurrence-
in-document events. If the goal is to capture in-
formation about specific words, we believe that lex-
ical cooccurrenceis the preferred basis for statistical
thesaurus construction.

Crouch (1990) constructs thesaurus classes;
words are binnedinto groups ofrelated words. This
is problematic since the boundaries between classes
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