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A source virtual machine (VM) hosted on a source server is 
migrated to a destination VM on a destination server without 
first powering down the source VM. After optional pre-copy
ing of the source VM's memory to the destination VM, the 
source VM is suspended and its non-memory state is trans
ferred to the destination VM; the destination VM is then 
resumed from the transferred state. The source VM memory 
is either paged in to the destination VM on demand, or is 
transferred asynchronously by pre-copying and write-pro
tecting the source VM memory, and then later transferring 
only the modified pages after the destination VM is resumed. 
The source and destination servers preferably share common 
storage, in which the source VM's virtual disk is stored; this 
avoids the need to transfer the virtual disk contents. Network 
connectivity is preferably also made transparent to the user by 
arranging the servers on a common subnet, with virtual net
work connection addresses generated from a common name 
space of physical addresses. 
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VIRTUAL MACHINE MIGRATION 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
This invention relates to a computer architecture, in par

ticular, to an architecture that coordinates the operation of 
multiple virtual machines. 

2. Description of the Related Art 
The advantages of virtual machine technology have 

become widely recognized. Among these advantages is the 
ability to run multiple virtual machines on a single host plat
form. This makes better use the capacity of the hardware, 
while still ensuring that each user enjoys the features of a 
"complete," isolated computer. 

General Virtualized Computer System 
As is well known in the field of computer science, a virtual 

machine (VM) is a software abstraction-a "virtualiza
tion"----of an actual physical computer system. FIG. 1 illus
trates, in part, the general configuration of a virtual machine 
200, which is installed as a "guest" on a "host" hardware 
platform 100. 

As FIG. 1 shows, the hardware platform 100 includes one 
or more processors (CPU's) 110, system memory 130, and a 
storage device, which will typically be a disk 140. The system 
memory will typically be some form of high-speed RAM, 
whereas the disk (one or more) will typically be a non-vola
tile, mass storage device. The hardware 100 will also include 
other conventional mechanisms such as a memory manage
ment unit MMU 150, various registers 160, and any conven
tional network connection device 170 (such as a network 
adapter or network interface card-"NIC") for transfer of 
data between the various components of the system and a 
network 700, which may be any known public or proprietary 
local or wide-area network such as the Internet, an internal 
enterprise network, etc. 

Each VM 200 will typically include at least one virtual 
CPU 210, a virtual disk 240, a virtual system memory 230, a 
guest operating system (which may simply be a copy of a 
conventional operating system) 220, and various virtual 
devices 230, in which case the guest operating system ("guest 
OS") will include corresponding drivers 224. All of the com
ponents of the VM may be implemented in software using 
known techniques to emulate the corresponding components 
of an actual computer. 

If the VM is properly designed, then it will not be apparent 
to the user that any applications 260 running within the VM 
are running indirectly, that is, via the guest OS and virtual 
processor. Applications 260 running within the VM will act 
just as they would if run on a "real" computer, except for a 
decrease in running speed that will be noticeable only in 
exceptionally time-critical applications. Executable files will 
be accessed by the guest OS from the virtual disk or virtual 
memory, which will simply be portions of the actual physical 
disk or memory allocated to that VM. Once an application is 
installed within the VM, the guest OS retrieves files from the 
virtual disk just as if they had been pre-stored as the result of 
a conventional installation of the application. The design and 
operation of virtual machines is well known in the field of 
computer science. 

Some interface is usually required between a VM and the 
underlying host platform (in particular, the CPU), which is 
responsible for actually executing VM-issued instructions 
and transferring data to and from the actual memory and 
storage devices.A common term for this interface is a "virtual 
machine monitor" (VMM), shown as component 300. A 
VMM is usually a thin piece of software that runs directly on 

2 
top of a host, or directly on the hardware, and virtualizes all 
the resources of the machine. Among other components, the 
VMM therefore usually includes device emulators 330, 
which may constitute the virtual devices (230) that the VM 

5 200 addresses. The interface exported to the VM is then the 
same as the hardware interface of the machine, so that the 
guest OS cannot determine the presence of the VMM. The 
VMM also usually tracks and either forwards (to some form 
of operating system) or itself schedules and handles all 

10 requests by its VM for machine resources, as well as various 
faults and interrupts. 

Although the VM (and thus the user of applications run
ning in the VM) cannot usually detect the presence of the 
VMM, the VMM and the VM may be viewed as together 

15 forming a single virtual computer. They are shown in FIG. 1 
as separate components for the sake of clarity. 

Virtual and Physical Memory 
As in most modern computers, the address space of the 

memory 130 is partitioned into pages (for example, in the 
20 Intel x86 architecture) or regions (for example, Intel IA-64 

architecture). Applications then address the memory 130 
using virtual addresses (VAs), which include virtual page 
numbers (VPNs). The VAs are then mapped to physical 
addresses (PAs) that are used to address the physical memory 

25 130. (VAs and PAs have a common offset from a base address, 
so that only the VPN needs to be converted into a correspond
ing PPN.) The concepts ofVPN s and PPN s, as well as the way 
in which the different page numbering schemes are imple
mented and used, are described in many standard texts, such 

30 as "Computer Organization and Design: The Hardware/Soft
ware Interface," by David A. Patterson and John L. Hennessy, 
Morgan Kaufmann Publishers, Inc., San Francisco, Calif., 
1994, pp. 579-603 (chapter 7.4 "Virtual Memory"). Similar 
mappings are used in region-based architectures or, indeed, in 

35 any architecture where relocatability is possible. 
An extra level of addressing indirection is typically imple

mented in virtualized systems in that a VPN issued by an 
application 260 in the VM 200 is remapped twice in order to 
determine which page of the hardware memory is intended. 

40 The first mapping is provided by a mapping module within 
the guest OS 202, which translates the guest VPN (GVPN) 
into a corresponding guest PPN (GPPN) in the conventional 
manner. The guest OS therefore "believes" that it is directly 
addressing the actual hardware memory, but in fact it is not. 

45 Of course, a valid address to the actual hardware memory 
must ultimately be generated. A memory management mod
ule 350 in the VMM 300 therefore performs the second map
ping by taking the GPPN issued by the guest OS 220 and 
mapping it to a hardware ( or "machine") page number PPN 

50 that can be used to address the hardware memory 130. This 
GPPN-to-PPN mapping is typically done in the main system
level software layer (such as the kernel 600 described below), 
depending on the implementation: From the perspective of 
the guest OS, the GVPN and GPPN might be virtual and 

55 physical page numbers just as they would be if the guest OS 
were the only OS in the system. From the perspective of the 
system software, however, the GPPN is a page number that is 
then mapped into the physical memory space of the hardware 
memory as a PPN. 

60 System Software Configurations in Virtualized Systems 
In some systems, such as the Workstation product of 

VMware, Inc., of Palo Alto, Calif., the VMM is co-resident at 
system level with a host operating system. Both the VMM and 
the host OS can independently modify the state of the host 

65 processor, but the VMM calls into the host OS via a driver and 
a dedicated user-level application to have the host OS perform 
certain I/O operations of behalf of the VM. The virtual com-
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