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Abstract 
Migrating operating system instances across distinct phys­
ical hosts is a useful tool for administrators of data centers 
and clusters: It allows a clean separation between hard­
ware and software, and facilitates fault management, load 
balancing, and low-level system maintenance. 

By carrying out the majority of migration while OSes con­
tinue to run, we achieve impressive performance with min­
imal service downtimes; we demonstrate the migration of 
entire OS instances on a commodity cluster, recording ser­
vice downtimes as low as 60ms. We show that that our 
performance is sufficient to make live migration a practical 
tool even for servers running interactive loads. 

In this paper we consider the design options for migrat­
ing· OSes running services with liveness constraints, fo­
cusing on data center and cluster environments. We intro­
duce and analyze the concept of writable working set, and 
present the design, implementation and evaluation of high­
performance OS migration built on top of the Xen VMM. 

1 Introduction 

Operating system virtualization has attracted considerable 
interest in recent years, particularly from the data center 
and cluster computing communities. It has previously been 
shown [ 1] that paravirtualization allows many OS instances 
to run concurrently on a single physical machine with high 
performance, providing better use of physical resources 
and isolating individual OS instances. 

In this paper we explore a further benefit allowed by vir­
tualization: that of live OS migration. Migrating an en­
tire OS and all of its applications as one unit allows us to 
avoid many of the difficulties faced by process-level mi­
gration approaches. In particular the narrow interface be­
tween a virtualized OS and the virtual machine monitor 
(VMM) makes it easy avoid the problem of 'residual de­
pendencies' [2] in which the original host machine must 
remain available and network-accessible in order to service 

certain system calls or even memory accesses on behalf of 
migrated processes. With virtual machine migration, on 
the other hand, the original host may be decommissioned 
once migration has completed. This is particularly valuable 
when migration is occurring in order to allow maintenance 
of the original host. 

Secondly, migrating at the level of an entire virtual ma­
chine means that in-memory state can be transferred in a 
consistent and (as will be shown) efficient fashion. This ap­
plies to kernel-internal state (e.g. the TCP control block for 
a currently active connection) as well as application-level 
state, even when this is shared between multiple cooperat­
ing processes. In practical terms, for example, this means 
that we can migrate an on-line game server or streaming 
media server without requiring clients to reconnect: some­
thing not possible with approaches which use application­
level restart and layer 7 redirection. 

Thirdly, live migration of virtual machines allows a sepa­
ration of concerns between the users and operator of a data 
center or cluster. Users have 'carte blanche' regarding the 
software and services they run within their virtual machine, 
and need not provide the operator with any OS-level access 
at all ( e.g. a root login to quiesce processes or I/0 prior to 
migration). Similarly the operator need not be concerned 
with the details of what is occurring within the virtual ma­
chine; instead they can simply migrate the entire operating 
system and its attendant processes as a single unit. 

Overall, live OS migration is a extremelely powerful tool 
for cluster administrators, allowing separation of hardware 
and software considerations, and consolidating clustered 
hardware into a single coherent management domain. If 
a physical machine needs to be removed from service an 
administrator may migrate OS instances including the ap­
plications that they are running to alternative machine(s), 
freeing the original machine for maintenance. Similarly, 
OS instances may be rearranged across machines in a clus­
ter to relieve load on congested hosts. In these situations the 
combination of virtualization and migration significantly 
improves manageability. 
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