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Chapter 14 

Introduction 
The DV compression scheme is the product of cooperatio11 among a 
large number of 1nanufacturers , but with four co1npanies perfor111-
ing most of the development and owning most of the intellectual 
property . It began , I am told , as an exercise to produce a compression 
scheme for use in high-definitio11 consumer ca1ncorders , using a data 
rate of 50 Mbits /s. It soon became apparent th at the work presented 
an opportunity for a new generation of standard-definition cam 
corders working at 25 Mbits /s and off erin g th e "digital'" cachet The 25 
Mbits/s rate was very suitable , becau se reco rd in g at this rate can be 
implemented quite easily with robust , in exp en sive technology . 

Even then , DV exceeded its expect ation s; it is sometimes described 
as the technology that went from en gi11eers to u ser s before the mar
keting departments realized what was happ enin g! N ot only is it suc
cessful in the consumer market , but the techn o logy and its derivative s 
have been adopted in the profession televisio n broadcast market in 
fact, video recorders based 011 DV it is claim ed that have been adopted 
more rapidly than any other format . Two vers ions of DV are in use 
professionally. 25 Mbits / s systems , very similar to the consumer D' ' 
products, are used for acquisition , particularly in news environments. 
A 50 Mbits/s version is used in studios and f or po stproduction . 

Altho·ugh DV is based on the DCT transform , ma11y aspects are 
quite different from the MP EG approach . Before looking at che 
details, it is importan .t to review the design criteria , remembering that 
the original intention was a consumer product . We have seen chac 
motion estimation is a very expensive process most suitable for an 
asymmetric environment (few encoders , many decoders ). For a con
sumer product , it was determjned that there was no sufficiently eco
~omical system of temporal compression , so DV had to be an 
1?traframe system. This approach allows simple editing , also a substan
t1al advantage. 

When one is recording on a videotape , it is most helpful if the b~t 
stream to be recorded has a constant number of bits per frame. Th 15 

was also a design criterion for DV. 
MPEG can of course work with I-frames only. However, the ~{PEG 

model controls bit rate by a feedback system. It is possible to approxj
mate constant-bit rate compression with MPEG (as specified for the D-
10 format m · ff· · eral 
1 

ent1oned in the previous chapter), but stu mg 1s gen -
Y necessary t h. . . o ac 1eve an exact f 1xed b1 t rate. 
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MPEG enthusiast s would argue that fixed bit rate is, in fact, unde
sirable . As we discussed earlier , tl1e human psycl1ovisual system is 
1nore sen sitive to changes in perceived quality than it is to absolute 
quality . Constant bit rate with images of varying complexity necessar
ily implies va1·iable quality of the compressed image. DV proponents , 
011 the other hand , show research results that supposedly demonstrate 
that DV techniques give a lower mi11imum quality in a sequence of 
frames with varying complexity . The arguments will continue! 

Fi11ally, the fact that DV was intended for consumer equipment 
1neant cost effectivene ss was a prime design goal. It was required that 
comp1·ession be performed on a single chip , and the hope was that the 
same chip could be used for both compression a11d decompression . 
The se goals were achieved. 

'"-----U1: Basic Concepts of DV Compression 
DV use s tl1e D CT transform ; it also performs quantizatio11 of the 
coefficients , as in JPEG and MPEG. However , DV is specifically 
designed to generate a fixed number of bits from each frame . It uses 
some very sophisticated techniques to ensure that bit allocation is 
optimal for every frame . 

The process is described in detail below, but we start with a brief 
summary. The f i1·st step , if necessary , is to reduce the 11un1ber of 
color difference samples. For 25 Mbits /s consu1ner prodt1cts there are 
different approaches for 525/ 60 and 625/50 video. For 525/60 systems 
the video (normally 4:2:2) is first reduced to 4:1:1. This is an appropriate 
choice when the video will eventually be coded to NTSC. For 625/50 
systems it was decided that DV video should be compatible . with the 
MPEG-2 video transmitted using the Digital Video Broadcast1:1g (DVB) 
system adopted i11 Europe for satellite , cable , and terrestrial. trans-

. . . d F h of essional version of m1ss1on so 4:2:0 coding was selecte . or t e pr d 
. . 1 4.1.1 · sed for both 525/60 an DV compression described be ow , · · is u 

50 
Mbits/s 

625/50 at 25 Mbits / s; 4:2:2 is used for both standards for 

compression. . . to smaller pieces, each of 
The next step is to break the image llp in DV uses macroblocks , 

which is allocated a fixed nu~ber of by~~:ks make a segment, and 
much as JPEG and MPEG do . F1ve macrob ber of bytes. The 

d to the same num f each segment must be compresse f . different parts o 
five macroblocks i11 one segment are taken roin 
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tl1e f ratne , in a11 atten1pt to ensure tl1at no seg1ne11t gets 1nore than its 
sl1are of complexity. 

Each 8x8 block in the seg1nent is DCT tra11sformed and analyzed 
for complexity a11d, depending 011 the complexity , is allocated to one 
of four banks of quantizatio11 tables . Each bank is optimized for com
pressio11 of blocks in a particular e11ergy range . There are effectively 
16 tables in each bank , and eacl1 of these corresponds to a level of 
quantization scaling. Tl1e syste1n the11 quantizes the coefficients of all 
blocks in the segn1ent , t1si11g a table f ron1 tl1e correct bank for each 
block. This is perfor1ned for each of the 16 possible quantization-sca l
ing factors , and the system selects the scaling factor closest to , but n ot 
exceeding, 385 bytes of quantized coef ficie11ts. Thus , each segment is 
con1pressed to an equal nun1ber of b y te s, but within that segment 
each block is quantized using a table appr opriate to the energy of that 
block. Comp lex blocks receive a great er share , and simple blocks a less
er share , of the bits available . Ther e is a third mechanism that help s 
distribute the bits optimally ; this is discussed in the more derailed 
description that follows . 

Detailed Description 

25 Mbits /s Compression 

DV compression for consumer products is specified by IEC document 
61834. The DV-based compression used for professional produces 
described in this section is specified by SMPTE Standard 31411, and 
figures used in this section are reproduced from this standard , by 
kind permission of the Vice President , Engineering , of SMPTE These 
two documents are the definitive descriptions of DV compression and 
recommended reading for anyone working with DV video. 

Prior to compression to the 25 Mbits/s professional standard ., _the 
signal must be reduced from the (normal) 4:2:2 coding to 4:1:1 ~odJng. 
The DV standard does not specify any filtering, but merel! discarct; 
pixels from the 4:2:2 input , as shown in Figure 14-1 and F1g~re 14-
Depending on the source of the images, appropriate prefilter~g n~a}T 
be necessary to prevent artifacts being generated by this decimaaon 
process. 
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Figure 14-1 
Reduction to 4: I : I 
sampling for 525/60 
systems. 
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1111 1-: _ First pixel in active period 

Wh-axxi c• . •LLere O: Tran smit ting sampl es 

0 : Discarded samples 

The image is then divided int c · :: :: OllO blocks and macro blocks. In the con
sumer 625/ 50 standard with 4:2= 11 ,: ==::O coding , this process is straightfor-
ward , and the same as MPBG. 4: =: ::1:1 coding , however , presents a slight 
prob lem , because there are (Jnly - - 180 samples of each color difference 
sig11al on a line , and 180 is l)_ot c1.__L.( l lli3ivisible by 8; we are left witl1 a "h~lf 
block " at the end of the li~ s his is resolved by creating a special 
"end" macroblock , as shown 'i~ ·p· · L. oure 14 3 

" ,( 1 "'l sa&.a .,_ o - ' ' 
The macroblocks are gro~ ed · "' into superblocks, as shown i~ Figures 

14-4 and 14-5. Then the se~ P er.....n;,.n:::its are formed by takin_g five mac-
roblocks for each segment . {!2 t are assembled 1n a pseudo-

. . '\'he . ·~... .. segmen s k 
random manner w1th1n a • h f. e macroblocks are ta en 
from d ifferent positions in ~egi .. -:_-c_·c-•rwtiient t e iv rblocks no two in the 

t• a•fferent supe I same row or colun1n of su~ 1ve 1 1 1 1 h. e the segment con-

. . bl k· (four lum1nan '5, Sl=#xt:: : . X OCS 
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Figure 14-2 
Reduction to 4: 1 : 1 
sampling for 625/50 
systems. 
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First pixel in active period 

Wl1ere O: Transmitting samp Jes 

0 : Discard ed sampl es 

Line 335 

l ine 23 

'Line 336 

line 2-f 

Line 337 

Line 25 

one of each color difference block ) in each macroblock . Each pixel 
value is expressed as an 8-bit word , so the segment comprises 30X8X8 
= 1920 bytes of data. 

Each block is OCT transformed. DV provides for both frame and 
field OCT coding , but unlike MPEG-2, the decision is made for each 
block, and affects only that block. The two modes are known as 8-8-
DCT, used for blocks where there is little co11tent variation bet\veen 
the two fields, and 2-4-8-DCT, used where the content variation is sig
nificant (usually as a result of motion in that area of the image ). In D\ 7 

a 2-4-8-0CT is coded as two 8X4 blocks ; the top block is the sum ?f 
adjacent rows of pixels, the bottom block the difference between adp
cent rows. This is illustrated in Figure 14-6. 
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figure 14-3 
Arrangement of OCT 
blockS for 4: I : I 
encoding. 
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8 lu1es 
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Lumina11ce DCT block 

Left 

Top .. 

Color d ifference OCT block 
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Top 
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• 

90 DCT blocks Right 
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' ' 8x8 pixels 

22.5 DCT blocks / Right 
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••••••• •••• ••••••••••• 

\ 
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16x4 pixels 
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Figure 14-4 
Superblocks and 
macroblocks in one 
television frame for 
525/60 system with 
4: I : I compression . 

- . . [' • I 

Figure 14-5 
Superblocks and 
macrobfo cks in one 
television frame for 
625/50 system with 
4: 1: l compression . 
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Figure 14-6 
The two OCT mo des 
of DV, and the 
scanning orde r of the 
resulting OCT 
coefficients . 

Figure 14-7 
Area nu mbers. 
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The DC coefficient is quantized to nine bits (- 255 to +255), and ini
tially the weighted AC coefficients are quantized to ten bits (-511 to 
+511). Each block is then allocated to one of four classes labeled 0-3 

/ / 

depending on the value of the largest AC coefficient in the block. Class 
0 is used for the lowest energy blocks/ class 3 for the highest . For class-3 
blocks / the least significant bit of each AC coefficient value is discarded. 
Otherwise / the most significant digit of every AC coefficient is discard
ed . (Any AC coefficient greater than 255 im1nediately qualifies the 
block for class 3/ so that for a11y other class the MSB of every coeffi
cie11t must be zero .) At this stage both DC and AC coefficients are 9 bits. 

Each 9-bit AC value is then divided by a quantization step/ deter
mined by the class number an d an area n umber

1 
dependent on the 

pos ition of the coefficient in the transformed block. The area num
bers are illu strated in Figure 14-7/ and the derivation of the quantiza 
tion step is shown in Figu re 14-8. 
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Figure 14-8 
Derivation of 
quantization steps. 
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Class number Area number 
0 1 2 3 0 1 2 3 
15 1 I 1 1 
14 1 1 1 1 
13 1 1 1 1 
12 15 1 1 1 1 

I ; 
11 14 1 1 1 1 
10 13 15 1 1 1 1 
9 12 15 14 1 1 1 1 
8 11 14 13 1 1 1 2 
7 10 13 12 1 1 2 2 

Quantiz.acion 6 9 12 11 1 1 2 2 
numb er 5 8 11 10 1 2 2 4 
(QNO ) 4 7 10 9 1 2 2 4 

3 6 9 8 2 2 4 4 
2 5 8 7 2 2 4 4 
1 4 7 6 2 4 4 8 
0 3 6 5 2 4 4 8 

2 5 4 4 4 8 8 
1 4 3 4 4 8 8 
0 3 2 4 8 8 16 

2 1 4 8 8 16 

1 0 8 8 16 16 
0 8 8 16 16 

This table needs a little expla11ation. The quantization nu1nber is the 
compression control , and varies between O and 15. Zero represents the 
highest compression (coarser quantization of the coefficients , so fewer 
bits in the encoded output ) and 15 the lowest compression. The system 
seeks the highest quanti zation number that can be used , consistent 
with the final output of the compression system being not more than 
385 bytes for the complete segment. Each block in the segment has 
already been assigned to one of the four classes. Now the system can 
test each quantization level. Each AC coefficient in each block is divid
ed by the appropriate quantizatio11 step . For example , for quantizat ion 
number 7, in a class-2 block, coefficients in area O would be divided by 
2, coefficients in areas 1 and 2 would be divided by 4, and those in area 
3 by 8. For the same quantization number , coefficients in a class-I 
block would be divided by 1, 2, 2, and 4 respectively . 

It may appear that the table entries for class 3 are "out of place: 
This is because the AC coefficients of class-3 blocks have already been 
divided by 2 as a result of discarding the least significant bit. 

The quantized coefficients are read out in the scanning order 
shown in Figure 14-6. The combination of run-length zeros and the 
following coefficient value is then variable-length encoded in a man
ner similar to JPEG and MPEG, but with code tables optimized for 
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Figure 14-9 
Arrangement of a 
compressed 
macroblock w ith 
4: J: I compression . 

I 251 I I 

DV. As in JPEG and MPEG a 4-bit end-of-block (EOB) code is inserted 
whe11 there are no more non -zero coefficients. Note that the variable
length-encoding step must be inside the loop that measures the num
be1· of bytes required for each quantization number . In other words, 
for each quantization number , the coef ficie11ts must be quantized , 
scanned 1 and variable-length-encoded before the length of the 
encoded segment is known . 

When the correct quantizatio11 number has been found (the high
est number that results in 11ot more than 385 bytes for the segment), 
the resulting data is arranged as shown in Figure 14-9

1 
which shows 

the data for one macroblock . After a 4-byte header that identifies the 
• 

n1acrob lock 1 77 bytes are provided for n1acroblock data (5X77 = 385). 
The first byte carries 4 bits for the quant ization number (0 to 15) a11d 
four b its to report error status and error co11cealmen t action in a 
videotape machine . Then comes the first luminance block DC coeffi
cient (9 bits ) plus one bit to indicate fie ld or frame DCT

1 
and two bits 

to indicate the class of tl1e block (0 to 3). Then there is a space of 121~ 

bytes for AC coeffic ients. The ot her five blocks of the macro block 
fo llow in simi lar manne r1 except that on ly 81/i bytes are provided for 
the AC coefficients of the color -difference blocks. 

v1SB 

..SB 

Byte pos irio11 number 

5 6 7 . . . . . 2 0 2 1 . . . . . 3 4 3 5 . . . . . 4 8 4 9 . . . . . 6 2 6 3 . . . . . 72 73 . . 81 

s ............ : .............. • . . • : mo T : 010 

D 1 cl D I cl A C \ cO C ; cO . • 

0 AC 1 AC 
~ 
0 

Yo Y1 
-- - ..,. 
~ ~ 

14 bytes 14 bytes 

NOTES 
STA: 
QNO : 
DC: 
AC: 
EOB: 
mo: 
cO, cl : 

Error stat us 
Quantization number 
DC compo 11enc 
AC component 
End of block (0110) 
DCTmode 
Classnumber 

.......... ,. . 
I 
=mo 

D l c l • 

C 1 cO • . 
AC 2 

Y2 
..,. -- -14 bytes 

..... _.,. ..... ·--- -·- .. • • . . : • ~mo : mo : mo 
D i cl D 1 ct D 1 cl • 

C . CJc0 C fc0 i cO 
AC 3 AC 4 AC 5 

Y3 CR Cn 
..,. - - - - -- - - - ~ 

14 bytes 10 b;tes 10 bytes 

Of cou rse not all blocks will convenie 11tly generate exactly 101/i or 
81/i bytes of :ariable- leng th -co ded AC coeffic ien ts. In some blocks the 
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EOB will occur before the e11d of tl1e all ocat ed spa ce; for o ther s tl1ere 
will be too 1nuch data for the spac e pr ov ided . DV e1nploy s a comple x 
three-pass algorithm to take maximun1 adv anta ge of the space avail
able. The first pass places the data as describ ed ; th e second a11d third 
passes attempt to place all th e 1·e1naini11g data in th e "empt y" spaces 
after EOB in the blocks with littl e data. 

So, for 4:1:1 compre ssion of 525/60 th ere are 1,350 1na c1·obl ocks per 
frame , or 270 seg1ne11ts per fr am e; app rox i111ate ly 30 fr ame s/second . 
Each segment has a 4-byte header pl L1s 385 by tes of data, so th at the 
data rate is: 

270 x 389 x 30 x 8 = 25,207,200 bi ts/ secon d 

For 625/50 systems with 576 active lines th ere ar e, 1,620 macr oblocks 
or 324 segments per frame , a11d 25 f ran1es per secon d , so th e data rate is: 

324 x 389 x 25 x 8 = 25,207,200 bi ts/ second 

Note that the 4:1:1 input data (at 8-bit precisio n ) re pr esent s just 
under 125 Mbits /s, so that thi s m ode o f DV provi des a bout 5:1 com-

• press1on. 

50 Mbits / s Compression 

This section is much shorter because 50 M bits / s compre ssion uses all 
the techniques of the 25 Mbit s/ s co mpre ssion ju st described . In fact , in 
practical implementation s, the pro cess u ses two standard D V ch ips 
instead of one ! 50 Mbit s/s DV compre ssion u ses 4:2:2 vid eo with ou t dis
carding an y pixel value s and gene ra tes two stre am s of 25 Mbit s/s data 
that may be multiplexed int o one 50 M bit s/ s stre am . The differences 
lie in how the video data is distributed to the tw o channels and hoi, , 

• 
the data is arranged . The 4:22 video data at 8-bit precisi on repre senrs 
about 166 Mbits /s, so this mod e of DV pr ovid es about 3.3:1 compr es
sion and is virtually transparent .. 

The macro block for 4:2:2 DV compres si.on ha s onl y four . D~ T 
blocks , two luminance and one each color difference , as shown m F1g
ure 14-10. Again five macroblocks are grouped into one segment , and 
half the segments are sent to each channel . 

With only four blocks per macro block (and a compression fact or 
of 3.3:1), quantization is less aggressive , and more space is needed for 
AC coefficients . This results in a revised layout for the compressed 
macroblock , as shown in Figure 14-11. As with the 25 Mbits /s system , a 

IPR2021-00827 
Unified EX1010 Page 272



DV Compressio11 

Figure 1 4 -1 0 
Macroblock and OCT 
bf ock.s for 4 : 2: 2 

. 
com pre ssion . 

Figure 1 4- 11 
Arrangement of a 
compressed 
macroblock w ith 
4:2 :2 compression . 

C 
C R 

y 

13 

DCTO 

.... 

DCTl \ 

DCT3 

• Left Right DCT2 

I 
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NOT ES - DCTI: DCT block order 
1= 0, 1, 2, 3 

three -pass algorithm distrib u tes excess coefficient data into otherwise 
unused spaces in the data struc tu re. 

NISB 

LSB 

Byte positio n numbe r 

5 6 7 . . . . . 20 21 . . ... 34 35 . . . . . 48 49 ..... 62 63 ... . . 7 2 73 .. 81 

s 
T 
A 

~ 
0 

........... 
~ ........... • • .. .... ...-.... • • • :•--c-o• • 
• • • : mo : ITIO . 

• D i cl D ! ct 
:mo : lllO 

D i ct D l ct Ci cO C l cO XO Xl Clc0 Cl co 0 AC AC 1 AC • • AC 2 AC 3 AC 

~ 
Yo - ~ - ~ - Y1 - ., CR Cs - - - --- ., 

~ ... -- ... ~ ... -- .., 
14 byte s 2 bytes 12 byte s 14 bytes 2 byte s 12 bytes 10 bytes 10 bytes 

MSB R 
e 

8 bits 
s 
e 
r 
V 
e 

LSB __._ d 

0 
1 
1 
0 

< 

4 bits 

The 
arrange1nent 
of data area 
(XO, Xl) 

There are more differences in the detai led syntax of the bitstream, 
bu t that is the essence of 4:2:2 50 Mb its/s compression in DV. All the 
ot her processes descri bed u11der the previo us section apply. 
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Chapter 15 

.__ ______ .. Introduction 

Wavelet technology off e1·s the most viable alternative to DCT for 
in1age co111p1·essio11. TI1e tech11iques were i11 vestigated by workers in 
n1any di£ f ere11t fields / and existed u11de1- various names until the con
nectio11 was spotted by a 111athe1natician in th e 1nid 1980s. Although 
the favo1·ite child of theorjsts f 01· many years / L1ntil recently practical 
image compressio11 systems l1ave failed to 1neet expectations . 

Tl1e theory of wavelets is q Ltite complex / but the principles 
involved are 11ot. Like Fourier transforms a11d DCT / wavelets traru
forn1 inforn1ation into a 1·ep1·esentatio11 using frequency-dependent 
coef ficie11ts, but wavelets diff er in th at useful po sitio11al information 
is 1·etained. Before we look at wavelet s, it will be useful to review some 
of tl1e qualitative aspects of Fourier transf orn1s . 

More about Fourier Transfor111s 
Let's look at the isst1e of f reqt1ency and location information for a 
n1ome11t because it's really in1porta11t. If we have a series of samples of 
a signal , say in the ho1-izo11tal direction / we can look at any sample 
a11d know i1nmediately the amplitude informatio11 for that particular 
locatio11 in the horizo11tal di1·ection . What do we ·k11ow about the hor
izontal spatial freqL1ency? Nothing! We need the i11formation from 
many samples to gai11 mt1ch infor1nation about the frequency con
te11t of the signal/ and from all of the san1ples to get all of the inf or
mation about freque11cy content. 

Now let's perform a Fourier transform. This gives us a number of 
values representing the frequency components of the signal . W~ :3-n 
get the information pertaini11g to any given frequency by exarrun1ng 
the single coefficient tl1at represents that frequency. However , \Ve 

have no information about where any a1nplit1.1de event (such as a step) 
may occur . To find this we need to assess the contributions of all the 
frequency components in fact/ perform a inverse Fourier transfo:m . 

In general terms/ in the spatial domain we have excellent locaaon 
information but little frequency information; in the f requei~C) ' 
domain we have excellent frequency information but little locat 1on 
infor111ation. Put like this it sounds very obvious/ but it is a f u1:da
mental issue that is important to understand. One of the great thmgs 
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Figure 15-1 
A periodi c wafveform 
made from three sine 
components. 

l • 
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about wavelets is that they ca11 give both frequency and location 
i11f 01·n1a ti 011. 

It will l1elp i11 understa11ding the operation of wavelets to examine 
i11 a Jittle 1nore detail l1ow tl:ie Fourier transf or1n works . The general 
f or111 of a Fourier se1·ies for a periodic function is: 

Ao+ A1si11( 2n. f + cp1) + A2sin ( 2n.2 f + cp
2

) 

+ A3si11( 2n.3 f + cp3) + - - -

wl1e1·e A 0 is the DC co1npone11t, f is the frequency of periodicity ; 2f 3~ 
etc., are the 111ultiples of the first frequency, and cp

1
, cp

2
, etc. are the phase 

a11gles of eacl1 of tl1e compo11ent frequencies. Remember , as discussed in 
Ch apter 5, Fo ur ier transforms require two coefficie11ts for each fre
qt1ency ; j11stead of using phase angles directly , we could have used one 
si11e and on e cosi11e ter111 for each f1·equency , each with an appropriate 
coeff icient . Let's exam ine how we arrive at these coefficients . Let's build 
a si111ple periodic waveform by adding a few Fou1ie1· terms. 

f (x ) = 3sin(2n.x )+ 5sin(2n.3x)+ 4sin(2n.5x) 

Th e wavef o1·m is sl1ow n in Figure 15-1. 111 this case I have made all 
the pha se a11gles ze1·0, so we need only worry about one coefficient 
f 01· each f reque11cy. The DC co1nponent is also zero . 

f (x) 0 

0.5 1 

X 

A Fourie1· coefficient may be calculated by multiplying the wave
form by th e correspo11ding Fourier component frequency and inte
grati11g the 1·esuJt ove1· the period of the input waveform. (Th~ DC 
coefficient is obtained by integrating tl1e original waveform itself 
over the san1e period .) Normally we would have to use both sine and 
cosine components to get both coefficients , b11t in this case sine waves 
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Figure 15-2 
The waveform 
multiplied by a sine 
wave at the 
frequency of 
periodicity. The result 
is asymmetric, so 
yields a non-zero 
coefficient. 

Figure 15-3 
In this special case, 
multiplying by a 
cosine wave at the 
same frequency gives 
a symmetric product 
that integrates to 
zero. 

• 

• 

Chapter 15 

alone will be sufficie11t. So, if we m11ltiply our sa1nple waveform by 
the funda111e11tal frequency (the frequency of periodicity ), we have : 

g (x) = 2.sin (2n. x). [3si11(2n.x) + 5sin (2n .3x) + 4sin (2n.5x )] 

10 I ,. 
" 

5 .... 

g(x) 

0 - -
\ 

I -5 
0 0.5 1 

X 

This product is shown i11 Figure 15-2. (There is probably a good 
mathematjcal .reason for the multiplier "2" but I put it there to make 
the numbers con1e out right! ) If we integrat e this waveform over the 
full period: 

1 

f g (x )dx= 3 
0 

we have our first coefficient . Just to validate the simplification , if \Ve 
change the sine to a cosine , the waveform product is shown in Figure 
15-3, and the integral over the same period is zero . In fact , all cosine 
products will integrate to zero , so we can continue to look just at sine 
products . 

• 

g (x) O 

0.5 1 
X 

IPR2021-00827 
Unified EX1010 Page 278



Wavelets 

Figure 15-4 
The fourth harmoni c 
is not present in the 
waveform , so the 
product is symmetric, 
and we get a zero 
coeffic ient . 

-· •, ·-, ~,,. ',.; t 

Figure 15-5 
The fifth harmonic is 
present, so the sine
squared products are 
asymmetric; the 
integral and the 
resulting coefficient 
are non-zero. 

259 

The beha vjor I a1n trying to demonst1·ate can be seen if we compare 
the results using the fourth and fifth harmonics of the fundamental . 
We expect to see a non- zero coefficient for the fifth harmonic , 
becau se that was part of our origin al waveform definitio11. There was 
110 fourtl1 harn 1onic in the original definition , so we expect to see a 
zero coef f icie11t here . Tl1e result of the two multiplications is shown in 
Figure s 15-4 a11d 15-5. In Figure 15-4 the original waveform is multiplied 
by the four th harmo11ic. Because this f req ·uency does not exist in the 
ori ginal wavef orm , th e product is symmetrical and integrates to zero. 
In Figur e 15-5 the fifth harmonic is used as a multiplier . Because this 
fr equ ency was pre sent in the original , we get a si11e-squared compo-
11ent in the product . Tl1is component is alway s positive , so the product 
is asymn1etrical a11d integrates to a no11zero result . I11 fact , the i11tegral 
evaluat es to 4, the coefficient value we would expect . 

20 

g (x) 0 

- 20 
0 0.5 1 

X 

20 

10 

g (x) 

0 

0.5 1 

X 

The behavior this demonstrates is that multiplying by a sine wave 
of given frequency "picks out" that frequency in the or~ginal wave
£ orm by creating a sine-squared product that does not mtegr~te to 
zero. Any frequency not present in the original does not do this and 
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Figure 15-6 
A wavelet is a burst 
of energy. 

Chapter 15 

(if it is a har1no11ic of the origi11al's f req11ency of periodicity ) creates a 
syn1n1et1·ical p1·od uct tl1at integ1·ates to ze1·0. 

Wavelets Concept 

There a1·e 1nany ways of lookin g at wavelets , bttt one that fits with the 
concept we l1ave just bee11 di sc11ssing is to view wavelets as a burst of 
energy witl1 a do111i11a11t f 1·eque11cy. A wavelet is shown in Figure 15-6. 
It is fai1·Iy obvious tl1at if ,,ve were to 1nultiply a signal by this wave
f or1n, tl1e product would co11tain asy1n1netric inf ormation where the 
original signal l1ad f requ e11cy co11tent similar to that of the wavele t. 
Just as ,,vith tl1e Fourie1· transf orn1 , inte gra tin g the product would 
give us a 11011ze1·0 coefficie11t . Nlul tip li cation by the wavelet ~picks 
out " detail f ron1 the signal . 

Tl1at is obvious a11d interesting behavior , but two questions arise . 
Obviously , the result we get depends on the where on the signal \\7e 
place the wavelet . How do we get information on the whole signal? 
Also, it would appear that a wavelet can pick out the detail in only 
one frequency range. We will address that issue a little later ; mean
while , let's look at the first q uestio11. 

In reality , of course , we are not dealing with analog signals but 
witl1 a sequence of digital samples. The wavelet does not really look 
like Figure 15-6, but more like Figure 15-7 a sequence of sa1nple val
ues, each of which will be used as a multiplier operatjng on a sample 
of the waveform . The particular wavelet shown is a sequence of 13 
values / 6 either side of the origin . In applying a wavelet transfo~nl ., 
this sequence is '"walked across., the sample sequence (waveform )_ beI~lg 
transformed . This process is known as convolution, and is shown m ~g
ure 15-8. For simplicity, this figure shows a short wavelet with just five 
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Figure 15-7 
The wavelet of Fig ure 
J 5-6 represen ted as a 
sequence of samples . 

Figure 15-8 
Convolving a five
sample wavelet , W, 
with the samples of a 
signal , S. 

f 
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I I 
I I 

vaJ ties, two eith er side of the origi11. The wavelet is moved along , one 
san1pJe at a ti111e, a11d the convolt1tion product evaluated for each 
positi on . For example , tl1e wavelet is show11 operating on sample S

7
, 

and th e outpt 1t of th e convolt1tion is a new value S/
1 

where : 

s; = W2.Ss + vf1.S6 + Wa.S1 + J1{.Ss + Wi.S9 

-------, 
.--------' w.2 w, w0 w1 w2..J-------------
s, s 2 s 3 s 4 s ;-s--:-s 1- s-; S9 - s 10 s 11 s 12 s 13 s 14 s 20 • • • 

0 11e poi nt that ari ses f rorn this operation is that to convolve the 
wavel et over the whole sa1nple set, such as an image , additional sam
ple s 1nust be created at the edges. Typically an artificial extension of 
th e imag e is created by a "reflecting " the edge samples far enough to 
accommodat e the wavelet . I11 this example , 011ly two additional sam
ple s are needed at each end of the wavefor1n . At the left -hand side we 
creat e S_ 1 = S0 and S_ 2 = S1. 

Wavelets as Filters 
So111e readers will recognize that the process just described is exactly 
the same as that show11 i11 t11e Figure 15-9

1 
which is a classical represen

tation of digital filter . In this diagra1n , the samples of Sare input 
seq11e11tially to the left-hand side and pass through four delays , T, 
equal to tl1e sample i11te1·val. The output , S7; wl1en sample S7 is at the 

• 
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Figure 15-9 
The five-sample 
wavelet shown as a 
five-tap filter. 

Chapter 15 

center of the filter , is the same as show11 in the previous equation . The 
wavelet sl1ape shown in Figure 15-6 is tl1e in1pulse response of the fil
ter show11 in Figure 15-9. 

s 

X \V -2 xw, 

+ 

The idea of movjng a wavelet over the image and pickin g out dera il 
shows us how wavelets can give both frequency and location informa
tion . The concept of wavelets as filters gives us a better idea of ho\v co 
use them for image compression . It also intr oduces another poinr a 
wavelet is actually two complementary functions , or two complemen
tary filters . One is known as the wavelet , the other as the scaling f unc
tion. Although there are a great number of complexities in the design 
and implementation , the concept of a fractal compressor is quite sim
ple, and in some ways quite familiar . 

The image is filtered by convolving it with the wavelet , whic ~ 
behaves like a high-pass filter and extracts the high-f reguenc y derail 
of the image. The image is also convolved with the complementary 
scaling function that removes the high f reg uencies . So now we have a 
set of wavelet coefficients representing the fine detail of the imag~, 
and an image from which the fine detail has been removed. It is possi
ble to construct two-dimensional wavelets but the transform is sepa-

' . 
rable, so generally the two-dimensional image is handled by appJ~g 
the wavelet and scaling functions in both the horizontal and ver?cal 
directions. The process is very similar to the quadrature mirror filter , 
described in more detail in Chapter 17. The image is split into t\VO 
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Figur e 1 5-1 0 
Division of the image 
into four subimages. 

• 
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parts , high f reqt1ency and low frequency , operati11g
1 

say, in the hori
zo11tal directio11 first . The two resulting sub images contain both high
and low -f 1·equency vertical information . Each of the sub images is 
now convol~ed with the wavelet and the scaling function vertically, 
each prod uc1ng two 11ew separation s. The process is shown i11 Figure 
15-10. 

I-ligh Horizont al 
. Vertical Frequencies . ,. 

Wavelet I-ligh Vertical ,. Hi gh Hor izo11tal 
Frequencies I-lorizontal Frequ encies • 

HH 
,.. 

Wavelet All Verti cal 
Frequ enci es Vertical Higl1 Horizonta 

Frequencies, • ScaJjn g ,.. 

Low Vertical · Function 
Frequencies 

In1age 

I 

HL 

Low I-Iorizontal 
• Vertical Freque11cies , 
,. 

Wavelet High Vertical · Low Horizo nt al Horizon tal Frequencies Frequ encies • Scaling ,.. 

Function All Verti cal 
Low Horizontal Frequen cies Vertical 

Frequencies , • Scaling , 

Low Vertical ,. Funct io11 
Frequencies 

LH 

LL 

After thi s process , we have four subi1nages . 011e co11tai11s high-hor
izontal and high vert ical frequencies (HH ), 011e has high horizonta l 
and low vertical frequencies (HL ); a third l1as low horizontal and 
high vertical freq ue11cies (LH ). Fina lly, the fo urth has only low f re
quencies , hori zonta l and vertica l (LL). Because of the bandwidtl1 
restrictions , the sampling density may be ha lved, horizontal ly and 
vertically , as exp lained in Chapter 17. Each st1bimage has, . t~erefore , 
just one quarter of the sa1np les or pixe ls of the origina l. This 1s shown 
in Figure 15-ll (b). 

. . · p· re 15-11 exaggerate It shou ld be noted that the 1Ilustrat1ons 1n 1gu . 
. . . E h u bima ae 1s scaled to the amp litude of the wave let coef f 1c1ents. ac s e f 

. . . · k visable as many coe -disp lay the largest coef f1c1ent as wl11te, to ma e of the 
. . . . . . d f the struc tt1re 

f 1c1e11ts as possible . This gives a better 1 ea O · f t11e high-fre-
subimages , but a mis leading impression of the energy 0 

quency coeff icients. 
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(a) The orig inal i1nage, 
as 1.1sed elsewhere in 
thi s book . 

Thi s in1age is 
256 x 256 pixe ls . 

LL 

LH 

HL 

HH 

(b) A sin gle pass of the 
tran sform, showing the three 
sets of coefficients , and the 
residua l fi ] tered image . 

The amp litude of the 
coefficients is exagge rate d 
by resca ling to make them 
visibl e. 

i 

Figure 1 5-11 Wavelet transforms of "Boats." (a) The original image , as used elsewhere in this book . at 256 

x 256 pixels. (b) A single pass of the transform, showing the three sets of coefficients, and the residual filtered 

image . The amplitude of the coefficients is exaggerated by rescaling to make them visible . 
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L~ I IL) 
HL2 LI-I HI-J J } 

HL1 LH2 HH2 

LH1 HH1 

(c) Thi s exampl e shows 
th ree iterations and th e 
result ing ten subband s. 

{d) Aft er five iteratio ns 
th e residual image is 
reduced to jt1st 64 pixels 1 

shown above . 

M - l J I J ·- I I" ., [ I 

Figure 1 5-11 (c) This example shows three iterations and the resulting ten subbands. (d) M er five iterations 
the residual image is reduc ed to just 64 pixels, shown above . 
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Wavelet Compression 
Now we can start to put a syste1n together . We left a_ question u11an
swered earlier how do we deal with the fact that a wavelet appears to 
extract 011ly one frequency range? In the previous exercise , we had 
the three subimages that contained high frequencies (HH , LH , and 
HL), plus tl1e low-frequency subimage , LL . All of these subimage s 
were reduced to half-sampling density . Now , suppose we convolve the 
original wavelet with the subimage LL. The wavelet is unchanged , but 
the image has been subsampled . A frequency that had , say, 8 sample s 
per period in the original in1age now has 4 samples per period ~ Thus ., 
the same wavelet captures freque11cies at half of those captured in rhe 
first pass. Similarly , the unchanged scaling fu11ction now eliminate s 
high frequencies down to half the cut-off frequency of the first pass. 

Now we can see how the wavelet elegantly spans the void between 
spatial and frequency representations . Spatial representation gives 
excellent location information and no frequency information . Fre
quency representation gives excellent frequ ency information and n o 
location information . On the fir st pass a wavelet gives coarse f requen
cy information (the top half of the bandwidth ) and fine spatial reso
lution {half tl1e original sampling density ). Each successive pass gives 
information about a smaller band of f reque11cies (finer frequenc y 
resolution ), but with coarser location information ., because of the 
subsampling that occurs on each pass . Eventually we would have 
good information about the lowest frequencies in the image ., but 
with no positional information because we would have only one 
sample left! 

Clearly we.have an iterative process here. On each pass the image is 
split into four subimages , and on the subsequent pass the same 
process is applied to the quarter-size LL subimage , generating four 
sub-subimages! This process is easy to see in Figure 15-ll (c)., whic~ 
shows three iterations. Figure 15-ll(d ) shows five iterations , and LL5 15 

now reduced to eight pixels in each direction (from the original 256~ 
We could, in theory, continue until LL had only one pixel (eight itera
tions with this image), but there comes a time when the overhead of 
identifying the different subimages exceeds the benefit of additional 
passes. A typical software compression application would use six passes 
on this image., leaving just 16 values from LL6 to be transmitte~ 

This may seem like an enormous computational task. Certa1nly the 
convolution process is quite expensive, but we do not get the full 

• 
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i1npact 011 eve1·y pass because the image is smaller each time . If the 
first pass Ltses N processor cycles 1 the next uses N/4 cycles, the next 
Ni l 61 and so on . For the six iterations discussed above , only about 
4N/3 cycles are used in total. · 

Wavelet-ba sed compression is si1nilar to DCT-based compression in 
yet another way . Nothi11g we have done yet as resulted in compres
sio11! However , the wavelet coefficients of an image have similar char
acteristics to the D CT coefficients . Ma11y are zero or close to zero , and 
the re111ainder 1nay be coarsely quantized with relatively little percep
tual impact . W e saw that th e human psychovisual system per1nitted 
coarse qua11tization particularly of the high-frequency coefficients. 
Tl1e first pass of wavelet co1npression yields tl1e largest number of 
coef ficie11ts (becau se the image is at its largest ), and the se are all high
freq u e11cy coefficients. 

As with DCT-based co1npression 1 the 11ext step is to organize the 
remair1ing coefficients to maxin1ize the benefit of lossless compres
sio11 techniques . I11 the discussion of JPEG we saw that the zigzag scan-
11i11g "collected" the 1nost sig11ificant coefficients early in the scan , and 
maxi1nized the runs of zeros . These su bi1nages resulti11g from the 
wavelet tra11sf orm 1·equire more complex operations . One such tech
niq11e is called zerotree coding and uses significance maps. This algorithm 
assu1nes that if a coefficient is insig :nificant in a low-resolution subim
age , then the corresponding coefficients in the higher resolution 
subimages will also be insignifica11t. Further detail s are beyond the 
scope of this book , but the bibliography contains a wealth of refer
ences for those wl10 wisl1 to delve deeper . 

S01 wavelet-based compression and DCT-based co1npressio11 are sim
ilar in many ways . Figure 15-12 shows a DCT-based compression sys
tem ; Figure 15-13 shows a wavelet-based system. The only fundamental 
difference is the transform and , as we have see111 both DCT and 
wavelets are closely linked to Fourier transforms. 

Wavelet co1npression does require more co1npt1tatio11al P?wer than 
DCT-based con1pression. But

1 
according to its propone11ts , it offers a 

number of substantial adva11tages . 

c Wavelet coding is inhere11tly scalable. The tra11sform process, shown in 
. . · · eqtiired The decoder Figure 15-10 rs repeated for as many 1terat1ons as r · 1 

• if the full resolt1-perf orms the inverse process 1 but may stop at anytime l1 
. . rry the f u reso-tion of the original is not reqtured. A b1tstream ma Y ca d. n 

· · depen mg o lution 1 bt1t a decoder may use a subset of tl1e b1~ea 1n , 
its capabilities and the resolution of the display being used 
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Figure 1 5-1 2 
OCT-based 
compression . 

Figure 1 5-1 3 
Wavelet-based 
compression. 

Chapt er 15 

DCT Variabl e-

• • Quanti ze • Scan Len gth Tr-a11sform • 
Encode 

Wavelet 
Variable-

... • QL1an tize ~ Scan • Len gth -,,.. 
Tran sf or111 

,,.. 

Enco de 

a Wavelet co1npr essio n is clai 1ned to be more efficie nt at lo ,v bi t 
rate s. Probabl y tl1e 1nost sig11ificant elen1e11t h ere is the fact tl1at 
wavelet -gen erate d art ifacts are ge11.era ll y less o b jec ti o n ab le than 
DCT-ge11era ted arti fa cts. \Vh en D CT is u sed at low b it rates , the 
excessive qu an tization tend s to res11lt in level differe n ces benv een 
adjacent DCT bl ocks. Th ese stra igh t-line correlated erro rs are pre 
cisely the artif acts to whicl1 the hu man psychovisua l syste m is mo st 
sen sitive . Excessive qu ant ization of wa velet coeffi cient s lead s co 
usmearing " of det ail, but t h ere is 11ot h in g in th e sys tem chat will 
generate strai ght lin es. 

It is difficult to sh ow a usef ul compa1 ·ison betwee1 1 th e two systems 
011 th e print ed page, bu t Figur e 15-14 serves to illust rate th e qu alit ative 
differences . It shows th e in1age '"Boa ts" (01·igir1ally 256 x 256 pixels , 6~ 
kBytes) co1npressed by JP EG a11d by a wavele t-b ased compr ession sys
tem . In each case th e comp ression ra tio is about 17: 1, for a f ile size of 
just under 4 kBytes. Th e CD-RO M include som e to ol s t h a t a llo\v 
experimenters to make th eir own comp ar ison s. 

At the time of writin g, wavelet compr ession h as mad e ver y lir de 
impact compared to DCT-based comp ression . Ther e ar e numb er of rea
sons for this. Wavelets h ave been less succe ssful than D CT-based sys-

• 

terns in achieving good efficienc y at the near-tran sparent compre ss1on 
rat ios. Also, once DCT was adopted by MP EG, mo st development effo~t 
went into prod ucing integrated circuit s for MP EG that is, DCT. Until 

• 

recently , litt le specialist silicon was avai lable for wave let compres s1on, 
However , this is changing , and now that wavelet compression has been 
adopted in MPEG-4 (for static textures ) and in JPEG2 000, wave let imp le
ment ations are likely to become m uch more common . 
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Figure 1 5-14 
Compression of 
·soats" at I 7: I by 
JPEG (above) and 
wavelets (below) . 
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Chapter 16 

____ Introduction 

• 

We discussed JPEG back in Chapter 7/ and ind eed both historica1l y 
and as a so11rce of the tech11ology used i11 otl1er syste m s/ that is its logi
cal place . The various iteratio11s of MPEG / the deve lopment of DV, 
a11d tl1e evolutio11 of wavelet con1pressio11 all followed JPEG. But the 
JPEG con1111ittee l1as not been id le. Th e JPEG2000 standard is no1,v at 
tl1e stage of Fi11al Com1nittee Dr aft and is expecte d to become an 
Inte1·natio11al Sta11dard durin g 2001. JPEG2000/ lik e MPEG / is a very 
rich standard / and t.his short chapter can off er on ly a bri ef summar) ' 
and references to additio11al inf 01·1nat ion . 

Limitations of the 
Original JPEG System 

The origi11al JPEG was and is a powerf L1l systen1. It provided the 
grou11dwork for the don1inant compr ession syste m s in use today . 
When used in accordance with its de sign cr it eria it pr ovides excelJenc 
results . Nevertheless / as we have see11 in th e course of this book , it does 
have its ljmitatio11s . JPEG2000 set out to address all weaknesses of 
JPEG, so a good starting point is to summ ari ze the se weaknesses . 

0 JPEG is designed for co11tinuou s-to11e im ages and performs badl) ' 
on imagery with different characteristics . 

• Specifically / JPEG is unsuitable for much computer-generated 
imagery / binary (black /white ) image s such as text / and compound 
documents with different types of content . 

JPEG has many modes , of which a large proportion are application 
• 

specific. There is no universal decoder architecture . 

c At low bit rates/ JPEG artif acts
1 

such as blocking / are very visible 
and restrict the usefulness of the standard . 

ri JPEG is very susceptible to transmission errors ; typically even a 
small error rate results in substantial image degradation. 

ri JPEG has no convenient mechanism for handling very large images. 

[] JPEG is inflexible by today's sta11dards. It cannot support los~~ and 
lossless compression in the same bitstream / and there is no abilJty ro 
encode the important parts of an image to a higher quality than 
the rest. 
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Goals of JPEG2000 

All these factors were taken into account in specifying the require
me11ts for tl1e 11ew JPEG2000 standard . The se include : 

a Backward compatibility with JP EG; a JPEG2000 decoder should be 
capable of decoding a JPEG bitstream . 

0 Superior low bit -rate performance ; initial tests show 20 to 50 per
ce11t reduction i11 bit rate for compara .ble quality , depending on 
• 

1111age co11tent. 
0 Ability to process large and /or high-precision images . JPEG2000 per

mits i1nage height and wid.th t1p to about 4 billion pixels. There can 
be up to 255 components in each image (e.g.

1 
~ ~ V: alpha , etc.) and 

each component may have any depth from 1 to 32 bits. 
ia Continuous-tone and bilevel compression . 

a Lossless a11d lossy compression . JPEG2000 provides wavelets like 
those discussed in the previous chapter 1 plus wavelets with integer 
coef ficie11ts to permit lossless transforms . It also provides a special 
form of color difference coding using integer coefficients to move 
between RGB and YUV, permitting perfect reve1·sibility. 

a Progres sive trans1nission 1 providing the gradual buildup of an 
image by resolution (spatial scalability ) and by pixel accuracy (sig
nal-to-noise scalability ). Also 1 the ability to extract a lower-resolu
tion image from the bitstream by a less-powerful decoder . 

0 Random access to the bitstream (start decoding at any point ) . 
. 

0 Robustness in the presence of bit errors. 

Region of interest (ROI ) coding and decoding 1 permitting higher 
quality for the most important parts of the image . Regions can be 
defined in a manner si111ilar to shape coding in MPEG-4. 

° Content -based description and image security 1 including encryp
tion capability , i11delible copyright information , and the like. 

• Provision of an alpha or transparency channel . 

JPEG 2000 is based on wavelet compression and offers a wide range 
of lossy and lossless filter combinations . At the time of writing most 
available software is experimental , but some excellent results may be 
demonstrated. Figure 16-1 shows a comparison between the conven
tional JPEG implementation of a popular graphics program , ~nd an 

. · · . b t 60·1 1n each exper1n1ental JPEG2000 package . The compression 1s a ou · 
case (the original file is 64kB, the JPEG files is 1,361 bytes/ and the 
JPEG2000 file is 11 305 bytes . 
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Figure 16-1 
JPEG (above) and 
JPEG2000 (below) 
compress ion of 
"Boatsff by about 
60 : t . 
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Chapter 17 

._____. Introduction 

This will be a sl1ort cl1apter 1 partly because of li111ited knowledge on 
1ny part 1 bt1t also because audio con1pressior1 is b11ilt on many of the 
same principles as video comp1·ession . 011ly in one se11se is audio com
pression radically differe11t from video compression it is mucl1 older 
and has been con11nercially exploit ed i11 the analog domain. It was not 
called compressio11; it was know11 as noise reduction1 but essentially these 
are the same . A noise reducer modifies the signal sucl1 that \Vhen 
reverse processing is applied after tra11sn1issio11 or recording 1 the noise 
of the trans111issio11 or recording cha11ne l is attenuated . The ,vell 
k11own Dolby A1 B1 and C systems ar e actually simp le1 analog / sub
band companding systems te1-1ns we e11co unt er below. 

Nevertheless 1 our inte1-est is on co1npres si11g digital audio . Depend
ing on the quality requirem ents / audio 1na y be san1pled at a variety of 
frequencies ., usually in the range 8 to 48 kHz ., and with sample resol u
tions from 8 to 24 bits . The lower lim it s provide telephone-grade 
audio ; tl1e l1igl1er can match 01- exceed human hearing capabilities. Of 
most interest in the professi onal world are two standar ds at the high 
end . Compact disc audio is sampl ed at 44.1 kI-Iz/ wit h a word length of 
16 bits for each of two channels / a total of just over 1.4 Mb /s. Prof es
sional studio audio is usually sampled at 48 kI-Iz with a word length of 
20 bits/ almost 1 Nlb/s per channel. This rate can accommodate audi o 
freque11cies to over 20 kHz with a dynamic rar1ge of 120 dB. 

As ,vith a11y f or1n of compression ., the objective is to reduce the 
data by eliminating redu _ndancy . There is -absolute"' redundancy 
data can be removed by an encoder then unambiguously recreated by 
a decoder . Removal of this redundancy is lossless compression . There 
is also perceptual redtindancy data can be removed without signifi
cant change to the experience of a human observer . 

Perceptual redundancy itself falls into two categories. There are 
phenomena to ,vhich the observer is intrinsically insensitive . In video 
we saw that the higher-frequency transform coefficients could_ b.e 
coarsely quantized without significant impact on the viewer . This 15 

true for all conditions. Another effect / used in bit allocation in video 
systems., is masking. An artifact that might be visible and objection
able in an image area with little activity (empty sky / for example ), 
becomes invisible or insignificant in a busy area of an image. . 

All these effects exist in audio, and all are exploited by compression 
systems., but masking is by far the most significant contributor to data 

IPR2021-00827 
Unified EX1010 Page 296



Audio Compression 277 

. 

savings in a single-channel audio system. (Multiple channel systems 
also benefit from correlation between the various channels .) To 
u11derstand the rnechanis1ns of masking in the human hearing process 
·we n1ust examine the worki11gs of the inner ear . 

Masking in Hutnan Hearing 
The human hearing system has remarkable performance . Its useful 
range covers about 10 octaves and , in the more sensitive regions , it 
provides a dynamic range of more than 100 dB. The discriminating 
power of the ear - brain combination is incredible ; we can resolve 
conversation a11d other intelligence from noise levels and interfering 
sig11als to a degree that seems to defy the laws of. physics . This per
f orrnance requires some very soplusticated processing . 

One of the key elements of the ear is the basilar me1nbrane of the 
inner ear . It separates two of the fluid-filled chambers of the cochlea 
and is in contact with the hai14 s of tl1e organ of Corti . These hairs 
drive the actual sensors that send nerve messages to the brain . The 
basilar membrane varies in width , thickness , and rigidity along its 
length. This makes it frequency sensitive ; different areas vibrate at 
dif f ere11t frequencies . The basilar is not just a passive 1nembrane ; it 
has an active mechanism that can provide positive feedback to low
amplitude vibrations. The combinatio11 of tl1ese characteristics leads 
to interesting behavior . (Tl1is explanation is somewhat simplistic. Vari
ous authorities have suggested differe11t mechanisms for the behavior 
of the inner ear , particularly in respect to tl1e active attributes . Some 
suggest 11onli11earity in the cochlea ; others attribute the active ele
ment to the organ of Corti . Suffice it to say that the behavior is com
plex 1 certainly not linear , and that there are active elements within 
the inner ear . We co11centrate on the effects of this complexity .) 

Son1e authorities esti1nate that there are 24 regions in the basilar 
membrane ; others suggest a higher nt1mber , but it is certainly finite . 
Each region can vibrate over a small range of frequencies , but at 
011ly one frequency at a time within that range . When positive feed
back is applied , the effect is that of a very high -Q tu11ed circuit . Each 
region vibrates at a frequency deter1nined by the strongest sti1nulus 
within its ra11ge, and is unaffected by any s1naller stimi1li . This means 
that within each frequency band , only the loudest frequency con
tributes to the signal received by the brain , and so to what we hear . 
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Tl1is effect is the single n1ost significant contributor to our ability to 
con1press audio . 

Tl1e ef feet is called frequency masking , and it contributes to our 
ability to compress in two distinct ways. As mentio11ed above , only the 
stro11gest stimulus within a region is significant . Any frequency in the 
sig11al i11 the same band , but lower in an1plitude 1 need not be coded . 
Also, noise within the band is irreleva11t1 provided it is sufficiently 
below the prime stimulus . This allows e11coding of the pri111e stimulus 
with a relatively small nt1mber of bit s; the resulting quantization 
noise is 1nasked just like any other noise . Thi s effect is quite ren1ark
able and, tl1anks to Dolby Laboratories , ther e is a de1nonstration on 
the CD-ROM tl1at is well worth tryi11g. 

Tl1e positive feedback of the basilar contribut es to a11other ef feet , 
again similar to that of a high-Q tuned circuit . Tl1e vibrati on responds 
slowly to changes i11 the ampljtude of the stimulu s, and this results in 
temporal 1nasking we fail to hear sou11ds a short ti111e before , a11d a 
longer time after , a strong stimult1s. 

Simple Audio Compression 
Sche111es 

Many of today's consumer devices use some form of audio compression . 
Sometimes this is used to increase storage capacity . One example is 
found in 8-mm video recorders ; compression is employed to reduce the 
tape area needed for audio. Audio workstations become much more cost 
effective if the capacity of the hard drives can be increased by using 
compression, provided the necessary high quality can be 1naintained . 

In some applications, the compression is used for 1nore than one 
purpose. The mini compact disc achieves its recording density by 
means of compression, but data reduction is also used to improve 
replay under adverse conditions. Data is read from the mini CD at the 
same speed as from a regular CD about twice as fast as necessary for 
normal replay. The data enters a buffer, and after the buffer delay 
(typically a few seconds) it is decompressed and presented . to the listen
er. If the listener is an energetic jogger and jars the player enough to 
move the read head, the player can continue to play from the buff er 
while the head is repositioned, and the additional data speed allows 
the buff er to be filled again, ready for the next "jog." 
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Figure 17-1 
Transfer function for 
Video 8 digital 
compression . 

• 

-

Simple schemes such as these generally use so1ne form of compand
ing . The number of bits required by each word is reduced by dynami
cally altering the level 01· gain according to the instantaneous ampli
tL1de, or the amplitude range of a group of samples . 

Video 8, for exa1nple , uses a simple four-step gain control based on 
instanta11eous signal amplitude . Low amplitudes are passed at unity 
gain ; higher amplitudes are gain-reduced by factors of 2, 4, or 8. The 
result looks to a video e11gineer like a gamma curve (see Figure 17-1). The 
l1igher levels are coarsely quantized , but the increased quantization 
noise is 1nasked by the high signal level . (In the case of Video 8, this 
mild reduction in data rate is supplemented by an analog compressor. ) 

Output 
level 

128 

104 

40 
16 

16 64 320 

Input level 

512 

More sophisticated companding systems usually divide the input 
data stream i11to frames , typically between 1 and 32 ms long. In a 16-
bit system the values for each sa111ple ca11 range f ron1 -32,768 to 
+ 32,767. However , it is rare for the sound in one fra1ne to occupy the 
full range of sample values. If it does 11ot, each sample can be 
expressed by a shorter word, combined with a gain or scaling factor 
applied to the co111plete frame . In other words, tl1e levels are expressed 
in floating-point f orn1 , but with tl1e restriction that the mantissa 
must have the same value throughout a frame . The NICAM systems, 
as used in stereo television , use this technique to reduce 14-bit words 
to 10-bit words, plus a 3-bit mantissa for each frame of 32 words. 

There are two real problems with such systems. A f ran1e with a sin
gle high san1ple value can cause low-level audio to be coarsely quan
tized. This is not usually audible if the frame length is short, typically 
not more than 1 millisecond. The greater problem is that they do not 
provide the large compression ratios we would like to see for n1any 

applications. 
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Figure 17-2 
Frequencies above 
half the sampling 
frequency cause 
baseband and 
sideband overlap , 
resultjng in aliasing . 

Chapter 17 

Quadrature Mirror Filters 
To n1ake ef ficie11t .use of the masking eff ects of th e hu1na11 hearing 
systen1, it is necessar·y to split the audio ba11d into regions as srnall as 
or smal ler tha11 the regions of the basila1· 111en1brane·s response . Most 
1nodern audio con1pression scl1e1nes a1·e based upon som e system that 
divides the audio band in tl1is way. We will exam in e subba .nd systems , 
where tl1e divisio11 is performed with filters , and tran sfor m system s, 
which use techniques 1nore like tl1ose we h ave seen i11 video sys tems . 
Before we explore subband systen1s, we mu st lear 11 abo ut an impor
tant trick ,, the quadrature 1nirror fi lter (QMF ). 

We have decided tl1at we ne ed to spl it th e at tdio spec trum int o 
bands to benefit from the bel1avior of tl1e i1111.er ear. However , by 
conventional wisdom , band splittin g mea ns a large i11crease in bit rate 
if every band require s a samplin g f reqt1enc y of twice the hi ghest f re
quency within tl1e ba11d. Co1nmo11 sense tells us there should be a bet
ter answer than this we are not i11creasin g the a1nount of info1·ma 
tion being sampled ,, so there should be a way of sa1npl ing that doe s 
not increase the total bit rate . 

The trouble with low sa1nple rate s, as ,,ve saw in Cl1apter 2,, is alias
ing . Figure 17-2 reminds us how tl1is ocn1r s. However , if we are sp lit
ting a frequency band ,, we do not ne ed th e full spectr um shown in 
this drawing . Let's consider a simple example where we want to split 
the band into two . For ease of nomencl atur e we'll call the full spec
trum O to 2Ia, which we want to split int o two band s, 0 to fa and /3 to 
2/a. To sample the whole spectrum , we need a samp ling frequency of 
twice 2fa, or 4/a (Figure 17-3). Now let 's split the band as shown in Fig
ure 17-4. We now have t,vo l1alf-band signal s, each sampled at the 4[ 3 

rate ,, so that we have twice as much sampled data as we started with . 

• 

DC 

Alias 
Frequencies in 
sampled waveform 

f 

Sidebands 
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Figur e 17 -3 
Input range sampled 
at twice highest 
frequency . 

L :::l [ [' J 

Figu re 17-4 
Input range bisected. 
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The lower part of the band is easy to deal with ; we can discard 
every other sample 1 reducing the sampling frequency to 2/a without 
risk of aliasing. What can we do a·bout the other half-band ? Thinking 
back to analog techniques 1 we could heterodyne the upper half-band 
down to the same frequency range as the lower band by mixing with 
a suitable f reque11cy and filtering the result . We cot1ld the11 sample 
the resultant at 2f a1 and after reconstruction heterodyne back to the 
original frequency range (Figure 17-5). 

In fact there is a much simpler mechanism . Again 1 we'll repeat a 
drawing from Chapter 21 showing how the signal and its alias are 
indistinguishable because they have identical samples (Figure 17-6). But 
if we eliminate the lower half of the band

1 
only the "alias" gets sam

pled 1 so there is nothing to confuse with itJ All we need to do is use a 
bandpass reconstruction filter that will generate only frequencies in the 
upper half-band1 and we have an unambiguous situation again . So, in 
fact 1 we can again discard alternate samples and the upper half-band 
also has an effective sampling frequency of 2fa (Figure 17-7). We have 
succeeded in splitting the band while maintai11ing the same total 
number of samples. 
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Analog approach to 
sampling the upper 
half band at 2fa 
instead of at 4fa (for 
illustration only) . DC 
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Figur e 17-6 
The same set of 
samp les can 
represent either 
signal. Norm ally the 
lower frequency is in 
the valid (Nyquist 
sampled) band , but if 
this band is not 
present the sampl es 
unamb iguously 
represent the higher 
frequency . 

Figure 17-7 
The band is split 
without increasing 
the total data . 
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Figure 17-8 
Using a tree of 
qu adrature mirror 
filters (OMF) to split a 
frequen cy band into 
eight equ al 
subb ands. 
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Chapter 17 
• 

Having do11e thjs once , we ca11 do it agai11. I11 fact , we ca11 split the 
frequency band i11to a11y 11umber of binary-related sub bands without 
increasing tI1e total a1nount of data. Figure 17-8 show s a nested 
arrangen1ent of QMFs that cot1ld be t1sed for this purpose . This 
arra11ge1ne11t splits a band O to f, sampl ed at 2!, i11to eight subbands , 
each sampled at f/4. 

0 ~ ;Is! 
o~ ~r 

~1~ Ys1 
o ~ ,Yir 

Ysr~x-1 
;:;r~ Yir QMF 

Ysr~ Yi1 

Yi1~Ysr 
Yi1~x 1 

5/sl ~~ f 
1/i! ~ f 

~ !~ J's[ 

~ ! ~/ 

71s ! ~ f 

As John Watkinson (1995) points out , this arrangement ·caIJs for the 
computation of a large number of samples that are subsequently dis
carded It is possible to bt1ild a filter that produces , say/ 32 su bba11ds and 
uses multiple coefficient tables that calculate only the needed samples . 
However / this process is mathematically and electrically so close to the 
co1nputation of a transform that it is arguable what it should be called 

Now that we have demonstrated the ability to split tl1e audio spec
trum into bands without increasing the amount of data , we can now 
look at how to reduce the data in each band . 

Subband Coding 
Like many of the techniques we have encountered , su bband coding is 
a means of arranging the signa l data in such a manner that the tools 
we have available work most efficient ly. 

• 

• 
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The principal tool for audio compression is co1npanding . In simple 
compandi11g systems we rely on the total signal lying within a limited 
ra11ge. If we split tl1e audio into subba11ds it is much mo1·e likely that ., 
within each band ., we will encounter a limited range in fact some 
bands may have no signal at all. Further1nore ., we have seen that if the 
band matches ., or is smaller tha11., a critical band of tI1e human hear
i11g system ., 1nasking may mean that there is very little that we need to 
code . Many subband coders use 32 subbands ., each approximately one
tl1ird of an octave wide . 

Before going further i11 this direction ., we need to look at masking 
a little more closely. Like most f u11ctions associated with the opera
tion of the hu1nan senses ., maski11g is 11onli11ear a11d asy1nmetrical . In 
particular ., a stimulus will l1ave a substantial masking effect at high
er frequencies , and at high stimulus amplitudes this effect can 
extend for several octaves . At lower stimulus levels the effect is 
smaller and extends for less than an octave . At all stimulus levels ., 
tl1ere is very little masking of lower frequencies . When codi11g with
in a band , therefore ., we must consider the worst case where the 
largest stimulus within that band is at the top edge of the band . 
W ithi11 each band ., a threshold can be determined f ro1n the level of 
tl1e largest stimul11s. For reasonably I1igh stimulus levels , and one
third octave bands , the threshold migl1t be 20 to 30 dB below the 
stimulus . Nothing ., including noise ., below this threshold will be per
ceived ., so that we can allow the quantization noise to approach this 
value ; this mea11s we can code the samples in tl1at frame in that sub
band with 4 or 5 bits per sample! This is enough to convey the essen
tial information within that narrow band . The presence of that 
i11f ormation ensures that we will 11ot hear the quantization noise , 
nor will we miss any smaller signals that might have been present i11 
the origi11al. 

This is really a two-step process. On the basis of the highest level in 
the frame , a scale factor that moves this level to 11ear the top of the 
coding range is appljed to all samples . On the basis of the actual level, 
the masking threshold is deter1nined ., and the modified san1ples are 
truncated to this 11u1nber of bits . The scale factor is sent with the 
frame to correct the gain in the d.ecoder . 

If there is a large signal in one band , the masking effect of this may 
mean that several higher bands may be encoded with even fewer bits, 
or not encoded at all. 
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Bit Allocat ion 
All the above assume s we will alw ays operate on the edge of au d ible 
errors . Rapid change of signal amplit ude with in a frame , no t to me n
tion the variability of human ea rs, m eans th at a practical system 
should strive for som e head roo m above the theoretica l threshol d in 
each subband . Comp romises may have to be made , because a practical 
system may be required to deli ver a cons tan t bi t rate , irrespect ive of 
the input signal. The compr ession system needs a contro ller tha t allo 
cates bits to the different subb ands , based up on the needs of each 
band , the overall availabilit y of bits, and its psych oacous tic model of 
human hearing . This cont ro ller may opera te by analyzing the data in 
the subbands , or it ma y use a Fo urier (or similar ) transform of the 
input signal that can give a more detailed analysis of the input. 

Whatever decisions are made in allocat ing bits mu t also be know n 
at the decoder . There are thre e possible str ategie . 

In a forw ard adaptive system , the coder pe rfo r ms all calcu latio ns, 
and the allocation is en coded and sent to ·t he deco der. Th is strategy 
has an advantage in that th e enc oder algorithms may be updated 
without affecting decoder oper ation , but some part of the bandw id th 
must be used to send the bit allocations to the decoder . 

Backward adaptive systems perform the same calculations in t he 
encoder and decoder. The decoder will always reach the same conclu
sions as the encoder , so that no allocation data needs to be sent. H ow
ever , the decoder cost is signific ant ly h igher , an d the encoder cann ot 
be changed . 

A compromise is found in for ward/ back ward adaptive systems. Co m
plex calcu lations are performed at th e enc oder , an d a very small tra ns
mission bandwidth is used to send a few key pa ra m eters to the 
decoder , which then need onl y per fo rm simple calcu lations . As in the 
backward adaptive approach , the en cod er can no t be signi f icantl y 
changed , but some parameters can be changed to adjust beha vior . 

- - Transform Coding 
In studying subband coding , we see that a number of factors poin t to 
the advantage of narrow subbands . (Remember , we have shown that 
we can split the input signal into any number of bands wi thout 
increasing the data .) 
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11 A typical audio spectrum is made up of many discrete f requen
cies . With wide subbands , most or all st1bbands will contain 0 b ne 
or in.ore components , and so have to. e encoded . With narrower 
bands : 1nore subbands will fall within gaps in the spectrum and 
co11ta111 no compone11ts . These bands do not have to be encoded 
at all . 

n The n um ·ber of bits 11eeded to encode a s·ubband depe11ds on the 
degree of masking . We must always consider the worst case where 
the stimulus is at the top edge of the band , because of the steep 
slope of the masking curve below the stimulus frequency . For this 
reason , narrow bands mask much higI1er noise levels and can be 
encoded with fewer bits . 

Band-splitting filters are an efficient means of obtaining a reason
able 11umber of subbands , such as the 32 used by n1any subband 
encoders . Beyond this , however , use of filters becomes very cu1nber
some , and a frequency transform is used to analyze the signal. Very 
large nt1mbers of su bbands may be obtained by this method . A 256-
subband transform filter l1as approximately the same co1nplexity as a 
conventional filter for 32 su bbands. 

There is a draw back to tra11sf or1n filters. Filters with higl1-f reg L1en
cy resolution l1ave poor temporal resolution, and tl1is affects the cod
ing of frames that i11clude transients . If the full coding gain is taken , 
the resulting quantization noise is present throughout the f ra1ne. A 
transient in the frame will probably n1ask this noise after the tran
sie11t, but there is very little "11egative" te111poral masking; thus, the 
noise may be heard at the beginni11g of the frame . 

To co tinter tl1is effect , some systems use transient detection a11d 
switch to a lower number of bands for frames that include a tran
sie11t. A correctly desig11ed transfor1n filter bank 1nay be switched 
quite easily without any significant increase in co1nplex1ty. 

Exam pie Compression Systems 

Audio Compression in MPEG 
. . n schemes based on the MUSI-

MPEG has standardized on compressio d'no layers are defined 
· i · Three co 1 t> , 

CAM system developed by Phi 1ps. d 
for MPEG-1, but Layer II is by far the most use · 

• 
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Layer II supports audio sa1npled at 32 kHz , 44.1 kHz , and 48 kHz . It 
uses 24-n1s f rarnes (with 48-kHz sampling ) a11d codes 32 equal su bbands . 
For eacl1 subba11d a 6-bit scale factor· is used, giving a 1·ange of 120 dB. 
The scale factor ca11 operate over the co1nplete f ran1e 1 but can be 
cha11ged on 8-ms bou11daries if requi1·ed. 

This system uses forward adaptive bit allocation and fractional bit 
quantization . It can code mo110 or stere o at bit rates of 32 to 384 kb /s. 
Layer II has been adopted for several direct broadcast sate llit e (DBS) 
syste1ns a11d by the European Digital Video Broadcasting (DVB) syste m. 
It is also the standard for 111ultimedia applications s11cl1 as CD -ROM s. 

MPEG-2 added some flexibility to MPEG-1 audi o. Half-sample rates 
were added (16 kHz , 22.05 kHz , and 24 kHz ) a11d provision was made 
for a multichan11el extensio11. This approach provides backward com
patibility with MPEG-1. If multichan11el sound is requir ed, a stereo 
mix must be derived and transn1itted as Layer II audio. The additio11al 
inforn1ation is sent in an enhancen1e11t stream . Multichannel decoders 
accept botl1 strea1ns , a11d remultiplex for the required numbe r of 
channels. Simple decoders receive only the stereo bit st rea m and 
ignore tl1e enhancement layer . Total bit rates of 11p to 1 Mbit / s are 
permitted for highest-quality 1nultichan11el. 

The most well-kno"vn audio compression sy ste1n is, of course , 
MP3 the designation for MPEG Audio Layer III. This 11ses more 
sopl1isticated algorithms to achieve greater compression efficiency , 
and is claimed to off er CD quality at about 64 kbits / s per channel . The 
availability of many thousands of MP3 compressed files on the Inter
net has done more to cl1ange the way we think about entertainment 
content than a11y other single development . It is far from certain how 
the copyright issues will be solved , and who will win the battle for 
control of digital entertainment distribution , but it is certain that the 
new techniques are here to stay. 

Audio Compression for ATSC 
• 

During the process leading to the U.S. A TSC standard, it was decided 
to use MPEG-2 (MP@HL ) for video coding . However , no agreement 
could be reached on the audio compression system to be used. 

One proponent offered a system where six channels were individual
ly compressed, but the main contenders were Philips with an enhanced 
MUSICAM system and Dolby with its AC-3 system. Both systems · 
offered "5.1" channels . This means five full-bandwidth channels for 

• 
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f ro11t left , front center , front right , left surrot1nd , and right surround . 
An additional channel has only narrow bandwidth and is intended to 
drive subwoofers , chair-shakers , and other very low-frequency devices_ 
It is also known as the low-frequen cyeffects (LFE) channel . 

In a bitterly f ot1ght contest , expert lister1e1·s compared the two sys
tems u11der carefully controlled studio conditions . AC-3 was selected , 
011 tl1e basis of its slightly su perio1· per f orn1ance on certain vi bra
phone passages. Philips contested the decisio11 on the grounds that the 
MUSICAM syste1n had not been performing correctly at the tests, but 
the decision remained . In fairness it should be said that when either 
syste1n is working opti1nally 1 expert listeners cannot distinguish the 
res Lilts from the original recording , although Dolby claims this per 
formance level at a lower bit rate . AC-3 supports bit 1·ates f ro1n 32 to 
640 kbits /s; the ATSC tests were performed at the intended transn1is
sion rate of 384 kbits /s (the maximum permissible rate has now been 
increased to 448 kbits / s, the same maximum as specified for DVDs). 
This represe11ts a compression ratio of about 10:1, maki11g tl1e quality 
a remarkable achievement . 

AC-3 is a transform system , switchi11g between 256 subbands for 
normal operation and 128 su bbands for transients . It supports the 
usual sampling rates of 32 kHz , 44.1 kHz , and 48 kHz , and uses 32-ms 
framing at 48 kHz . It uses a 4.5-bit scale factor over a range of 144 dB 
and forward / backward adaptive bit allocation . 

Dolby incorporated a number of interesting features in AC-3, to be 
know11 as Dolby Digital in the commercial world . Although the sys
tem can encode up to 5.1 cl1annels, the decoder can produce whatever 
downmix is appropriate for the receiver capabilities . Decod.ers can 
downmix to 1nono or to stereo or, of course , support full 5.l-cl1annel 
output. In addition , each Dolby Digital (DD) decoder incorporates a 
Dolby Surround Pro Logic (DSPL) decoder to support the most com
mon surround-sou11d installatio11s. 111 fact , Dolby Digital includes a 
specific pass-through 111ode for DSPL e11coded au.dio . The t\tvo DSPL 
signals are carried on the left and right front channels of tl1e 5.1 sys
tem and passed directly to the DSPL decoder. 

It is important to 1·ecognize the existence of this mode . Many video
tapes , particularly film-tape transfers, I1ave DSPL audio. DSPL is an 
analog co1npression scheme that carries center and surround informa
ti·on coded into the Jef t and right chan11els; it is a f ou1·- to two- to 
four-cha1111el system. It might be assumed that a DSPL signal could be 
decoded to four chan11els and fed to a DD syste1n, perhaps feeding 
the stir round signal to both left and right rear channels. This would 

• 
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wo1·k if tl1ere were five loudspeakers at the 1·eceiver 1 but there is a hid

den trap. 
DSPL is an a11alog syste1n where tl1e 1nat1·ixi11g can 11eve1· be perfect , 

so the syste111 is designed witl1 tl1is i11 mi11d. Specifically I the syste1n is 
designed to avoid se11sitivity to phase variation s in high frequencies in 
the surround cha11nel. Also, DSPL is not a trtLe surround-sound system 
i11 th.at it does not attempt to place sou11ds accurat ely in a 360° stage . It 
provides accurate location in front of tl1e listener , plu s a ge11eral (and 
very effective ) a1nbia11ce f 1·on1 behi11d. As a pa1·t of this process the 
DSPL decode1· low-pass-filte1·s a11d delays the deriv ed ambiance sig
nal . Provided tl1e four sig11als are tl1en conveyed tran sparently to four 
lot1dspeakers , all will be well. 

However
1 

if the DSPL signal is decod ed and fed to a DD system and 
decoded at a receiver with 011ly (two-cha11n el) ster eo capabilit y1 the 
DD decoder downmixes for the stereo outpt1t . If th e signals it mixes 
include tl1e filtered and delayed su1·round from a DSPL decoder , the 
down1nix will be quite wrong and objectionable . 

To avoid this problem , DD provides tl1e DSPL 1node described above . 
The two DSPL-encoded channel s are f ed to th e left and right front 
cha11nels of the DD system , and the "n1essage - that thi s is DSPL is passed 
with the bit stream to the decoder , which pas ses tl1e two cha11nels 
directly to the incorporated DSPL decoder . No downmix is required for 
stereo

1 
and the two DSPL channels can be co1nbined for mono . 

Dolby Digital also addresses the perennial problem of loudness 
variation between programs and between channels . The system uses 
dialog level to normalize receiver volume ; tl1e bit stream carries an 
indication of the dialog level and the decoder gain is varied to keep 
this essentially constant. 

Finally
1 

DD allows for adjustable dy11amic range at the decoder . 
Wide dyna1nic range is perfect for home theater environments , but 
quite unsuitable for a portable television in a noisy kitchen . The 
decoder can reduce dynamic range as determined by the receiver 
manufacturer or according to the preferences of the listener if user 
controls are provided with separate control of compression above 
and below the nominal dialog level. 

Some issues surrounding the use of DD for digital television have 
not yet been resolved. One is the metadata . (descriptive data) that 
should accompany the audio to the encoder. The encoder must know 
if its input is DSPL, so as to invoke the pass-through mode . It also 

• 

needs to know the nominal dialog level and the dynamic range setting 
in order to convey these to the receiver. This presents a practical issue 

• 
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in a television plant where no obvious mechanism exists for routin 
recording , and distributing the metadata with the audio . g, 

Initially 1nost potential users assu1ned that DD would be used for 
network distribution as well as final transmission to the ho1ne. How
ever 1 f ades 1 voiceovers 1 and the like. cannot be performed on the 
coded sig11al1 and such operations in a local TV station require decod
ing and re-encoding . As with a11y compression system , this results in 
quality loss. It has been suggested that DD coded at a higher rate than 
that used for trans1nission could be used for distribution to provide 
the necessary quality headroom. f-Iowever 1 it is possible that a differ
ent coding system 1 Dolby-E 1 may be preferable for distribution ; this is 
discussed briefly i11 Chapter 19 under Mezzanine Compression Sys
te1ns. As with many aspects of digital televisio11, implementatjon is 
very slow 

I 
and 11ew decisior1s are bei11g 1nade all the time . 

• 

, 
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Introduction 
Strea1ni11g is a tech11ique used to delive1· 1nult im edia con ten t1 of ten 
including video and audi o1 usually coin pr essed. It is t1sed 011. n etwo rk s, 
including private intranets and th e In tern et. Str eami n g b1·in gs toge tl1-
er characteri stics of two fund ame11tally dif fere 11t delivery syste m s. 

In the world of digital studi o installati o11s, both video a11d audi o1 
connections betw ee11 pieces of eq11ipn1e11.t are usually m ade by dedi 
cated circuits . Tl1ese circuit s carr y th e bit st1·ean1, u su all y u11co m 
pressed 1 in real time with 110 signi f ica11t trans it delay . Tl1ey are dete r-
111inistic and isochronou s bit s go in to the circ i1it at a fixe d rate and 
bits co1ne out at the sam e fixed rate . For every bit th at goes in , on e 
comes out . The data is received by hard ware elem ents designe d specifi
cally for th e commu11ication cir·cui t bein g used1 and eve1·y usable ele-
111e11t, be it an audio sample or a video pixel, is processed as it ar rives. 

In this scenario there is really no co11cept of a beginni ng or en d; 
the bitstream rnay last for a second , or· fo r n1any yea rs. The tr an smit 
ting device sends th e info rmati on it has; th e receiving device accepts 
tl1e information as it receives it . Even wh en th ere is no real inf orm a
tion to send if the video is black 01· th e audi o sile11.t as long as th e 
equipment is powered , it will faithfull y send the codes fo r black or 
silence , a11d they will be dili gentl y received. 

In the world of computer s1 the usual meth od of tr ansfe rr in g inf or
mation is a file tran sfer . One applicati on creates a f ile and cau ses it to 
be stored on some medium . Anothe r applic ation may access the file 
from its original storage location , or some separ ate mechanism ma y 
cause the file to be transferred to a different storage locati on before 
the second application accesses it . The transf er mechani sm may 1nove 
a physical medium like a floppy di sk ( .. sneak ernet "), but today it is 
more likely that the file is transferred over som e form of network . 
The file may be transferred quickly or slowl y, perhap s in many parts , 
and the parts may not arrive in the same order as they were sent . It is 
the job of the transfer mechanism to ensure that when the job is fin
ished, the received file is the same as the original . 

Whatever the mechanism , the process is essentially serial . The file is 
created , then moved , then accessed. If there is no information to send / no 
file is created No access to a file is possible until the transfer is complete . 

This is the mechanism used , for example , when downloading an 
MP3 file from a music distributor. The file is transferred over the 
Internet from the server to the user's hard drive . Only when the trans
fer is complete can the file be accessed by an MP3 player . 
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The first system desc1·ibed above is really a very specialized form of 
streaming , but the term today is generally used to refer to transmission 
of co11tent over a network . What makes streamed data special is that the 
content may be accessed and used without waiting for the completion 
of a file trans£ er . An example of streaming is the sample audio clips 
offered by on-li11e vendors of CDs. Many offer the ability to hear a 
few seconds of 011e or more tracks before making a purchase decision . 

Streaming in this e11vironment is not the same as the isochronous 
studio interface . We rnust assume a connection that supports a rate at 
least close to tl1e data rate of the clip being played . If the clip is encod
ed at 384 kbits /s and we attempt to stream over a 20 kbits /s link , the 
best we could offer is one second of audio followed by a 20-second 
wait , then one more second of audio . In this case, waiting for a com
plete file transfer and playing the clip from the hard disk is the only 
practical solution . 

But even if the average link speed is sufficient to support approxi-
1nately real-time trans£ er , the transfer rate will rarely be constant. 
Delivery via the Internet ' generally involves many links and many 
routers . Transmission is usually .. bursty" and packets may not be deliv
ered in the order that they were transmitted . Clearly buffering is 
needed to permit an acceptable presentation. A11 intelligent player 
application will adjust the buff er time accordi11g to tl1e characteristics 
of the incoming data ; if the buffer e1npties (resulting in a break in 
presentation ) the buff er size will be increased to make future iJ1ter
ru prions less likely . 

Applications for Streaming Media 
The usefulness of strea1ning media is totally dependent on the avail
ability of adequate bandwidth . The co1nments that follow are based 
on the environment as seen late in the year 2000. I 1nake some pes
simistic predictions below , and I hope I sl1a11 be proved wrong , as 
most commentators are! Time will tell . 

In corporate i11tranets this may not be an issue: 100 Nfbits/ s Ethernet 
is starting to replace 10 Mbitsls, star network topology is rapidly 
replacing loops , a11d switches are replacing hubs . All of tl1ese factors 
l1elp to increase the bandwidth available to a user and to reduce bot
tlenecks i11 the network . Streaming video over corporate networks is 
viable today , and the situation is continually improving . 

• 
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Away from tl1is enviro11ment tl1e situation is 1nuch less encot.1rag
ing. Audio strean1ing is useful on the lnter11et . The standard 11.ome 
connection is a 56 kbits /s 1node1111 often achieving abo1.1t 40 kbits / s. 
Modern techI1iques of audio co111p1·ession ca11 off er acceptable speech 
quality at 10 kbits /s or less and reasonable music quality from abo ut 
20 kbits /s. The standard connection , a11d the Internet itself , off er suf
ficient overhead for these rates to be supported quite consistently . 

As n1entioned above , e-commerce vendors can offer music samples 
that ge11uinely iinprove the shoppi11g exper ie11ce. Congressio ·nal ·hear
ings and shareholder n1eetings are 110w rot1tinely "broadcast" over the 

Internet . 
Video is a very different story and has, to date , achieved little more 

than novelty value over the Intern et . High-qt1alit y , full-screen , 
full-refresh-rate video still reqt1ires me gab its per second . Improve
ments in compression tech11ology will 11.elp , but there is no way we 
will be able to deliver serious video in a few hundred kilobits per sec
ond . While we are confined to connections with even lower band
widths , Internet streaming video will likel y ren1ain postage-stamp 
sized, and /or have very a low ref resl1. rate. 

There are useful applications for strea1ning video . As mentioned 
above , corporate i11tranets can provide a suitable infrastructure . Aside 
from this, video conferencing and distance learnin g are attractive appli
cations that can deliver real benefits even today 1 but the value is greatest 
where the video is a supplement to other content (audio , faxed docu
ments , prepublished hard copy material , electronic slide presentations / 
etc.). Generally video conferencing and distance lear1ung use leased net
work connections or dial-up ISDN, offering at least 128 kbits /s. Even at 
this

1 
quality is low 

I 
update is slow, and either the video is delayed with 

respect to the audio, or both are delayed , making conversation difficult. 
We hear talk of the "bandwidth explosion ." Will the situation 

improve soon? Personally I think not , even though tl1ere is a great 
deal of unused fiber on long-distance routes . High-speed home con
nections are available in the form of DSL and cable modems . These 
certainly off er an improved experience , but mainly because there are 
so few of them. There is little evidence that the switching infrastruc
ture supporting these connections is growing at anything like the nec
essary pace . More and more Web sites are offering content that 
requires more bandwidth. I see an explosion of bandwidth demand 
and creeping infrastructure bandwidth growth . 

The spread of multicasting technology will certainly help with 
applications such as "live" broadcast. Today, almost all Internet stream-
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ing relies on u11icast operation the server must deliver a separate bit
strea111 to each i11dividual use1·, addressed appropriately , even if thou
sands of users are watching a Jive event . When more multicast tech
nology is available , servers will be able to deliver a sinole bitstream to 

. 0 

which multiple user s may subscribe . 

Standards for Streaming Media 
The fir st standard to achieve widespread adoption was H.261, an ITU 
Sta11dard approved in 1990. It is intended for use on ISDN circuits a11d 
uses multiples of 64 kbits / s. It supports the common image format 
(CIF) at 352 x 276 pixels and the quarter-size QCIF at 176 x 144 pixels. 
It uses a co1nbi11ation of motion compensation , DCT, and VLC, and 
can code at rates up to 30 fra1nes / s. Unlike MPEG, H .261 and other 
streaming media standards permit frame droppi11g as a means to con
trol bit rate . It is very common i11 video conferencing systems to see 
the i1nage freeze when some rapid motion , sucl1 as a pan , occurs . 

H .263 f ol]owed in 1996. Initially this standard was intended for very 
low bit rates only (up to 64 kbits /s), but this restriction was removed 
and the standard is likely to replace H .261. It employs improved cod
ing algorithms and supports QCIF and SQCIF (approximately ha1f
QCIF ). As an option , implementations ca11 support higl1e1· resolutions 
up to 16 CIF at 1408 X 1152 pixels . 

. More recently , the H .323 series of standards provides higher quality 
over corporate intra11ets and to i11stitutio11s with second-generation 
Internet connections . Operation is typically in the hundreds of kilo
bits/ s range . The higl1er quality offered by these standards and band
widths is partict1Jarly attractive to academic and medical conferencing . 

I11 the world of personal computers there is intense rivalry an1ong 
three companies , Apple , RealNetworks , and Microsoft . The original 
f or1nat , and still very popular , is Quick time by Apple . This for mat 
supports a wide range of bit rates and compression schemes nowa
days almost anything can be made into a Quicktime movie . On the 
CD included witI1 this book you will find commercial stock footage 
at full resolution , and low bit rate preview versions of the same clips; 
both are supplied as Quicktime movies. There is a free version of the 
Quicktime player , but Apple does 11ot seen1 to offer any free version 
of the encoder. 

I 
• 
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Real Networks ra11ge of products i11cl uding RealA udio and Real Video 
l1ave probably shown the fastest g1·owth in recent yea1·s as n1any web 
sites have added audio a11d video elements. As me11tio11ed previo1-1sly, 
·we now expect to hea1· audio samples from CDs before we buy them 
onli11e. The RealNetworks solutions l1ave p1·oven very attractive at the 
low bit rates available 011 today's I11ter11et. RealNetworks off er a free 
basic player , and a t1·ial ve1·sio11 of the encoder is also available for 
download without cl1arge. More sophisticated players , and fully fu11c
tio11al encoders , are available for a price . 

The 111ost recent major contender is Microsoft Corpora tion. It has 
mounted a major effort to redefine str eaming media with the 
Advanced Streaming Format (ASF), offeri11g e11d-to-end so lutions . 
Microsoft offers a con1plete ra11ge of t oo ls including players , 
encoders , serve1·s, and supplementary tools at its TtVindows Media site . 
Microsoft 's new Media Player , available at this site and i11clt1ded with 
the latest operating systen1s, supports a wide range of coding formats 
(except Real), and the latest encoder supports MPEG-4 (Version 1 at the 
time of writing ). The CD includes sample Windows Nledi a files , at 
audio /video bit rates ranging from 28 kbits / s to 2Mbits / s. Microsoft 's 
determi11ation to become a substantial pla yer in the fie ld of streaming 
n1edia may be deduced from the fact that (at the time of writing ) all 
of these tools are available without charge . 

Some of the tools mentioned above will be found on the CD-ROM 
included with this book ; others may be obtained f ro111 the respective 
websites . In all cases, it would be wise to check the websites for the lat
est versions of these products . 

Microsoft Corporation has mounted a major ef fart to redefine 
streaming media with Advanced Streaming Format (ASF) offering end
to-end solutions . Microsoft offers a full range of free tools , including 
encoders , players , and servers , plus a wealth of information at its Web 
site. Microsoft's new Media Player , availa 'ble at this site , a11d included 
with the latest operating systems , supports a vast range of coding for
mats (except Real), and the latest encoder supports MPEG-4 (Version 1 
at the time of writing). 

Some of these tools are on the CD-ROM included with this book , 
but check out the Web sites for latest versions . 
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Chapter 19 

Introduction 
This chapter is the dumping ground for· all the bits and pieces tl1at 
would not fit elsewhere . For exan1ple/ I take some time here to look at 
the issue of co11catenated compression systems a subj ect of great 
i111portance since co1npression is used in acquisition / in editing / and in 
delivery . There is a disct1ssion of n1ezzani11e, or "i11 between /" compres
sion systems tl1at may off er a partial solut ion to son1e of these iss11es. 

The use of con1pressio11 systems f 01· televisio11 dist1·ibution presents 
many new challenges . Co1nmon functio11s / such as the in sert ion of 
commercials at local stations or at cable head ends / may depend 011 
tl1e ability to s,,vitch compressed bit streams . We exan1ine some of the 
difficulties inherent in thi s process . 

Finally / we take a brief look at son1e futur e di1·ections those that 
are fairly close/ a11d some th at perhaps require "suspension of disbelief .-

Fractal Compression 
Fractal compression requires enorn1ous computing power for encod
ing / but a relatively simple decoder . Fracta l compress ion takes a block 
of pixels, and attempts to find another block that can be transformed 
into the current block . Rotation / reflection , scalin g/ gain / off set, and 
the like are all allowed If large parts of the image can be reduced to a 
recursive relationship / these ·parts of the i1nage may be represented by 
a relatively small number of parameter s of a contractive mapping . 

Some workers claim spectacular results with this method / but as yet 
it has found little general acceptance. Perhaps the most significant 
claim of fractal compression is that it produces a file that may be ren
dered back at any resolution / lower or higher than the original. Of 
course , no additional detail is created by enlarging the image / but the 
fractal approach ensures that typical artifacts of enlargement / such as 
pixel blocking / do not appear . 

The CD-ROM with this book includes two fractal-based applica
tions for compressing static images. I encourage you to experiment 
with these and compare the results with those obtained from DCT
and wavelet-based applications (also on the CD). The fractal programs 
are not commercial products and do not have the same degree of "pol
ish" as the for-sale applications/ but are suitable for experiment . It is 
interesting to note that the only fractal-based commercial program I 
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know of ]1as been withdrawn (though the shareware version is still 
availa 'ble at some Inter11et locations ) . 

• 

Statistical Multiplexing 
In Cl1apter 9 we saw that temporal compression necessarily results in 
variable bit rate at the output of the compression encoder . The ef fi
ciency gained by predictive encoding in P- and B-f ra1nes means that 
they will be smaller than 1-f ra1nes; conversely / for an I-frame to be a 
good reference for generating P- and B-frames / it must be as error free 
as possible in other words / as big as possible . Chapter 9 described the 
type of rate co11trol 1nechanism and the buffers necessary to i11terface 
an MPEG encoder to a fixed-rate transmission circuit . 

The above discussion addresses only a part of the problem , in that 
it assumes constant complexity of the video bei11g encoded . In prac
tice/ video varies a great deal in cornplexity . A "talking-head" shot is 
easier to e11code than a scene with moving objects . A static graphic is 
easier still ; at the other extreme , a zoo1ning sl1ot of complex 1notion in 
a basketball ga1ne, with a crowd behind, is about as difficult as video 
can get . It is fairly obvious that there will be both short- and long
term variations . A sport program is intrinsically 1nore "bit hungry" 
than a talk show / but within each program there will be some parts 
that are much more complex than others . U nf ortt1nately / eve11 the 
short-term variations are likely to have time scales of tens of seconds 
or minutes

1 
so inc1·eased buffering is not a practical solution . 

The problem is a real one ; at a fixed bit rate greater complexity 
means lower qt1ality/ lesser complexity 1nea11s higher quality. Unfor
tunately , the human psychovisual system is n1t1ch more sensitive to 
variatio11s in quality tl1a11 it is to absolute quality , and such variations 
are likely to be visible and a1moying . 

In a system with a single program stream and fixed bit rate there is 
little to be do11e/ except to try to design tl1e system so that the lowest 
quality received (most-complex video) is sufficiently good that 
improvements in quality are not readily appare11t. If this is acl1ieved, 
there is a choice tl1e quality can be allowed to vary, or the quality 
can be held down to the acceptable level and the surplus bits used for 
some other purpose or just "stuffed." 

Some applications allow variation in bit rate. A movie on DVD (pre
viousl .y digital video disc or digital versatile disc, now just DVD) tLses 

• 
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a11 average bit rate of about 5 Mbits /s, but the DVD system is capable 
of a peak bit rate of some 10 Mbits / s. This allows the co1npression 
device (or the hu111an co111pressio11ist) co11siderable leeway in the allo
cation of bits to sce11es of dif f ere11t complexity . 

Another solutio11 is available when a fixed-rate MPEG t1·ansport bit 
stream carries a 11umber of pro gra n1 str eams (as described in Chapte r 
10), as used by direct broadcast satellite systems . Statistical multiplex
ing is a technique based on th e assumption that not all of the pro
g1·am strea1ns will carry co111plex video at the same time . Withi11 the 
fixed-rate bit strea111

1 
at any instant more bits can be allocated to the 

program strea111s carryi11g complex video , and fewer to those carrying 
simple video , stills , and other data . Three app1·oacl1es are ava ilabl e to 
control the distribution of bits: 

a The bit allocation of a program 111ay be deter1ni11ed by its type ; a 
football ga1ne will need more bits tha11 a sitcom , a11d a movie coded 
at 24 f ra1nes per second ~ill probabl y 11eed even less bits than tl1e 
sitcom. In a simple system this determinatio11 ca11 be Ltsed to divide 
the bit allocations between the various program st .rea1ns. Ir1 a 1nore 
complex system with dynamic co11trol of bit allocatio11, program 
type 1nay be used for the initial estimate of bit rate require1nenrs 
for each program stream. 

m Using conve11tional rate control technique s, information from the 
rate cont1·oller of each comp1·ession encoder can be considered by a 
statistical multiplex controller . Tl1is controller will provide a modi
fier control back to eacl1 rate controller so that encoders operating 
at a low quantization scale factor will be instructed to quantize 
more aggressively , thereby freeing up additional bits for encoders 
that are being forced to use a high scale factor . In this way , the sta
tistical multiplex controller can balance out the bit allocations so 
that all program streams are using a similar scale factor and provid
ing a similar level of quality. 

c The most sophisticated controllers may use look -ahead techniques to 
measure the complexity of upcoming frames (as may be done by .. 
the encoder itself ). This information 1nay be used to further Mtune 
the rate controllers . For example , if several streams have complex 
material arriving shortly , it may be appropriate to increase all 
quantization scale factors to reduce buff er f ull11ess and provide for 
a peak in bit requirements . 

The above techniques work best if the transport stream is carrying 
a considerable number of program streams , and if there is a good mix 
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of program types . Obviously , statistical multiplexing is complex and 
expensive ; however , the payoffs are considerable . Use of thi s tech 
nique not only averages out the impairme11t level of each program 
stream , but for a given quality level it allows more program streams 
within a channel of given capacity . In fact , the gain is even higher in 
the c·ommercial world ; if the quality is 11ot varying appreciably , a 
lower quality can be tolerated . (Expressed simply , the hun1an psycho
visual system , and viewers ' psychology , will accept a given quality 
level if it is not shown how much better it could be!) These factors 
make it possible to substantially increase the number of program 
streams of acceptable quality ii1 a given channel . In commercial terms , 
each satellite tra11sponder ca11 carry more programs . Given that each 
transponder in place represents an in vestment of tens of millions of 
dollars , the advantage is compelling. 

~__. Concatenated Contpression Systents 
I have discussed at length the sensitivity of compression systems to 
artifacts and noise on the signal to be encoded. These can cause sub
stantial losses in efficiency . A compression system adds artifacts and 
quantization noise to an image sequence , so what happens when we 
feed one compression system with the otitput of a11other? This is far 
from an idle question . We are seeing increasing use of compression 
systems for acquisition and in studio operatio11s, and we are about to 
see the l~rge-scale introduction of heavily compressed digital transmis
sion systems. There would seem to be a1nple reason for concern . 

Experimental results suggest tl1at compression systems are very tol
erant of their own artifacts. In most of the compression systems in use 
today , a quality loss is apparent on the first pass, but if the signal is 
not changed in any way , subsequent passes through an identical com 
pression system add almost no loss. 

In one sense we ca11 see that thjs is intuitively reasonable. A com-
pression system discards infor1nation, particularly information that 
should have Ii ttle effect on the perceived image . A second pass 
through an identical system attempts to throw away the same infor
mation, but it is no longer there. The second system should be able to 
code the re1naining information just as happily as the first. 

Jim Wilkinson of Sony first explained this to me as a theoretical 
model. Most of the elements in the compression encode and decode 
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