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(57) ABSTRACT

A method and system are disclosed for retrieving information
through the use of a multi-stage interaction with a client to
identify particular knowledge content associated with a
knowledge map. The present inventionis an application pro-
gram running ona server accessed via the world-wide web or
other data network using standard Internet protocols, a web
browserand webserversoftware. In addition to an automated

portion, the present invention allows a humandialog designer
to model the way the systemelicits information, giving a
humanfeel to the dialog and a better customer experience. In
operation, users start a dialog by directing their web browser
to a designated web page. This web page asks the user some
initial questions that are then passed to a dialog engine. The
dialog engine then applies its methods and algorithms to a
knowledge map, using dialog control information\ and the
user’s responses to provide feedback to the user. The feed-
back mayinclude follow-up questions, relevant documents,
and instructions to the user (e.g., instructions to contact a
human customer service representative). This dialog engine
response Is rendered as a web page and returned to the user’s
web browser. The user can then respond further to the follow-
up questionshe or she is presented, and the cycle repeats. The
invention can be implemented so that it can interact with
customers through a wide variety ofcommunication channels
including the Internet, wireless devices (e.g., telephone,
pager, etc.), handheld devices such as a Personal Data Assis-
tant (PDA), email, and via a telephone where the automated
systemis delivered using an interactive voice response (IVR)
and/or speech-recognition system.

15 Claims, 19 Drawing Sheets
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Follow-up Questions

¢ SYSTEM ASKS USER FOLLOW-UP QUESTIONS BASED ON ACTIVE GOALS

- (CQ: CLARIFYING QUESTION
- DQ: DOCUMENT QUESTION
- TEXT QUESTION

e SYSTEM CAN OFFER USER A CACHED QUESTION
- PQ: PARAMETERIZED QUESTION

FIG. 135
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TQ - Text Question

WHAT KIND OF BREAKFAST FOOD WOULD YOU LIKE TO HAVE TODAY:

(PLEASE TYPE IN)

Scrambled eggs

* TAXONOMY NAVIGATION QUESTION

e USER TYPES IN TEXT THAT WILL BE AUTOCONTEXTUALIZED TO
A PLACE IN THE TAXONOMY

FIG. 15

DQs - Document Driven Question

THE FOLLOWING DISHES ARE LEFT IN THE KITCHEN.

PLEASE CHOOSE THE ONE(S) YOU WOULD LIKE TO GET:

yy Scrambled eggs
[] |Poached eggs
[] |Pancakes without syrup

ANOTHER KIND OF FOLLOW-UP QUESTION

* BASED ON THE SET OF KCs REMAINING

SELECTION OF TAXONOMY-WIDE ALTERNATIVES

FIG. 16

 

PQ - Parameterized Question

KANISTAURANT IS FAMOUS FOR IT’S CHERRY PIES.
WOULD YOU LIKE TO TRY A PIECE?

¢ SHORTCUT OUT OF DIALOG

e A GUESS ABOUT LIKELY USER INTENTIONS

- FREQUENTLY ASKED

— IMPORTANT

FIG. 17
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Example: Dialog Walkthrough

HOSTESS: “YES?”

USER: “TWO FOR LUNCH”

WAITER: ““WOULD LIKE ANY DRINKS TODAY?”

“NO”

“DO YOU HAVE ANY DIETARY CONSTRAINTS?”

“YES, | AM ON HIGH-PROTEIN DIET”

“WOULD YOU LIKE BREAKFAST OR LUNCH FOOD?"

 
FIG. 19

20
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Example: Dialog Walkthrough
(continued)

“BREAKFAST”

“WE HAVE EGGS AND PANCAKES. WHAT WOULD YOU LIKE?”

“EGGS”

“SCRAMBLED, POACHED OR BENEDICT?”

“SCRAMBLED”

“HERE IS YOUR CHECK. THANKS FOR COMING”
 

FIG. 21

22
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SYSTEM AND METHOD FOR PROVIDING AN
INTELLIGENT MULTI-STEP DIALOG WITH

A USER

RELATED APPLICATIONS

This application claims priority to the following applica-
tions:

U.S. Provisional application No. 60/187,472, entitled
“System and Methodfor Producing anIntelligent Multi-Step
Dialog with a User,” filed Mar. 6, 2000.

The following identified U.S. patent application is relied
upon and hereby incorporated by reference in this applica-
tion:

U.S.patent application Ser. No. 09/594,083, entitled “Sys-
tem and Method for Implementing a Knowledge Manage-
ment System.”

FIELD OF THE INVENTION

This inventionrelates to systems and methods for retriev-
ing information and, moreparticularly, to systems and meth-
ods for providing a multi-step conversation-like interaction
betweena person and a computeror other deviceto refine and
satisfy the person’s request for information.

BACKGROUND

Akey resource ofmost,ifnot all enterprises is knowledge.
For example, in a customer service environment, customers
expect prompt and correct answers to their information
requests. These information requests may relate to problems
with products the customer has purchased, or to questions
about products they may decide to purchasein the future. In
most cases, the answer to the customer’s question exists
somewhere within the enterprise. In other cases, the answer
may have existed in the enterprise at one time, but is no longer
there. The challengeis to find the best answer and provideit
to the customer in a timely manner.

Typical approaches to providing support information to
customers on the Internet, either provide a static structure
(predefined hyperlinks) for customersto navigate to the infor-
mation they need, or they provide simple “lookup”facilities
for finding documents or products, such as database searches
or full-text searches for keywords appearing in documents or
in product descriptions. These types of approaches are typi-
cally not tailored to the customer(no personalization) and do
not typically engage the customer in a multiple step interac-
tion (no conversational dialog), wherein the informationis
elicited from the customer.

Other current approaches for providing support informa-
tion to customers, such as case-based reasoning systems and
expert systems, provide a multiple step interaction with cus-
tomers, but they require the business to set up very complex
“case” structures or expert-system rule sets that define the
problems and their resolutions in great detail. These
approachesare often brittle and it is typically very costly for
the business to add new rules and cases to these systems.

Still other Web-based systems check for particular textual
content without the advantage of context or domain knowl-
edge. Consequently, they generally do not reliably and con-
sistently return the desired information. Thisis at least partly
dueto the fact that languageisnot only inherently ambiguous,
but also because it is susceptible to expressing a single con-
cept any number of ways using numerous and unrelated
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words and/or phrases. By simply searching for specific key
words, prior art search enginesfail to identify other alterna-
tives that may also be helpful.

Consequently, there is a strong need in the art for an
improved method and apparatusforretrieving relevant infor-
mation from large knowledge bases. There is also a need for
providing this capability to relatively unsophisticated users.

SUMMARYOF THE INVENTION

The present invention satisfies the above-described need
by providing a system and methodfor efficiently retrieving
information from a large knowledge base. More specifically,
the present invention uses a fairly simple set of knowledge
structures to represent the domain of problems to be dis-
cussed with the customers. New documents describing prob-
lem resolutions, product descriptions, etc., can be either
manually or automatically placed into these knowledgestruc-
tures. Users’ interests, backgrounds, etc., can also be repre-
sented using these same structures. Once the knowledge
structure is populated, businesses can write fairly simple
navigation rules that allow the inventionto engage customers
in a rich, personalized dialog.

The present invention supports a model ofinteraction
between a machine anda humanbeingthat closely models the
way people interact with eachother.It allows the user to begin
with an incomplete problem description and elicits the
unstated elementsofthe description—whichthe user may not
know at the beginning of the interaction, or maynot know are
important—asking only questions that are relevant to the
problemdescriptionstated so far, given the system’s knowl-
edge of the problem domain; without requiring the user to
answer questions oneat a time, or to answerall of the ques-
tions posed; and without imposing unnecessary restrictions
on the order in which questions are posed to the user. The
present invention allowsthe dialog designer to model the way
an expert elicits information, giving a human feelto the dialog
and a better customer experience.

In one embodiment, the present inventionis an application
program running ona server accessed via the world-wide web
or other data network using standard Internet protocols, a web
browser and web server software. In operation,users start a
dialog by directing their web browser to a designated web
page. Mis web pageasks the user someinitial questions that
are then passed to a dialog engine. The dialog engine then
applies its methods and algorithms to a knowledge map,using
dialog contro] information and the user’s responses to pro-
vide feedback to the user. The feedback may include follow-
up questions, relevant documents, andinstructionsto the user
(e.g., instructions to contact a human customer service rep-
resentative). This dialog engine response is rendered as a web
page and returned to the user’s web browser. The user can
then respond further to the follow-up questions he or sheis
presented and the cycle repeats.

The invention can be implemented so that it can interact
with customers through a wide variety of communication
channels including the Internet, wireless devices (e.g., tele-
phone, pager, etc.), handheld devices suchas a personal data
assistant (PDA), email, and via a telephone where the auto-
mated system is delivered using an interactive voice response
(IVR) and/or speech-recognition system.

Additional features and advantagesofthe invention will be
set forth in the description which followsand, inpart, will be
apparent from the description, or may be learned by practice
of the invention. The objectives and other advantages ofthe
invention will be realized and attained by the methods, sys-
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tems, and apparatus particularly pointed out in the written
description and claims hereof, as well as the appended draw-
ings.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are intended to provide further
explanation ofthe inventionas claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying, drawings, which are incorporated in
and constitute a part ofthis specification, illustrate embodi-
ments of the invention and, together with the description,
serve to explain the objects, advantages, and principles ofthe
invention.

In the drawings
FIG. 1 is a block diagram of a network including an

arrangement constructed in accordance with the subject
invention for providing a multi-step interactive dialog overa
network;

FIG, 2 is a more detailed block diagramof a client com-
puting device ofFIG. 1;

FIG.3 is a more detailed block diagram ofa dialog engine
server of FIG. 1;

FIG. 4 is drawing illustrating the relationship between
knowledge containers, taxonomies and taxonomy tags in
accordance with an embodimentofthe present invention;

FIG. 5 shows one embodiment of knowledge containers
that include five main components;

FIG. 6 is a drawing illustrating taxonomies for trouble-
shooting printer problems;

FIG, 7 is a drawing illustrating basic constraints in accor-
dance with an embodimentofthe present invention;

FIG. 8 is a drawing illustrating negated constraints in
accordance with an embodimentofthe present invention;

FIG, 9 is a drawingillustrating conditional constraints in
accordance with an embodimentofthe present invention;

FIG. 10 is a drawing illustrating triggers in accordance
with an embodiment ofthe present invention;

FIG. 11 is a drawingillustrating the goal resolution process
in accordance with an embodimentofthe present invention:

FIG, 12 is a drawingillustrating the goal unification pro-
cess in accordance with an embodimentofthe present inven-
tion;

FIG. 13 is a chart illustrating the different categories of
follow-up questions in accordance with an embodimentofthe
present invention;

FIG. 14 showsa step inthe interactive dialogue where the
user can choose among the taxonomies;

FIG, 15 isa chart illustrating a text question in accordance
with an embodimentofthe present invention;

FIG. 16 is a chart illustrating a documentdriven question in
accordance with an embodimentofthe present invention;

FIG. 17 is a chart illustrating a parameterized question in
accordance with an embodimentofthe present invention;

FIG, 18 is a flow chart showing the operationof the multi-
step interactive dialog system in a mannerconsistent with the
present invention; and

FIGS. 19-21 are drawingsillustrating atypical dialog.

DETAILED DESCRIPTION

In the following detailed description of one embodiment,
reference is made to the accompanying drawingsthat form a
part thereof and in which is shown by wayofillustration a
specific embodimentin which the invention maybepracticed.
This embodiment is described in sufficient detail to enable
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those skilled inthe art to practice the inventionandit is to be
understood that other embodiments may be utilized and that
structural changes may be made without departing from the
scope of the present invention. The following detailed
descriptionis, therefore, not to be taken in a limited sense.

A system in accordance with the present invention is
directed to a system (generically, an “e-service portal”) and
method for the delivery of information resources including
electronic content (documents, online communities, software
applications, etc.) and physical sources (experts within the
company, other customers, etc.) to end-users. In order to
further convey a complete understanding of the present sys-
tem, the following overview is provided:
Overview

The purpose ofa dialog engineisto facilitate the following
in an electronic interaction between a human being and a
machine (computer or other device including for example a
telephone or personal data assistant):

a.) Find and deliver an appropriate set of knowledge con-
tainers (as defined in previousfilings) to the human;

b.) Find and route the humanto an appropriate web service
(see definitions) or human expert;

c.) Encapsulate the interaction between a humanand a
machine in the form of a meta-data representationrelat-
ing to a knowledge map (knowledge session); and

d.) Deliver the knowledge session to other applications via
API, XML orany other form.

The dialog engine of the present invention is designed to
construct a “knowledge session” in the context of a knowl-
edge map(as described in the commonly assigned, co-pend-
ing U.S. patent application Ser. No. 09/594,083, entitled
“System and Method for Implementing a Knowledge Man-
agement System,” which has previously been incorporated by
reference).

A knowledgesession Is a representation of a user’s situa-
tion or scenariointhe context of a knowledge map. A knowl-
edge sessionincludes text elicited fromthe user and a collec-
tion of tags (as describedin application Ser. No. 09/594,083)
that each represent a link to a concept node withinthe knowl-
edge map and a “weight”indicating the strength ofthat link.

The dialog engine is a machine for knowledge session
managementdefined by at least the following operations: the
ability to accept inputs, the ability to interlace to inference
engines, the ability to constructinteractions, andtheability to
send sessions to other software.

The dialog engine ofthe present inventionis defined by:
1.) The dialog engine creates the knowledge session

througha plurality of input types.
2.) The dialog engine acts on these input types by interact-

ing with a plurality of inference engines.
3.) The dialog engine refines the session via a plurality of

interaction forms.

The dialog engine may output sessions to search engines (or
other applications) in the form of a markup language based
representation (e.g., XML or HTML,etc.) of the knowledge
session.

Input Types:
The dialog engine builds a knowledge session using a

plurality of input, such as the following:
The context ofa user’s entry into the present system(entry

context);

The autocontextualization(classification into a knowledge
map, as described in the commonly assigned, co-pending
U.S.patent application Ser. No. 09/594.083, entitled “System
and Method for Implementing a Knowledge Management
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System,” which has previously been incorporated by refer-
ence) ofa natural languagetext (“a question”) entered by the
user (question context);

The customerdata or profile maintained about a user(user
context):

The responses by the user to queries posed by the dialog
engine (dialog context);

Choices madein respect to the commonground(see defi-
nitions) (common ground context);

The choices/actions made by the user during the dialog
(such as selecting a document) (interaction context).

User Entry:
The dialog engine canutilize the context ofa user’s “entry”

into the present system environmentin the formof:
a.) The link the user traversed to enter the system;
b.) An XML(orother markup) packet describingthe user’s

situation (a form, a meta-data collection);
c.) A blob of text describing the users situation which can

be autocontextualized.

Each of these inputs is mapped to the knowledge map to
create tags.

Natural Language:
The dialog engine canelicit from the user a statement ofthe

user’s problem, issue, or request in the form of keywords or
natural language. This is the user’s “question”. This natural
language is converted intoa set of tags using the autocontex-
tualization process.
Profile

User “profiles” can come in the formof:
1.) a structured data record obtained from a customerrela-

tionship management (CRM)or customer database;
2.) a packet containing meta-data in the formoftags:
3.)auser knowledge container (as described in co-pending

U.S. patent application Ser, No, 09/594,083).

Each of these inputs is mapped to the knowledge map to
create tags.

Dialog Response
The dialog engine interacts with users to create andrefine

the knowledgesessiontags. The dialog engine utilizes a range
of interaction forms (described below) to elicit additional
information fromthe user.

SystemInteractions
The user makes choices and selections during the dialog

interaction not specifically associated with the dialogitself.
These selections include:

a.) Browserinteractions (e.g. choosing the back button);
b.) Interactions with documents (e.g. choosing to view a

knowledge container); and
c.) Interactions with GUI elements.

Each of these inputs can be translated into inferences in
relationship to the knowledge map.

Inference Engine Interaction:

Dialog Engine Drivers
The dialog engine can be driven by one or more “inference

engines”(e.g., a standard rules engine, a standard classifica-
tion engine, and an autocontextualization engine.)

The dialog engine can support some orall ofthe following
interaction forms:

1.) Popular or parameterized queries (PQ)
2.) Drill down queries (DDQ)or clarifying queries (CQ)
3.) Discriminating queries (DQ)
4.) Disambiguating queries (DAQs)
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These four interaction forms represent the set oflogical
mechanisms for taking aninitial session state as defined by |
or more of the 3 initial forms of context. These initial forms

are the entry context, the question context and the user con-
text. Interaction forms are designed to build dialog context
from the combinationofthe three initial contexts (as bound
together in the knowledge session state). The goal ofthe
interaction forms is to support a logical and intuitive way to
enable the human (user) to tell the machine (dialog engine)
“more”, in order to assist the machine in expanding and
refining the sessionstate so as to better perform the functions
ofthe dialog engine (see Overview).

The four logical interaction formsare:
Popular or parameterized queries (PQs): One obvious

response to a user question is to determine whether it is, in
fact, analogous/equivalent to a question for which there is a
well-known answer. In human conversation, this is captured
by: “So, are youreally asking, X?”. X is a restatementofthe
question in terms understood by the responder. The responder
asks the query in this way to ensure that a possible known
“answer” is really relevant(that is, the user is actually asking
the question whichis the predicate of the answer).

In the dialog engine, parameterized queries (PQs) are spe-
cific “pre-created”queries that are played to the user whenthe
session state matches the conditions necessary for the param-
eterized query (PQ) to be appropriate. For example, suppose
that the parameterized query (PQ) (PQ: 1245 containing
query: “Are you receiving an error message #101 when
installing for the first time?”, options: YES/NOand answer:
KC EXTERNALID:001) is mapped within the knowledge
map to the activity taxonomy: First time install and to the
symptomtaxonomy:error message.Ifthe user asks the ques-
tions “I’m getting an error wheninstalling the software” and
this autocontextualizes to the activity taxonomy:first time
install, symptom taxonomy:error message, object taxonomy:
software, then the dialog engine will play the parameterized
query (PQ)to the user. Ifthe user answersYes,the answerwill
be displayed. If the user answers no, the answer will not be
displayed. The user’s answer changes the session state by
emphasizing the importance ofthe tags mapped to the param-
eterized query (PQ).

Drill downqueries (DDQ)orclarifying queries (CQ): The
drill down query (DDQ)interaction form utilizes the infor-
mation contained in the knowledge mapto structure a query.
In its simplest form, the goal of the drill down query (DDQ)
is to utilize the “shape” of a taxonomy to obtain additional
information. If a user asks “Howdo| install Windows” and

the dialog engine recognizes that Windowsis a reference to a
concept node called the Windows OS and the Windows OS
concept has taxonomic children called Windows 95, Win-
dows 98 and Windows 2000, then the dialog engine can/will
ask:

Are youasking about:
Windows 95

Windows98, or
Windows 2000?

Theuserselection will changethe sessionstate by refining
the meta-tag Windowsto the meta-tag Window95 (or what-
ever is chosen by the user). In short, a drill down query (DDQ)
utilizes the knowledge contained in the knowledge map (and
typically within one taxonomy or knowledgecontainerthatis
a constituent of the knowledge map)to elicit a finer grained
understanding of the session.

A drill down query (DDQ) may utilize one or more of the
following knowledge map elements to structure the options
associated with the drill down query (DDQ):
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a.) Parent-child relationship within a taxonomy;
b.) Sibling relationship within a taxonomy;
c.) Pattern similarity across concept node evidence vectors;

and

d.) Thetype ofrelationship link connecting concept nodes.
A discriminating query (DQ) is designed to discriminate

between the knowledge containers remaining in the search
space. This query emanates from the meta-data associated
with the individual knowledge containers (KCs) in the search
space. The Dialog engine looks to see if it can discriminate
between knowledge containers (KCs) based on asking the
user to choose betweenalternative concepts relevant to the
knowledge containers (KCs)still “alive” in the search space
giventhe current sessionstate. So, if the knowledge contain-
ers (KCs) in the search space have different tags within the
same taxonomy, the dialog engine might ask the user to
choose which of these competing concepts was actually rel-
evant. For example, if some knowledge containers (KCs) are
tagged to “first-time installation”, others to “re-installation”
andstill others to the activity “deactivation”, the query would
askthe userto discriminate interest in these competing con-
cepts. The effect ofthe discriminating query (DQ)is to simul-
taneously eliminate tags from the search space while
strengthening others.

Disambiguating queries (DAQs) use the mapping between
the user’s text and tags derived from it and\or relationships
betweentags in the knowledgesession to identify ambiguity
in the session state associated with the user question or
betweenthe various forms of context collection. Disambigu-
ating queries (DAQs) are queries formulatedto highlight this
ambiguity and to ask the user to disambiguate by making a
clear choice betweenthe potential interpretations.

Several forms of disambiguating queries (DAQs)are part
ofthe dialog engine:

Evidence vector disambiguating queries (DAQs): Identi-
fied by a “term” (as defined in co-pending U.S. patent appli-
cation Ser. No, 09/594,083, entitled “System and Method for
Implementing a Knowledge Management System,”) that is
evidence for multiple concept nodes. For example “ATM”is
evidence for the concept asynchronous transfer mode and
automatic teller machine.

Knowledge map disambiguating queries (DAQs): Identi-
fied by tags that are ambiguous according to the semantics of
relationships within the knowledge map such as sharing a
common ancestor whose descendants should be exclusive.

Text disambiguating queries (DAQs): Identified by char-
acteristics of the user’s text, such as misspellings or ambigu-
ity of words in the text (as defined by an external machine-
readabledictionary, thesaurus, or lexicon, e.g., WordNet), or;
by a lack of informationin the autocontextualization engine
about wordsin thetext.

Combination disambiguating queries (DAQs): disambigu-
ating queries (DAQs) that use two or more of the above
sources of information about ambiguity.

Inter-
action Emanates Session Sample Suggested
Form from: Implication Query Text: GUI Form

PQ Session Focuses on “Are you asking YES/NO
State key tags xT” Radio Button

DDQ Knowledge Refines a “Which of the List Box
Map tag following types of

X are you interested
in?”

DQ Search Eliminates “Select any of the Check Boxes
Space tags, following subjects
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Inter-
action Emanates Session Sample Suggested
Form from: Implication Query Text: GUI Form

Focuses relevant to your
on tags question:”

DAQ Evidence Eliminates “Is your question Radio Button
Vectors contradictory more about X or

tags Yr

Query Graphical User Interface (GUI) Forms:
The dialog engine canutilize any orall of the following

question forms, as appropriate, as the graphicaluser interface
(GUI) foruser interaction:

Openended questions: text box
Multiple choice questions: list box
Open+choice: combo box
Option questions: radio button
Multiple option questions: check box
The graphicaluser interface (GUI)presentation of a query

to a user is independentofthe interaction form. That is, an
interaction form may, in different instances, utilize a different
graphical user interface (GUI) form. Graphicaluserinterface
(GUI) formsare simply the set of presentation options pro-
vided by the computer environment or operating system.
Unlike the interaction form, they are external to the dialog
engine.

Outputs
The dialog engine outputs session states in one or more

formats. These formats include:

Anextensible markup language (XML) (or other markup
language) representation;

A dialog record (click streamlog); and
A web form.

The sessionstate output contains someorall of the following:
‘Tag records: concept-node name, weight, context type (as

discussed above)
Questionstring: user input text;
Dialog action records: dialog action type, sequence ID,

knowledge container (KC) external ID;
Search space record: knowledge container (KC) external

ID, weight, rank; and
Search query string: text formulated by search engine to

produce the search space.

Interaction with Search and Retrieval Engines and Web Ser-
vices

The dialog engine is designed to work with any prior art
search/retrieval engines to produce a search space. The search
space is the set of specific knowledge containers “in play”
based onthe sessionstate. The search space is a function of
the session state, but a given search/retrieval engine will
manufacture a different search space based onits specific
algorithm for translating the search space into a “query
string” and its own algorithm for retrieving a knowledge
container (KC) or document from an index based on a query
string.

The dialog engineis designedto interact with web services.
This interaction can be thinor thick based on support for a
variety of interface methods suchas:

URL: PQ;
API;

Dynamie URL: GPQ;and
XML: WebForm.

26



27

US 7,539,656 B2
9

The dialog engine’s competence to interact with web ser-
vices enables it to guide people to the full range of web-
enabled resources.

Internal Workings:

Control Language
The dialog engine recognizes and processes any of a plu-

rality of control languages (e.g., Kanisa Taxonomy (KTX)
control language). A Kanisa Taxonomy (KTX) Language
Manual (Version 2) (which is hereby incorporated by refer-
ence) describes all of the features, syntax and limitations of
this control language.

Variable Termination

The dialog engine terminatesits interaction with the user
based on a variety of conditions. For example:

a.) Exhaustion of goals defined by the control language;
b.) Exhaustion of goals emanating from the knowledge

map:

c.) Reduction of the search space below a size threshold
associated with interaction termination;

d.) User opts out; and
e.) Web session times out.
No Answers/Not Relevant Answers

The dialog engine processes user inputs to the queries not
only in the formofpositive selections, but also in the form of
implicit or negative selections. These include situations
where the user choosesto skip the question, or when the user
chooses options such as “None of the Above”or “Irrelevant”.

Definitions:

User: A person creating a session with the dialog engine.

Knowledge container: A combination of content and meta-
data in the form of tags to a knowledge map.

Web service: A software application accessible by universal
resource locator (URL) or extensive markup language
(XML).

Commonground: A representation of a knowledge session
that may be displayed to a user to show how the dialog engine
interprets the information elicited from the user or inferred
during dialog processing and that may be modifiedby the user
in order to correct or change the dialog engine’s interpreta-
tion.

Knowledge map: A structured representation (model) of the
real world encapsulated ina set of classifications and linked
by relationshipsorrules.

Interaction form: A standard mechanismforeliciting addi-
tional information froman application user by automatically
generating a query.

Knowledge session: An interaction between a human and a
dialog engine as mediated through a knowledge map.

Knowledge sessionstate (also knownas “dialog state”): The
aggregate set ofmeta-data (tags), text and dialog information
that encapsulates the knownfacts about a knowledgesession.

Question: The natural language text communicated by a user
to the dialog engine.

Query: An interaction form combined with a graphical user
interface (GUI) representation on a screen sent by the dialog
engine to the user.

Search space: The set of knowledge containers passed to the
dialog engine by a search/retrieval engine as potentially use-
ful giventhe sessionstate.
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Query string: The query string used by a search engine to
retrieve knowledge containers or document records.

Turning now to the nomenclature of the specification, the
detailed description which follows is represented largely in
terms of processes and symbolic representations of opera-
tions performed by conventional computer components,
including a central processing unit (CPU), memory storage
devices for the CPU, and connected pixel-oriented display
devices. These operations include the manipulation of data
bits by the CPU and the maintenanceofthese bits within data
structures residing in one or more of the memory storage
devices. Such data structures impose a physical organization
upon the collection of data bits stored within computer
memory and represent specific electrical or magnetic ele-
ments. These symbolic representations are the means used by
those skilled in the art of computer programming and com-
puter construction to most effectively convey teachings and
discoveries to others skilled in the art.

For the purposes of this discussion, a process is generally
conceived to be a sequence ofcomputer-executed steps lead-
ing to a desired result. These steps generally require physical
manipulations of physical quantities. Usually, though not
necessarily, these quantities take the formofelectrical, mag-
netic, or optical signals capable ofbeingstored, transferred,
combined, compared, or otherwise manipulated. It is conven-
tional for those skilled in the art to refer to these signals as
bits, values, elements, symbols, characters, terms, objects,
numbers, records, files or the like. It should be kept in mind,
however, that these and similar terms should be associated

with appropriate physical quantities for computer operations
andthatthese terms are merely conventional labels applied to
physical quantities that exist within and during operation of
the computer.

It should also be understood that manipulations within the
computerare oftenreferred to in terms such as adding, com-
paring, moving,etc., whichare often associated with manual
operations performed by a humanoperator. It must be under-
stood that no such involvement of a human operatoris nec-
essary or even desirable in the present invention. The opera-
tions described herein are machine operations performed in
conjunction with a human operator or user whointeracts with
the computer. The machines used for performing the opera-
tion of the present invention include general purpose digital
computers or other similar computing devices.

In addition, it should be understood that the programs,
processes, methods, etc. described herein are not related or
limited to any particular computer or apparatus. Rather, vari-
ous types of general purpose machines may be used with
programs constructed in accordance with the teachings
described herein. Similarly, it may prove advantageous to
construct specialized apparatus to perform the method steps
described herein by way of dedicated computer systems with
hard-wired logic or programsstored in nonvolatile memory,
such as read only memory.

The operating environment in which the present invention
is used encompasses general distributed computing systems
wherein general purpose computers, work stations, or per-
sonal computers are connected via communicationlinks of
various types. In a client server arrangement, programs and
data, many in the form ofobjects, are made available by
various members of the system.

Referring now to the figures, corresponding reference
characters refer to corresponding elements, wherever pos-
sible. Like many systems of knowledge representation, the
present invention represents and stores both the individual
instances of information and the concepts that can be used to
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organize these instances (i.e., single concepts that can be
associated with multiple instances).

Referring nowto the drawings, FIG.1 illustrates a network
10 for implementing the subject invention. As shownin FIG.
1, network 10 is comprised ofthin client computing devices 2
(PDAsandcellular telephones), analog or digital telephones
4, desktop or laptop client computing devices 12, facsimile
machines 16, gateways 18, extranets 22 and servers 24
coupled to a public network 20. Digital telephones 4, client
computing devices 12, facsimile machines 16, gateways 18,
extranets 22 and servers 24 are coupled to public network 20
via aconventional interface 32. As shownin FIG.1, thinclient

computing devices 2 are coupled to gateway 18 via a wireless
interface 34. Each telephone 4 is a conventional analog or
digital telephone that communicates with other analog and
digital telephones over a public-switched telephone network
(PSTN). Client computing devices 12 may be directly con-
nected to public network 20, or they may be coupled to the
public network 20 via gateway 18. Gateway 18isafile server
that may be connected to other computers onthe public net- 2
work 20. Company extranet 22 is a smaller private network
that may be separated from other computers on public net-
work by a firewall. Coupled to company extranet 22 are a
plurality of server computers 24.

In one embodiment of the present invention, the public
network 20 is the Internet. Thus, before describing the opera-
tionofthe systemofthe presentinvention (described below in
connection with FIG. 18), it would be helpful to briefly dis-
cuss the basic functionality of the Internet as it relates to the
systemofthe present invention. The Internet is well knownin
the art as a worldwide data network of various computer
systemsand other data networksofvarying size. Connection
to the Internet may be accomplished via standard phonelines
orvia dedicated high-throughput communicationslines such
as Integrated Services Digital Network (ISDN) and T1. The
functionality ofthe Internet as a data communication medium
is well known and encompassesa broad range ofapplications.
Onesuchapplicationis the World Wide Web (WWW). The
world wide web (WWW)is a subset of the Internet which
allows computers connected to the Internet to access interac-
tive programs called web sites located on other Internet-
connected computers by entering a unique “address” associ-
ated with a particular web site. Because oftheir interactive
features, websites are ideal for both distributing and gather-
ing information. Most importantly, a particular computer's
website may be linked to and may control other programs
stored onthe same or on another computer connected to the
Internet. For example, a web site describing a company’s
products and services may be stored in a companyextranet 22
and accessed via the public network 20 (in this case, the s
Internet) by a customer using the client computing device (2
and 12) or telephone 4.

The customer may view information about the company
provided by the web site and may also use the website’s
interactive features to place a request for more information 5
from the companyor for technical support for the company’s
product. The website may also cause another program stored
in the company extranet 22 to select other programs in
response to the customer’s request. This, and other features of
the Internet make it preferable as the public network 20 in
accordance withthe systemofthe present invention.

As shownin FIG, 2, client computing device (2 and 12)is
further comprised of a central processor unit (CPU) 101, a
memory 102, a display adapter 106, a display 108, a user
interface (UI) adapter 110, a pointing device 111, a keyboard
112, an input/output (10) adapter 114, a disk storage unit 115,
and a communications adapter 120. Client computing devices
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(2 and 12) enable a customer to access company extranet 22
via the public network 20 in order to request information
about a company’s products or services or receive assistance
from the company’s customer support representatives located
at dialog engine server 24. Client computing device 12 is
preferably connected to public network 20 via network inter-
face cable 32 (e.g., a standard phoneline ora high throughput
telecommunication medium such as an ISDN line or a T1

line) for enabling bi-directional data communications with
other computer systems connected to public network 20. Thin
client computing device 2 is preferably connected to public
network 20 via wireless data link 34 and gateway 18. Thin
client computing devices 2, as is commonly knownby those
skilled in the art, usually consist of less capable processors
and smaller memories than desktop and laptop clients.
Memory 102 includes an operating system 130 for operating
the device and a browser program 132 for rendering and
displaying content. As shown, the various components of
eachclient device (2 and 12) communicate through a system
bus 113 or similar architecture. FIG. 2 also shows that com-

munications adaptor 120 is coupled to network interface
cable 32 (or wireless data link 34) for providing connectivity
between client computer (2 and 12) and public network 20.
There may be other components as well, but these are not
shownto facilitate description of the unique aspects of this
embodimentofthe invention. The hardware arrangement of
this computer, as well as the other computers discussedin this
specificationis intentionally shownas general and is meant to
represent a broad variety of architectures, which depend on
the particular computing device used.

FIG. 3 showsa detailed diagram ofa dialog engine server
24 in accordance with one embodimentofthe present inven-
tion. As shown,dialog engine server 24 is comprised ofa CPU
201, a display adapter 206, a display 208, a Ul adapter 210, a
pointing device 211, a keyboard 212, an IO adapter 214, a
disk storage unit 215, a communications adapter 220 and a
network interface cable 32. Dialog engine server 24 also has
a memory 202 for storing an operating system 230 which
controls its operation, dialog engine 232 for retrieving con-
tent, a knowledge map 234, and dialog control information
236. Dialog engine 232 uses a knowledge map 234anddialog
control information 236, to produce dialogs with users in the
domain of knowledge map 234. One or more people called
“dialog designers” create the knowledge map, including user
profile information documents, and the dialog control infor-
mation that is loaded into memory 202 ofserver 24. Dialog
designers also use dialog engine 232 to set goals, create
triggers (rules), stored questions (PQs), and user preferences
that retrieve information from knowledge map 10 and control
the end-user’s experience. After the dialog designers have
created the knowledge map and dialog control information,
and loadedit into memory 202, dialog engine 232is ready to
have dialogs with users about the domain of the knowledge
map.

While FIG. 3 depicts dialog engine server 24 as a single
computer, those skilled in the art will appreciate that it may
also be a distributed computer system, such as a local area
network (LAN), with the capabilities described above, As in
the case of client computing devices 12, dialog engine server
24 is preferably connected to public network 20 via a high
throughput telecommunication medium, such as an ISDN
line or T1 line for enabling bi-directional data communica-
tion with other computer systems also connected to public
network 20. A connection to public network 20 via a high
throughput telecommunication medium is particularly
advantageousfor dialog engine server 24 becauseit provides
sufficient bandwidth to handle a large number of accesses by
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other computer systems concurrently connected to dialog
engine server 24 via the company extranet 22 and public
network 20, such as client computing device 12.

In the above system, the interaction between computers is
achieved using a “client-server” software architecture in
which a client program contacts a dialog engine server 24
through any software communication mechanismor proto-
col. In another embodiment, dialog engine 232 and the user
interface program 132 can be the same program. A similar
type ofinteraction can be achieved using a portable device
such as a wireless application protocol (WAP)cellulartele-
phone, Palm Pilot, or alphanumeric pager as the client in
whichthe user views and respondsto information that comes
from a dialog engine server.

In some embodiments, a similar type ofinteraction can be
achieved vocally via an interactive voice response (IVR) type
of system. In these embodiments, the user speaks their
requests and responses into telephone4 or other microphone
and may also provide other input by pressing buttons (e.g.
buttons on the telephone’s keypad). The user’s spoken 2
responses are passed to a voice recognition system, which
turns the responses into data that dialog engine 232 can pro-
cess. The dialog engine 232 response is passed toa text-to-
speech systemthat turns it into a vocal responseto the user.

In yet another embodiment, the data format that is used to
encode “requests”to the dialog engine (whetherto start anew
dialogor to pass user responses backtodialog engine) and the
data format used to encode the dialog engine’s responses, is in
extensible markup language (XML) format. XMLisa stan-
dard data format syntax adopted by the World Wide Web
Consortium (W3C). Commonly available software exists to
take XML-encoded data and a “style sheet” encoded in XSL
(extensible stylesheet language) and combine them to render
HTML(hypertext markup language), whichis the display
format that web browser software can display. The advantage
ofthis approachis that for the dialog designers to create new
“looks” for users using the dialog engine via a web browser,
all that is required is changing the XSLstylesheet to produce
the desired HTML.

It should be appreciated fromthe schematic overview illus-
trated by FIG. 1 and the detailed schematics ofFIGS. 2 and 3
that the present invention may be employed ina distributed
computer system environment which has internal, external
and intranet networks collectively represented in the sche-
matic overview by public network 20 to connect: PDAs2,
telephones 4, clients 12, and gateways 18 to world wide web
servers and dialog engine servers 24 within the system in
whichthe present inventionis situated.

Thus far, this description has focused on the design and
architecture of an exemplary network 10 for implementing
the subject invention. The next portion ofthe description will
describe the process for resolving an inquiry initiated by a
userat a client workstation on network 10. More specifically,
when a userat one of the client devices (PDAs2, telephones
4, clients 12) poses a question to dialog engine server 24, a
multi-step interactive dialog as explained below, occurs
between the user and dialog engine 232.

The two main components for implementing a dialog with
a user are a dialog engine and a knowledge map. To resolve
the user’s question, dialog engine 232 interprets the question,
poses other questions to the user and then interprets the user’s
answers to eliminate irrelevant concept nodes and traverse a
knowledge map as it focuses in on an answerto the user's
question. FIG. 4 depicts a knowledge map 234 for organizing
various dimensions of information. As shown in FIG. 4,
knowledge map 234 is comprised of knowledge containers
20, taxonomies 30 and taxonomy tags 60. Knowledge con-
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tainers 20 are individual instances ofinformation that may be
associated with one or more taxonomies30 throughthe use of
one or more taxonomy tags 60.

As shownin FIG, 5, each knowledge container is com-
prised of administrative meta-data 50, context tags 60,
marked content 70, original content 80 and links 90.Admin-
istrative meta-data 50 is a set of structured fields that hold

typed information about the knowledge container, including
whocreated it, who last modified it, for whom it was created,

its title, a short “synopsis” or description, a uniformresource
locator (URL)for reaching the original version of the content
(if applicable), the name of the publication the content
appeared in(if applicable), etc. The knowledge container 20
contains the original electronic form of the original content
80 (perhaps a Microsoft Word document, a portable docu-
ment format (PDF)file, an HTML page, a pointer to it, or
both). This allows the knowledge container 20to be displayed
to the end userinits complete and original formifdesired. In
some embodiments, the list of administrative meta-data
attributes is extensible, so each different enterprise that
deploys the system mayaddfieldsthatit desires and/or needs.

Context tags or taxonomy tags 60 represent a multidimen-
sional classification of the knowledge container against a
knowledge map, as depicted in FIG. 4. Sucha classification
puts the knowledge container 20 in context within a knowl-
edge domain. Each taxonomy tag 60 includes the name or
other unique identifier of a concept node within a taxonomy
30 optionally followed by a number,typically between 0 and
1, which indicates the knowledge container’s strength of
association with that concept node. The taxonomytag 60 also
includesan attribution (not shown) which records whether the
tag was created by a person, or automatically by the system
using autocontextualization (as described in the commonly
assigned, co-pending U.S.patent application Ser. No. 09/594,
083, entitled “System and Method for Implementing a
Knowledge Management System,” which has previously
beenincorporated by reference). There ts no restriction on the
numberoftaxonomies to which a knowledge container may
be tagged, or the number ofconcept nodes within a taxonomy
to which the knowledge containeris tagged.

As stated earlier, knowledge containers are merely
instances of information resources. Organizing these
instances into comprehensive representations of information
is accomplished through the use of taxonomies 30. An
example of a taxonomy that details various hardware and
software components and vendors is shown in FIG. 6. As
shown, taxonomy 30 consists of a plurality ofroot nodes 300,
a plurality of concept nodes 310 coupled together by a plu-
rality of edges 320. Each node 300, 310 in a taxonomy
expresses a “concept,”ora classification to which content and
resources canbe assigned. Theset of nodes 300, 310 for each
taxonomyIs created to model the taxonomy’s area ofconcern
at an appropriate level for distinguishing among the correct
knowledge containers to return: neither too coarse a repre-
sentation whichfails to differentiate among many knowledge
containers, nor too granular a representation which models
more distinctions than really exist among available knowl-
edge containers. Consequently, node 300, 310 may have zero
or more children. Node 300, 310 may also contain references
or taxonomytags 60 to the knowledge containers 20 that are
classified to it. These references may be accessible either
from the knowledge containers they classify (in whichcase it
can be used to identify the concept node the knowledge con-
tainer is classified to) or from the concept node to which the
knowledge containeris classified (in which case it can be used
to identify the knowledge container).
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Node 300, 310 may have one or more triggers associated
with it. In the present invention, dialog control logic is
expressed through the use of triggers which consists of a
label, a condition, an event and an action. When an event

occurs, triggers associated with the event are evaluated. Ifthe
trigger conditionis satisfied, the actionis taken. Below is an
example ofa simple trigger:

If (under(al2, ts)) { confirm(a3); }.
The left hand side of the trigger is a condition “If (under

(al2, ts))” and the right hand side is an event or action “
confirm(a3); }. As shown,the trigger’s condition consists of
the keyword “if” followed by a left parenthesis, a boolean
expression ofone or morepredicates, and thena right paren-
thesis. A single predicate may have the form “Condition
(concept, concept set).”

These concept sets include:
Topic spotter concepts that have been automatically

derived from any text entered by the user of the dialog.
The automatic derivation of concepts can be accom-
plished usingstatistical text classification algorithms, as 2
described in greater detail in co-pending U.S. patent
application Ser. No, 09/594,083, entitled “System and
Method for Implementing a Knowledge Management
System,” which has previously been incorporated by
reference.

Confirmed concepts that have been confirmed as accepted
nodes in the current dialog, either because they were
entered by users in response to follow-up questions, or
because they were confirmed by executing a trigger
action that performsthat function.

Profile concepts that are associated with the user of the
dialog. These concepts may indicate the user’s interests,
expertise level, demographics, previous purchases,
entitlements to receive particular information, docu-
ments, or services; or any other data aboutthe user.

Preferred conceptsthat are preferred over other concepts in
the same taxonomy,for the current dialog. These “dialog
preferences” may be specified as part of a goal declara-
tionor a trigger action declaration and be created when
the goalis created orthe triggeraction is executed.

Other concepts may be created and manipulated via
executing trigger actions.

For any ofthese sets, a test in a trigger condition may test
whether any or all members ofthe set satisfy specified predi-
cates. Possible predicates fall into 3 categories: basic,
negated, and conditional. The basic predicates are: AT,
UNDER,and PATH. As shownin FIG. 7, the AT predicate
710 limits relevant areas of the knowledge mapto the speci-
fied concept node andrestricts documents to those documents
that are tagged to the specified concept node. The UNDER
predicate 720 limits the relevant areas of the knowledge map
to the descendants of the specified concept node inthe tax-
onomytree and the nodeitself. It restricts documentsto those
tagged to the node or one of its descendants. The PATH
predicate 730 limits the relevant area of the knowledge mapto
a specified node, its ancestors and descendants in the tax-
onomytree. The PATHpredicate likewise restricts documents
to those tagged to the node, its ancestors and descendants.

Other basic predicates include: ABOVE—restricts rel-
evant areas of the knowledge map to nodes that are “above”
the specified node within the knowledge map; CONTAINS-
ONE-OF—restricts relevant areas of the knowledge map to
nodesthat contain at least one ofthe nodesin the list ofnodes:
CONTAINS-ALL-OF—testricts relevant areas of the knowl-

edge mapto all of the nodes in the list of specified nodes;
PREFERENCE—restricts relevant areas of the knowledge
map to the set of preferred nodes in the dialog engine state
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(previously accepted nodes for goals with constraint type
PREFERENCE); LEAF—trueif the specified nodeis a leaf
node; ROOT—trueif the specified node is a taxonomy root;
PARENT—true if the specified node has child nodes; and
HAS-DOCUMENTS—trueif any available documents are
tagged to the specified node. The negated predicates are:
NOT-AT and NOT-UNDER.

As shown in FIG, 8, the NOT-AT predicate 810 limits the
relevant area of the knowledge map to everything but the
specified node. It also excludes documents tagged to the
specified node fromthe result list. The NOT-UNDERpredi-
cate 820 limits relevant areas of the knowledge mapto every-
thing but the specified node and its descendants. The NOT-
UNDERpredicate also excludes documents tagged to the
specified node or its descendants fromtheresult.

Referring now to FIG,9, it is shownthat the conditional
predicates are: UNDER-IF-TAGGED and PATH-IF-
TAGGED. The UNDER-IF-TAGGEDpredicate 910 limits
relevant areasofthe knowledge maptothe specified node and
it’s descendants.It restricts the document set to documents

tagged to the specified node and its descendants plus docu-
ments that are not tagged to the taxonomy ofthe specified
nodeat all. In other words, UNDER-IF-TAGGEDrestricts

awayall documents tagged anywhereinthe taxonomy, but the
node specified or it’s descendants. The PATH-IF-TAGGED
predicate 920 limits relevant areas of the knowledge maptoa
specified node, its ancestors and descendants. The PATH-IF-
TAGGEDpredicatealsorestricts documents to those tagged
to the node, its ancestors or descendants, plus all documents
that are not tagged to the taxonomy.

While the sample trigger above shows onepredicate,it is
important to realize that the boolean expression may consist
of more predicates connected with the operators “and” and
“or”, In operation, trigger conditionstest various parts of the
current state ofthe dialog. The boolean expression and each
of the tests, evaluate (true or false) the current state of the
dialog. If the boolean expression is true, then the list of
actions ofthe trigger is executed. In one embodiment, trigger
conditions are optional within eachtrigger. A trigger with no
conditions is equivalent to having a trigger condition that
always evaluates to “true”. Thatis, ifno trigger conditionsare
present, the action list of the trigger is executed when the
triggering event occurs. The actions performed whena trigger
is executed can changethe current state ofthe dialog in such
a way asto affect the response that is returnedto the user.

In addition to tests on concepts and concept sets, trigger
conditions can test any other element of the state of the
current dialog, such as:

iteration number: the numberof responsesthat have been
passed back and forth betweenthe dialog engine and the
user. (Predicates on the iteration number would include
equals, greater than, and less than):

meta data about the user: tests on any known meta-data
aboutthe userofthe current dialog; for example, greater-
than (age of user, 30);

number of documents “remaining” that maystill be appli-
cable to the current dialog. As the dialog progresses,
someofthe documents inthetotal set ofdocuments may
be “eliminated” from consideration as a document to

ever be returned to the user during the current dialog, due
to constraints created as the dialog proceeds. Predicates
can test the number of documentsstill remaining that
may be returned to the user; and

goal resolution: trigger conditions may test whether a par-
ticular goal has been resolved at this point in the current
dialog: and how that goal has been resolved (e.g. wasit

 

30



31

US 7,539,656 B2
17

resolved by user input; information found in the user’s
profile; or by a declaration that the taxonomyisirrel-
evant).

Whenthe triggering condition is evaluated as “true”, the
event associated with the trigger is executed. A triggering
eventis an event that changesthe currentstate ofthe dialog.
In general, any event that changes the current state of the
dialog—either caused by a user input, by the action ofa
trigger, or by the dialog engine itself/—canact as a triggering
event. Each triggering event can have a set of zero or more
triggers associated withit, that are evaluated whenthe event
occurs. These include: every iteration, dialog start, dialog
finish/quiescence, create a goal, retract a goal, goal resolu-
tion, allowaction/event, create/remove a constraint, declare a
taxonomy asirrelevant, declare a taxonomyasrelevant, esca-
late, allow action/event, add document to output/banner, add
other content to output/banner, add other content to output/
banner, add documentor other content to user’s “home page.”
accept a concept-node, and dialog preference creation.

Every iteration—A “default” triggering event that occurs 2
every dialog iteration (that is, every time a dialog
request/response is received from the user’s client soft-
ware bythe dialog engine). Triggers associated with this
triggering event are evaluated uponevery dialog ttera-
tion.

Dialog start—Occurs whenthe first request to begin a
dialog is received by the dialog engine from the user’s
browser orclient software. Triggers associated with the
dialog start event typically create the initial set ofgoals
to be resolvedin the course ofthe dialog and set up any
initial constraints based on the properties of the user
(such as their entitlement level).

Dialogfinish/quiescence—Occurs whenall current dialog
goals have been resolved. Triggers associated with the
dialog finish event are often used to create new goals
based on the resolutions ofthe current goals. This essen-
tially causes a “sequencing”of the dialog in which, for
instance, goals A, B, and C are resolved first; and their
completion causes creation of goals E and F next, ete.
Since quiescence can occurmultiple times within a com-
plete dialog, dialog finish/quiescencetriggers are often
evaluated more than once during a dialog.

Create a goal—Adds a new dialog goal to the current
dialog’s set of goals to be resolved. The create goal
action can indicate any of the parameters that specify a
dialog goal and how it is to be resolved. These include:
the taxonomyassociated with the goal;
the starting concept-nodepointinthat taxonomy;
what type(s) of constraints or preferences the goal cre-

ates;

the set of target nodes for the goal;
whether the goal can be resolved by using a known

preference or concept-nodetag withinthe user’s pro-
file information, if an appropriate one is known;

whether the goal can be resolved by using a concept-
node tag derived automatically from the text of any
questionthe user typedinaspart ofthis dialog, ifone
is available:

if resolving the goal requires asking the user follow-up
questions, what type(s) and format(s) of follow-up
questions the dialog engine should generate and
return to the user (possible types of follow-up ques-
tions are described below);

whether the goal is resolved when any one ofthe sub-
goals is resolved, all of the subgoals are resolved, or
some fraction of the subgoals are resolved
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similarly, whetherusers are allowedto give only a single
answer to follow-up questions generated from this
goal, or can select multiple answers.

Retract a goal—Removes a dialog goal from the current
dialog’s set of goals to be resolved.

Goal resolution—Occurs when a particular goal is
resolved. In some embodiments, goals may be given
symbolic names when they are created so that triggers
may be easily associated with the goal resolution event
for the goal. As described above,trigger conditions may
test specifics of how the goal was resolved.

Allow action/event—aAsdescribed above,a trigger action
can cause the option of executing an actionto be dis-
played to the user. If the user selects the option, this can
either cause a specified action to be executed (as
described above), or it can cause a triggering event. This
allows a dialog designer to associate one or moretrig-
gers with the eventofthe user selecting the action. This
is powerful becauseit gives the dialog designertheabil-
ity to create any numberof “named”groups of triggers
that can be evaluated when the user selects an allow-
action indicator.

Create/remove a constraint—Adds a new, specified con-
straint to the set of constraints applicable to the current
dialog; or removes an existing constraint. Constraints
limit the set ofdocuments and concept-nodesthat will be
considered for return to the user in subsequent dialog
responses generated by the dialog engine. Thus,triggers
associated with this event can be thought of as
“attached”to the particular concept node. As described
above, concept-nodes can be accepted within initial
inputs to the dialog, by a user’s selection during the
dialog, and by actions oftriggers.

Declare a taxonomyas irrelevant—Causes the specified
taxonomy to be treated as “irrelevant” by the dialog
engine for the remainder of this dialog. That is, the
taxonomy and concepts within it will not be used to rank
or constrain the set of documents being returned to the
user: and any not-yet-resolved goals associated with a
taxonomy will be resolved as irrelevant. Constraints
based on nodesintheirrelevant taxonomy are removed
from the dialog engine’s state.

Declare a taxonomy as relevant—Similar to above, causes
the specified taxonomyto betreated as “relevant” by the
dialog engine. That is, the taxonomy and concepts
within it may be used to rank or constrain the set of
documents being returnedto the user.

Escalate—Causes information about the current state of

the dialog to be formatted and forwarded to either a
human expert or another automated system for further
processing. This action may or may not end the current
dialog. In some embodiments, a variety of modes of
interaction with an expert may be initiated by the action
depending on the action’s parameters. For example,
escalate can causea “live chat” typeofinteraction with
a human to appear within the user’s web browser or
other software client being used to interact with the
dialog engine. The escalate action can cause someorall
of the dialog state information to be forwarded to the
humanservice representative at the other end of the live
chat, thus allowing themto provide higher-quality ser-
vice by knowing what questions, follow-up, documents,
etc., the user has viewed and chosenduring the dialog
interaction so far. Other alternatives include: escalation
to a call center in which a human customer service

representative will call the user; to a call center in which
the user may call a service phone number, but then will
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talk to a customer service representative who has the
information available about the dialog the user had with
the dialog engine before escalation occurred; a “voice-
over-internet protocol” interaction, in which a human
customerservice representative can have a voice con-
versation withthe user throughthe user’s computer, that
is transmitted using the network that connects the user’s
computer with the service representative’ s workstation.

In some embodiments, an appropriate humanservice rep-
resentative, group of humanservice representatives, and/or
automated response system, may be chosen automatically by
dialog engine 232 based onthe characteristicsofthe user(e.g.
their interests, their entitlements, their business relationship
with the company providing the dialog engine) and/orof the
dialog state (e.g., the product, symptom, or issue being dis-
cussed in the dialog). In other embodiments, the appropriate
human service representative, group of humanservice repre-
sentatives, and/or automated response system, may be simply
indicated as a parameterofthe escalate action that is recorded
by the dialog designers withinatrigger. In still other embodi- 2
ments, the appropriate humanservice representative, group of
humanservice representatives, and/or automated response
system, may be selected by a system external to the dialog
engine based on the characteristics of the user and/or of the
dialog state.

Allow action/event—Creates a “button”orother indicator

within the output of the current (and possibly subse-
quent) dialog steps, such that whenthe buttonor indica-
tor is then selected by the user, the specified action or
event will be executed by the dialog engine. In general
the action can be any action that can appear in the action
list of a trigger, including actions added to the dialog
engine to extendit, as described below. For example, a
trigger may “allow action(escalate)”, causing the user to
be presented with the option ofescalating to a human
service representative on subsequent screens. If and
whenthe user selects this action, the escalate action

described aboveis executed by the dialog engine. Alter-
natively, allow-action can be given parameters that will
cause the selection ofthe allow-action to cause the user’s

browser or otherclient software to initiate a request to
some other systemoutside of the dialog. For example, a
trigger may “allow action (shopping cart)” causing the
user to be presented with the option of adding some
productto their “shopping cart” of items to purchase on
subsequentscreens,

Add document to output/banner—Addsanindicator ofa
document (e.g., its title and possibly other summary
information, hyper-linked to a screen that presents the
whole document) to the dialog engine’s response to the
user. In some embodiments this indicator can be added

to the dialog engine’s response in a specific part of the
response that we will refer to as the “banner”. This
action, combined with the one below, allows dialog
designers to write triggers that (among other things) can
be used to produceanintelligent “cross-selling” capa-
bility, in which users are presented with documents,
banner “advertisements”, or other information, at appro-
priate pointsin their dialog withthe dialog engine. These
points are identified by the trigger conditions and trig-
gering actions in the triggers that add things to the ban-
ner area

Add other content (e.g. XML) to output/banner—Likethe
action above, this action adds any content the dialog
designer wishes to the dialog engine’s response to the
user. In some embodiments this indicator can be added

to the dialog engine’s response in a specific part of the
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response that we will refer to as the “banner”. In one
embodiment, as described above, the dialog engine’s
responsesare cast in a standard syntax such as XML;in
these embodimentsthis action may simply add specified
XMLintothe response.

Add documentor other contentto user’s “home page” —In
some embodiments, the dialog engine keeps track of a
“home page” of information for each user. This “home
page” can include documents, questions with known
answers, parameterized queries (PQ’s) (as described
below), concept-nodes, dialog responses, and other
information, that is thought to be relevant to the user.
This trigger action addsa link to a documentor other
content ofthe kinds just listed to the current user’s home
page. When combined with the “allow action” action
described above, for example, this action could be used
lo give users the option of“bookmarking” documents or
other dialog-related information on their homepage, for
later use, by selecting an allow-action indicator that
initiates this action.

Accept a concept-node—Occurs when a particular con-
cept-node is accepted during the course of the dialog.
This event adds the concept-node to the set of known
confirmed accepted concept-nodes. The concept-node
can subsequently cause goals to be positively resolved or
advanced; and can subsequently causethe dialog engine
to prefer documents thatare taggedto the concept-node.
Because confirming a concept-node may be a triggering
event (as described below) accepting a concept-node in
the action ofa trigger causesthetriggers associated with
the accepted concept-nodeto be evaluated. Thus, trig-
gers associated with this event can be thought of as
“attached”to the particular concept node. As described
above, concept-nodes can be accepted withininitial
inputs to the dialog, by a user’s selection during the
dialog, and by actionsoftriggers.

Reject a concept-node—Addsthe concept-nodeto the set
of known confirmed rejected concept-nodes. The con-
cept-nodeis no longer available. This can subsequently
cause goals to be negatively resolved; and can subse-
quently cause the dialog engineto reject documents that
are tagged to the concept-node. Rejecting a concept-
nodeis not a triggering event.

Dialog preference creation—Occurs whena particular
concept-node is indicated as a preference during the
course of the dialog. Thus, triggers associated with this
event can be thought ofas “attached” to the particular
concept node. As described above, preferences can be
created as a side-effect of a user’s selection during the
dialog and by actions oftriggers.

The last two triggering event types described—concept-
node confirmation and dialog preference creation events—
can be thought of as ways that triggers are “attached” to
particular concept-nodes. Since concept-nodesexist within a
taxonomic structure, in some embodimentsit is desirable to
allow triggers to “inherit” up the taxonomictree or DAG. This
section describes a trigger inheritance mechanism.

To understand why this may be useful, consider a diagnos-
tic dialog case where one taxonomy’s concepts indicate
symptomsa user is experiencing and a 2”? taxonomyindi-
cates product vendors. One concept-node within the symp-
toms taxonomyis “printing problems”, and it has a number of
children and grandchildren that indicate more specific kinds
of printing problems. Within this environment, a dialog
designer wishes to create a goal in the product-vendortax-
onomy,starting at the “printer vendors” concept-node, when-
ever any kind ofprinting problemits confirmed.
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Without trigger inheritance, the dialog designer could
associate the trigger that creates the “printer vendors” goal
with the concept-node-confirmation event of the “printing
problems” node and every descendant concept-node below
“printing problems,” but it would be very inconvenient.

With a trigger inheritance mechanism,the dialog designer
would associate the trigger that creates the “printer vendors”
goal only with the concept-node-confirmation event of the
“printing problems” node. Whenever a concept-node below
“printing problems” is confirmed, the trigger inheritance
mechanism evaluates not only the triggers associated with
that concept-node’s confirmation event, but the triggers asso-
ciated with confirmationevents of each ofthe concept-nodes
above that concept node—including the “printing problems”
node.

Stated more generally: the trigger-inheritance mechanism
applies to events that are per-concept-node, such as the con-
cept-node confirmation and dialog preference creation
events. Wheneverone of these events occurs, the triggers at
the concept-node for which the event occurred are evaluated 2
first; then, the triggers associated with the same event at the
concept-node’s parent(s) are evaluated; then, the concept-
node’s grandparent(s); and so on, until the top of the tax-
onomy (a concept-node with no parents) is reached. In some
embodiments, trigger-inheritance may be limited to a speci-
fied numberof steps up the taxonomy.

In some embodiments, it may be desirable to add to this
simple mechanism a further way of controlling to which
triggers inheritance does and does not apply,so that the dialog
designer can “override” inheritance when so desired.

Consider the “printing problems” example. Perhaps there
is a particular kind of printing problem (indicated by, say, a
grandchild concept-node ofthe “printing problems” node)for
whichthe “printer vendor”is in fact irrelevant, and instead
(say) the vendor who manufactured the cable connecting the
printer to the user’s computer is important. In such a case, the
dialog designer would likeall of the other nodes under “print-
ing problems”to inherit the trigger that creates the “printer
vendor” goal; but wouldlike to “override”that inheritance for
the “printer cable problem” concept-node,and instead,in that
concept-node, use a trigger that creates a goal to resolve the
“printer cable vendor”.

One schemethat can be used to support this type of inher-
itance overriding uses optional labels on triggers to indicate to
the dialog engine whento evaluate an inherited trigger and
when not to do so. In this scheme, only one trigger with a
givenlabel will be evaluated in response to a particular trig-
gering event.

In the printing example, the dialog designer would simply
place a label (such as “print_vendor_trigger:”) on both the
trigger associated with the “printing problems” concept-node
and the trigger associated with the “printer cable problem”
concept-node. When “printer cable problem” becomes con-
firmed, the dialog engine will evaluate the trigger associated
with the “printer cable problem” concept-node, but will then
not evaluate the trigger with the samelabel in the “printing
problems” concept-node—thus effectively overriding it.
Whenother concept-nodes descended from “printing prob-
lems” are confirmed, the trigger associated with “printing
problems” will be evaluated just as before.

In some embodiments these trigger actions can be aggre-
gated into named functions, which may be called with input
and output parameters, from other actions, thus forming a
type of programming language. Indeed, the whole trigger
could be expressed as an “if” statement in a programming
language. In other embodiments there may exist a way to
extend the set of predicates (possible conditions) and the set
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ofactions by incrementally adding new predicates or actions
implemented using any external programming language,
such as Java, C++, C, Basic, Perl, or Fortran. This could be

used, for example, to allow a trigger to test a condition asso-
ciated with a user of the dialog enginethat is actually stored
or derived from a database or systemthat is external to the
dialog engine, such as an external databaseofcustomerinfor-
mation, security and entitlement information,etc.

There are several types of triggers, the most commonbeing
aconcepttrigger. A concept triggeris associated with a set of
concept nodes in a knowledge map andis activated when the
dialog advances to those nodes. That is, when a node is
confirmed,all the triggers associated with that node are evalu-
ated, and if their conditions permit, the triggers are executed,
In this and other instances where an event depends on reach-
ing a set ofnodes, the dialog designer can specify whether the
event takes place when one memberofthe set is reached,all
members are reached, or a proportion ofthe set is reached.
The notion of a concept trigger is further explained with
reference to FIG. 10. There are two taxonomies shownin FIG.

10, a meal type taxonomy 1010 and a menu type taxonomy
1020. Whena userstates that they want breakfast, node 1030
becomes confirmed. When that occurs, trigger 1040 is
executed. Trigger 1040 causes the systemto open the menu to
the section entitled “Breakfast”. As explained further below,
a trigger’s actions can cause new dialog goals to be created
(thus causing follow-up questions to be generated); can add
constraints to the taxonomy areas under consideration; and
can cause escalations to occur.

Information about the user and the dialog interaction is
continuously captured in a dialog state whichts stored and
passed along with each user request/response. The dialog
state maintained by the dialog engine includes but is not
limited to the following:

Focus nodes;
Target nodes;
Constraints;

Background preferences;
Dialog preferences;
Confirmed nodes, both accepted and rejected;
Goals, both active and resolved;

Root nodes ofgoals;
Nodes returned by autocontextualization;
Text returned bythe interface module, including query text

submitted during any iteration by the user;
‘Taxonomies to which autocontextualization is applied;
Taxonomies from which documents are retrieved;

Taxonomies within which dialog navigation occurs;
The history ofthe interaction (inputs, events, actions, and

outputs ofprevious iterations); and
The user’s ID.

Eachofthese elements will be morefully explained below.

A. Focus Nodes/Target Nodes
Each goal is comprised of one or more “target” concept

nodes paired with one or more focus nodes. The concept
nodes represent the node or nodes within the taxonomyat
which the dialog will ultimately terminate, while the focus
node represents the starting location in the taxonomy. The
focus node of the goal captures the current status of the goal
resolution process. The focus nodeis the most detailed infor-
mation available to the dialog engine at each point in the
dialog. Each question posed to a user is generated from the
focus node of the goal, while the answerselectionsoffered to
the user are the focus node’s children. In some embodiments,
each user question results ina single set of focus nodes and a
single set oftarget nodes. In otherembodiments, there may be
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multiple sets of focus nodes and target nodes, such that each
set of focus nodesis paired withaset of target nodes.

B. Constraints

The set ofconcept nodesrelevant to the user’s information
need is denoted using constraints. Constraints play a dualrole
in a dialog: they constrain the concept space to limit or guide
the interaction and they restrict documents returned to the
relevant areas. All concept nodesthat have not been explicitly
ruled out with constraints are termed available. Thus in the

beginning of the dialog all concept nodes in the knowledge
map are typically available. As a dialog goes through succes-
sive iterations, the set of available concept nodes shrinks.
Each node accepted during resolution ofthe goal produces a
<predicate> <node> expression that thereafter constrains the
available nodes. The list ofaccepted nodes in each subgoalis
used to generate positive constraints while the rejected nodes
are used to generate negative constraints, Negative con-
straints control the effect of negative information gathered
(rejected concept nodes) on the relevant concept space. In
addition, a default negative constraint may be used if the
dialog designer does not specify one. As in the case ofpositive
constraints, negative constraints stemming from the same
subgoal are joined together by a boolean operator. In some
embodiments only a subset ofthe negative constraint types
are allowed. In one embodiment, NOT-ATis the default nega-
tive constraint type. In this embodiment,all the rejected con-
cept from each subgoal generate a constraint NOJ-AT
<node>. Bothpositive and negative constraints are unified for
the final expression from a subgoal and constraint expressions
from different subgoals within a goal are joined together.

Theset ofavailable nodes influences:

The set of documents that are deemed by the system as
relevant to the user query;

Regions of taxonomies from whichfocus nodes andtarget
nodes may be drawn;

The target concept set of a goal;
Possible solutions (parameterized queries (PQs)) proposed

to the user; and

Other actions that may be triggered.
Constraints are expressed as constrained boolean expres-

sions consisting of taxonomic predicates that define sets of
nodes by taxonomic relationships. For example, if a goal
constraint type is UNDERand concepts a and b are accepted
in a subgoal, UNDER a and UNDERb constraint expressions
will be generated. AU constraint expressions from a single
subgoal are aggregated into a boolean formula. The dialog
designer can specify the operatorto be used at the goal level.
In the implemented embodiment, the default operator is con-
junction. In our previous example, the final expression gen- ;
erated from the subgoal will be (UNDER a) AND (UNDER
b). If the goal contains more than one subgoal, the subgoal
constraint expressions are assumedto be a part of a boolean
expression. The dialog designer can specify what operator to
use for a given goal. In an embodiment in which the most 5
commoninterpretation of multiple user selections is uncer-
tainty, the default operator is disjunction. So,ifin additionto
the subgoalin the previous example, there was another sub-
goal with accepted node c, the goal would producethe fol-
lowing constraint: (UNDER a)AND (UNDERb)) OR (UN-
DERc).

In addition to taxonomic constraints, the present invention
also utilizes meta-data constraints that limit the remaining
documentset based on meta-data associated with documents.

A meta-data constraint could for example,limit the document
set to documents written by a particular author or list of
authors: documents created or modified during a particular
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range ofdates; documents whosetitles match a giventextual
pattern; documents that were originally drawn froma particu-
lar document source, etc. Taxonomic and meta-data con-
straints can be embeddedin a boolean expressionto create an
overall constraint.

C. Background Preferences/Dialog Preferences
Preferences are used in ranking to influence the order of

presentation of documents. Background preferences allow
the system to keep basic information about eachuser(e.g.,
their interests, computer hardware, software,etc.) and dialog
preferences describe concepts thatare ofinterestto the user in
the context of the current information request. Background
preferences and dialog preferences may affect ranking by
different amounts. That is, in one embodiment, dialog pref-
erences have a greater affect on ranking than background
preferences and, in a second embodiment, backgroundprel-
erences have a greater effect on ranking than dialog prefer-
ences. The relative effect of one kind of preference over the
other is a system parameter that may be changed frominstal-
lation to installation.

The combination of taxonomies, taxonomy tags, taxo-
nomic restrictions(filters), and knowledge containers provide
alarge collection ofpersonalization capabilities to the present
system. Certain ofthese taxonomies can be used to: capture
the universe of information needs and interests of end-users;
tag the knowledge containers representing these users with
the appropriate concept nodes from these taxonomies; and
use these concept nodes whenretrieving informationto per-
sonalize the delivery of knowledge containers to the user.
Further, the system canuse this tagging and other aspects of
the knowledge containers in order to create a display format
appropriate for the needs ofthe user receiving the knowledge
container.

In order to personalize interactions with a specific cus-
tomer, the system utilizes an application screen associated
with browser 132 for representing customers, their interests
and needs. The applicationscreenis a user interface that poses
questionsto the user and based onthe user’s responsereturns
nodes back to dialog engine 232 to begin the nextiteration.
The application screen can be programmed to automatically
give dialog engine 232 any information the user could other-
wise provide. For example, dialog engine 232 could ask
whetherthe user is a novice or expert. An application screen
designed for novices could provide this information without
actually posing the question to the user. The system supports
profiling a customer’s interaction with the system explicitly
based onstated or applied preferences and implicitly based on
what the system has learned frominteracting with the cus-
tomer,

Explicit profiling allows the user to select itemsofinterest
explicitly from one or more taxonomies. These, along with a
default or explicit weight, becomeinputs to the application
screen. Implicit profiling, on the other hand, relies on the
system to add or modify the application screen in order to
profile the customer. For example, when creating the appli-
cation screen, the system may set a concept in“access level”
or “entitlement level” taxonomies that match the privileges
they wish to accord the end user whom the application screen
represents. The system mayalternatively observe user behav-
ior and then modify the application screen accordingly. That
is, the system can increase the weight of a taxonomy tag
frequently spotted in the user’s questions during the autocon-
textualization segment of the retrieval process. Finally, the
business context ofthe interaction, including the application
screen, can create an implicit profiling which drives the
retrieval. For example, a particular web page or email address
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from which, or to which a question is entered into the system
may implicitly add taxonomytagsto the user’s question. This
particular kind of implicit profiling is typically transient in
that it only modifies the current interaction, but does not
changethe data in the application screen.

In one embodimentofthe present invention, the system is
capable of using customer profile information described
above to push content to interested users. More specifically,
when new knowledge containers 20 enter the system, the
system matches each against each customer’s profile tax-
onomy tags 40 in the associated the application screen.
Knowledge containers 20 that match customerprofiles suffi-
ciently closely—with a score over a predetermined thresh-
old—are pushed to customers on their personal web pages,
through email, or via email to other channels.

The type ofpreferences generated froma goalis controlled
by the dialog designer. Similarly to constraints, positive pref-
erences are generated from the accepted nodes and negative
preferences from rejected nodes. Anarbitrary predicate can
apply to preferencesto define the set of nodesas desirable or 2
undesirable. Unlike constraints, all preferences are added to a
common pool, with no boolean logic associated with them.
This follows from their use in ranking rather than as set
operators.

Constraint and preference types are set per goal so that
accepted and rejected nodes ofdifferent goals (fromdifferent
taxonomies) canhavedifferent effects ona particular dialog.
For example, consider a Vendor’s and SymptomObserved
taxonomy.Ifa user indicated that the symptom they observed
was “garbage text printed” and they have an HP printer, the
user would not be interested in seeing any document about
printing problems other than garbage text being printed. At
the same time, if the problem can be general to anyprinter,
they would want to see documents that describe resolutions
non-specific to HP printers. Therefore, different constraints
should be generated from the two goals.

D. Confirmed Nodes

Fromthe pointofview ofdialog engine 232, a dialog with
a user involves the processofarriving at the set of nodes that
best describes the user’s information need. Confirmed nodes
are those nodes whose relevance to the user’s information

need has been established. They capture informationthatis
knownaboutthe user’s information need at each pointin the
interaction. Confirmed nodes are established based on: user

selections onthe screen; relationshipsin the domain encoded
via triggers; automatic confirmation of topic spotter nodes:
automatic confirmation ofuser preferences; and the front end
graphical user interface (GUI). Discovering the best set of
concept nodes will cause the presentation to the user of that
set of knowledge containers that is most likely to contain a
problemresolution, Three distinct states of confirmed nodes
are recognized:

A node knownnot to be relevantto the user’s information

need, is referred to as irrelevant or rejected—one
instance ofsuch a set is anirrelevant taxonomy;

A node that may or may not berelevantis marginal: and
Anodethat is knowntobe relevantis termed accepted and

werefer to the set of accepted nodes.
E. Goals

A goalin the context ofthe present invention indicates the
information requirements for the nextstep in the interaction
and the guidelines foreliciting the informationfrom the user.
Creating a goal in a taxonomy: (1) signals that the domain of
the given taxonomyis relevant to the interaction; (2)it iden-
tifies the information needed; (3) provides guidance on how
best to elicit needed information fromthe user; and (4) estab-
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lishes howto deal with uncertainty arising in the process of
informationgathering. This builds ona basic observation that
in a dialog, specific information becomes relevant only in
certain circumstances. For example, in a dialog for trouble-
shootingprinters, the type of network between the computer
andprinteris only relevant onceit is established that there is
a problem in communication between the two devices. An
important innovation of the mechanism is that it allows the
dialog engine to pose a question only once it has become
relevant (but without requiring a complete case-based analy-
sis).

In one embodiment ofthe system only one goal can be
created in a taxonomy. In another embodiment, multiple
goals can be created in a taxonomy, where each goal repre-
sents a target set of concepts in a context. For example, the
HW Vendor Taxonomy 330 (FIG. 6) may be needed multiple
times—to establish the vendor of the printer, the printer
driver, and software that is used for printing. In this example,
the context for each goal in the taxonomy will be the device
whose vendorthe system is trying toidentify. Thus, the con-
text of a goal can be represented by the concept node whose
trigger created the goal or as the taxonomy in which the
concept nodeis located.

Once dialog engine 232 creates aninitial set ofgoals (target
nodes and focus nodes) based on the subject matter of the
user’s inquiry, it begins to resolve the goals. The process of
goal resolution is one of taxonomytraversal, going from more
general concepts at the root to more specific concepts closer
to the leaves of the taxonomygraph. Advancinga dialog from
one nodeto the next advancesthe focus of the goal, it causes
the triggers associated with each node to be evaluated and it
causes constraints to be generated. A goal is considered
resolved whena target set ofconcept nodesis reached during
a traversal. When dialog engine 232 receives an answer from
a user, it identifies one or more goals for the dialog, based on
the dialog engine’s current understanding of the user’s
response. Dialog engine 232 improves its understanding of
the user’s initial question by conducting a multi-step dialog
with the user. Based on the user’s responses to follow-up
questions,the dialog engineis further able to focusits analy-
sis of the user’s response (i.e., limit the remaining sets of
concepts by creating constraints), In other words, dialog
engine 232 seeks to describe the user’s information requestin
more and more detail by mapping user responses to concept
nodesin the goal taxonomy.

FIG. 11 further illustrates the goal resolution process in
accordance with an embodimentofthe present invention. As
shownin FIG. 11, the subsequentselection of a new concept
node by dialog engine 232 proceeds as the user answers
questions posed by the dialog engine. As shown at 1110,
when the user answers “eggs” in response to the question
“Whichofthe following would you like to get,” the goal ofthe
dialog proceeds from the “Breakfast” node to the “eggs”
node. Similarly, in 1120 when the user answers “scrambled”
in response to the question “How would you like your eggs
prepared,” the goal of the dialog proceeds from the “eggs”
node to the “scrambled” node 1130. In this example, the
nodes selected are confirmed nodes since they represent
nodes whose relevance to the user’s information need has
been established.

In an embodiment where each goal is tied to a particular
taxonomy,the targetset ofconcept nodesis a function of that
taxonomy. The target set can also be defined in any of the
following ways:

All leaf nodesin the target taxonomy;
Any nodeor set ofnodesinthe target taxonomy designated

explicitly by the dialog designer,
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Any node in the target taxonomythatis at or belowlevel K
in thetree;

Any node in the target taxonomy that is K or fewer levels
below a subgoal focus node;

Anyset ofnodesin the target taxonomythat can be defined
by any taxonomicdistance function from a node speci-
fied by the dialog designer; and

Anyset ofnodesin the target taxonomythat canbe defined
by a non-taxonomic-distance function from either the
root node of the goal or from a node specified by the
dialog designer, such as document overlap among the
nodes, or similarity of vocabulary of documents at the
nodes.

A goal may be resolved positively or negatively. A goal is
resolved positively when one, some, or all (depending on
whatthe dialog designerspecified)ofits target concept nodes
are confirmed as accepted. A goalis resolved negatively when
all of its target nodes are confirmedas rejected or constrained
to be unavailable, or whenits taxonomyis declaredirrelevant.
In the process of goal resolution the system traverses the
taxonomy graph typically going from more general to more
specific concepts. The process of choosing one path over
another is sometimes difficult, particularly if there is uncer-
tainty as to which branchapplies or when multiple branches
are relevant.It is a good practice during taxonomy building to
avoid branches that are likely to be difficult to choose
between,butit is not possible to avoid the issue entirely.

If such a situation occurs, and the user chooses multiple
nodes at a branching point, the dialog engine will create
multiple subgoals fora goal. Subgoals ofa goal are a mecha-
nism to deal with uncertainty or multiplicity of the interac-
tion. Resolution ofeach subgoal will be pursued in parallel by
the dialog engine until the conditions are reached that resolve
the parent goal of the subgoals. In fact, the system uses
properties ofsubgoals inthe processofgoal resolution, so one
subgoalis always created, Subgoals are identified by the node
that represents the most detailed information. This node is
referred to as focus of a subgoal. In the process of goal
resolution, the focusis typically advanced along the edges of
the taxonomy graph, but may jumpto a node(or set ofnodes)
more than one edge awayfrom the previous focus, Subgoals
are resolved whentheir focus reachesthe target set ofconcept
nodes.

Note that the constraints generatedin the course ofa dialog
canlimit the nodeset available beyondtheinitial set specified
in the goal, and occasionally all the choices will be ruled out
rendering a subgoal unresolvable by normal means. In this
case, a subgoal is designated to be constrained away and is
treated as resolved.In the present invention, any combination
ofsubgoal resolutions may be sufficient to resolve the sub- >
goal. For example, reaching any node inthe target set ofany
subgoal maybe sufficient. However,ifthe user made multiple
selections and several subgoals were generated, resolving one
may not be enough to completely establish all the nodes
relevant to the user’s information request in the given tax- °
onomy. In one embodimentthe dialog designer can choose to
resolve a goal when:

Any one ofthe subgoals is resolved;
All ofthe subgoals are resolved; or
Somefraction of the subgoals is resolved.

This provides maximumflexibility in interpreting multiple
choices ofthe user.

In an embodiment where each goal is tied to a particular
taxonomy,the target set ofconcept nodes is a function ofthat
taxonomy. The target set can also be defined in any of the
following ways:
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All leaf nodesin the target taxonomy;

Any nodeorset ofnodes inthe target taxonomy designated
explicitly by the dialog designer;

Any nodein the target taxonomythatis at or below level K
in the tree;

Any nodein the target taxonomy that is K or fewer levels
below a subgoal focus node;

Any set ofnodesin the target taxonomy that can be defined
by any taxonomic distance function from a node speci-
fied by the dialog designer; and

Anyset ofnodesin the target taxonomythat can be defined
by a non-taxonomic-distance function fromeither the
root node of the goal or from a node specified by the
dialog designer, such as document overlap among the
nodes, or similarity of vocabulary of documents at the
nodes.

The subject invention also permits the user, dialog
designer, or dialog enginetoretire a subgoalorgoal. The user
may not wish or be unable to answer questions posed by a
subgoal. In this case the invention provides a way to inform
the system that they do not wish to see any more questions on
the subject. The user may choose to ignore the questions
posed, in which case the system will stop showing those
questions. In one embodiment, the number of iterations a
question is generated from a subgoal in the absenceofa user
response before the subgoalis retired is a parameter of the
goal. In another embodiment, the parameteris a system-wide
setting. At some point in a dialog new information may
becomeavailable that will render a goal irrelevant. Dialog
designer can trigger an actionto retire a subgoal or a goal in
this situation.

This description discusses the process of goals and subgoals
advancing interchangeably, with the understanding that
advancing a goal implies advancing one or more ofits sub-
goals.

Multiple goals can be active in the system at any point in
the dialog, and the process ofresolving goals may proceed
serially or in parallel. A dialog in which questions are posed
strictly sequentially may be constructed by asking a single
question per goal. Such a dialog however, does not typically
correspond to a natural, friendly, and efficient interaction.
Posing questions in parallel, on the otherhand, allows the user
to answer relevant questions and simply ignore irrelevant
questions. Until resolved, a goal is referred toasactive.

F. Root Nodes

Creating a goal signifies that the goal taxonomyis ofrel-
evance to the interaction. The root node ofthe goal serves as
the starting position in the taxonomyfor informationelicita-
tion—it is the focus node in the first dialog iteration that
incorporates that goal. For example, assume a vendor tax-
onomy exists in a knowledge map that represents various
hardware and sofiware vendors (see FIG.6). Further, suppose
that during a dialog the system establishes that the user’s
problem relates to improper color printing by the printer. It
may be important at this point to establish the vendor ofthe
software the client is using, since color rendering may be
handled differently by different programs. The situation war-
rants creation ofa goal in the vendor taxonomythat seeksto
identify the software vendor. In anintelligent interaction, the
question to be asked would be more specific than the one
generated from the root of the vendors taxonomy. To support
such an interaction, when creating a goal for vendor, the
dialog designer should specify software vendoras the root
node.
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G. Nodes Returned by Autocontextualization
The dialog engine can derive information fromtext that is

typedin by the user. This process ofderiving data is one ofthe
many ways in which the dialog engine gathers information.
All the text the user provides to the system is autocontextu-
alized against the taxonomies in the knowledge map. This
results in topic spotter nodes that represent the system's
understanding of the user’s input. Unlike confirmed nodes
(discussed above), topic spotter nodes cannot automatically
accepted as true since there ia always the possibility that
dialog engine 232 misunderstood the user’s input. Nodes
returned by autocontextualization (topic spotter nodes) are
verified by asking a follow-up question to confirm dialog
engine’s understanding ofthe user’s input.

H. The History of the Interaction (Inputs, Events, Actions,
and Outputs of Previous Iterations)

In one embodiment, the history of the traversal in the
process ofresolutionis stored ina subgoalasa list ofaccepted
and rejected nodes. Keeping such history is an important
feature of the dialog system, since it allows the end user to
undo her previous answers if the need arises. The list of
accepted and rejected nodes is also important for generating
constraints and preferences based on user information that
will help to better define the conceptspace relevantto the user
query (and thus limit the document set retrieved and affect
future dialog iterations). Finally, storing information about
the path ofthe interaction up to the current point allows the
dialog engineto base future decisions on the completehistory
of the interaction, not simply the current state.

In operation, dialog engine 232 records the interactions
between dialog engine 232 and the user for future analysis.
These logs may be stored either as structuredlog files, or as
data within a relational or other type ofdatabase system. The
logs can record any and/or all aspects ofthe dialog engine’s
interactions withusers, including but notlimited to:

User’s names, associated concept-node tags and their
strengths from the user’s profile (which may include
information about user’s interests, user’s business rela-

tionship with the company providing the dialog engine,
user’s entitlement level, user’s experience level with the
company’s products or services, products the user owns
or has showninterest in the past, etc.), and associated
meta-data, for the user involved in eachdialog:

For each iteration ofeachdialog,all of the possible inputs
entered by the user, including textual input, responses to
questions that involve selecting concept-nodes,
responses to questionsthat involve enteringtext or other
types of information, selection of actions, escalation,
selection of documents for viewing, selection of pack- s
aged or parameterized question; selection of going
“back”in the dialog to a previouspointto start over or to
re-select inputs for a particular iteration or follow-up
question;

For each iteration ofeachdialog, the response returned by s
the dialog engine, including follow-up questions pre-
sented to the user, choices presented for each follow-up
question, documents presented, parameterized ques-
tions presented, etc; and

For each iteration of each dialog, any and all relevant
information about the dialog engine’s internal state and
processing, which may include goals created, goals
resolved and how they were resolved, concept-nodes
identified automatically by text classification ofa user’s
question or other similar means, triggers and other
actions executed, the membership of the set of con-
firmed concept-nodes; the set of automatically-identi-
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fied (text classified or “topic spotted”) concept nodes;
the set of dialog preference concept-nodes; the set of
user’s preference concept-nodes; constraints that are
applicable to the dialog; etc.

These logs provide an extremely rich source of feedback
about usage of dialog engine 232 and the success of the
knowledge map and dialog control information within the
dialog enginein leading users to documents and other types of
resolutions to their questions.

The present inventionfurther provides a logging capability
in which:

Users may be logged not just with an ID but with all the
concept-node tags and meta-data that represent what’s
knownabout the user. This allows analysis ofthe log
broken down by users with particular properties;

Logging records each of the steps within a multiple-step
dialog interaction with a user, as opposed to simply
separate actions (clicks and queries). The dialog engine
thus logs series of interactions in coherent groups that
can be analyzed together. In addition, these series allow
sequential analysis of user’s actions. For example, the
present invention can analyze not just how many times
users took the actionof, say, escalating their problem to
a human customerservice representative, but what dia-
log sequences and user properties most often lead to
escalation; and

All logging is donein “semantic” terms—thatis, concept-
nodes within taxonomies. These taxonomies and con-

cept-nodes represent dimensions and concepts that are
relevant to the company providing the dialog engine’s
business. As opposed to normal world-wide-web log-
ging, which simply provides undifferentiated “click”
data, this concept-based logging allows analysis of the
interaction data based on concepts thatare truly relevant,
as opposed to “syntactic”, surface information such as
word frequency of words typed into a query box.

Once the data has been collected, reports can easily be
generated against the logged datathat will provide answers to
questions such as:

Which types ofusers are easily finding answers to their
questions concerning concepts in a particular tax-
onomy? (In a diagnostic environment, for example, this
might be “Which types of users are easily finding
answersto their questions about what products and what
symptomsthey are having with those products?”)

Whichtypes ofusers are not finding answers to their ques-
tions concerning concepts in a particular taxonomy? Of
those, which are quitting (simply leaving the dialog
engine interaction): which are escalating to human cus-
tomer service representatives; which are starting over
with new dialog interactions; which are examining large
numbers of documents returned by the dialog engineto
“by hand”find the one(s) that address their questions?

Which areas or concept-nodes within taxonomies (or
groups of such) have an appropriate amountof content/
documents tagged against them suchthat it is propor-
tional to the amount ofuser questions or issues being
seen in those areas or concept-nodes and, conversely,
whichareas do not have enoughcontent to support the
volume and range of users’ questions or issues?

Which areas or concept-nodes within taxonomies (or
groups ofsuch) are experiencing high volume,or chang-
ing volume (spiking up or downover time) ofuser ques-
tions or issues?

Insome embodiments, the dialog engine or a separate piece
ofsoftware may provide a wayto visually examine taxonomy
and concept-node based breakdowns of analyzed or aggre-
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gated logging data over all time, or over particular selected
time periods. This visualization is performed by displaying
the structure and concept-nodes of one or more taxonomies
visually and with each concept-node, providing a visual cue
that indicates the value ofthe analyzed or aggregated logging
data point being reported, for that concept-node. The visual
cue may be, for example, displaying the concept-nodes in
different colors (e.g. red may mean a low value, green a high
value, and the range of colors in between representing inter-
mediate values); or by displaying a numericvalue next to each
concept-node;or by displaying one or moreiconsnextto each
concept node (e.g. a small, medium,or large stack of ques-
tion-mark icons to represent query volumeat each concept-
node). This type ofvisualization can be very useful because it
allowsa dialog designer to get an overall view of the activity
or aggregated/analyzed values across a whole taxonomy or
set of taxonomies at once. The visual cues allow a person to
very quickly identify the areas of taxonomies that may war-
rant furtherattention or analysis.

In someembodiments,“reporting wizard”software may be
available that can execute a large number ofdifferent useful
logging data analyses, over all time or over specific time-
frames of the dialog engine’s use, and then use selection
heuristics to select and present a dialog designer or other user
witha listing of the most“interesting” set ofreports, based on
the selection heuristics. Typically, the selection heuristics
would select reports that were very different from the norm of
a family ofsimilar reports, or that indicate areas where users
are noteffectively finding good resolutions to their questions
or issues during their interaction with the dialog engine. For
example, the selection heuristics maytry to identify types of
users and types of questions (both based on concept-node
information, of course) in whichusers are asking large num-
bers ofquestionsrelative to the norm,but are also experienc-
ing a large numberofeither start-oversor escalationsrelative
to the norm. Similarly, the selection heuristics may try to
select reports showing areas where there are “spikes”in user
questions, or where the knowledge map is underpopulated
with documents to address the volume of user questions.
Similarly, the selection heuristics may try to select reports
showing frequently asked questions (again, generally in
terms of concept-nodes, and possibly user types) that take
users multiple iterations to find documents.

In some embodiments, “reporting wizard” software can go
one step further, and based on its (generally heuristic) analy-
sis of the interesting reports it has selected, can propose
changes to the dialog designer or other maintainer of the
knowledge map and dialog control information that may
improve the experience of users of the dialog engine. For ~
example, the reporting wizard software may analyze the
report showing frequently asked questions that take users
manyiterations to find documents and proposethe creation of
a new “parameterized question” that could be presented in
applicable situationsin earlier dialogiterations, so that users ~
can more quickly get to the documents that resolve these
types ofcommonissues.

In some embodiments, the dialog engine can contain a
module that performsvarious kinds ofanalysis ofthe logging
data, in order to change the future behavior of the dialog
engine and better customize dialog to a particular user based
on prior usage. This feedback-based learning module may use
a variety of statistical and machine-learning techniques to
learn any of the following:

Long-termuser preferences for a particular user,

Commondialog contro! information(triggers), including:
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Relationships between concept nodes in different
regions of the knowledge map(triggers confirming a
node);

Relevance of taxonomies based on confirmed concepts
(triggers creating goals or adding/removing taxono-
mies); and

Commonly targeted information (parameterized queries
(PQs).

Long term user preferences, discussed above, can be
learned not only by observing the selections a particular user
makes during the dialogs she engages in, but also by compar-
ing behaviorofdifferent users seeking the same information
(as evidenced by commonset ofconcepts confirmed, similar
documents viewed, actions executed and/or parameterized
queries (PQs) chosen). Learning dialog control information
involves analyzing the progression of various dialogs to
extract correlations between sets of confirmed nodes and

other confirmed nodes. The tags of the documents viewed by
the userare ofparticular interest since they represent areas of
interest to the user. Learning control information involves
discovering ways to guessearlier in the dialog what distinc-
tions will be most useful for reaching a narrow answerset as
quickly as possible.

In one embodimentofthe subject invention,it is envisioned
that the system could log the data, apply known machine
learning techniques, and feed analysis back into the system to
provide a mechanism by which the system “learns” from prior
user query patterns. In another embodiment, the feedback-
based learning module learns a mapping from selected user
profile data (including meta-data and concept-node tags) and
confirmed or preferred concept-nodesto other preferred con-
cept-nodes. In other words, this map indicates, for users with
givenproperties, at a given point or points in a dialog, what
other concept-nodes may be considered as “preferred” by the
dialog engine for its next response(s). This learning is based
ona statistical analysis ofprevious usage that analyzes users’
document selections. The concept-node tags of the docu-
ments, the users’ properties, and the confirmed and preferred
concept-nodes within the dialog iteration where the docu-
ment was selected, plus the same information foriterations
prior to the document’s selection,are all inputs into the learn-
ing module that learns the mapping described.In yet another
embodiment, the feedback-based learning module learns
points at which triggers could be inserted. This learning is
based ona statistical analysis ofprevious usage that analyzes
users’ traversal paths and success rates (as measured, for
example, by selecting a document and subsequently exiting
the dialog). Concept nodes A and B in distinct taxonomies
that co-occur on many traversal paths of successful dialogs
such that A occurs before B might be candidates for a trigger
from A to B. In still another embodiment, the feedback-based
learning module learns mapped parameterized queries (PQs)
and the set of nodes that must be confirmed to trigger the
display of the parameterized query (PQ). This learning is
based ona statistical analysis ofprevious usage that analyzes
confirmed nodes, documentselections, and successrates, and
looks for occurrence ofa set of confirmed nodes and a par-
ticular documentselection in many successfuldialogs.

Any andall of the following information sources may be
used by the learning module:
confirmed (accepted and rejected) concepts:
questions user choseto ignore in the course ofa dialog:
questions user explicitly declined to answer;
documents viewed in the course of a dialog:
PQsselected in the course of a dialog:
actions executed in the course ofa dialog;
tags of the documents/PQs viewed:
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information about the length oftime the user spent on
particular documents viewed; and

final outcomeofthe dialog interaction.
Now that the major elements of the present invention have

beenintroduced, the specification will now describe the pro-
cess performed by dialog engine 232 as it resolves a user
request for information, Each separate cycle of system ques-
tion and user answeris referred to as a dialog iteration. During
a typical dialog, dialog engine 232 will support multiple
iterations. In eachiteration, dialog engine 232 analyses user
inputs up to that point in the dialog and presents the user with
new questions, documents and actions(e.g., contact a cus-
tomer service representative). That is, the dialog engine
inputs concept nodes (among other things), updatesits state
with newconstraints (limit the available concept nodes) and
preferences (modify the ranking of nodes and documents),
and outputs resolutions and new questions to the user. The
user can chooseto accept one of the resolutions or continue
the dialog by answering more questions. In essence, the
user’s answers create additional constraints and preferences 2
that further limit and rank the space of available concept
nodes in a knowledge map. Discovering the best set of con-
cept nodes will cause the presentationtotheuser ofthatset of
knowledge containers that is most likely to contain a problem
resolution.

In one embodimentofthe present invention, a multi-step
dialog begins with theuser ofthe system entering via either
boxes where they cantype text, or selectionlists of possible
choices, a combination of:

a) query text (possibly added to the query text from a
previousstep),

b) desired administrative meta-data values; e.g. desired
date rangesfor creation-date ofknowledge containers to
be retrieved,

c) taxonomytags and weights (perhaps segmented for ease
of entry; e.g. “Very relevant”, “Somewhat relevant’,
“Not relevant”) to be associated with the question;

d) taxonomic restrictions, used as described above (with
respectto retrieval techniques) to limitthe areas of tax-
onomies from which response knowledge containers are
drawn; and

e) User preferences.
All the sources of informationavailable to the systemare

used in the process of advancing a subgoal. The advancing
mechanism can make use of autocontextualization informa-

tion, user preferences, confirmed nodes (e.g. information
already verified in the course ofinteraction up to this point),
nodes explicitly specified by the dialog designer, or any other
information source available. Since it is assumed the under-

lying information need of the user does not change in the $
course of a single dialog, the dialog engine can always use
confirmed nodes to advance goals. However sometimes other
information can not be fully trusted. In particular, autocon-
textualization, being an automatic process, can make mis-
takes. Therefore it may not be safe to assume that correct 5
concept tags have been extracted from the query. User pref-
erence information, though human-entered, may be outdated.
For example, it may state in user’s profile that they own a
black-and-white BP LaserJet printer. Howeverin the course
ofthe interaction their problem wasestablished to be that of
color printing. Clearly, previous printer information is no
longer relevant. Thus, whether or not subgoal focus is
advancedto a concept because it appears in user preferences,
autocontextualized nodes, or other source of node informa-

tion is governed by a goal parameter whosevalueis set by the
dialog designer. This approach provides maximum flexibility
by allowing the use ofprecisely as much information as
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appropriate in eachsituation. In addition, another goal param-
eter governs whether or not the user is asked to verify the
conclusions inferred by the system.

One additional source of information in the system are
newly created goals. It may happenthat a goalis created in a
taxonomy where another goal already exists. If the goals are
created in the same context, the new one can contain addi-
tional information that wasnot availableat thefirst time the

goal was created. For example, if a goal was created in the
Diet taxonomy (FIG. 12) rooted at the top level in the Veg-
etarian node and later on a new goal rooted at Menuis created,
the system should take into accountthat the user wishes to
order breakfast, not just any vegetarian meal, is relevantto the
problem at hand. Thus, the focus ofthe subgoal in the Menu
taxonomy is moved to Pancakes. The process of combining
information contained in two goals in the same taxonomy is
called goal unification. Goal unification considers the root
nodes of the two goals in question and the focus(es) of the
older goal. Three cases are possible:

A focus of the existing goal is below the root of the new
goal—in this case the existing goal already contains
more specific concept than the new one, so no new
information is used:

The root of the new goal is below a focus of the existing
goal—in this case the new goal gives more specific
concept node information, and the focus is advanced
downtothe root of the newgoal; or

The root of the new goalis not in the path ofthe root of the
existing goal—inthis case the new goal deals with anew
region of taxonomythat has not yet been explored and a
new subgoalis created to explore that region.

As mentioned above, dialog engine 232 generates follow-
up questions to the user in the process of resolving active
goals. The type ofquestionto be generated canbe specified by
the dialog designer. The answers to these questions advance
the state of the subgoal to a new location in the taxonomy—
e.g. change the focus of the subgoal. Changing the focus ofa
subgoal may be by path traversal within the knowledge map
(e.g., the focus may change from parent node to child node).
Autocontextualization can be used to jumpto a specific place
in the taxonomyand the dialog designer can explicitly specify
a place to jumpto. In any event, the node-to-node path taken
by dialog engine 232 from the focus node(s) to the target
node(s) heavily depends on user responses to system ques-
tions. For example, a selection algorithm maybe applied to a
focus node, F to produce a set ofconcept nodes, C which are
associated with a question posed to the user(or to the appli-
cation screen). If the user (or the screen) responds to this
question, the response is mapped to one or more members, M
ofthe set C. These members. M. becomethe focus node, F in
the set of focus nodes for the next dialog iteration. As
described below, the target nodes may also change with each
dialog iteration.

The dialog engine 232 may then create a new entry screen
for the user that represents the system’s response inthis step
of the dialog and allows the user to enter their next query in
the conversation via various entry areas on an application
screen, This response can include one or more of:

(1) Knowledge container results: a list of zero or more
knowledge containers that the system considers possible
“answers” or highly relevant information to the user’s
question. These canbe presented as clickable links with
meta-data indicating the knowledge container’s title,
synopsis, dates, author, etc., where clicking will lead the
user to a screenpresentingthe full content ofthe knowl-
edge container: alternatively, if the system has one or
more knowledge containers that it believes with high
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confidence will serve as answers to the user’s question,
itcan simply display the full content of those knowledge
containers directly.

(2) Follow-up Questions: In order to advance a particular
dialog, follow-up questions are generated based on the
current state of the dialog. As shownin FIG.13, there are
four categories of follow-up questions(clarifying ques-
tions, document questions, text questions, and param-
eterized questions). The invention analyses the dialog
state at eachiteration of a dialog and uses that informa-
tion to determine what types offollow-up questions to
generate and what choices to offer the user in each
question instance. The dialog state may be viewed as
having several different levels of specificity and the
inventionprovidesthe dialog designer with the ability to
generate different question types appropriate to those
various levels. Depending on the characteristics of the
taxonomy in whicha goal is being resolved and position
of a focus node within that taxonomy, the dialog
designer may be provided with various meansofdefin-
ing which choices tooffer to the user. By determining
which choice options the user is presented with, the
dialog designer controls the pace anddirection ofmove-
ment of the subgoal focus andthe creation of new goals
in other taxonomies.

There are three levels ofspecificity that provide the dialog
designer with a point at whichto define follow-up questions:
(1) the focus node level; (2) the active taxonomylevel: and (3)
the confirmed nodestate level. Each of these levels provides
a different starting point for applying a selection algorithm
(discussed below) to the surrounding taxonomic landscape
for identifying a set ofnodes.It is importantto note that notall
selection algorithms are appropriate for every level of speci-
ficity. Selection at the focus node level starts from a single
node, the current subgoal focus node. This view could include
the focus node’s parent, siblings and immediate children.
Depending on the selection algorithm’s distance metric, the
selection set will most likely be limited to nodes within the
current goal’s taxonomy. In contrast, the selection at the
taxonomy level starts from the entire set of nodes in a tax-
onomy. Selectionat the confirmed nodestate level starts from
the confirmed node set. At this level, the dialog designer
‘sees’ the state of the dialog as a set of nodes that the user has
explicitly selected or has implicitly identified through the
autocontextualization ofuser inputs. Various embodiments of
the invention would define follow-up question types that are
specific to eachofthese levels ofspecificity. Each of the levels
ofspecificity allows the invention to apply a selection algo-
rithmtoa particular set ofconcept nodes whichcanbe offered
to the user. Manycriteria could be used to determinethe exact
set ofnodesavailable to be included ina selection set. Among
these are:

Taxonomic nearness—Nodes are selected on the basis of
traversal distance fromthe focus node with nearer nodes

being preferred over more distant nodes.

Dialog designer selection—A means is provided for the
dialog designer to select nodes for inclusionin or exclu-
sion from selection sets. The latter represents a special
case, in that the dialog designer should havetheability to
designate certain concept nodesas being invisible for the
purposes of generating a selection set. These invisible
nodes serve as taxonomic structural elements but would

be meaningless to the user as a selection in a selection
set. Such a nodehasall the normal characteristics of a

standard concept node except forvisibility in selection
sets.
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Knowledge container (KC) tag overlap—tTheset ofknow]-
edge containers still available for selection providea tag
set that can be used to generate a selection set. In one
embodiment, that set is analyzed for tag overlap, mean-
ing those tags are preferred which occurin the greatest
numberof remaining knowledge containers (KCs) and/
or have the highest cumulative tag weight. In another
embodiment, when the remaining knowledge container
(KC) set is sufficiently small, the selection set is the
entire set of nodes tagged to those documents. Other
possible selection criteria include nodes with tags into
the remaining knowledge containers (KCs) that are clos-
est to a subgoal focus as measured by some distance
metric or that set of concept nodes tagged into selected
clusters of knowledge containers (KCs).

Vocabulary similarity—Those nodes are selected whose
vocabulary (termset) is most similar to the focus node’s
vocabulary.

Previous display/confirmation status—In general, it is
desirable to not redisplay selection choices that have
previously been offered to the user or have been con-
firmed by user selection or some other means.

In one embodimentof the invention, classes of follow-up
questions will be implemented that embody various combi-
nations of specificity levels and selection set choicecriteria.
As a general rule, a particular class of follow-up questions
would be defined at one level of specificity and provide a
single selection set defined by one or morecriteria. In another
embodiment, a class of follow-up questions would include
multiple levels of specificity and present the user with mul-
tiple selection sets in a single instance of a follow-up ques-
tion.

In another embodiment, the dialog designer is provided
withtheability to define a class of follow-up questionsat the
focus node level called clarifying questions (CQs). Clarifying
questions (CQs) represent the most basic follow-up question
type and would be the type seen most frequently by users.
This would be the default question type generated froma goal
if another question type is not requested by the dialog
designer. These clarifying questions are constructed ina vari-
ety of ways:

a) Taxonomy selection: Users may be asked to indicate
whichofthe returned taxonomies are relevantorirrel-

evant to the question at hand. For example, referring to
FIG. 14, there is shown a typical user interface 1700
comprised of four “buttons” 1710-1740, When the user
presses the taxonomy selection button 1710, the useris
presented with taxonomies 1750-1770. The system may
then ask the user if geographic considerations (as an
example) are an important aspect ofthe user’s question,
based on tagging the question via autocontextualization
to a geography taxonomy. The user’s response to this
type ofquestionis addedto the taxonomicrestrictions of
the user’s question, resulting in the system discarding
taxonomy 1770, whichleads to a more precise response
in the next round of the dialog:

b) Concept-nodeselection: Similar to region selection and
adjustment, the application screen can allowusers to
select concept-nodes to add, remove, emphasize, or de-
emphasize. The screen can display, for example, the
concept-nodes returned by the system, along with pos-
sibly parent and child nodes, for selection. The user may
choose to eliminate or add nodes from consideration.

These can eitherbe cast as restrictions—e.g. “My ques-
tion has nothing to do with this concept”, require-
ments——“My questionis specifically about this concept
(or its sub-concepts)”, or preferences—“Emphasize or
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de-emphasize this concept”. Restrictions and require-
ments are added to the taxonomic restrictions of the

user’s question for the next round of the dialog; pretfer-
ences are added to the taxonomytags passed in with the
user’s question for the next round ofthe dialog: and

c) Terminology selection: The system may use the auto-
contextualization processto select a list of“related ter-
minology” and present the list to the user, who may
select one or more of the terms listed to be added tothe

questiontext. Clarifying questions (CQs) are specific to
the subgoal focuslevel.

In one embodiment,a clarifying query (CQ)is displayed as
a text string andalist box offering a selection of concept
nodes. The list of nodes presented to the user includes the
taxonomic neighborhood of the subgoal focus minus any
confirmed nodes and any nodes that have been previously
offered as choices to the user. The dialog designer has the
ability to define the text string for each nodeto be displayed
as that node’s designator in a clarifying query (CQ)list box.
If the value isn’t defined, the node’s description is used. 2
Selecting a node from this list confirms that node and
advances the subgoal focus to that node. It may also resolve
the goal, depending on goal type and the taxonomic location
ofthe selected node. Therelative position of a subgoal focus
within the dialog state provides one othercriteria which can
be used by the dialog designer in defining follow-up ques-
tions. The beginning and end ofgoal resolution are poten-
tially unique cases because they may have abnormally large
or small selection sets using the abovementioned possible
criteria for set inclusion.

In the case where the selection set may be abnormally
large, another follow-up question type, referred to as a text
question (TQ), can be madeavailable that allows the dialog
designer to avoid displaying that selection set to the user. A
text question (TQ) is intended for use in locations within a
taxonomy where simply listing a node’s neighboring nodes
(as would be done with a clarifying query (CQ)) would make
for an overly long selection list or might require several
iterations ofa dialog to get informationthat might be obtained
by a single answer from the user. Like a clarifying query
(CQ), a text question (TQ) is specific to the subgoal focus
level, but in the place ofa selectionset, the user is givena text
box and is prompted to type in the desired selection. For
example,if the dialog designer would like to ascertain what a
customer would like to order in a restaurant, rather thanlist
the hugeselectionofpossibilities from the menu, the user can
simple be prompted to type in their selection. The user’s
response is autocontextualized within the goal’s taxonomy
and all current constraints are applied. Any tagging outside
the set ofconcept nodesofinterest is ignored. Referring now
to FIG. 15,it is illustrated that rather than presenting the user
witha list ofpotentially hundreds ofmenuitems, the user can
type in his or her menuselection and thus answer the question
in oneiteration ofa dialog. Ifthe user’s response autocontex-
tualizes to a known menuitem, that information points the
dialog to the correct subgoal focus. Nodes identified by auto-
contextualization may become confirmed. If, however, the
user’s response is not recognized by the autocontextualizer,
the text question (TQ) would be followed by a standard clari-
fying query (CQ) listingall the possible next choices. Regard-
less of whether the user’s typed entry autocontextualizes
successfully, follow-up questions will be generated until the
target set ofconcept nodesis reached.

Claryifying questions (CQs) are a simple means ofadvanc-
ing the focus ofa subgoal towards resolution, advancing the
focus one taxonomic levelat a time towards a resolved state.

In somecases, this doesn’t give enough powerorflexibility to
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the dialog designer. One such case is when the user has
advanced a subgoalfocusto its resolution and user wishes to
continue the dialog. In one embodiment, the dialog designer
will be provided with a follow-up question type that defines
its selection set from the concept nodes tagged to the remain-
ing document set (that is, nodes tagged to those documents
that abide by constraints in the existing constraint set),
optionally restricted to those concept nodes withinthe goal
taxonomy. This type of follow-up question is known as a
document-based question (DQ). As shownin FIG. 16, a docu-
ment-based question (DQ) presents the user with choices,
based on the knowledge containers (KCs) remaining.

In many cases,a site will contain a small set of knowledge
containers that addressa large percentageofthe problemsthat
bring users to that site. In one embodiment, the dialog
designer will be able to define follow-up questions which
allow the user to go directly to any relevant membersofthat
set ofparticularly useful KCs. These are knownas parameter-
ized queries (PQs). Parameterized queries (PQs) relate to the
current state of the dialog as a whole,as defined by the set of
confirmed nodes. At the end of each cycle of a dialog pro-
cessing, the current set of confirmed nodesis used to select
those parameterized queries (PQs) which best match the dia-
log state. Depending on the set of defined parameterized
queries (PQs) and thestate of the dialog, the set of matching
parameterized (PQs) may well be empty. Referring to FIG.
17, it is shown how a parameterized query (PQ) can provide
a shortcut to resolving a goal by presenting the user with a
previously prepared or cached question.

Specifically because parameterized queries (PQs)relate to
the dialog state as a whole, they provide a means by which the
dialog designer can provide a shortcut to a possible resolu-
tion. Thus, in cases when one ora small numberofresolutions
(as embodied by a particular set of displayed knowledge
containers) occurs frequently after a dialog has ‘passed
through’a certainstate, the dialog designer has the option by
means ofparameterized queries (PQs) ofallowing the user to
select that resolution directly whenever the dialog reaches
that precursor state. For example, for an e-service portal
(ESP) site maintained by a manufacturer ofprinters, it may
happenthata frequent user complaint occurs dueto failure to
correctly reconnect the printer after installing a new device in
the computer. That site’s dialog designer can create a param-
eterized query (PQ) keyed toastate early in the identification
ofa printer problemthat would ask theuser if the problem has
these commoncharacteristics and would,if the user selects

that question, cause the display of the knowledge containers
most directly related to that problem.

Inone embodiment, two subtypes ofparameterized queries
(PQs)are defined. They differ in how they act once chosen by
the user, not in how they are selected for display. Thefirst of
these subtypes is a mapped parameterized query (PQ), for
which the parameterized query (PQ) is mapped directly to
one or more knowledge containers. This parameterized query
(PQ) would be used whenthe set of knowledge containers
that would be an appropriate response to the question is
stable. But in many cases, the set is not stable. For example, a
user of a site may want to see documents that are replaced
over time, such as quarterly financial reports. In this case.
whatis needed is not a mappingto a specific documentset,but
rather the generation of a question that will retrieve the cur-
rent incarnation of the desired document set. This capability
is provided by the second parameterized query (PQ) subtype,
Question parameterized queries (PQs).

The selection set displayed with a parameterized query
(PQ)is defined by the dialog designerto cover a knownset of
valid choices. These choices would, in the case of a mapped
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parameterized query (PQ), each have one or more documents
directly mapped to the parameterized query (PQ) or, in the
case of a question parameterized query (PQ), have a non-
empty retrieval set for the question formed by the concatena-
tion of the static questiontext and the user-selected parameter.

Parameterized queries (PQs) are selected for display by a
process of matching the concept node set defined for the
parameterized queries (PQ) by the dialog designer and the
confirmed nodesetofthe dialog state. In one embodiment, the
set of confirmed nodes in the current state of a dialog is
compared to each parameterized query’s (PQ)tag set using a
strictness measure which controls which taxonomic relation-

ships between parameterized query (PQ) tags and confirmed
nodesis sufficient for inclusionin the retrievalset. This strict-

ness measuretests for parameterized queries (PQs) whose tag
set passes the current constraints and is in sucha relationship
to the confirmed nodeset that for every taxonomyrepresented
in the confirmed node set, a parameterized query (PQ) tag
exists that is in a pathrelationship (is an ancestor, descendent
or an exact match) to a confirmed nodeorelse no parameter- 2
ized query (PQ)tag is tagged to that taxonomy,and,finally, at
least one parameterized query (PQ) tag must have that path
relationship. The set of parameterized queries (PQs) that
passes the constraint and strictness tests is ranked based on
the strength ofthe tag matches.

FIG. 18 is a flowchart depicting the steps performed by
dialog engine 232 asit resolves a user query. A user of the
present invention starts a dialog with dialog engine 232 by
directing a browser 132 to a designated starting web page.
This web page asks the user someinitial questions. As shown
in step 1810, the user’s responses are returned to dialog
engine 232 in the form of a dialog request. During program
execution, a question is received by dialog engine 232 via
browser 132 on a client computing device 2 and 12. Nextin
step 1820, dialog engine 232 creates initial goals through the
use oftriggers. Processing then flows to step 1830 at which
time dialog engine 232 creates a responseto the user that may
include zero or more follow-up questions, relevant docu-
ments and related concepts from the knowledge map. Dialog
engine 232 communicates with a user via an application
screen associated with browser program 132. Dialog engine
232 sends its output to the application screento be displayed
and receives responses from the application screen. The
application screen poses the questions to the user and based
onthe user’s response returns nodes backto the dialog engine
to begin the nextiteration. Any information that the user can
provide, the application screen can be programmed togiveto
the dialog engine withoutany action onthe user’s part.

For example, the dialog engine could ask whether the user
is a novice or expert. An application screen designed for
novices could provide this information without posing the
question to the user. After dialog engine 232 receives a
response fromthe user, it incorporates user answers into the
state data, With the additional insight provided bythe follow-
up questions, dialog engine in step 1840 resolves the goals.
Processing then flows to step 1850, where dialog engine
determines whether there are any unresolved goals.If there
are, processing flows back to step 1830. If there are no more
goals remaining, dialog engine 232 retrieves the documents,
knowledge containers, actions, etc., that satisfy the dialog
constraints, each with a raw-text-score that reflects the quality
ofits matchto the query text. The raw-text-score is multiplied
by a constant to produce a final text-score. Next, the docu-
ment’s tags are matched against the tags in the various node
lists that make up the dialog state (i.e., the topic spotter or
autocontextualized nodelist, the confirmed nodelist, the user

preference nodelist, and the dialog preference nodelist).
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When there’s a match, the document’s tag weight is mul-
tiplied by a constant associated with the selected nodelist,
and aggregated with each othervalue fromtag matchesto that
node list to produce a node-list-score for each node-list. The
text-score and node-list-scores are combined to produce a
final score for the document. All the retrieved documents,

knowledge containers, actions, etc., are then rank ordered by
this score and returned to the user (step 1860).

To furtherillustrate the principles of the present invention,
a practical example of a dialog is provided in FIGS. 19-21.
Considerthe situation that occurs when a person walksinto a
restaurant to order a meal. For the purposes of this example,
assumethat all service in this particular restaurant are pro-
vided by the present invention with the help of robots to
deliver “documents”(or dishes) to the customers. The goal of
this dialog is to getthe right dishes to the customer. As shown
in FIG. 19, sample dialog begins when the hostess prompts
the user with the question “Yes?” In response, the user
responds with an answer“Two for Lunch.”Referring to FIG.
19, itis shownthat this answerresolves one goal of the dialog.
Thatis, it identifies the correct meal. The waiter then prompts
auser witha follow-up question “We have eggs and pancakes.
What would you like?” The user’s answer further refines the
number ofavailable nodes by eliminating the “Pancakes”
node 2010 (FIG. 20) fromthe Transactiongoal. This iterative
process continues until the dialog engine fully satisfies the
user’s requests as shownin FIG.21.

From the foregoing description,it will be appreciated that
the present invention provides anefficient system and method
for conducting a multi-step interactive dialog with a user over
a computer network. The present invention has been
described in relation to particular embodiments which are
intended inall respects to be illustrative rather than restric-
tive. Those skilled intheart will appreciate that many differ-
ent combinations of hardwarewill be suitable for practicing
the present invention. Many commercially available substi-
tutes, each having somewhat different cost and performance
characteristics, exist for each of the components described
above.

Although aspects ofthe present invention are described as
being stored in memory,oneskilled in the art will appreciate
that these aspects can also be stored on or read from other
types ofcomputer-readable media, such as secondary storage
devices, like hard disks, floppy disks, or CD-ROMs;a carrier
wave from the Internet; or other forms of RAM or ROM.
Similarly, the method of the present invention may conve-
niently be implemented in program modules that are based
upon the flowcharts in FIG. 18. No particular programming
language has been indicated for carrying out the various
procedures described above because it is considered that the
operations, steps and procedures described above andillus-
trated in the accompanying drawings are sufficiently dis-
closed to permit one ofordinary skill in the art to practice the
instant invention. Moreover, there are many computers and
operating systems which may be usedin practicing the instant
invention and therefore no detailed computer program could
be provided which would be applicable to these many differ-
ent systems. Eachuser ofa particular computerwill be aware
ofthe language and tools whichare most useful forthat user’s
needs and purposes.

Alternative embodiments will become apparent to those
skilled in the art to which the present inventionpertains with-
out departing fromits spirit and scope. Accordingly, the scope
of the present invention is defined by the appended claims
rather than the foregoing description.

42



43

US 7,539,656 B2
41

Whatis claimedis:

1. A method, comprising:
receiving a question froma user;
building a knowledgesessionin the context ofa knowledge

map using a plurality of input;
creating at least one goal;
presenting at least one question to the user;
receiving at least one answer from the user;
changing a session state based on the answer;
resolving the at least one goal; and
presenting feedback to the user.
2. The method as recited in claim 1, further comprising:
refining at least one knowledge session tag.
3. The method as recited in claim 1, further comprising:
creating at least one knowledgesessiontag.
4. The method as recited in claim 1, further comprising:
representing the knowledge session in a markup language.
5. The method as recited in claim 1, whereinpresenting at

least one question to the user comprises using a taxonomy
structure around a focus node of a goal to formulate the at
least one question.

6. The method asrecited in claim 5, wherein the at least one

question comprisesalist of alternatives presented to the user
to choose from, wherein the list of alternatives derives from
the taxonomy structure around the focus nodeofthe goal.

7. The method as recited in claim 1, whereinthe plurality of
input comprisesatleast one ofof userentry, autocontextual-
ization of the question fromthe user, user profile data, the
answer from the user, a common ground choice, browser
interactions, interactions with documents, and interaction
with graphical user interface (GUI) elements.

8. The method as recited in claim 1, wherein presenting at
least one question to the user comprises presenting at least
one question with an interaction form that comprisesat least
one of a parameterized query, a one drill down query, dis-
criminating query and a disambiguating query.

9. A method, comprising:
limiting an interaction space in a knowledge maptorel-

evant areas with constraints:
restricting documents returned to the user to relevant areas

in the knowledge map with constraints:
maintaining a set of available concept nodes:
generating positive constraints for accepted nodes;
generating negative constraints for rejected nodes;
unifying positive and negative constraints in an expression

for a subgoal; and
joining expressions for different subgoals within a goal.
10. A method, comprising:
receiving a user inquiry from a user;
creating at least one goal based on the user inquiry;
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evaluating at least one trigger associated with areas in a
knowledge map that are relevant to the user inquiry;

posing at least one question to the user;
receiving at least one answer from the user;
confirmingat least one node in areas of the knowledge map

that are relevant to the at least one answer;

identifying at least one goal based on the at least one
answer;

creating at least one constraint based on the at least one
answerto limit relevant areas of the knowledge map; and

reaching a target set of at least one node to resolve the
goals.

11. The methodas recited in claim 10, further comprising:
creating at least one subgoal for a parent goal; and
resolving the at least one subgoal in parallel with other

goals, until the parent goal is resolved.
12. The methodas recited in claim 10, further comprising:
if the user chooses multiple nodes at a branching point,

creating a plurality of subgoals for a parent goal; and
resolving each subgoalin parallel, until the parent goal is

resolved.

13. The method as recited in claim 10, wherein the target
set comprises at least one of: (1) all leaf nodes in a target
taxonomy, (2) any specified node or set ofnodesin the target
taxonomy, (3) any node inthe target taxonomyat or below a
particular level, (4) any nodein the target taxonomythatis at
a specified numberof levels below a subgoal focus node or
lower, (5) any set of nodesin the target taxonomydefined by
any taxonomic distance function from a specified node, (6)
any set of nodes in the target taxonomy defined by a non-
taxonomic distance function from a root nodeofthe at least

one goal, and (7) any set of nodes in the target taxonomy
defined by a non-taxonomic distance function froma speci-
fied node.

14. The method asrecited in claim 10, wherein reaching the
target set comprisesat least one of:

accepting at least one of the nodes in the target set:
rejecting all of the nodes in the target est;
deemingall ofthe nodesinthe target set to be unavailable;

and

deemingall of the nodes in the target set to be irrelevant.
15. The methodas recited in claim 10, whereinthe at least

one question posed tothe user comprises atleast one of: (1) a
parameterized query (PQ), (2) a drill down query (DDQ),(3)
a discriminating query (DQ), and (4) a disambiguating query
(DAQ).
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