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particular implementation ofthc invention, one or more ofthe aspects may be used together in

various permutations andfor combinations, with the understanding that different permutations

anda’or combinations may be better suited for particular applications or have more or less benefits

or advantages than others.

The underlying scenario common to all these basic examples is that there is a hierarchical

arrangement to the possible choices that can be illustrated in a form of“trec" structure.

FIG. I is an example graph 100 representing a possible hierarchically arranged

transaction processing or decisional system suitable for use with the invention. The individual

boxes 102 - 120 are referred to as “nodes” and each represents a specific choice or option in the

hierarchy. For purposes described in more detail below, each node is arbitrarily uniquely

identified in some manner. In the example of FIG. 1, the individual nodes 102 — 120 are

numbered 1 through 10 starting from the top node 102 in the hierarchy.

Each “node” is associated with exactly one verbal description, for example in the case of

an airline system, a verbal description relating to some aspect ofthe reservation process. Each

such description contains “key” words that are deemed to be ot‘importance and other words that

can be disregarded. For example, one node may have the associated verbal description “Would

you like to make a reservation?” In this description, there is only one “key“ word —

“reservation" deemed important, so all ofthe other words in the description can be ignored.

A level in the hierarchy below that one may be used to obtain further narrowing

information, for example, using the verbal description “Is the reservation for a domestic or

international Right?” In this description, the terms “domestic” and “international" are “kef’

words, Similarly, the word “flight" could be a “key” word, For example, for a system that

3’28851 vi

214



215

.'i1'l.. i111! iii}? ”135:1! "33:“ .IE‘ 

PATENT

Docket No.: 4428400]

involves not only airline travel but also rail and/or cruise travel or it could be an “ignored” or

stop word for a purely airline related system because it has minimal meaning in that context.

Again, the other words can be ignored as well.

The unique identification of each node allovvs the creation ofa list of all the key words

and their associated nodes so that, ifa key word is duplicated in two or more nodes, it need only

be listed once. For example, a hierarchical tree related to “pens" might have nodes for hall—point

pens, fine point pens, medium point pens. fountain pens, felt—tip pens, quill pens, erasable pens,

etc. By using this approach, one could list the keyword “point” once, but associate it with each

ofthe nodes where that keyword appears by using the unique identifier for each node where the

term appears.

In this manner the keywords are obtained from the collection of available descriptions

found in the particular application in which the invention will he used. In addition, each

particular node where the keyword appears is associated with the keyword. Thus, with respect to

the pen application above, the keyword “point“ might appear in nodes 2, 3, 6, 7, 13 and 15.

Similarly, the keyword “erasable“ might appear in nodes 3, 4, 5, 6 and 22. An index. as

described more fully below, associating these keywords with the nodes containing them is then

created, for example:

point: 2, 3, 6, 7,13,15
erasable: 3, 4, 5, 22

By making use ofthese associations the “tree” can be negotiated by allowing presentation

of relevant verbal descriptions for the nodes associated with a term, irrespective ofwhere in the
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hierarchy they are, thereby causing a “jump" to a particular node without neceSsarily traversing

the tree in the rigid hierarchical manner.

Various examples will now be presented to illustrate certain concepts related to the

invention. lt should be understood that while these examples are presented in the context of

things and likely experiences of ordinary people, the same approach can be applied to other

forms oftransaetion processing including navigating through hierarchically nested data files in a

computer system, pattern analysis or image processing, etc. the term “transaction" as used herein

relating to traversal through a hierarchy to a goal, not mathematical calculation per se.

Moreover, the specific formats used and presented in these examples are purely for

illustration purposes. It should be understood that that other techniques for interrelating data,

such as hash tables, direct or indirect indexing, etc. can be substituted in a straightlbrward

manner. Thus, for example, the relationship between the word and a node could be configured

such that the location ofthe word in a list as the “n—th" item could be used as an index into

another list containing the nodes correlated to the list. A similar approach could be used for the

thesaurus, the important aspect relative to the inventiori being the relationship among certain

words and the node(s) in which they occur and, where applicable, the relationship between

Certain words and “synonyms” for those words, not the data structure or its form or format

whereby that information is kept or maintained.

Example 1

Example 1 illustrates, in simplified form, how an index is used tojunip among nodes

with reference to FIG. 2. In this example, the hierarchical tree 200 represents a portion ofa more
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complex tree specifically involving possible decision relating to fruit and a decision between two

specific types of fruits, an apple and an orange.

In prior art hierarchical trees, navigation ofthis graph 200 would necessarily involve

going through the “fruit" node 202 in order to reach the “apple” 204 or “orange" 206 nodes. As

a result, assuming this simple tree was part ofa larger tree for an on-line supermarket that

prompted the user for what they wanted to purchase, the exchange would be both rigid and time

consuming. For example, in response to a prompt “What do you want to purchase?" ifthe

response was anything other than “fruit" traversal to the “fruit" node 202 Could not occur. At the

point in the tree that would lead to the “fruit" node 202. neither apple nor orange would be an

acceptable response.

In accordance with the invention, asemming the only relevant keywords for that portion of

the tree were “fruit“, “apple" and “orange", an inverted index would be created that includes an

association of“Fruit" with the top node 202, “Apple” with the bottom left node 204, and

“Orange” with the bottom right node 206. As shown above, that association can be created using

node identifiers, in this example, the node identifiers 1A01, 1A02 and 1A03 are arbitrarily

assigned and used. Thus, the information can be stored in a file, for example, as follows:

Fruit, 1A0}

Apple, 1A02

Orange, ]A03

Accordingly, to navigate the system 200, when a response to a verbal description is

provided by a user, possible keywords are identified in the response and used to search the index

and identify any node to which the response may be directed, irrespective ofthe hierarchy.

Thus, a user response of“an orange” to a verbal description located above the “fruit” node 202 in
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the hierarchy, for example, “What would you like to buy today?" would cause the system to

identify “orange" as a key word from the response, search the index, and directly identify node

1A03 (206) as the node whose verbal description should be presented next, thereby avoiding the

need to traverse intervening nodes, for example, through the “fruit” node (202) [AG] , at all.

This illustrates an example ofa simplejurnp according to the invention.

Example 2

Having illustrated a simple “node jump" a more complex (and likely) scenario can be

shown. in this example, the Example 1 graph of FIG. 2 applies, but relevant portion of the index

is as follows:

Fruit, lAOl

Apple, 1A02, 22:09
Orange, 1A03

As a result, there are two nodes relevant to the keyword “apple" one being the node 204

in the portion ofthe graph shown in FIG. 2 and one in the node uniquely identified as 2F09

located somewhere else in the hierarchy (not shown).

In this example, a user response containing the keyword “apple" would identify nodes

with identifiers IA02 and 2F09. In this case, and unlike the prior art, the verbal descriptions

from both nodes would be presented to the user, likely in alternative fashion. Thus, ifthe user

did not want an apple, they wanted apple cider, node 21:09 might be more appropriate because it

is part ofthe “drinks” portion of the overall hierarchy.

Thus, presenting the user with the verbal description from both nodes would likely result

in ajurnp to the portion ofthe graph nearer to node 2F09 since it is closer to the user’s goal

thereby speeding up the process and avoiding potentially confusing or frustrating the user.

It
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minute}:

While the verbal descriptions associated with various nodes will generally be chosen to

accurately represent the node, in accordance with certain variants ofthe invention, it is possible

to create a situation where a user response takes them away from their ultimate desired goal.

Nevertheless, by using the teachings ofthe present invention, the user can often still be brought

to their goal quicker than possible with the prior art becauSe the user need not rigidly trace

through the hierarchy. This is accomplished by virtue of the “grouping" aspect inherent in some

implementations ofthe invention.

This example illustrates the “grouping” aspect using a simplified graph 300 representing

a portion of an airline reservation system as shown in FIG. 3.

in particular, the graph of F1G.3 can be thought ol'as part ofa very simple interactive

voice responSe (“H/R“) system.

As described above, each node is uniquely identified, For example, by the numbers I

through 7 and the identified terms “Reservation“, “Domestic”, “International”, “Business Class",

“Economy Class" are deemed the relevant keywords. Note, there is no requirement for a the

“keyword” to be a single word, in some implementations, keywords could be single words,

phrases oftwo or more words, or even some other form ofinfonnation like a specific data

pattern.

Again, an inverted index is created as described above associating those keywords with

the nodes, in this case:

Reservation, 1

Domestic, 2

International, 3

12
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Business Class, 4, 6

Economy Class, 5, 7

Assuming that the top node is assigned the number 1, its two child nodes (Domestic and

International) are assigned the numbers 2 and 3, and the grandchild nodes (i.e. at the lowest level

in the hierarchy) have been assigned numbers 4, 5. 6. and 7" taken from left to right each node can

be uniquely located. Note that the last two entries in the inverted index are each associated with

two nodes, 4 and 6 in the first case, and 5 and 7 in the second.

Using the above, the concept of grouping of nodes from different parts ofthc graph (Le.

nodes that are not siblings or nodes that do not have a common parent) can be explained.

Presume that the response to a verbal description presented as an initial query of “What

do you want to do?" was “Make a business class reservation.” [n this case there are two

keywords present, “reservation” and “business class".

Depending upon the particular implementation, as noted previously, the verbal

descriptions associated with each identified node could be presented together or in sequence.

Alternatively, and as is the case here, a set of rules can be established, for example, such that if

an identified node is a sub-node of another identified node, only the verbal description ofthe

sub—node(s) is provided because efinhercnt redundancy. Thus, since both “business class”

nodes 310, 314 are sub—nodes ofthe “reservation” node 302, the verbal description associated

with the “reservations” node can be suppressed if it can be determined that business class

necessarily implies reservations.

In this example, a search ofthe inverted index would identify nodes 4 and 6 (310, 314}

from different parts ofthe tree are associated with the keywords in the query, and thus the

13
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system, in presenting the verbal descriptions from each, in effect, alters the tree structure and

groups these nodes in the result. Thus, the combination of result nodes presented depends upon

the user query or response, not that predetermined by the graph structure itself.

Ofcourse, the goal would still not be reached because ofthe ambiguity caused by

“Business Class" being under both “Domestic” and “International". However, that ambiguity

can be handled by suitable wording ofthc following verbal descriptions and whether they are

combined or provided sequentially or by other nodes.

Example 4

A persistent and further drawback present in the prior art is the inability to operate ifany

term other than the specific allowed terms are provided. Thus, in an IVR ofthe prior art,

providing anything other than the recognized ternt(s) will likely result in meaningless repeat of

the same inquiry by the [VR or an error.

Advantageously, the teachings orthe present invention allow for construction of a more

flexible system than available in the prior art. Specifically, we can incorporate a thesaurus to

accommodate synonyms for the keywords.

Example 4 illustrates the addition ofa simple thesaurus as an aspect of a system so that a

synonym efa keyword may also be used by the system to jump to the desired nodes in the graph.

Example 4 is discussed with reference to a portion 400 of an interactive television program

listing system as shown in FIG. 4.

Such a system implementing the invention will allow a user to speak to or interact with a

device to look for programs of his choice by time slot, genre, favorite actor or actress, etc.

14
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This example, as with the other examples above, use an inverted index, in this case one

where each node 402, 404, 406 is uniquely identified by a stringof six characters3 the portion of

which corresponding to FIG. 4 is shown as follows.

Programs; acgyct

Sitcoms; ifgnxh

Films; vnymos

Since a common synonym for “Films” is “Movies” a thesaurus can be created associating

the two. Depending upon the particular implementation. thesaurus terms to be equated to the

keywords can be taken from a standard thesaurus or can be custom created for the particular

application. In addition, the equating oftemis can be done in any ol'a myriad of different ways,

the exact implementation details ofvvhich however re irrelevant to the invention, but a few

representative examples of‘whieh however are contained herein for purposes of illustration.

In one example case, the equating can be done on a purely word basis. For example, a

file can be constructed such that one or more single word synonyms are directly associated with

an index word, For example as follows:

Movies. Flicks Films

Alternatively, the synonyms can be equated with the node identifier(s) corresponding to

the index term, for example as follows:

Movies, Flicks -— vnymos

in the former case, the system would still have to search the index after the thesaurus has

provided the proper index term(s). In the latter case, the thesaurus provides a direct link to the

respective node(s) so that re-searching is not required.

15
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In the system of Example 4, a user who provides the input “vaies” would cause the

processing to occur as follows.

The system would search the inverted index of keywords and fail to locate “Movies” as a

keyword. As a result, it would search the thesaurus and find that the word “Movies" is a

synonym that can be correlated with a keyword. At this point, depending upon the particular

thesaurus, it would either relum to the inverted index and search using the synonym keyword

“Films” and return the result as the node 406 identified by “vnymos”, or go directly to the node

406 identified by “vnymos” based upon the thesaurus entry.

Ofcourse, it is possible (and likely) that in actual usage a synonym will be associated

with more than one keyword. For example, ”Comedies” may be associated with both the

keywords “Sitcoms" and “Films", resulting in, for example, the following entry in a thesaurus:

Comedies Sitcoms, Films

In this case. a search for “Comedies" would resutt in the system identifying that the

synonym was associated with nodes 404, 406 for both “Sitcoms" and “Films", and it would

return both terms or node identifiers corresponding to the two keywords as the result.

Example 5

Advantageously, the thesaurus concept can be extended further so that an initially

unknown word (i.e. a word that is neither a keyword nor a thesaurus word) can be learned by the

system and added to a thesaurus for future use.

This example is described with reference to FIG. 5 which is a portion 500 ofa larger

system graph as part ofa very simple “geographic information system" found in some

automobiles, kiosks and elsewhere today. Such a system enables a user to, among other things,
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identify and get information about different locations in an environment. For example,

information about particular types of restaurants in an area.

In this example, the inverted index for the portion 500 shown in FIG. 5 could look as

follows:

Restaurants, I
Pizza, 2

Burgers, 3
Chinese, 4

A user issues the following query to the system “fast food" in order to find a quick meal.

The system’s search of both the index and thesaurus would result in the “term", in this

case a phrase, not being found in either. In this case, it is an unknown phrase, and the system has

to learn the “meaning” ofthe term.

To do this, the system first offers the verbal description from the tOp level nede(s) 502 to

the user — in this example, just “Restaurants”. The user presumably provides a positive response.

(Ofcourse, in a real system, it is possible and likely there are more top level nodes thanjust one.

In that case, the user would be offered two or more ofthese nodes, and would have to select

“Restaurants" to match his intended request.)

Continuing on, once the user has responded affirmatively, the system moves down the

tree and offers the verbal description from each of the child nodes: “Pizza” (504), “Burgers"

(506}. and “Chinese” (508). Presutning that the user picks “Pizza”, the transaction interaction

would look something like this:

User: Fast food

System: Restaurants?

17
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User: Yes

System: Pizza, Burgers, or Chinese?

User: Pizza

At this point, the system has “learned” for the time being that it can equate “fast food”

with “pizza” and can add “fast food” as a synonym to “pizza” in the thesaurus.

This user, who first used the unknown term “fast food“, had to trace a path down the tree.

However, now the system is able to associate “pizza“ with “fast food“ and create or add a

thesaurus entry to reflect this association, for example as follows:

Fast food — Pizza

Thus, the system has learned a meaning ofthe initially unknown term “fast food" and has

added it to the thesaurus for future use.

As a result. a subsequent uses ofthe same term “fast food" will enable the System to jump

directly to the “pizza” node 504.

Example 6

This example illustrates how additional meanings for an existing thesaurus term or phrase

can be learned by the system for future use, whether the existing thesaurus term or phrase was an

original thesaurus term or one previously learned with continuing reference to FIG. 5.

At this point, the inverted index is unchanged as:

Restaurants, l

Pizza, 2

Burgers, 3
Chinese, 4

Additionally, presume the following entry now exists in the thesaurus.

18
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Fast food — Pizza

Suppose a new user now issues the query “fast food” as above, but with “Burgers” rather

than “Pizza” in mind.

Based upon the thesaurus, the system would go directly to the “Pizza” node. However,

the user will reject “Pizza”, having “burgers” in mind. By rejecting the “Pizza" node 504

description, the user indicates that the “Pizza“ node 504 is not ofinterest. The system is

therefore configured with a further set of rules, in this case one in which the system goes up in

the hierarchy to a higher node, the top node 502 in this portion of the example, and provides the

verbal descriptions for the other nodes 502, 504, 506, 508 so as to cause a tracing down the tree.

This can be illustrated by the following “dialog":

User: Fast food

Systcm: Pizza?

User: No

System: Restaurants?

User: Yes

System: Pizza, Burgers, or Chinese?

User: Burgers

This time, although this user has had to trace through at least a portion ofthe path from a

higher-level node 502 ofthe tree 500, the system has learned yet another meaning for “fast

food”. It now adds this meaning to the earlier entry in the thesaurus, for example as:

Fast food — Pizza, Burgers

19
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It has now learned two meanings for future use. If a user were now to issue the query

“Fast food", the system would respond with the verbal descriptions from the nodes 504, 506

corresponding to both Pizza and Burgers.

Thus, the system can keep learning new meanings ofterms based on the intended

meanings of users “deduced” from the interactions between users and the system.

Ofcourse, the nature and extent to which the system will incorporate synonyms and/or

keywords in a continual learning process will not only depend upon its construction and rules,

but also on the quality ofthe original thesaurus and the quality ofthe initial inverted index. In

addition, where in the tree the system jumps ifthe user rejects the initial meaning(s) offered by

the system can be handled different ways in different implementations.

For example, the system can always jump to fixed ancestorts) (either the top node or a

parent or some ancestor(s) at an intermediate point) or a fixed level (e.g. halfway from the top).

This approach has the advantage of being simple to implement, but it has the problem of

inflexibility because it may be relatively efficient for certain graphs and associated verbal

descriptions, but not for all. For example, iftwo or more nodes’ verbal descriptions are offered

and rejected, the relevant node selected would have to be common ancestor-(s) ofthc offered

nodes. In other words, with reference to Example 6 which is part ofa larger tree, going up to the

“Restaurants” node 502 would mean going to the parent ofthe “Pizza” node 504 rather than all

the way to the top in the larger tree containing the portion 500 shown.

A more flexible alternative uses the information recorded in the thesaurus to find every

synonym for “pizza” in the thesaurus and collect all the other keywords associated with those

synonyms. Then the system would search the inverted index to identify all the nodes associated

20
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with these other associated keywords and identify the most common ancestor of all oflhose

nodes and go to it. By using the information in the thesaurus in this way the system makes use

of known properties ofthe one meaning of“fast food", which is “Pizza”, to construct an

intelligent hypothesis about where the other meanings of“fast food” might lie in the graph. This

allows the user to reach another meaning with the least effort and allows the system thereby to

learn what the new meaning of“fast food" is more efficiently.

Example 7

Of eourse,just as it may be desirable to create implementations to add meanings to the

thesaurus, it may be equally or more desirable to cause an existing meaning for a thesaurus word

to be dropped, for example, due to relative lack of use. This process is described with continuing

reference to FIG. 5 and the associated inverted index, particularly with respect to the thesaurus

entry resulting from the most recent example.

Fast food — Pizza, Burgers

In this example, presume that there have been several uses ofthe query “fast food” and

that the uscr('s} issuing these queries have almost always selected “Burgers” and almost never

“Pizza”.

In accordance with another implementation ofthe invention, the system is constructed to

track the frequency of use ofa particular term in the thesaurus. Depending upon the particular

implementation, the tracking can be done for all entries in the thesaurus, for only those added as

part ofthe “learning” process, or for some specified combination thereof.

in addition, some specified criterion is used to determine when, and which terms, if any,

should be removed from the thesaurus. Depending upon the particular implementation the
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criterion can be based upon usage relative to time, usage ofa particular term relative to some

other tenn(s),_tenn usage relative to overall thesaurus usage, or simply elimination ofall added

terms not used since the last purge.

Thus, presuming that the system has kept track of the frequency of use ofdifferent

meanings of‘“fast food", and that “Pizza” does not meet the criterion for a sufficiently high

frequency, the meaning “Pizza” can be dropped as a synonym for “Fast food“ and the entry (after

purging) would look as follows:

Fast food .. Burgers

Thus, a further enhanced implementation can be constructed so the system is dynamically

updating the thesaurus, either adding meanings or drOpping meanings for existing andfor initially

unknown words.

Example 8

A further advantage to the invention is that, in some implementations, it can be

configured so that, when there are multiple relevant nodes to be presented, an associated ranking

can be used to determine the type, method or order of presentation. For example, the ranking can

be based upon the frequency ofuse of particular nodes, which is tracked in these

implementations, so that the most frequently selected or used nodes are presented first, more

prominently, or in a particular manner.

For example, this can be illustrated by continuing from Example 7, where the thesaurus

entry was as folloWS:

Fast food — Pizza, Burgers

22
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Under the assumption that the system has been tracking the frequency of usage ofthe “Pizza”

_ node and the “Burgers" node and each has been accessed an identical number oftimes. When a

user enters the query “Fast food", as above, the system presents the user with both the “Pizza"

node 504 and the “Burgers" node 506, but because it tracks usage and the usage is the same, it

presents them in the order they are listed, i.e. “Pizza” and then “Burgers". However, at this

point, the user’s selection will cause one entry to have a greater frequency of usage relative to the

othcr entry, for example a selection of“Burgers” will make it have a higher frequency of usage

and, accordingly, a higher ranking for the next instance of use.

Thus, the next time the system will be presenting both the “Pizza" and “Burgers“ nodes

to a user, the “Burgers" node 506 will have the higher frequency of usage and, accordingly, will

be presented first, or more prominently, or in some other specified manner because ofits

ranking. lfthe frequency reverses with use so that thc “Pizza” node 504 outranks “Burgers”

node 506, then the ”Pizza" node 504 will supplant the “Burgers“ node 506.

Example 9

A further variant ofExample 8 allows the node rankings to be used to prune the nodes

themselves. in this variant, a criterion can be specified, typically zero usage over a long

specified period oftime, that is used to remove an entire node. This is advantageously made

possible because ofthe system’s ability to “jump” among nodes. Thus, it may occur that a node

within the tree is never accessed, but a Child node ofthat node is. In some variants therefore,

when this state exists for a sufficiently long period of time, the system is constructed to delete

that node. It should be understood that, if handled preperly, this process will not even affect the

“Ieamin “ recess because even ifno user action ever direct] causes the node to be resented,, P
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ifthe learning process causes the node to be presented the node’s access frequency will be non-

zeroand it will not be “pruned",

In addition, by tracking access frequency on a node basis, a qualitative evaluation ofthc

hierarchical system can be made and visualized. This makes it possible to review the overall

hierarchy after some period oftime and periodically optimize it based upon the result instead of

relying purely upon the dynamic optimization that inherently and naturally flows from use of the

teachings ofthe invention.

Having now described various component aspects of different variants implementing the

invention, by way ofthe above examples, it should be understood that the “jumps" can occur

from any node to any node, i.e. vertically andx‘or laterally and to another node that is higher,

lower or on the same “level" as the node from which the jump is made. All manner of vertical

and lateral jumps from multiple nodes to multiple nodes are possible,

In addition, it should be understood that in some applications (like dOCument retrieval

systems) the verbal description from the identi lied node may be the one issued whereas, in others

(like an IVR system), the verbal descriptions for the children of the identified nodes may be what

is presented. Nevertheless, in both cases, the process as described above by way of example will

be the same or directly analogous,

Having described the various aspects individually a more commercially suitable example,

employing a combination ofthe above examples, can now be presented with reference to FIG. 6

which illustrates a simplified example of an “interactive voice response unit" (IVR) hierarchy

600 that might be used in the airline industry. Of course, a real menu tree used in an IVR may

have any number of nodes from several, up to a thousand, or more. For example, a tree with 4
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branches from each node and which has 5 levels uniformly would have [365 nodes. As shown

in FIG. 6, the tree 600 is a hierarchical tree and consists ofthe following nodes and branches:

Initial start {node 30) 602

domestic flight arrival information (node al) 604

domestic reservations (node a2) 606

international flight arrival information (node 33) 608

intemational reservations (node a4) 610

The node 604 identified by at is a service node with pre-recorded information.

The node 606 has two child node a 2, firsti'busincss class (node a5) and economy (node 36).

The node 608 identified by a3 is service node with pre-recorded information.

The node identified as a4 has three child nodes identified as first class (node 3?), business class

(node a8), and economy (node a9).

The nodes 6l2, 6 14, 6t 6, 618, 620 identified as a5, a6, a7, a8, a9 are all service nodes (i.e.

terminal nodes) where a respective customer service representative will interact with the caller.

Ofcourse, a real system may also have a choice at the top level or at each level for a live

operator and may even have a choice to go back to the previous menu.

Even for such a simple example, in a traditional interactive voice response system, the

caller would have to listen to several choices and then traverse a path down to a service node.

Someone interested in business class reservations on a domestic flight would have to traverse the

path (:10. a2, :15) for example. This involves listening to multiple choices at each level ofthe tree

(eg. first a prompt at a0, then four prompts offering a l, 32, a3, and a4 at the next level, at which

the caller would choose 32, and finally two prompts offering a5 and a6, at which level the caller
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would choose a5 and then wait for the operator) and then making a choice by pressing an

appropriate number on the telephone dial pad or alternatively saying the appropriate number. In

certain cases, he may make a mistake: he may choose international reservations when he is

interested in domestic reservations or something similar (simply by pressing the wrong number

on his touch-tone telephone or saying the wrong number). If he does, then he has no choice but

to disconnect the phone and redial the number (or ifthe system has a backtracking option, then

he can backtrack, but even here he has wasted valuable time).

In contrast, in accordance with a system implementing the invention. the caller would be

able to say what he was looking for (e.g. “I want to make a domestic business class reservation”)

and the system would identify and respond with the appropriate node 612 (cg. 35 in this case or

the relevant customer service representative directly). In other words, it would enable the caller

to skip to the correct node(s) without having to new through the entire path. Ifthe user makes a

mistake, he could ask for something different wherever he finds himsell‘in the tree, and skip

laterally or vertically to his preferred choice.

The System implementing the invention can further include an option that the entire

transaction (e.g. the making ofthe reservation) would be carried out through natural language

interactions with the system without the intervention ofa human customer service representative.

In other words, all the details of his domestic reservation are obtained by the system and the

system updates a database accordingly and i55ues whatever commands are required (eg. the

mailing ofa ticket) to be carried out by some human representative later.

While it is true that some more advanced interactive voice response systems available

today allow for natural language interactions, they are highly constrained natural language
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interactions with relatively little or no intervention by a human operator. However, unlike with

systems using the invention, those systems still require direct Path traversal throughthe hierarchy

(i.c. jumping to non-connected nodes is not contemplated or possible, let alone allowed).

Moreover, such systems still typically use a limited list of keywords, which the caller is required

to use to correctly traverSe to the next connected node.

In contrast, variants ofa system implemented in accordance with the invention can

incorporate an automatically generated or updated thesaurus, which greatly expands the range of

words or terms a caller can use. In these variants, the user is not restricted to parroting the highly

constrained script as required by other interactive voice response systems, nor is the user limited

to traversal to a connected node. In these more complex implementations ofthe invention, a

system can be constructed that is able to learn new words or terms that it may not have

understood the first time. For example, ifa user asks for “coach class" and the system does not

have the word “coach” or the phrase “coach class” in its keyword list or in its current thesaurus,

then on this first occasion. it offers the user a traditional path dOWn the conventional tree. But it

tracks what the user did, what node ofthe tree the user went to, and on this basis, it learns a new

response to “coach class". The next time a caller (either the same person or a different person)

uses the words “coach class” the system does not offer the traditional path as it did the first time,

but instead it offers a new set of nodes based on what it learned the first time. Thus, in such

implementations, the thesaurus is a dynamically changing entity, continually updating itself by

learning new words and terms and learning new “meanings” (Le. new actions or responses) for

existing terms.
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Implementations according to the invention can also allow novel groupings of nodes to

be presented to the caller based on his query. If he asks for “economy class" without specifying

whether he wants an international or domestic reservation, then the system would offer him the

nodes a6 and a9 (apprOpriately phrased in natural language), and allow him to further choose

whether he wants international or domestic reservations, something current systems do not offer.

In other words, the system can pick out the relevant responses from different branches of the tree

. and pool them together and offer them to the caller.

'l‘his functioning ofthc system, by which it is able to skip around laterally or vertically in

the tree, is enabled by the associating of natural language (Le. human language) verbal

descriptions with each node, and then using these as an initial basis for the navigation,

augmented, in some variants, by a dynamically changing thesaurus that greatly expands its range

and comprehension.

'l‘hus, based upon a conceptual understanding ofthe above examples, further details of

the process will now he presented.

The flowcharts of FIGS. 7 through 14 are illustrative ofa functional example ofthe

general method ofa more complex variant the invention as would be implemented in software

according to the floweharts in this case for a newspaper subscription application. It should be

understood that particular details are provided in the description below merely for completeness

or because they are necessary or helpful for forming an understanding of the particular

implementation. They are not to be considered essential for implementing the invention.

Similarly, details unrelated to or unnecessary for understanding the invention have been omitted

to avoid confusion.
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An example implementation is described and contains two programs, a preparatory

program, illustrated in FIGS. 7—10 and a transaction or query precessing program, illustrated in

FIGS. l l-l4. In addition, a particular software implementation fairly corresponding to the

flowcharts ofFIGS. 7 — 14 appears in the Appendix A that lollows. The program contained

therein, is written in the “C” programming language for execution on any personal computer

having a processor, memory , input—output, etc. capabilities to run the particular application in its

intended environment.

Broadly, the first program process of FIGS. 7-10 constructs an inverted index and an

application-specific thesaurus and the second program process ofFIGS. 1 1—14 uses these

constructs in a transaction processing system to interact with a user.

In the preparatory program of FIGS. 7A, 7B and 8-10, the shorthand names of files that

the program uses and the contents of the corresponding tiles are as follows. Notably, both the

process parts shown in FIG. 7A and "EB as well as the process part shown in FIG. 8 are indicated

as start points. This is because they are each independent of each other in that any of the three

could start before any other or two or more could be run concurrently. Thus, it should not be

presumed that they are mutually exclusive or any one is per se required for the invention.

Moreover, it should be understood that any one or more could have been undertaken at a

different time, by a different entity, or for a different application. Whether one or more of the

portions shown in FIG. 7A, FIG. 7B or FIG. 8 are the starting points, the starting point for actual

operational processing will be the same.

The file named ‘p’ contains a list of prompts or verbal descriptions in a hierarchical

relationship (i.e. they can be visualized or arranged in a tree-type graph).
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The file named ‘w‘ contains documents that are related to the prompts or verbal

descriptions in ‘p’. For example, ‘w‘ could contain a training manual for customer service

personnel or a website document that is likely to contain material that is related to the queries

customers may have. This file is used to create a thesaurus.

The file named ‘1’ contains forms that are used to elicit relevant information from

customers. They have fields like ‘name’, for example. which would be used by the system to ask

and record a caller‘s name.

The file named ‘x‘ contains an index associating the forms in ‘f" with terminal prompts or

descriptions in ‘p’. Once a terminal prompt is reached in the process. the corresponding form

from the file ‘x’ is activated, and the system proceeds to elicit information from the user.

The file named ‘s’ contains a list ofapplication-specific stop words, many of which are

high-occurrence and/or generally uninformative words like ’a’, ‘an’, ‘the’ or ‘from’ or words

with a high—occurrence in for the particular application such that they have little meaning, for

example, ‘fly’ in an airline reservation system, ‘strect‘ in a navigation system, ‘file‘ in a

computer search too]. These are eliminated from ‘p‘ and ‘w’ and ‘f’ before processing, because

they don’t carry any useful information for the application.

The file ‘chg’ centains the thesaurus and inverted index that will be constructed by the

program. Of course, in alternative variants, the thesaurus could be a separate file from the

inverted index file and either or both could be made up ol'multiple files.

The file ‘l.cfg’ is a file that is used to store newly learned words. As with the Lefg‘ file,

the ‘l.cl'g’ tile need not be a separate file, it could be part of ‘t.c['g’, or part ofa separate thesaurus

andfor inverted index file. Similarly. the ‘l.cfg’ file could be made up of several files.
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With reference to FIGS. 7A, TB and 8 through 10, the processes as carried out by the first

program are asfollows. It bears noting that, although the process and its components are

presented by way of example in a particular order, unless a specific process component is

expressly stated to necessarily have to occur at a particular time or afier some other particular

process component, or two process components must necessarily occur in sequence because one

relies upon completion of the other before it can start, no order should be implied or considered

required since the order in different implementations may be different and may vary based upon

the particular programmer, programming language and/or computer involved.

The files p, w, f, x, and s are each read and processed as follows. It should he understood

that the order ofprocessing of file ‘p’ relative to file ‘f‘ or their rCSpeetive sub—processing

components, although shown sequentially, could be done in a myriad of ways including, doing

each ofthe reading extracting and storing concurrently or as a common Operation (Lo. reading

for both is dene before extracting for both, etc).

Specifically, keywords are extracted from p _ and from f_. These are initiallyjtlst

all the words or terms contained in the prompts in p. The keywords are stored, for example, in a

temporary file.

Similarly, thesaurus words are extracted from w. These are initiallyjust all the words or

terms in w. They are also stored, for example, in a temporary file.

Stop words are loaded from s (902) and stop words and duplicate words are eliminated

from keywords and thesaurus words stored in the temporary files.

The thesaurus is constructed in accordance with FIGS. 9 and 10 described in overview as

follows:
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Increment the file ofthesaurus words with keywords from p and fremaining after

elimination of stop words.

Create a matrix ofthesaurus words as row words {or words listed along the rows

ofthe matrix) against keywords as column words (or words listed along the

columns of the matrix).

Count the number of co-occurrenccs ofcach row word with each column word of

the matrix in the documents contained in w and fill in that number in the

corresponding matrix cell. (For example, a eo-occurrence of a pair of words may

be defined as that pair occurring in the same paragraph. Ifw is made up ofa

hundred paragraphs, then take each pair of row word and column word and count

the number oftimes this pair occurs within the space ofeach ofthe hundred

paragraphs in w. For each pair, the pair may co-oecur zero or more times in a

paragraph and add up the number of co—occurrences in all the paragraphs in w.)

This process yields a matrix filled with nonnegative integers in each cell. it is then

possible to consider each row of numbers as a vector associated with the corresponding row

word. When viewed geometrically, these vectors, one for each row word, form angles with each

other in a multi—dirnensional space. As a result, we can calculate the cosine of each such angle

by computing scalar products for the angles. Thus, we compute the cosincs ofthe angles formed

by the vectors associated with each pair of mw words.

The cosine values for all pairs of row words and column words are calculated and stored,

for example, in a new matrix.
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For each row word, the top ‘n’ cosine values are identified as are the corresponding

keywords. For example, in an airline system context, iftherc are two row words ‘coach‘ and

‘economy‘, where ‘economy’ is also a keyword (originally from p and/or f). and ifthe cosine

value ofthis pair or words is among the top ‘n’ cosines for the word ‘coaeh‘, then ‘economy’ is

identified as a synonymous keyword for coach.

A new file can then be created, formatted for example, by listing thesaurus words on the

left (cg. coach), and against each thesaurus word, its associated keywords (e.g. economy). This

is referred to as an inverted index (i.e. the thesaurus) of row words and their keyword synonyms.

Essentially, this file will now contain words like ‘coach’ coupled with its particular alternative

meanings, one of which may be ‘economy‘. The user interactive transaction processing

program, the second program, will later use this thesaurus file when a caller uses a word like

‘coach‘ in his query to determine the relevant keywords {like ‘economy’). This will enable the

program to find the relevant prompt with which to respond to the user.

Optionally, to provide the system with a set of prompts or verbal descriptions with which

to respond to a user, another inverted index is created using the files p, f, and x. This index will

contain a list of keywords from p andfor {associated with the prompts in which they occur.

Thus, when a user uses a synonym like ‘coach’ in a query, the second program will look up the

thesaurus, find the keywords corresponding to it (eg. ‘eeonomy’), and then look up the inverted

index to find the prompts corresponding to ‘economy’ and other corresponding keywords.

Once both the inverted index and thesaurus files have been created, the file Lefg can be

created from them for use by the second program.
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One example ofthe program flow for a fairly generic transaction processing program

implementing one variant ofthe invention is illustrated in the flowcharts of FIGS. 1 1 through 14.

This example is configured to incorporate a collection of several of previously described simple

aspects. To demonstrate the functions ofthis program and how this program operates, for

context we use an example interaction that a calling customer might have with this example

system.

Following the example is the Appendix contains that program code essentially

implementing a variant ofthe invention largely corresponding to that of FIGS. 7 through M.

The particular example we use for'purposes of illustration is for an automated telephone

system for a newspaper, like the New York Times. For simplicity, every item in the flowchart is

not traced through since, an understanding ofthe process with respect to one path will be

sufficient to allow an understanding ofthe other paths.

The example begins with “I want to subscribe” uttered by the caller to the system. We

will assume that the first three words of the query (i.e. “I”, “want”, and “10”) are stop words and

the last word (Le. “subscribe") is neither a keyword nor a thesaurus word.

The process as carried out by the second program are as follows:

The tiles Lefg, l.cfg, f, x, and s are read (1 102).

The keywords, thesaurus words, prompts from Le fg. are loaded (I 104), as are the learned

words from l.cfg. Initially, Lefg will be empty as the program has not yet learned any new

Words. The forms and index of forms against prompts from fand x respectively are loaded, as

are stop words from s.
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The program opens the interaction with a greeting (l 106) and an elicitation ofthe first

query from the caller_(1 108). This might be: “Thank you for calling the New Herald. How may

we help you?”

The caller tlien utters his or her statement: “1 want to subscribe".

The stop words in the statement are first eliminated, leaving behind just the word

“subscribe”.

The statement is then processed in the following way:

The keywords and the thesaurus words remaining in the query are identified (1202, 1204)

by comparing with the list in t.cfg and Lefg. As we have assumed that “subscribe” is neither. we

have none.

The prompts that best match the identified keywords and thesaurus words are selected

(1206). As there are no such words identified, there are no prompts selected.

The program arrives at a decision in the flowchart: are any nodes selected? (1208). Since

the answer is in the negative, the program will follow the branch and select the top level node

(1218). (Note: These top level prompts are the ones at the top level ofthe menu tree.) This

completes the prompt selection process. The process then proceeds to the second pan ofthe

query process.

The process proceeds with another decision: has a single leafprompt been selected?

(1210). Since the top level prompts are selected (of which there are more than one and also none

is a leafprompt), a negative answer is the result.
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These prompts or verbal descriptions are issued to the user (caller) and elicit another

response. Assume that the offered verbal descriptions are as follows:

System: Are you calling about subscriptions?

System: Is there a problem with your paper or delivery?

System: Would you like information about the New York Times website?

System: Are you calling about advertisements?

System: Are you calling about something else?.

Assume further that the caller responds as follows:

User: I am calling about subscriptions.

As a result, the program returns to selecting verbal descriptions by identifying the

keywords and the thesaurus words remaining in the query by comparing with the list in t.cfg and

Lefg ([202, 1204). “Subscriptions" is now synonymous with a keyword and it is identified.

The program will again select verbal description(s) that best match the identified

keywords and thesaurus words (1206).

For example, assume these are:

System: Would you like to ordera subscription?

System: Would you like to give a gift subscription?

System: Would you like to change your address or change any other information?

The program then arrives at a decision branch (1208) in the flowchart: are any nodes

selected? Since the answer is affirmative, it follows that branch and exits the prompt selection

process and returns to the query process.
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This begins with another decision hex: is a single leaf node selected? (1210). The answer

is no, since three prompts have been selected.

Next, these verbal descriptions are issued to the caller and the system will await his

response (1220). We assume the caller responds as follows:

User: 1 want to order a subscription

The program will again return through a loop to the prompt selection process (1202,

1204, 1206) where the program will identify the keywords and the thesaurus words remaining in

the query by comparing with the list in t.cfg and l.cfg. “Order" and “subseriptiOn” are now

identified.

Verbal descriptions are selected that best match the identified keywords and thesaurus

words. Now assume this is just the prompt “Would you like to order a subscription?" from the

three descriptions above.

The program will then arrive at a decision branch (1208) in the flowchart: are any nodes

selected? Since the answer is affirmative. it follows that branch and exits the prompt selection

process and returns to the query process to again arrive at a decision: has a single leaf node been

selected? (1210). This time the answer is yes, a single prompt has been reached, which is also a

leafprompt, since it is at the bottom ofthe menu tree.

This is followed by another decision: any verbal description correSponding to the node?

(1212). The program checks Lefg and finds the answer is no.

The branch then leads to yet another decision (1214): is a form for verbal description

available? The answer by checking the index x is the yes branch. This leads to the portion ofthe

flowchart of FIG. 13.
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The form is processed in the following way:

The first part is a decision: is it a response form? (1302). The answer is no.

The system then issues questions to the caller based on the form and accepts information

back (1304). The questions are ofthe form “Please tell us your name”, “Where do you live?",

“Do you want an annual or half-yearly subscription?" etc. The caller provides the information to

the system.

It repeats the information the caller has given the system and asks ifthe information is

correct. Let us assume the user confirms that the information is correct.

The system then calls an extemal routine to store the information in a database. The

routine returns another form to the system (1306) and retums in a loop to the question: is it a

reSponsc form? (1302). Since the form contains questions about the payment, based on the type

and period ofsubscription selected by the caller, the answer will be negative.

The system then issues these questions to the caller and the caller provides the required

information (1304).

The system then repeats the information and gets a confirmation from the caller.

The information is passed to another routine (mentioned in the form) to update the

database. This routine (1306) then returns a response form and again returns in the loop to the

question: is it a response form? (1302). This time the answer is yes. The system then issues a

response ([308) thanking the caller for the subscription, and exits this process returning to FIG.

11.
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The system now exits the query process as well since the caller’s query has been

completely processed and the corresponding actions taken by the system. It nowreturns to the

main part of the program.

The next process in the main part of the program is a question: is there an unknown word

in the caller’s query? (1 l 12). The answer is yes, since the word “subscribe" in the initial query

was not known to the system. This invokes the portion ofthe flowchart ofFlG. 14.

The system therefore has to learn this previously unknown word:

The learning process begins with a decision: is the word already in Lefg‘? (1402). The

answer is no. since 1.cfg is initially empty and the word has not been encountered before.

The corresponding “NO" branch is followed and the word is added to the list oflearned

words (initially empty) with keywords from the final single leaf prompt that was selected (1404).

The system then records these changes in Lefg (I408) and returns to the main part ofthe

program in FIG. 1 1. It has now learned the meaning ofthe initially unknown word “subscribe“.

Next, the program asks the caller ifhe wishes to continue {1 l 14) (Le. are there any

further queries}. We assume the answer is no and the system thanks the user and exits.

Now, having described the example traversal of one path through the second program

with reference to the flowchart, an example dialogue for the path traversal that has taken place is

presented so the complete transaction can now be understood.

Dialogue:

Caller: I want to subscribe

System: Are you calling about subscriptions?

System: Is there a problem with your paper or delivery?
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System: Would you like information about the New York Times website?

System:_ _ Are you calling about advertisements?

System: Are you calling about something else'?

Caller: I am calling about subscriptions

System: Would you like to order a subscription?

System: Would you like to give a gift subscription?

System: Would you like to change your address or change any other information?

Caller: I want to order a subscription

System: Please tell us your name

Caller: Bertrand Russell

System: Where do you live'?

The dialogue continues in this way with the system eliciting the required information

from the caller.

Having demonstrated traversal in a system where the system was constructed to learn

when an unknown word is used, what happens the second time a caller uses the same word

“subscribe" in a query after it has been learned by the system can now be demonstrated. This

demonstrates the power of including the optional feature of learning in the program.

In this case, the dialogue that oeeurs when a new caller uses the word “subscribe”

following the above is now presented.

Dialogue:

Caller: I want to subscribe

System: Please tell us your name
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Caller: J. L. Austin

System: Where do you live?

Thereafter, the process continues. Notably, the system has now learned the correct

response to the query “I want to subscribe”.

Other Variants

Having described several simple and more complex examples that make it possible to use

the invention, other variants can now be presented. Examples of such optional functions that can

be incorporated into other variants, individually or collectively, include:

a) creating the thesaurus by providing access to a collection ofmultiple documents

and determining synonymy based on sufficient similarity of meaning with the keywords as

measured by the frequency ofco-oecurrcnce ofthe keywords in the collection ol'doeuments;

b) identifying words in the user’s response by recording the response for future

learning;

0) parsing out ofa response all non—stop word unknown terms or keywords;

(1) identifying synonyms for all non-stop terms in the user’s response;

6) cycling between user and system rcSponses until the user reaches a vertex (i.e.

verbal description) that enables him to carry out his goal and updating the thesaurus when the

goal vertex is reached by associating the recorded previously unknown words in the user‘s

response with the keywords that are associated with the verbal description reached by the user;

0 recording, when the goal vertex is reached, the pairs of‘synonyms in the user‘s

responses and the keywords that are associated with the verbal deseription reached by the user;
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g) removing associations between keywords and their synonyms from the thesaurus

that have not been accessed more thana specified amount oftimes within a specified period (this

can be based upon a parameter set in the system by the system‘s administrator or can occur as

part of program maintenance or updates);

h) selecting the verbal descriptions that best meet the user’s goal as indicated by the

keywords and synonyms in the user’s t‘CSpDnSe by identifying the keywords in the user’s

response and/or the keywords corresponding to synonyms in the user’s response and computing

a degree of match between each verbal deseription and the identified keywords, in accordance

with conventional linguistic processing techniques;

i) computing the degree ofmatch between verbal descriptions and identified

keywords by utilizing the pairs of synonyms in user’s response and the keywords assoeiated with

the verbal descriptions reached by users as previously recorded;

j) responding to the user on the basis of verbal descriptions selected by presenting

the user with verbal descriptions that best match the user’s previous response;

k) for “best match" variants, in the event that even the best matches have a low

u a)

degree ofmatch, the best “n” verbal deScn'ptions are presented to the user ( n being a number

representing a predetermined system parameter);

I) for “best match” variants, in the event that the best matches have a IOw degree of

match, the user is automatically connected to a human operator, when or ifa human Operator is

available;
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m) for “best match" variants in the event that the best matches have a low degree of

_match, the best “n" verbal descriptions are presented to the user, along with an option of being

connected to a human operator when or ifa human operator is available;

n) presenting the user with those verbal descriptions that best match the user’s

previous response in order to elicit any information from the user that may be required to

accomplish the user’s goal;

0) recording information elicited from a user in a database for future use;

p) selecting multiple verticies in the graph structure that are not connected to a

previously selected vertex, based upon parameters associated with nodes correlated to keywords

and synonyms in a user’s response;

q) selecting a vertex in the graph structure in the same row as the previously selected

vertex based upOn the keywords and synonyms in the user’s response; andfor

r) updating the thesaurus by adding words from a user’s response that are not in the

thesaurus.

Finally, it is to be understood that various variants ofthe invention including

representative embodiments have been presented to assist in understanding the invention. It

should be understood that they are not to be considered limitations on the invention as defined by

the claims, or limitations on equivalents to the claims. For instance, some ofthese variants are

mutually contradictory, in that they cannot be simultaneously present in a single embodiment.

Similarly, some advantages are applicable to one aspect ofthe invention, and inapplicable to

others. Thus, no particular features or advantages should be considered dispositive in

determining equivalence.

43
7'2885] VI

250

 



251

 

PATEN'I‘

Docket Nth: 4428-4001

It should therefore be understood that the above description is only representative of

illustrative embodiments. For the convenience ofthe reader, the above description has focused

on a representative sample of all possible embodiments, a sample that teaches the principles of

the invention. The description has not attempted to exhaustively enumerate all possible

combinatiorrs or variations. for example. those arising out of the use ol'particular hardware or

software, or the vast number ofdifi‘erent types ot'applications in which the invention can be

used. That alternate embodiments may not have been presented for a specific portion ofthe

invention, or that further undescribed alternate embodiments may be available for a portion of

the invention, is not to be considered a disclaimer ot'those alternate embodiments. One of

ordinary skill wiil appreciate that many ofthose undcscribed embodiments incorporate the

minimum essential aSpects ofthe invention and others incorporate one or more equivalent

aspects.

APPENDIX A

FILE IDENTIFICATION
Main Source Files

mainc, processc, arraylibc, sternlib.c, dialogc, interactivec, formiibe
Header Files

globalvarh, processh, arraylibh, formsh
Make Files

Makefilc
Parameter Files

Lini. d.ini
Data Files

p, w, s, f, x, a

Configuration Files
t.cfg, Lefg

Shell Script Files

acct_info, add_acct, chg_ acct, gcl_pymt, updtJoymt, susp_deli, updt_acct, prefer
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MAIN SOURCE CODE (in C)

maimc: Main Program to process p and w to create the thesaurus
f$***$******$*$***********$****$*****t***$t*********$t*#$*******#*

 

SOURCE CODE DOCUM ENTATION

*******************$***$*****$****#***$***************$**********/

#include <stdio.h.‘>

#include <string.h3-*
#include "proof-235.11”

#include "arraylibh"
#include "formsh"

int numColumn = 0, numRow = 0 , nunflndex = 0, numMenu;

int topValues = 5 ;

char **row'l"erms, **columt1'[‘crms, ”prompts, MstopV‘Vords;
double ”matrix, ”cosine;

float phonc'l‘hrcshold — 0.02, wch'I'hrcshold —- 00006;

int **index1.ist, **monuI.isI, **thcsaurus, **pr0mpthy5;
int numStopWord = 0;
int numForms, numPF;

struct form Wformlist;

char ***Fprompts, *wdoc, *pdoc, *sdoc, *fdoc, *xdoc, *cfg;

main(int argc, char *argv[]) {

int itj;

;**************$***********t*********m****************************

PRINT 'I'IIBSAURUS PROGRAM [NFC

***$**m***************$****$******************$******************}

2‘“ if(argc != 5) {

printf "Usage Instructions: t p w fx\n");

printf("Parscs w for matrix row terms and p for matrix column tenns.\n");

printfi"*** Exiting, goodbyc.\n");
exit“);

} */

if(argc != 2) {

printf("Usage Instructions: l <:ini-file‘An");
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prinlf("*** Exiting, goodbye.\n");
exit(1);

}
{****$******************$*****¥****#*******#********¥*************

OPEN INPUT FILES

*******$*********************$*******$$*$************************{

readini(argv[ l D;
loadStopWords(sd0c);

numPF L loadFonnsLisl(xdoc);

numForms = loadFormsUdoc);

f**********$****$*x************************$***$**$******$********

PREPARATION FOR PIIONEDOC PARSING

****$*****$**#**********¥#*********************************¥¥****/

printf("\nReading files ____\n");

numColumn = processFilB(deC, &columnTenns, phoncThrcshold);

If printf "The document contains ”/ud relevant temls.\n\n", numColumn);

If This routine will add the keywords from the Forms into CoiumnTcrrns.

numColumn = addFormKeys(&c01umnTerms, numColumn);

if printf ”The document contains %d relevant ten‘ns.\n\n", numColumn);

[********#******#*****#**#*********************#*****#****$*#***$*

PREPARATION FOR WEBDOC PARSING

***********************$*****************$***********************;

numRow = processFilc(wdoc, &rowTerms, web'l'hrcshold);

{********************$****************************************$***

MERGE COLUMNTERMS & FINALTERNIS INTO ROWTERMS

******$***************************$******$*****************¥*****;

numRow = IncrgcAl-ray(&roch-:rms, column'l‘erms, numRow, numColumn);
sortArray(row"J‘crms, numRow);
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2'! printf("The document contains "/od relevant terms.\n\n", numRow);
/****3*#**$*#*******#*************************#***************$***

MATRIX CONSTRUCTIONS

**************¥*********$****$********************************t**/

pfintfi"loading prompts ...\n", numlndex);
numlndcx = loadPrompts(pdoe);

prin!f("proecssing words ...\n", numlndex);

erealeMatrix(wdoe);
numRow = craseZeroesO;

caleCosineO;

filllndch;

If This function will add lcal‘prompts to the index keywords from Forms.

2‘! appendlndexfiirgvfij);
erealeThesaurusO;

H printf("ercatcd thesaurus .\n\n", numlndex);

printf("saving data ...\n");

saveDala(efg);

printf("done.\n”);

readini(ehar * filcnm)
{

FILE * fp;

char bquSO], key[80], value[80], comment[80];
int cnl;

if((fp=fopen{filenrn,"r"))==NULL}
{

per-ror(filenm);
exitU );

}

while (fgets(buf,79,fp)!=NULL)
{

sscanl'(buf,"%s %s %s",key,value, comment);

if(!stremp(kcy, "pdoe"))

pdoCLsirduPWalue);

if(!strcmp(key, “wdoc"))

wdoc=strdup(value);

if(!strcmp(key, "sdoe"))

sdoe=strdup(value);
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if(!stl'cmp(kcy, "fdoc"))

fdoc=slrdup{valuc);

if(!strcmp(kcy, "xdoc"))

xdoc=strdup(valuc);
if(!strcmp(key, "cfg"))

cfg=slrdup(valuc);

if"{!5trcn1p(kcy, "pt"))

sscanf(buf,"%s %f "A;s",key,&phoneThreshoid,valuc);
liphoncThrcshold‘ifloal)at0f(valuc);

if{!strcmp(key, ”wt"))

sscanf(huf,"%s %f o/uS",k€y,&WebThrCShOld,\-’3]UC);
if(!strcmp(key, "lv"))

topValues=aloi(valuc);

procesmc: This program contains various fgflgtions called from Main
#include <stdio.h>

#includc <stn'ng.hfi
#includc <malh.h}

#include "globalvarh"
#includc "arraylihh"
#include "formsh"

#define min(x, y) (x < y) ? x : y

int *rowcount, *colcount;

int processFilc{char *filcnamc, char ***cArray, float threshold) {
FILE * fp;

char tmpWord[50], paraFlag;
int i, numWords = 0, worchn = 0, 101W0rds = 0;

float *frchrmy;

fP = iilcOpcnfl'llcnarnejfi-"j;

*CArray = NULL;

fqurray = NULL;

whilc((w0rdLen = fetchWord(Fp, lmpWord)) != 0) {
mlWords++;

if(! inArray(stopWords, lmpWord, numSIOpWordD { ff ignore stopwords
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stemWord(tn1pWord);

if(i = inArI'ay(*cArray, tmpWord, numWnrds)) {

freq/\rrayfi - I]++;

}
else {

addWord(cArray. tmpWord, ++numWords);

frqun-ay fl (float *) realloc(frqurray, numWords * sizcof(fioat)};

[‘rqunaflnumWnrds — l] = i;
}

}
}

H prinll'("Totwords = %d. numWords = %d\n”,totW0rds, numWords);
for ( i = 0; i <: numWords; i++)

{

if((floal)(frqurray[i] I‘ totWords) ‘>= threshold)
(*cArray)[i] = NULL;

}

numWords = removeNulls{(*cArray), numWords);

sortAm1y((*c/\rray), numWords);

return num Words;

}

/**********************************$******$**********##******$********$$*****

Prompts Processing
*********************************$**************¥****¥¥********#**#*********/

int IoadPrornpls(char * filename)
‘1

char bul‘feerSO];
int i = O,_j, len, no;

int level[10], tabs, m 7 0;

FILE * Fp;

for (i = 0; i < 10; i++)

level[i] '-—“- 0;

fp = fileOpen(fiIename,"r");

prompts 2 NULL;
mcnuList = NULL;

j = i = 0;

while (fgets(bu[‘fer, 256, fp) != NULL)
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{

tabs — allTrim(buf'fer);

iffllen = slrlen{burfer)) = 0)
continue;

if((j = inArray{prompts, buffer, i)) '——' 0)

j = i;
else

j--;

levelfiabs + 1] =j + 1;
menu List = (int **)rcalloc(menuList, ++m * sizcoffint *));

menuList[m - 1] L (int *)malloc(3 * sizeofflnt»;

mcnuList[m - l][0] - lcvcl[tabs];

menuList[m — l HI] = lcvel[tabs + l];
menuList[m — l|[2| = O;

if{_j = i)

addWord{&pr0mpts, buffer, ++i};
}
numMcnu = m;

for (j = U;j < numMcnu; j++)
{

f0r(rn : 0; m < numMenu; m++)

if(mcnuList[jj[ l] .__ mcnuList[m][O])
break;

if(m != numMcnu) 3"“ Leaf Node */
continue;

nc = 0;

for (m = 0; m < numMenu; m++)

if(mcnuList[mj[0J = mcnuListLiflOJ)
nc++;

 

if(nc !— 1)
{

menuListLjHZJ = 99;
continue;

}

10:1 2 str]cn(prompts[menuListLjH l] — 1]);

if(prompts[menuList[j][1] — l][len — I] 1": "5”)

menuListUJRJ = 99;
else

{

for (m = O; m ‘1 numMenu; m++)

if(mcnu List[m][l] = menuListLi][0])
menuListEmflZ] = menuListUHl l;

mcnuList[j_l[2_I ; 100;
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I}
return i;

}

void filllndexO

{
int i,_i, k;

indexLisl = (int **)mailoc(numC0lumn * sizeoffinl *));

for (i = 0; i < numColumn; i++) {_

index List[i] = (int *)malloc(numlndex * size-0mm»;

for (j = 0;j €11umlndcx;j++)
- indexLisI[i]fi] —' f);

}

for (i = 0; i <: numlndex; i++)

updateThesaums(pron1pls[i], i + l);

updalckmll’onnso;

}

update'.l‘lwsau11ls( char *str, int pmpt)
{

char tmpsterSfi};
char *sarray[50];

int i,j, k, wrds;

int iflag = 0, dflag =0;

strcpy(lmpstr, str);

wrds = rcadValucsflmpstr, sarray};
stemArray(sarray, wrds);

for (i = 0; i < wrds; i+--I-)

{

for {j : 0;j <l numColumn;j-*- i)

{

if(!strcmp(column’l‘crms[j], sarray[i]))
{

iflag = 1;

dflag — I};

for (k = 0; index[,ist[j][k] && k < numlndex; k++)

if(indchist[j][k] == pmpt)
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dflag ;: 1;

if(k A: numindex && dflag == 0)

index Lislfi'llk'l 2 pmpl;
break; I

}

}

if(iflag z 0)
{

prinlf("** warning the following prompt does not contain index word\n”);
printf("\t%s\n", str);
}

[tint************4:*****#BEHF*****1‘3‘*flflk******************************

Create Matrix here

*$****##3##*****************************$*********$*$$******$****rf

void createMatrix(char * filename) {

int i,j, an = 0, k = 0;
int minv;

FILE * fp;

2"“ allocate memory for matrix ”‘2‘

matrix = (double **)ma]loc(numRow * sizeoftdoublc *));
for (i = 0; i < numRow; 4—H){

matrixli] = (double *)malIoc(numColumn * sizeofidouble»;

for [j = 0;j C numColun1n;j-+-+)

matrixl i']|'_j'| = O;
}

2"“ allocate memory for rowcount and column count */

roweount 2 (int *)malloc(numRow * sizeof(int));

eolcounl = (int *)ma]loc(numColumn * sizeof(im));

2”“ Go to start of document *1“

Fp = filcOpen(filename,"r");

while (lfcof(fp))
{

P" initialize rowcount array *l

for (j = O;j < numRow;j+ |-)
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rowcounlm = 0;

!* initialize columncount array */

for (j = 0;j < numColumn;j 1- L)

coicounlfi] = 0;

nwp = rcadPara(tb);

i['(['cof(fp))
break;

if(nwp = 0)
continue;

/* add co—occurancc of rowword & colword to the matrix *X

for (j —' O;j < numRow; j++)

for (k ‘-'—‘ 0; k < numColumn; k++) {

minv = 111in(r0wc0unt[j], colcounl[k});

matrixflflk] E-= minv;
}

int rcadPara(FILE *fp )F
‘t

int i,j, k, wcount * 0, m = 0;

int nexlpara, currpara, worchn;

char tmpword[50];

curl-para = ficllfl‘p);

wcounl —' wordsInPara(fp);
if(fco['(fp)) {

il'(wcuunt == 0)
return 0;

}

nextpara = ficll(fi3);

Fscck(ib, curl-para, 0);

for (i = 0; i w: wcount; ++i) {

wordLen = IbtchWord(Fp, tmpword);

i F(inArray(stopWords,tmpword,numStopWord))
continue;

stemWordflmpword);

/* count the occurance ofeach word from the row in para */
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for (j — 0;j < I1umR0w;j-I-+)

if(!slrcrnp(rowTemlsLi], tmpword» {

r0wcount|j]++;
break; I
l

1* count the occurance ofeuch word from the column in para ‘3’

for 0 = 0;j < numColumn; j+ r)

if(!5tremp(column'l‘ermsfi]; lil‘lpWOde {

colcour11[j]++;
break;

}

}

fseekflfp, nextpara, 0);
return wcounl;

}

in! wordslnPara (FILE * fp)

{
int c, count = 0;

int slate;

cons! in! out — 0, in = 1;

State = 0111;

while ((c = getc(fp)) != EOF) {
if(!isalpha(c}) {

if{c ;= '\n' H c L: EOF)
break;

Stale : out;

}
else

if(slate == out) {
state 2 in;
c0unt++;

}
return count;

}

{$13}?*******$$***$$$**$**$**********Ik$$$$$$$$$$$$$$$¥$$1$$$$$

Calculate Cosine Function
*BIHIG****************************************$******$$*******l

void calcCosineO

54
72335: VI

261



262

 ... TEL .'.'1‘:. Lil. ”33:1 if"?! it”?

PATENT

Docket No.: 4428-4001

{

int i,j, k‘ sum;

F" memory allocation for the cosine matrix */

cosine ; (double **)malioc{numRow * sizoofl’doublc *});

for (i T 0; i < ImmRow; ++i) {
cosinc[i] = (douhlc *)malloc(((numRow) * sizcoltdouble)»;

for (j = 0;j < nun'lRow; j--I- +--)

cosineLiJU] = 0;

}

”Normalization“

for (i = 0; i i numRow; ++i)

{
sum = 0;

for (k = 0; k < numColumn; ++k)

sum +— matrix{i][k] * matrix[i][k];

if{sum I: 0)
{

for U = 0;j < numColumn; -+-:-j)

matrixfijfi] 2 matrix[i]Li] f sqrt(sum);
}

}

/*Cosinos*/

for (i z 0; i d numROW; ++i)

{

for 0" =i + 1; k < numRow; ++k)
{

cosinc[j][k} z 0;

for U = 0d < numColumn; ++j)

”WW += matrixlim] * matrideU];
}

}

}

gakacammmnucaukarauur“tunic“:*aca=**a=a=$**ac$*****mkMutant****¢****************

eraseZerocs : removes the row with all zero column in the matrix

*alnlnk***************************************$**********************/

int orachorocsO {
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inlj, k;
int eond;

/* Free and nullify the row’l‘erms and-malrix rew for all zeroes ’3‘!
for (j = 0;j < numRow; ++j) {
cond = l;

for (k '" 0; k < numCOlumn; ++k) {

if(malrix[j][k] I: 0} {
eond = 0;

break;

}
3

if(eond -"=-= l) {

rowTermslj} = NULL;

matrixt'j] = NULL;
?

s”

1”“ Push NULL rows at the end of arrays *2“

for (j = 0;} < numROw;j++)
{

if(row'[‘erms[j] = NULL)

{

for (k Tj + l; k <2 numRow; k++)

if(rowTerms[k] != NULL)
break;

if(k 4 numRow)
{

row'l'em1sfj] = rowTerms[k];

matrixU] T matrixflc];
r0w'l‘erms[k] = NULL;

malrix[k] = NULL;
}

i-

/* count new numRow *1

for U = U; (r0w'l'erms{j] 5-: NULL) &&j c numRow; j++);

return j;

}
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;***********************************************$************************

creale'l‘hesaurus: Function to Create Thesaurus ofrowTerms by taking [he
index words matching the top 5 cosine values.
******$***********************$*****************************************;

void createThesaurusO

{

int i,j, k, l;
inl m, numword;

double *lmpcos, prevcosinc = 0;
int *colnum;

tmpcos = (double *)mailoc(numRow "‘ sizeof(clouble));

colnum = (int *)malioc(numRow * sizeoffinm;

thesaurus ‘— (int **)malloc(numRow * sizcoffint *));
for (i = O; i < numRow; i++) {

thesaurusfi] = (int *)malloc(num(,‘.olumn * sizeoffinm;

for U = 0;j ~< numColumn;j++)
thesaurus[i][j] = 0;

i

/* initialization ofthesaurus */

for (i = 0; i < numRow; i++){

for (j - 0;j < numRow;j++) {

ifs >1)

lmpcosLj] = cosinefijli];
else

if(i <1)

tmpcosfi] = cosine[i][j];
else

tmpcosm ; O;

colnumfi] Ij;
}

fioalSort(colnum, tmpcos, numRow);

numword = prevcosinc = 0;

/* count top 'topValucs' ofcosine *I

for (m ‘7- 0; m < numColurnn; m++) {

if(prevcosine != lmpcos[m'])
numword++;
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prcvcosine = tmpcos[m];

if(numword == topVaIues +— 1)
break;

3
——m;

P“ m = total num ofsyn *X

f0r(j = k —0; k <:=m; kH-){

if((l = inAnay(columuTcrms,r0wTerms[eolnum[k]], 11umC0|umn)) !— 0)
if(tmpcos[k] 1;: 0) {

thesaunlsmm — 1;

j¥+;
}

}

;*******#****************$***$**************$*$**********************$**

floatSort : Sorts the array of cosine values and corrCSponding index of
index words in reverse order.

$*$**************#*********$**************$**$**************mm*********g

fioatSortOnt *colnum, double *tmpcos, int numRow)
{

int i,j, k;
double f;

for (i T numRow — I; i > 0; in)

fOYU = 0;.i < i;j++){

if(tn1pcos[j'i<tmpcos[j + 1]) f

f-— lmpcosfi], k = colnumfi];

lmpcusfi] = tmpcOSLi + I], colnuij] ~— colnumfl i— I];
tmpcosfi + I] = f, colnumU + l}: k;
i

}

void sachata(char *filenm)
{

int i,_i, k, 1;

FILE *fp;

fp = fileOpen(filenm, "w“ ;
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print/\nay(fp, "PROM P‘l'S". prompts, NULL, numlndex, 0); // Write Prompts to the file

/********** Write Menu-Tree t0 the file **********/

If printArrayUp. "MENUTREE'*, NULL, menuList, numMenu, 2);
fprintf(fp. "[%s]\n", "MENUTREF.");

for (i T 0; i < numMenu; i-I--i-)

fprintfl fp, "%d,”/E)d,"/od\n", menuList[i][O], menu List[i][l],mcnuList[ij[2]);
fprintfifp, "\n");

printArray(fp, "INDEX", columnTerms, index List. numColumn, numlndex); // Write Index to
the file

printArray(fp, "THESAURUS". rowTerms, thesaurus. numRow, numColumn); N Write
Thesaurus 10 the file

fcloseflp);

printf("[)ata saved in %5\n",filenm);
}

printArray(FlLfi *fp‘ char *head, char **cArray, int **iArray, int cNum, int iNum)
{

int i,j;

fprintfifp, "[%s]\n", head);

For (i = 0; i < cNum; i+-|-)
{

fprintflfp, "%s ", cArray[i]);

for (j :- 0;j < iNum && iArray[i][j] I= 0;j++)

Fprintfifp, "%d,", iArray[i]U]);
fprintfli‘p, "\n");
}

Fprintf(fp, ”\n“);
}

im addFonnKeys{char ***cArray, int count)
{

char **w0rdList, *tmpa1‘ray[20];
int i.j, k, words;

int i, Impcounl;

wordLisi = NU LL;

words = 0;

EOTU = 0; i < numForms; i-I--l-)
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for (j = 0;_i < formlist{i]->numFieids; _j++)
{

if(!slremp("MChoice", formlistl'i]->fields[j]->Type))
for(k -'-' 0; k < fomllistfi]->fields[j]—>numChoiee; k++)

{

tmpcounl = createArrayUormlislI i]—>IIeldS[j]—>ChoiCe[k],
lmpflrmy);

f0r(l = 0; | < tmpcounl; l++)

addWord(&w0rdLisl, tmparrayfl], ++w0fds);
}

}

i = mergeArranyeArray, wordLisl, count, words);
sorlArray({*cArray), i];
return i;

}

updateFrmFonnsO
{

in! i,j, k, 1;

int m. n. x, lmpcuunl;
in! pmpl;

char *tmpstr. *tmparray[20];

for (i = 0; i <1 numPF; i++)
{

pmpl = inArray{prompls, Fprompts[i][l], numlndex);
if(pmpt == 0)

{

printf("Unknown prompt encountered for form %s\n".Fprompls[i][0]);
exit“);
}

f0r(j = 0;} < numForms;j++)

if(!slremp(Fprompts[i][0], formlist[j]»>name))
break;

ifU = numFOI‘mS)
continue;

for“: = 0; k < fonnlist[i}~>numFields; k++)

{

if(strcmp(formlist[_}]->fields[k]—>’I‘ype,"MChoice”))
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continue;

forU = 0; I < formlis!Li}—3"fields[k]->numCh0ice; l++)

{ . . .

Impcounl = crcachrray(f0nnlistEj}->fields[k]—>Choicc[l], tmparray);
for(rn —- 0; m <tn1pcount; m H—)

{

n = inAnay(columnTcrms. tmparray[m], numColumn);
n—-;

for (x = 0; indchist[n][x] && x < numIndcx; x++)

if(index List[n]{x] == pmpt)
break;

if(x < numIndcx && index List[n][x] 2: 0)
indexLisi[n][x} = pmpt;

}

arraylib.c: This program contains general purpose functions
fiinclude <sldio.hi>

fiincludc <string.h>

#include "globalvarh"
#include "formle"

 

FILE * filcOpcn(ch3r *, char *);

int fetchWord(.FILE *f, char * wrd) {
int i = O, c;

wrd[0] = 0;
if{feof(f))

return 0;

whilc(!isalpha{c * fgetc(f)))
if (c = EOF)

return 0;

do {

wrd[i++] = Io]owcr(c);

} w11i|c(isalphet(c = fgctc(f‘j));
wrd[i] = 0;
return i;

}
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int inArray(char a""‘array, char *word, int length)
{
int i;

for (i = 0; i < length; H i)

if (array[i] != NULL && !slrcmp(an‘ay[i], word»
return i + 1;

return 0;

}

int relnochlllls(char **slrarray, int nLImWords)
{

inli,j;

for (i = 0; i < numWords; 14+)
{

ii‘(strarray[i] *fi NULL)
{

for (j = i + 1;j < numWords;j++)

if'{strarray|'j] != NULL)
{

strarrayfi] = slrflleU];

strarrayfl] = NULL;
break;

}

§

}

1* get count oi‘filtcred words *I

for (j = U; (strarray[j] != NULL) && (j < numWords); j++);
return j;
§
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int mergeArray(char ***An‘ay1, char **Anay2, int numAnayl, int numAn'ayZ) {
int i;

for (i = 0; i 4 numArrayZ; i++)

if(! inArray((*Arrayl), Array2[i], numArray1))

addWord(Array1, Array2[i], ++numArrayl);

return numArrayl;
}
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int readValucs(char *str, char **array)
{

inti ,j =0, c;
int state;

const int out -_- 0, in = 1;

state = out;

for (i 1 0; (c = slr[i}) != 0; i++)

{

if(!isalm1m(c)) /* alfa-numcric to read numbers also *I
{
state = out;

str[i] = O; /* word is over and it with null */
}

else

{

str[i] = tolowcr(c);
if (state = out)

{
state = in;

array[j++] .. str + i; /* word started, store the ptrfi’
3

}
}

rcturnj;
}

void sorlArray(char *allwordsfl, int numwords) {_
in! i —' O;

inlj ; 0;

char *tmp;

for (i = 0; i 4 numwords; ++i)

for (j =i + 1;} < numwords; ++J')

if(strcmp(allw0rds[i], allwordsfi |) ;» 0) {
Imp “—‘ allwordsfi};

alIwords[i] = allwordsfl |;

allwordsfi] = Imp;
}

}

loadStopWords( char * filcnamc) {
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FILE * fp;

char ttan0rd[_50];

in! wordLen = 0;

numSlopWDrd = 0;

fp = fiIeOpenflilcnamc,"r");
stopWords — NULL;

whilc((word Lcn = felohWord(fp, lmpWord)} != 0)
addWord(&slopWords, tmpWord, ++numStopW0rd);

}

FILE “ filCOpcn(char * iflenamc, char *mode)
{

FILE * fp;

if((fp — fopcnffilcnume, mode» == NULL) {

perror(filcnamc);
cxit(1);

}

return fp;
}

addWord(char ***cArray, char * word, int c)

{

*CArray * (char **) rca]loc(*cArray, c * Sizcofichar *));
(*CArray)|_c - 1] = slrd11p(word);
}

int remochcroant *inlArray, int numlnt)

{

int i,j;

For (i Y" 0; i < numlnt; i++)

{

if(intArrayi i] = 0}
{

for (j =i .1— 1;j < numlnl; j++)

if(intArf€l)’U] E: 0}
{

illtArruy{_i] = imArraij],
inIArmyU] = 0;
break;

}
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E

2”“ gct count of filtered integers */

for (j = 0; (int/\rraym g.—. 0) && (j (K. numlnt);j++);
rctumj;
}

/****************************************************************88

Newly added functions ( for further reducing the code )
************************************$*******************************/

in! breakStr{char * str, char **strarray}
{

char (3, *trnpslr;

in! ij = 0;
int state;

const int 0th = 0, in -— l;

/* Scpcratc the sentence into individual words */

tmpstr = Strdup(str);
state *- out;

for (i = 0; (c = lmpstrIiD !: 0; i++)

i{f(!isalpha(c))
State 3 out;
lmpslr[i] ‘- 0;
}

clsc

{

Impstrfi] = tolowcr(c);
if(statc == out)

{
state = in;

strarrayD-H] = tmpstr + i;
}
}

}

return];

}

I” remove stopWords *!

filtchtopWords(char ** strarray, int num Words)
{
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i111 i;

for (i = 0; i < numWords; i++) _
if(inArray(stopWords, strarrayfi], 11umStopWord))

slrarrayfi] = NULL;
}

/* remove duplicates *f

fillerDupiicatcs(char ** slrarray, in! numWords)
{.
int i;

for (i = 0; i < numWords; i++)

if(stram1y[i] !—- NULL && inArray(strarray, strarray[i], i))
slrarrayfi] = NULL;

}

int loadFommUsfl char *filcnamc)
{

char bu11256];

FILF. *fp;
int len, i;

[p = fileOpCIl(filename, "r");

Fprompts = NULL;
numPl" = 0;

while (fgcts{buf,255,{b) !—- NULL)
{

Ien = strlen(buf);

for (i = 0; i < lcn; i++)  

if{bu[[i] ':')

{

bul'[i] = 0;
break;
}

if(i = lcn)
{

fprinlfistderr, "Error in Prompt |ist\r1");
cxit(0);

}

aII'Frim(buf);

a]l'l"rim(buf+ i + l);
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Fprompts 7 (char ***)realloc(Fprompts, (+-l-numPF)*sizeof(char **));

Fpr0111pts[numPF—l] = (char **)malloc(2 * sizeofichar *));

Fprompls[num_PF—l][0] =_strdup(hu f);
Fprompts[numPF—l][l] 1' strdup(huf+ i + 1];
}

I‘closc(fp);
return num PF;

}

int l0adF0nns(char * filcnamc)
{

int i,j, formcount = 0;

FILE *fp;
char buf[80], “namclist 7 NULL;
[brmlist = NULL;

numForms = 0;

fp = filcOpcn(filcnamc, "1“");

while(fgcts{buf,79,fp) != NULL)
{

if(buf[0] ~— '[‘)
{

for(i = 0; bufli]; i++)

”(bum = '[' 1| bqui] == '1')

bqui] — ' ';
allTrim(buf);

addWord(&namclist. buf, ++formcount);
}

}

for ( i = 0; i < formcount; i++)

{

formlist 4 (struct form **}rcalioc(fonnlist, (++numF0rms) * sizco [(struct form *));
formlisthtum Forms - I] = (struct form*)malioc(sizcof(stmct form»;

loadFom1(fp , fomlist[numF0rms - 1], namclist[i]);
}

fclosefl‘p);
return numForms;

}

irlt allTrim (char * str)

{

int i,j, sf, tabs;
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for (i = tabs = 0; isspace(str[i]) && str[i]; i++)
tabs += (str[i] == '\t')? l: 0;

for (j * sf= 0; str[i]; i++, jH)

str[j] = iscntrl(str|i])‘? ' ': str[i];

for(str[j—~] = 0; isspace(str[j]) &&j > 0; str[j~—] = 0);
return tabs;

}

int createArray (char * str, char ** array)
{
int count;

count = breakStr(slr, array);

return processArray£array. count, 1);
}

int processArray(ehar ** array, int count, int sflag)
{

if(sflag)

filterStopWords(array, count);

stemArray(array, count);

filterDup]icates(array, count);

return remochulls(array, count);

}

stemlib.c: This program contains functions related to stemming algorithim

1* This is the Porter stemming algorithm, coded up in ANSI C by the author.

It may be be regarded as eononieal, in that it follows the algorithm presented

in Porter, 1980, An algorithm for suf‘fix stripping, Program, Vol. 14, no. 3,
pp 130—137, only differing from it at the points maked --DEPARTURE—- below.

 

See also http:f/wwwlartams.org/~martitflPortchtemmer

The algorithm as described in the paper could be exactly replicated

by adjusting the points of DEPARTURE, but this is barely necessary,

because (a) the points of DEPARTURE are definitely improvements, and

(b) no encoding ofthe Porter stemmer I have seen is anything like

as exact as this version, even with the points of DEPARTURE!

You can compile it On Unix with 'gcc -03 -o stem stem.e' after which

'stem' takes a list ofinputs and sends the stemmed equivalent to
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stdout.

Thealgorithm as encoded here is particularly fast.

Release 1
*/

#includc <string.h:> f* for memmove */

#dcfine TRUE. 1

#define FALSE 0

F“ The main part ofthe stemming algorithm starts here. b is a buffer

holding a word to be stemmed. The letters are in b[k0], b[k0+l]

ending at b[k]. In fact k0 = 0 in this demo program. k is readjusted
downwards as the stemming prongSSes. Zero termination is not in fact

used in the algorithm.

Note that only lower case sequences are stemmed. Forcing to lower case
should be done before stem{...) is called.

*/

static char * b; 2”“ buffer for word to be stemmed ‘5’

static int k.k0.j; /*j is a general offset into the string *2“

2"“ cons(i) is TRUE <=> b[i] is a consonant. */

int cons(int i)
i switch (b[i])

{ case 'a': case 'c': case 'i‘: case '0': case 'u': retum FALSE;

case 'y‘: return (i=k0) ? TRUE : !cons(i—l);
default: return TRUE;

}
l

/* n10 measures the number ofconsonant sequences between RD and j. ifc is
a consonant sequence and v a vowel sequence, and <..>“- indicates arbitrary
prc80110 C,

<c><v> gives 0

<cbvc<v> gives 1

<e:>vcvcfiv> gives 2

4c>vcvcvc<vb gives 3
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*/

int m0

{ int n '— 0;
int i = k0;

whilc(TRUE)

{ if(i fij) return n;
if(! c0ns(i)) break; i++;

}
i++;

whilc[TRUE)

{ whilc(TRl_JE)

{ if(i >j) return [1;

if{cons(i)) break;
i++;

.}
H t";

n.+..*;

while(TRU E)

{ if(i >j) return 11;

if(! cons(i)) break;
i++;

.}
1++;

}

i

/* vowclinstcmO is TRUE <=> k0,...j contains a vowel */

int vowclinstemt’)

{ int i; for (i = k0; i <=j; i++) if{! cons(i}) return TRUE;
return FALSE;

}

/* doublccfi) is TRUE <=bj,U- 1) contain a double consonant. */

int doublccfintj)
{ If (j < k0+ 1) return FALS E;

if(b[j] != b[j—] ]) return FALSE;
return consfi);

}
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{* cve(i) is TRUE it?“ i—2,i-l,i has the form consonant - vowel — consonant

and also ifthe second c is not w,x or y. this is used when trying to
restore an e at the end ot‘a short word. e.__g.

cav(c), lov{e), hop(e), crim(e}, but
snow, hox, tray.

”‘7

int cvefint i)

{ if{i < kU+2 || !cons(i) I] cons(i—I) II Tcons(i—2)) return FALSE;
{ int ch —' bli];

if(cl == 'w' [l eh __._ 'x' H ch = 'y') return FALSE;
1‘
return TRUE;

}

/* ends(s) is TRUE <=‘~ k0,...k ends with the string 5. */

int ends(char * s)

{ int length = s[0];

i["{s[lcngth] != b[k]) return FALSE; /* tiny speed—up *f
if{length > k—k0+] ) return 15A LS E;

if(mcmcmp(b+k—length+l,s+l,length) !— 0) return FALSE;
j = kwlength;
return TRUE;

1"

/* scttois} sets (j+l ),.i.k to the characters in the string s‘ readjusting
k. */

void setto{cliar * s)

{ int length = s[0:|;

memmove(b+j+l,s+] ,iengtli);
k =j+lcngth;

}

/* r(s) is used further down. *I

void r(char * s) { if(m() > 0) setto(s); }

/* step I ab{) gets rid of plurals and -Cd or —ing. eg.
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caresses -> caress

ponies -> poni
ties J ti
caress —3> caress

cats —> eat

feed —> feed

agreed -> agree
disabled J disable

matting J met

mating —> mate

meeting J meet

milling ->" mil]
messing ~> mess

meetings —> meet

*3

void stepl ab()

{ if(b[kl == 's')

{ if(ends("\04" "sses")) k -= 2; else

if(ends("\03" "ies")) setto("\01" "i"); else
if(h[k-l] != 's‘) k-—;

}

if(encls("\03" ”eed")} { if(m() P 0) k——; } else

if((ends("\02" "ed") M ends("\03" "ing")) && vowelinstemO)
{ k =j;

if(ends("\02" "at")) setto("\03" "ate"); else
if(ends("\02" "bl")) setto("\03" "ble"); else

if(ends("\02" "iz")) sette("\03" "ize"); else

ii‘(doublee(k))
{ k--;

{ int eh = blk];

if(eh == '1' || ch —— ‘s' [I ch 2; ‘2') k++;
}

}

else if(m() = l && eve(k)) sette(“\0| " "e");
l

}

 

/* stepleo turns terminal y to i when there is another vowel in the stem. *2“
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void stepleo { if(cnds(“\0|" "y") && vewelinstemO) b{k] —- 'i'; }

r‘* step2() maps double suffices to single ones. so —izati0n ( = ~izc plus

-ation) maps to —ize etc. note that the string before the suffix must give

 

m0> 0. *x

void step2() { switch (b[k—l])
{

case 'a': if(ends("\07" "ational")) { r("\03" "ate"); break; }

if(ends("\06" "tienal")) { r("\04" "tion"); break; }
break;

case 'e': if(ends(”\04" "enci")) { r("\04" "enee"); break; }

if(ends("\04" "anci")) { r("\04" "ance"); break; }
break;

case 'e': if(ends("\04" ”izcr")) { r("\03" "izc"); break; }
break;

.. "f! "Ii. .14.. ”32-2“ tifil iii”!
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ease 'I': if(ends("\03" "bli")) { r(”\03” "ble"); break; } /*-DEPARTURE—*f

/* To match the published algorithm, replace this line with

case '1': ir(cnds("\04" "abli")) { r("\04" "able"); break; } *x

if(cnds("\04" "alli")) { r("\02" "al"}; break; }

if(ends("\05“ "entli")) { r("\03" "ent"); break; }

if(ends("\03" "eli")) { r("\01" "0"); break; _}
if(ends("\05" "eusli")) { r("\03" "ous"); break; '}
break;

case '0': if(ends("\07" "ization")) { r("\03" "ize"); break; }

if(cnds("\05” "atien")) { r("\03" "ate"); break; }

if (ends("\04" "ator")) { r("\03“ "ate"); break; }
break;

case '5': if(emls(”\05" ”alism")) { r("\02" "al"); break; }

if(ends(”\07" "iveness")) { r("\03“ "ive"); break; }

if(ends("\07" "fulness")) { r("\03" "ful"); break; }

if(cnds("\07” "0u5ness“)) { r("\03" "0115"); break; }
break;

case 't': if(ends("\05" "aliti")) { r("\02" ”al"); break; }

if(ends("\05" "iviti")) { r("\03" "ive“); break; }

if(ends("\06" "biliti")) { r("\03” "ble"); break; }
break;

case 'g': ir(cnds("\04" "legi")) { r("\03" "log"); break; } f*-DEPARTURE—*/
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/* To match the published algorithm, delete this line */

}}

P" step3() deals with ~ie—, —full, mess etc. similar strategy to stepZ. */

void step30 { switch (b[k])

{

case 'c': if(ends("\05" "ieate")) { r("\02" "ie"); break; }-

if(ends("\05" "ative")) { r("\00" ""); break; }

if(ends("\05” "alize")) { r("\02" "al"); break; }
break;

case 'i': ii‘(ends("\05" "iciti")) { r("\02" ”ic"); break; }
break;

case 'I': if(ends("\04" “ieal")) { r("\02" "ie"); break; }
it'(ends("\03" "ful")) { r(”\00" ""); break; }
break;

case '5': if(ends("\04" “ness")) { r("\00" ""); break; }
break;

} }

/* stcp40 takes off «ant, -enec etc, in context <ebveve-Cvk */

void step4()

{ switch (b[kvl])
{ case 'a': if(ends("\02" "al"}) break; return;

case '6': if (cnds("\04" "ance")) break;

if(ends("\04" "ence")) break; return;

ease 'e': if(ends("\02" "er")) break; retum;

case 'i‘: if(ends("\02" "ie")) break; return;

ease 'l': if(ends("\04" "able")} break;
if(ends("\04" "ible")) break; return;

case ‘n': if(end5("\03" "ant")) break;

if(erlds("\05" "ement")) break;

if(ends("\04" "1nent")) break;

if(ends("\03" "ent")) break; return;

case '0': if(ends("\03" "ion") && (b[j] —--— '3‘ || b[_i] = 't‘)) break;
if(ends{"\02" "ou")) break; return;
/* takes care ofwous */

case '5': if(ends("\03" "ism")) break; return;

ease ‘t': if(ends("\03” "ate")) break;
if(cnds("\03" "iti")) break; return;

case 'u': if(ends("\03" "0us")) break; return;
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ease 'v': if(ends{"\03" "ive")) break; return;

case '2': if(ends("\03" "ize"}) break; return;

default: return; _
l

if(m() b l) k =j;
}

1* step5() removes a final —e iFmO ‘2 l, and changes —ll to —I if
m() ‘2 l. *2”

void step5()

{ 1': k:

iffblkl == 'e')
{ int a = m();

if{a>l || a-—= l && Icvc(k-l)) k--;
E

if(h[k] = 'l' && d0ublee(k) 628: m() > I) k——;
}

/* In stem(p,i,j), p is a char pointer, and the string to be stemmed is from

pli] to pH] inclusive. Typically i is zero and j is the offset to the last

character ofa string, (pLj-r l] = '\0'). The stemmer adjusts the

characters p[i] pfi] and returns the new end-point ofthe string, k.

Stemming never increases word length, so i <= k <4j. To turn the stemmer
into a module, declare ’stem' as extem, and delete the remainder of this
file.

*2“

int stem(char * p, int i, intj)

{ b = p; k =j; k0 “— i; /* copy the parameters into statics */
if (k <= kU-H) return k; /*-DEPARTURE.—*/

/* With this line, strings oflcngth l or 2 don’t go through the
stemming process, although no mention is made ofthis in the

published algorithm. Remove the line to match the published
algorithm. */

stcplab{); steplc(); step2(); step30; step4(); stepSO;
return k;

l

f‘“ ———————————————————— stemmer definition ends here------------------------ *f
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stemArray(char “list, int arrayLCn)

{ .
int 1; . . . . .
for (i = 0; i d arrayLen; i++)

if(list[i] != NULL)

stemWord(list[i]);

stemWord( char * s)
{

s[stem(s,0, strlen(s) - l) + l] —' 0;
}

dialog.c: This is main program of dialog module
/**********ahk$*****$****$$****#*alnlnlnk*************#***************************

 

dialogc : The main function for the interactive dialog program. loads all

the global arrays and variables before calling the interacitve function.

Arguments are:

l. The Configuration file for Thesaurus. contains Prompts, index,
basic thesaurus etc.

2. The Learning Thesaurus. — used to store learnt words and to refer to them.
*4:********3:*BQHF******************$**********************************#********x
#inelude fistdio.h>

#include <string.h>

#include "arraylibh"

int numColumn, numRow, numlndex, numMenu;

int startPoint, eofFlag, topValues;

char “rowTerms, **columnTerms, al“"prompts, **stopWords;
float ”matrix, ”cosine, phoneThreshold, webThreshold;
int **indexList, **menuList, ”thesaurus;

int numStopWord, numOrgRow;
int numForms, numPF;
struct form **Fonnlist;

char ***Fprompts, *formfile;
int “scoring, numScore = 0;

char *cfg, *lcfg, *fdoc, *xdoc, *sdoe;

int minPromptCount = l, timeout = 30;

void lnteraetive(char *);
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main(inl argc, char *argv[])

_{
int i = 0;

f*if(argc != 5)

{

printf("Usagc Instructions: dialog config_[ilc loam___file\n");
printf("*** Exiting, goodbyc.\n");
cxit(l);
l“

if(argc != 2)
{

printf("Usagc Instructions: (1 <iiii—file2>\n");
printf(”*** Exiting, goodbyc.\n");
cxit(1);
l

rcadini(argv[ l i)‘
formfile — fdoc;

loadStopWords(sd0c);

numPF = loadFonnsList(xdoc);

numForms = loadForms(fdoc);

loadData(cfg, lcfg);

lnteractiveUcfg};
}

{***************1H):)lnlnk*alnlni:=1:****1”!!!thtimid:*tduk****************************

loaddata : This Function will road the configuration files and load the

information into the relevant global arrays.
******************************************=I=***1lnk=lc*)l=**1=****¥**********rf

loadData(char *filonm, char *fileZ)
{

char bufl256], word[20];
int i,j, k, 1;
int numoxt;

FILE *fp, *f’2;

{******************* Open configuration file ***********t****t**fl

fp = fileOpenmlcnm, "r");

f************** Open learn(eXiendcd thesaurus) file #*************#*/
f2 = filcOpcn(fi162, ”r");
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prompts = columnTerms = rochrms = NULL;

scoring ; thesaurus = index List —" menuList = NULL;

/* read data in the arrays *1!"

numMenu = loadMenuTree(fp, "[M|:‘.NUTREE]");

numlndex z rcadArray(fp, "{PROMPTS]", &prompts, 1, NULL, 0, 0);

numColumn —— readAtTay(fp, "{1NDEX]", &columnTcrmS, l, &in(lexList, numlndex, 0);

numOrgRow = readArray(fp, "[THESAURUS]", &r0wTerms, l, &thesaurus, numColumn, 0);
numRow = readArray(f2, "[EXT-THESAURUST'. &rowTenns; l, &Ihesaurus, numColunm,
numOrgRow);

numScore = readArray(f2, "[SCORINGj", NULL, 0, &scoring, numColumn + l, 0);

fclose(fp);
fclose(f2);
}

;******************************************$*******************************

readArray : Reads the file and fills the rows and columns ofthc given arrays
**************t**********************$********$********#****************$*l

int rcadArray(FlLE *fp, char *hcad, char ***eh_array, int ccount, int ***int array, int icount, int
85))

{

char buf[256];
int i,j, start = 0, we = 0;
int k, (3;

char **lmparray; F‘To store the pointers to the words/numbers from the string*/
:: 5p;

if(icount l—' 0)

tmparray = (char **)malloc((ic0unt -|- l) * sizeof(ehar *));

fscek(fp, 0, 0); /* Go to Top */

while (fgets(buf, 255, lb) != NULL) 2"“ read lines till end offilc */
{

allTrin1(buf);

j = strlen(buf);

if(bquj - l] == '\n'} buflj - I] = 0;
if(start)

{

if(strlen(buf) T O) /* if blank line, stop reading *2‘
break;

if(icount == 0) P" Le. no integer array */

78
?28351 VI

285



286

$21!. fli‘fil iiiii"! "$13: '1 :_-. 123.321. ‘11.. "LIHHlfllI-iiiill

PATENT

Docket No‘: 4428-4001

addWerdfizh __array, buf, ++c);

else 2”“ read first word string ”‘3'

{ /* rest are columns ofint array *1

we = readValues(buf, tmparray);
c++;

(*int_array) = (int **)rea|loc(*int_array, e * sizeoffint *));

(*im array)[c - 1] = (int *)mal]0c(icoum * sizeof(int));
if(ec0unl l: 0)

addWord(ch_array, tmparray[0], c);
else

(*int_array)[e - l][O] = at0i(tmparray[0]);
for (k = l; k s: ieount; k++)

if(k < we)

(*int_array)[e - l][k — ccount] = at0i(tmparray[k]);
else

(*inl_array)[c - l][k - ecount] = 0;
l

}
else

if(!strcmp(head. buD)
start = l;

}
return 6;

}

/*¢*******$***¥***********************t********************xx*******

IoadMenuTree : loads the menutrce from file to menuList array
***********$*$******¥##2##****aIHIHiHl:****1:****************¥*****$******i

int loadMenuTrec (FILE *fp, char *head)
{

char bquZSG];
int i, j, start = 0., count = 0;

fscck(fp, 0. 0);

while (fgets(buf, 255, fp) != NULL)
{

j = strlen(buf‘};

if(buflj - 1] =— '\n‘)

bufl'j - 1] = 0;
if(start)

{

if(strlen(bui) = 0)
break;

mcnuList '4 (int **_)rcalloe(mcnuList, (count + l) * sizeoffint *));
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menuList[count] = (int *)malloc(3 * sizcofiint»;
Sscanflbuf, "%d,%d,%d\n", &menuList[count][O],

&mem:List[c01_uj11][l]_,&m¢nuList[countn20; _
counl++_;

}
else

if(!strcmp(head, buf))
start —— I;

}
rctum count ;

}

rcadini(char * filcnm)
{

FILE * l‘p;

char buflSO], key[80|, valuc[80], commcnt[80];
in! cm;

if((fp=fopcn(filenm,"r"))==NULL)
{

pcrror(file11m);
exit“);

}

while (Igcls(bu£79,fp)!=NULL)
’1

sscanlibuf,"%s %s %s",kcy,value, comment);
if(!strcmp(kc:y, "sdoc"))

sdoc=strdup(valuc);

il‘(!5trcmp(key, "fdoc"))

fdoc=strdup(valuc);
if(!strcmp(kcy, "X(]OC"))

xdoc=strdup(value);

if(!strcmp(key, "cfg"))

cfg=strdup(va]uc);

if(!slrcmp(key, "lcfg"))

lclg=strdup(valuc);

if(!strcmp(key, "minprompl”))

minPromptCoum=atoi(value);
il‘(!strcmp(key, "limeout"))

timeout=aloi{value);
}
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interactive.c: This program contains funtions related to user interaction
/******$***$***************************************************$******* 

Interactive : function to accept a sentence from the user and then .

generate the response.

thesaurusFlag = is l iftherc is atleast I thesaurus/learned word in query
updateFlag = is set to l ifthe program needs to learn (i.e. main menu was

selected during the prompt navigation)

interPrompts = Intersection of prompts
unionPrompts =‘- Union of prompts
interUnionPrompts = Intersection of Union

numlnter -— number of prompts in InterPrompts
numlntcrUnion = mum of prompts in Intersection of Union

nurnUnion = num of prompts in Union
numUnknown = mum of unknown words

*¥*****************************************$******$**$****¥***********x
#include <stdio.h?

#include <signal.h>

#include <3Lring.h>
#include <unistd.h>

#include "globalvarh"

#include "arraylibh"
#inciude "Fonnsh"

#define max(a,b) (a b b)? a: b

#define min(a.b) (a < b)? a: b

#define swap(a,b) (a "= b, b A: a, a "= b}

extern int numScore, Wscoring;

int updathlag = 0, learnFlag, nquueryList T 0;
FILE *lf, *pf;

char ** 11WList=NULL, *queryTerms[50];
int uWNum;

extern int n'linPromptCount, timeout;

char query[256], **queryList = NULL;

char *affrmWordsfl = { "yes", "right", "correct"};

char *negWordsH —- { "no", "neither"};
extem char * (doc;

int otheFlag = 0;

int unknownWords[20J, nquuery = 0, numUnknown;

char **uWords; if Added this array to facilitate learning wven iflateral shift
int numUW; // Added this to facilitate learning wven iflateral shift
void sayOtherO;

81
”£288.“ vl

288



289

.Z'il. I|.'.l| iii“ "'33” ”Eli 

PATENT

Docket No.: 4428-400]

void Intoraclivc(char *flnm)

{ . . . . .

in! lnlerPrompts[20], uuiouPrompls[20], t1Prompls[20];

in! interUnionPrompts[20}, numlutcrUnion, tZPromptsRO], numTZ;

in! i,j, k, 1;
int start, numUuion, uumlntcr, numTl;

in! n, scleclchrompI, thcsaumsFlag = 0;
char *interlog, *proccsslog, c;

numUuknowu = numUW —- 0;

for(i=0; i < 20; i I— l)
unknownWords[i] = 0;

uWordsaNULL;

if((inlcrlog = (char *)gctc1w("TlM EOUT")) != NULL)
timeout — atoi(intcrlog);

if((intcrlog = (char *)getcnv("MINPROMPT")) != NU LL)
minPromptCount = atoi(iulerlog);

if((intcrlog = (char *)getcnv("INTERLOG")) == NULL)

interlog = "tcst.hlml";

if((proccsslog = (char *)gctcnv("PROCESSLOG")) = NULL)
processlog '= "processlitml";

signal(SlGALRM, &say0[hcr);

IfH filoOpon(intorlog,"w");

pf= fileOpcn(proccsslog,"w" ;
fprinthf, "<HTML>\n<T[TLE>%s</TITLE>\n<BODY><FONT SlZEfiSflu“, intcrlog);

fprintflpf, "(l-[TM L>\n<TITLE>%s</TITLE>\néBODY>-<FONT SIZET5>\n", processlog);

systcm("clcar");

printf("'l‘hank you for calling the New Herald.\n");

printf(“How may we hclp you‘?\n\u");

fiarintf(lf,"\nThank you for calling the New Hcrald.<BR>");

fiarintf(lf,"l-low may we help you. 43>");

fgets(qucry, 255, stdiu); /* acccpl the user input *I

while (1)

{
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addWord(&queryList, query, ++nurnQueryList);

nurnQuery = thesaumsliiag = 0;

if(strlen(query) == 0)

I break;

fprinlfflf, "<I> %s</I.‘> <P>". query};

nquuery = creatcArray(qucry, queryTerms);

(2******“can:*ai:an:“up“:xi-***t**$*****Mes:*$**#****$***$Hx**=k**$*f

fprintf(p f, "Terms in Query: ");

for (j = 0;j < nquuery;j++)
fprinlfipf, " ”/05", query’l‘ermst ]);

['printfipf, "<BR3");
X**************1‘$*********1:*********#*******¥*****$********/

!* initialize Interprompts and unionPrompts array *f

for (i = 0; i < 20: i++)

{

t2Pr0mpts[i] = thrompts[i] = 0;

lnterPrompIs[i] = unionPrompts[i] = interUnionPromptsfi] = O;
}

start = l;
1nInterUni0n = numT2 = numTl = numlnter = numUnion = 0;

f* Scan thru all the words to generate unionfinlersectiun of pronnpts*/

for (i = O; i -< nquuery; i++}

{
/* if not in index words check thesaurus ”V

if(!inArray(co]umnTenns, queryTerms[i], numColumn)}
{-

learnFlag = numTl = numT2 = 0;

seanThesaurus(query'l‘ei-rns[i], tl Prompts, t2Prompts, &numTl,

&numT2);

TESSSI vl

/* ifunknownfleamed word save it to array *f

ierarnli‘lag)
{

unknownWords[numUnknown] = i, numUnknown++;

adqurd(&uWords, queryTermsfi], ++numUW);

if(numTl == 0 && numT2 “— 0)
continue;

else

thesaurusli‘lag '—= l;

}
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else

thesaurusFiag == 1;

}

{

numTl = fetchPrompts(queryTenns[i], llPrompts);

numT2 == fetchPrompts(queryTemis[i], t2Pr0mptS);
;********$****$***$**************************¥*¥f

else

fprintfipf, "%5 (index) 2", queryTermsfiD;

for (j = 0;j < numTl;j++)

fprintfipf. " Wed", ll PromptsLiD;

fprintfipf, "4BR3‘");

fflush(pf};
f*********#****#**********#*****$***************i

}

if'(start) /* iffirsl word *z’
{

numlnter = Promthnion(InterPrompts, t2Prornpts, numlnter, numTZ);

numUnion = Promthnion(unionPr0mpts, tl Prompts, numUnion,

numTl);

numlnterUnion = Promthnion(interUni0nPrompts. t] Prompts,

numInterUnion, numT] );
start = 0;

}
else

{

numlnter F PromptInterseetionUnterPrompts, t2Pr0mpts, numlnter,
num'l'2);

numUnion = Promthni0n(uni0nPron1pts, t1 Prompts, num Union,
numTl);

numlnterUnion 2 ProInptInterseclion(interUnionPrompts, t1 Prompts,
numlnterUnion, nuinTl);

}

}
{wean***************t******************************#***;

fprintfipf, "Final Intersection Result: ");

for (j = 0;j 4 numInter; j+-+-)
fprintfipf," %d", lnterPromptsLjD;

fprintfipf, "<BR3");

fprintf(pf, "Final Intersection ot‘Union Result: ");
for (j = 0;j < numInterUnion; j++)
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fprintftpf, " %d", intcrUnionPromplsUD;

fprintflpf, "<BR>");

fprintf(pf, "Final Union Result: “);

for (j = 0;j i numUnion;j-F+) I
fprintflpf, " "/ud", unionPromptsUD;

fprinlfipf, "<BR>”);
filuslfipl);
farm]:Mm:a:M:=1:*2:a:“mun:tau“:tactazacnzautsncac*tacaukakaanuaumurnuwacy

if(numlnter < minPromptCount && thesaurusFlag)
{

iffiiunilnterUnion < minPromplCounl)

numlntcr = PromptUnion(lnterPr0mplS, unionPrompls, numlnter,
numUnion);

else

numlnter = PromthnionUnterPrompts, interUnionPrompls,
numlnter, numlnlerUnion);

}

fprintfipf, "Final Selection : ");

fflush(p[);

for (j = O;j 4 numlnter; j++)

fprintf(pf, " lJ/IJd", InterPromptsij;
fprintf(pf, "<BR‘>");

fflush(pf};

numlmer = ordcrPrompts(InterPrompts, numlnter);

numlnter = removeChild(lntchr0mpts, numlmcr);

{I eliminate prompts D 3

for (j = 3; j < numInter;j1—l—)
InterPromptsLj] = 0;

numlnter = min(numlnler, 3);

fprintflpf, "Selection Aficr Elimination ofdcsccndantsz ”j;

flluslfipf};

for (j = 0;j < numlntcr;j++)
fprinlfipf, " 'J/od", Intchromptsm};

fprintfipf, “<BR>");

fflush(pf};

sclcctedPrornpt = GctPrompt(lnlchrompts, numlntcr);

if (sclectchron-ipt == 100)
continue;

if if (updateFlag)

lean1'l‘hcsaums(sclcctcdPrompt, unknownWords, num Unknown, flnm);
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updateFlag = 0;

forfi ; 0; {J <3 numMenu) && (menul,ist[j][l] != selectedprompt);j+ t);

if(t_nenuLi_st[_j_][2] 3*: 9.9)
l

for (i = 0; i 4 numPF; i++)

{

if(Istrcmp(Fpmmpts{i][ ] ],pr0mpts[selectedPrompt - l]))
{

for(k = 0; k *1 numForms; k++)

if(lstrcmp(Fprompts[i]{0],Formlist[k]—>name))
{

llllForm(f0rn1]ist[k], queryList, nquueryList);
processFom1ffonnlist[k]);
break;

}
break;

}

}

i{(i '—' numPF]

{

system("clear");

printf("\nYour query has been understoodm”);

prinlf("Plca5c wait to be transferred to the relevant department.\n\n");
Ibrintfilf,"€P>Your query has been understood.<l.l>");

[hrintf(lf,"Please wait to he transferred to the relevant dcpartment.<l—]R3-"");
break;

I}

}
else

{

printfi"\n%s\n\11",prompts[menul,istUHZ] - 1]);

['prinlfflf, "\néP3%5<HR>",prompts[menuListU][2] - 1]);
l

I! modified for the loop

prit1tf("Do you have another query?\n\n");
fgets(query,80,stdin);

if(!chkNegtn(query))
{

For(i = O; i < nquueryLisl; i+ &)

free(queryList[i]);
for(i = 0; i 4 numForms; i-H-)

free(f0m1]ist[i]);

free(form[ist);
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froc(quoryLisl);
queryLisl = NULL;

numForms = loadE‘orms(fdoc);
nquueryList = 0;

l/printlf'Tlease tell us your query.\n\n");
f/lgets(query,255,stdin);
continue;
}

system{"clcar");

printl‘(”\n'1"hank you for calling.\nGoodhye.\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n"};
break;

E

fprinthf, "</HTML?=-\n</BODYT>\H");

fprint “pf, "<IHTML3'\II<KBOUYT>\H");
foloscflf);

fclose(pf);

}

int scanThesaurus(char *word, int *thrompls‘ int *tZPrompts, int* :11, int * :12)
{

int i,j, k= 0,1;

int m, tp[20], sflg —— l;

for (i = 0; i 4 20; i-r-+)

thrompts[i_| '— t2Prompts[i} — lp[i] = 0;

for (l = 0; I “C numRow; ]-|—+)

if (Estrcmp(w0rd, row'l‘enns[l_|))
break;

/* iflhe word is not present in thesaurus */
if“ = numRow)

{

fprintIIpf, "%5 (unknown) <BR‘J'", word);
lcarnFlag = I;
return 0;

}
else

{

if(l >= numOrgRow)
{

fprintfipf, "%s (leamcd):<BR>”, word);
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leamFIag = 1;
}

else
fprinlf(pf, "%s (thesaurus):<BR>", word);

for (j = 0; lhcsaurusUij &&j <3 numRow;j++)
{

m — fclehPrompts(coIumn'I‘ernmhhesaumfi]][jl - 1'|, tp);
I************************************$*******$************I

fprinlprf, "<LI>"/os (index) :", e01umnTerms[thesaurus[l][j] - 1]);
for (k = 0; k < m; k++)

fprintflpf, " ‘Vod", tp[k]);
fprimfipf, "<BR2*");
;**************************Hun:**t************************/

*nl —- PromthnionfilPrompts, tp, *nI. m);
if(sflg)

' {

*112 = Premthni0n{t2Prompts, Ip, *112, m);
sfig ‘ 0',
}

{

*n2 — Promptlnlerseeti011(t2Pr0mpts, lp, *n2. m);
}

else

}

fpn'ntflpf, "Union Result: "J;
for (k = 0; k < *nl; k++)

fprinlfipf, " %d", thrompts[k]);
fprintfipf, MERE");

fprintfipf, "Intersection Result: ");

for (k : 0; k < ”“112; k++)

fpn'ntflpf, " %d", t2Prompls{k]);
fprintflpf, "<BR>");
}

return k;

:-
;*********************$********************$**$***************

Promthnion : does a union of arrays pointed by pl and p2 and
stores in pl. returns the total elements in result

******************#********************$*********************;
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in! PromptIJIIiOrl(int *pl , inl *p2, int n1, int n2)

.{ . ,
11/111,};

for (i = U; i < [12; i++)

{{‘or(j "* 0;j é nl;j++)
if(p1[j] we Mil)

break;

ifl'j == 111)
{

Plljl : leil;
n1++;

}
E

return n1;

}

/********************$$*$***********x************$*********************$*$$

Promptlntersection : does a intersection of arrays pointed by pl and p2 and
stores in pl. returns the total elements in result

$¥*¥****#*******************$**$****#***#*X*************$************$***$/

int Promptlntersection(int *pl, int *p2,1’ntnl, int n2)
{

int i,j;

For (i '— 0;i<1n1;i++)
{

for (j —- 0;] C n2;j++}

iftplli] w pzm)
break;

il'(j == n2) 2’“ not there */

{

fOFU I M < n1;j++)

pllj] =pllj + II;
nl——;

i—-;

}
}

return n1 ;

}
/*************mx*************************************************

fetchPrompts : Will fetch all the prompts For 'word' into

Anaylist pointed by “Prompts;
**********#*$***#$***¥*******$*******$**************************/
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int fezchPrompts(char *word, int *IlPrompts)
{

int i,j, k, l;

I for (i = 0; i at 20; i++-)

[1Pr01npts[i] = O;

if((i = inArray(c0]umnTerms, word, numColumu)) == 0)
return 0;

1-~;

for (j —— 0; (tl PromptsLj] = indexList[i][j]) && (i < nuandex}; “4.);
relumj;

}

f¥=l==k$$$=l<$***************$****************************************

GetPrompt: Returns the final prompt selected by user
mums:a:##ancacmk*auuua:sun”:sunkant:autumn:**************************$*#****/

in! GeiPromplUnl *Parray, in! pcnl)
1

int i,j, k, I;

inl mm flag 4 0, af = 0;

char ansESO];

while (1)

{

system("clear");

prinlfCWn");

['primfllf‘, "€P>");

if Removed the comments to reintroduce last prompt
if(pcnt a '- 1 && isLeaiIPan'aymD && numUnknown > 0)

af= ;
If ----------------------------------------

if((pcnl.‘>1)||(pcnt=1 && af'=—'= 1))
1

If sortPrompts(Parray, punt);

ordchromplsU-‘array, pcnl);
for (i = 0; i < pcnt; i++)

{

prinlf("%s\n\n", promplsfl’arrayfi] - 1]);

fprinlitli', "<L1>%s”, prompts[Parray[i] - 1]);
}

if'(!mmflag)
{

otheFlag = 0;

alamiflimeout);
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}

fgets(ans, 80, stdin); /* accept the user input *f
alat‘tn(0);

fprjmmf, "<P§<I}%S¢;f1}<l-’T>",ans);
Fflushfll‘};

if{otheFlag = l && chkAfrm(ans))
j — 0;

else

{

if(ehkNegtn(ans) && otheFlag != 1)
j 4 0:

else

{

addWer(l{&queryList. ans, ++nquueryList);
j = ehkAns(ans. Parray, pent);

}

otheFlag = 0;
}

if(j ——- ~99)
{

updateFlag = 1;
return 100;

5

ifQ c; 0)

{

pent = removeZems(Parray,pent);
continue;

}

mmflag = 0;
}

else

j = pent;
if U == 0}

{

pent = getNodesQ, Parray);

mmflag = updateFlag = l;
}

{

if{isLeaf(Pan‘ay[j - 11))
{

else

return ParrayU — l];
l
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else

pent —— getNodesWarrayU - l], Panay);

af— 1;

}

f**$*#***#**************************#*************¥*******************

ichaf: Returns 1 if'node' is a Ieafin the menutree. else 0
***********#*************$*******************************************{

int isLeaffiut node)

.{ _
Int I;

for (i = 0; i < numMcnu; i++)

if(menuList[i |[ l] ——- node)
break;

if(i —'= numMenu)

return 0;

return menuListUHZ];
}

int getNodesUnt pnodc, int *paITay)
{

int i, j;

for (i = 0,j = 0; i < numMenu; il I)

if(menu List[i][0] = pnode)
9:

parrayfi] = menuListiiH I ];
j++;

}

parrayfi] = 0;

rcturnj;
}

f**************$***************************$**********#**$****#***************

learnThcsaums : rc-writes the thesaurus with relcamcd pattern and newly
learned word.

***********$***********************#********************************#$*******/

IeamThesaumsfint pmpt, int unknownWordsfl, int numUnknowu, char *flnm)
{

int Lj, k, 1;

FILE *fp;

int *tmpltist, tmpCount;
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/* create and initialize a Imp Array ”‘2‘

tmpList = (int *)ealloe{numC01umn, sizeoffint”;

for (i = Iranount = 0; i < numColtufin; i++) I
tranist[i] = 0;

/* scan thru the query words and gather a list of unique keywords in tmp array”:f
tmpCotmt = getKeyWordstzqueryTennst nquuery, tmpList);
2”“ Locate the row for select prompt. if not create new row */

for (k — O; k 4 numSeorc && scoring[k][0] != pmpt; k++);
il‘ (k 3= numScore)
{

scoring 2 (int **)rca]loc(scofing, (k + I) * sizeofiint *));

seoring[k] # (int *) mallocflnumColunm + I) * sizeoflint»;
for (j ——' 0;j <=numC01umn;j++)

scoring[k][j] =7 0;
numScore-H;

}

seoring[k][0] '— pmpl;

for {j = 0; j < tmpCount; j‘H')

Seoring[k][thLi5tU]]++;

{********whines:*************Hankawn:inn”:******$$*************¢********/

for (i '—-' ImpCount ‘- 0; i < numColumn; i++)
ttanisl[i] = 0;

for (j = i = 0;j < numColumn;j++)
{

for (k —' 0; k < numIndex && index Li5t[j][kj P 0; k++)

”(index List[j][k] = pmpt)
break;

if(k <1numlndex && indexListUHk] != O)
{

tmpList[i]=j+1;
i++;

}

1’-

tmpCount = i;

fp = fileOpenmnm, "w" ;

fprintfipf, "<BRbéBbLeamcd words<KB><BR2~");
fprintf(fp, "[%S]\n", "EXT—TI-IESAURUS");

93
728851 VI

300



301

 .I'iL M iii". " 5.3}! ”3.39 7:55 

PATENT

Docket N0.: 4428-40!“

for (i = numOrgRow; i d: numRow; i++)
{

fprintfflp, "%s: ", rowTenns[_i]); __

if(updathlag && inArray(uWords, rowTermsfi], numUW))
{

fprintf(pf, "%s (releamed)éBR>original: ”. querchrms[unknownWordsLi]]);
for (k = O; k < numCDImnn; k++)

{

if(thesaurus[i][k] !; 0)

fprintflpf, " %d". thesaurus[i][k]);

if(thcsaurus[i}[k] == 0)
break;

}

fprintflpf, "<BR>”);

k = PromptUnion(thesaums{i], tmpList. k, tmpCount);
fprinlflpf, "new I");
for (i = 0;j ‘1 k;_i++)

fprintf(pf, " %d". thesaurus[i][j]);
fprintflpf, "<BR}<BR.‘>"];

}

for (j = 0;j < numCqumn; j++)
{

if(thesaurus[i]fi] = 0)
break;

fprinzfifp, "%d,". thesaurus[i]Li]};
1"

fprintf(fp, "\n");

}

for (i = 0; updaIeFlag && i (- numUW; i++)
{

if(inArray(rochrms, uWords[i], numRow))
continue;

fprintflfp, "%s: ”, uWords[i]);

fprintfipf, "%s(new-leamed) :", uWords[i]);

addWord(&rowTerms, uWords[i], ++numR0w};

thesaurus = (int **]rea|loc(thesaurus, numRow * sizeoffint *));

thesaurus[numRow - 1] = (int *)malloc(numColumn * sizeof(int));

for (j = O;j é numColumn; j++) thesaurus£numR0w -1][j] = 0;
for (j = 0;j < tmpCount;j++)

{

94
"£28851 VI

301



302

.‘.'|l.. 11' ll 9H! “3331i ‘ 

PATENT

Docket NIL: 4428-4001

lhesaurus[numRow — 1]fj] —- tmpListLi];
fprintfifp, ”%d,”, tmpListLij);

fprintfgpf, ” %d_”, tmpListLjD;
}

fprintflfp, "\n");

l‘printf(pf, "<BR3<BR>");
}

fprintfflp, "\n");

{3‘ write the scoring in the file */

fprinthl'p, “|_%s]\n", "SCORING");
for (i = 0; i < numScore; i++)

{

fprinIfpr, "%d,"‘ scoring[i][0]};

for(j = l;j é: numCe-lumn;j++)

fprintfi fp, ""/od,", scoringiifljD;
fprintfifp, "\n");

}

l‘printhp, "\n");

felose(fp);
}

;***********w*********$*****#$$***************t********************$******

removeChild: removes descendents of all the elements from the list

****t*********$$**************************$******t************$*****t*ttt/

int removeChildfint *array, int tot)
l

int Lj, k, cut 7 0;

int *tmparray, m = 99;

tmparray = (int *)calloc(num1ndex, sizeof(int));

/* Remove any prompts that are responses rather than choices *f
for (i = 0; i < tot; i++)

{

forU = 0;j < numMenu;j++)

if(menuList[j][]] == arrayfi] && n1enuListU][2] == 100)
anay[i] = 0;

l

2‘“ Remove any prompts that are root node and have a child which is not a leaf rather than
choices *1
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for (i = 0; i < tot; i++)

{

il‘(array[i] ——_— 0) /* already removed so go to next 3‘!
continue;

2”“ il'(isLea[‘(array[i]))
continue; *f

m = arrayli];
whilefl}

i

Ier —- 0;j < numMenu;j++)

if(mcnuList[j][ ]] = 111)
break;

if (menuLiSt[j][0] ——"— 0)
break;

:11 = mcmlList|_j][0];
}

i[‘( rn != arrayli'J)
{

for (j = ();j 4 touj I- +-)
{

if(arruy[_i] == m)

arrayijl = 0;
i

i

i

for (i = 0; i 4 tot; i+ r)

{

if(array{i] = 0) 3* already removed so go to next *l
continue;

for (j = ();j < numlndex;j++) /* inilialize tmparray */

tmparrayLi] =0;

ent = getChildren(array[i], Imparray); 3"“ get children & grand—Children ofi */
for (j = 0;j <10t;j++-) /* scan thru the array to check for child *I

iffi != i) 1* ignore self from checking */

for (k = 0; k C ent; k++)

if(array|'_i] = tmparray[k])

!

arraylj] i 0; /* ifj is child ofi, make it 0 *1
break;
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}
}

1* Shift All non—zeroes upwards */
For (i = 0; i *1: lot; i++)

'1

if(array[i] = 0)

{

for(i = i + 1;j <10t;j++)

if(arrayLi] != 0)
break;

if(j < to!)

{

amifli] ; arraylj I;

arraylj | = O;
}

}

l
P“ count no of elements */

for{j = 0;j < [ot;‘j++)
{

if(array[j] —— 0)
break;

}

return j;
}

/********$**$*****¥*¥¥***********************************************

getChildren: fetches all the dcsccndents ofpmpt into array
$*******$********=F*********#**************##*********************$**;

int getChildren(int pmpt, inl *array)
{

int i,j, k, I;
int t, t1, E2;

in! *tmparrayl , *trnpanayZ;

if(isLeafi(pmpt)) /* ifnode is leaf no children so return 0 */
return 0;

tmpmrayl = (int *)calloc(numlndex, sizeofl’inm; 2'“ child of child in every 100;) */
tmpurrayZ -—— (int *)ealloc(numlndex, sizeof(int)); P" union of all scanned children *I/
t = 11 = t2 = 0;

for (i = 0; i 4: numMenu; i++)
{
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if(mcnuList[i][0] == pmpl && menuList[i][2f I: 100)
{

array[t] = mcnuList[i][ I}; _
t1 = gotChildrcn(array[l], lmpal‘rayl);

12 = Promthnion(lmparray2, tmparrayl, t2, [1);
t++;

}

} .
t = PromthmoManay, tmpan'ay2, t, 12);
return t;

}

int chkAns (char * ans, int * Parray, int pent)
{

char locqucry[256};

int i, j, tmplcnt = 0, tmp2cnt ; 0;
char *resWords[50], start = 'Y';

int numWords, lmpAlT‘dyl [20], tmpArray2[20];
int uwFlag fl 0, rowOrCOIWord = 0;

strcpy(locqucry,ans);

numWords = brcakStr(ans, rcsWords);

if( strcmp(rcsWords[0],"othcr”) 2 O && strcmp(rcsWords[1],"oplions") w—- 0)
i

return 0;

}

numWords = processArray(resWords, num Words, 1);
For (i = 0; i < 20; i++)

tmpArrayl[i] = tmpArray2[i] i 0;

fprintf(pf,"€lifiTnitialized ’l‘cmp Arraym"); fllushmf);

for (i = 0; i4 numWords; i++)
{

if(!inAnay(columnTenns, resWords[i], numColumnD
f

if(!inAnay(rochnns,rcsWords[i],nurnColumn))
{

if(!inArray(uWList, rcsWords[i], uWNum))
{

addWord(&qu,ist, resWordsfi], ++uWNum);
fflushflf);
}
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else

{

l'printf_(pf,'_'~:li.‘>Unanwn Word: %5\n",resW0rds[i]);
fflush(pf);

uwFlag = l; /* unKnown word encountered twice */
l

}
else

r0wOrC01W0rd++;
continue;

}
else

rowOrColWord++;

tmpl ent = fetchPrompts(resWords[i}, tmpArray] );
if(start == 'Y')

{

tmp2ent —- Promthnion(tmpArmy2, nnpArrayl, tmp2ent, t1nplcnt);
start='N';

}
else

tmchnt “ Promptlnterseetion(tmpArray2, tmpAnayl, tmp2ent, tmplent};

tmpzent = Prompthterseetion(tmp/\rray2, Parray, tmpZent, pent);
}

il‘(t1np2ent != l)

{

il'(tmp23nt == 0 && pent = 1 && numWords : 1) if ie. only one prompt &
not selected

{

strepyfims, Iocquery);
if(ehkAI'1-m(ans))

return l;

}

il‘(tmp2ent .‘> I) 29‘ Le. multiple prompt selection then do score
{

strepy(ans, loequery);

return eheekscore(ans, Parray, pent);
}

if{uwl7lag)

il' {Ask l‘orOpO)
return -99;
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else

return — 1;

else _
if(r0wOrColWord)

{

strcpy(query,locquery);
return —99;

}

}

for (i = 0; Parrayfi]; i++)

if{ParTay[i] = tmpArray2[O])
return i + 1;

}

int AskforOpO

i . .
mt l,‘| ;

char *resWords[50];
int numWords ;

system("clear");

printfl’"Your request was not understood.\n");

printh'Would you prefer to speak to an operator or try again with a new request?\n”);
fprintfflf, "<P3Your request was not understood.<Ll>”);

fprintfflf, "Would you prefer to speak to an Operator or try again with a new request?\n");
fflushflf);

fgels(query, 255, stdin); /* accept the user input */

addWord(&qucryList, query, ++nun1QueryI.,ist);
fprintfflf, "<P><:l> %s<ll>‘~", query);

numWords 2 breakStr(query, resWords);

if( inArray(resWords,"operat0r",numWords))
{

printf("\n\nPlease wait for the operator ...\n");

fprintf(if,"<P:~Please wait for the operatOr ...");
fflushUt);
exit(0);

}

if( inArray(resWords,"try",numWords) && inArray(resWords,"again",numWords))
{

system("clear");

printf("Please tell us your new request\n");

fpn'ntf‘flf, "<P>Please tell us your new requeshn");
f‘flushflt);
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fgets(query, 255, stdin); /* accept the user input */
addWord(&queryLiSl, query, ++nquueryList);
}

return I ;

}

void sayOthcrO

{

printfi“\nWould you like to hear other Options‘Pmm");
fprintfflf, "<LI:>Would you like to hear other 0ptions‘?<P>");
otheFlag * I;
}

int eheekseore(ehar *ans. int *Parray. in! pcnl)
{-

char * resWords[50], *pmpIWords[50];
int Lj, *scorc, *scorel;

int numWords, numpWords, maxscore;

score = (int *)malloe(penl * sizeoffintn;

score] = (int *)malloe(pcnl * size0f(int));

for (i = 0‘, i < pent; i++)

score[i] = score I [i] = 0;

numWords = hreakStr(ans, resWords);

for (i — 0; i < pent; i++)
{

numpWords = breakstr(prompts[Parray[i]- l ], pmplWords);
for (j = 0;j < numWords;j++)

if(inArray(pmptWords,resWordsfj], numpWords))
score[i]++;

i-

for (i = maxscore = 0; i d pent; i++)

maxscore = (maxscore < score[i])?se0re[i]:maxscore;
for (i =j = O; i < pent; i++)

j += (scorem =—- maxscore)?1 :0;

if(j = 1) /* single prompt selection *I

{

for (i = 0; i C pent; i++)

if(score[i] = maxseore)
return i + l;

i
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else

{

for (i_ = 0;_i < pcnt; i++)
{

numpWords = breakslr(prompls[Parray[i] — l], pmplWords);

scorcl [i] = gctscorel(resW0rds, numWords, pmplWords, numpWords);
}
maxscore T 0;

for (i "- 0; i < pent; i++)

maxscore = (scorcl [i] > maxscorc)?sc0re} [i]:maxscorc;
for (i =j = 0; i < pcnt; i++)

j += (scorel [i] L: maxscore)? ] :0;
if(j —'; I) 2”" single prompl selection */
i

for (i = 0; i d pent; i++)

if(score][i] == maxscore)
return i + l;

}
clsc

{

for (i = 0; i < pcnl; i++)

if(scorc{i] != maxscorc)

Parmyfi] = 0;
return - l;

}

}

}

inl chkAfnn( char * str)
{

int i,j, numWOrds;

char * resWords[50};

numWords = brcakStr{str, rcsWords);

for(i = O; i < nurnWords; i 4+)

if{inAr‘ray(affnnWords, rcsWords[i], 3))
return 1;

return 0;

}

int chkNegln{ char * slr)
{
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int i,j, numWords;

char * resWords[50];

numWords = breakStr(sir. resWords); I
for (i = 0; i 4 numWords; i ++}

if(inArray(negWords, resWords[i], 2})
return I;

return 0;

}

int getscorel (char **W0rd1, int num l , char **W0rd2, int num2)
{

int i,j, ser = 0;
int lsmatch = 0;

for(i = 0; i < numl; i+-+-)

{

for(j = lsmateh;j < numZ; j++)

if (Estrcmp(W0rd l [i],W0rd2[j]))
{

ser++;

break;

}

ii'(j <I1um2)

lsrnaleh =j + t;
}

return ser;

}

in! orderPrompls(inl *InlerPrompts,inl numlnter)
{

inl i,j, k, l;

in: *lmpArray[2]; 1* 0 - score ; 1 - level; 3 - menu order *I

in: *ImpLisl, tmpCount;

lmpArray[0] = (int *)malloc(numlnter * sizeoflinl»;

lmpArray[l] = (int *)malloc(numlnter * sizeoflintn;

tmpLisl = (int *)mallne(numColumn ‘1‘ sizeoffintn;

for (i = 0; i 4. numColumn; i++)

tmpList[i] = 0;

I! get the lisl ofkeywords from queryTerms
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tmpCount = getKeyWordsmuery'l‘erms, nquuery, tmpList);

for (i =- 0; i ~< numlnter; i+jI-}_
{

I“ get the maxscore for the prompt */

tmpAn‘aflOHi] -— 0;

for (i 7 0; (j < numScore) && (scorinng][0] != lnterPrompts[i]);j++);

/* ifzmy previous scoring present *I’

if((j 4 numScore} && (seofingfi][0] == lnterPromptsUD)
{

fl get the max score

for( k = 0; k < tmpCount; k+r)

tmpArray[0][i] -—~ max(tn1pArray[0][i] , seorinng][tmpList[k]]);
}

ImpAn‘ayHHi] = getLeveHInterPrompts[i]);
§

(2’ sort the array in order of score, level and menu-order

for( i = 0; i < {numlnter - 1); i++)

{

for (j = i + !;j é numlnter; j++)

if(!gThan{tmpArray[0][i], tmpArray[l][i], lnterPrornptsfi],

lmpArray[0]|_i], lmpArray[]]Li], InterPromptsLiD)
{

swap(lmpArray[O][i], tmpArray[0][j]);

swapflmpArrayD ][i], ImpArray[ l ][j]);

swap(lnterPrompts[i], IntchromptsLiD;
}

}

return numlnter;

}

in! getKeyWords(char ”query'l‘erms, int nquuery, int *tmpList)

{ . . .
mt 1,], k, 1;
im count = 0;

for U = 0;_i é nquuery; j++)

{

/* Check ifthe word is keyword */

if((k = inAn'ay(columnTenTIs, query'l‘ermsfi], nun1Column)) !* 0}
i
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K’“ add in temp list only ifnot present */

for (i —' 0; i < count && tmpLisl[i] l: k ; i++);

iI'(i 3L“- count}

tmp List[count4—t—] : k;
Continue;

}

/* cheek ifthe word is Thesaurus/Leamed Word */

if((k = inArruy(rowTerms, queryTermsLj], numRow)) != 0)
{

/* pick—up all keywords for that word *I
for (i = 0; thesaurus[k - l][i] != 0; i++)

{

for (I = 0; l d count && tmpList[l] != thesaurus[k — l][i] ; ]++);
if(l 3*; count)

tmpListlcount++] : thesaurus[k - 1][i];
}

}

i

return count;

}

int getLevel(int pmpt)
{

int i, k, l;

for (i = 0; i 4 nurnMenu && menuList[i][l] I: pmpt; i++);
k = menuListiiflO];

for (I ; 0; k 3* 0;l++)
{

for (i n 0; i < numMenu && menul,ist{i][l] != k; i++);

k = menuList[i][0];
}

return I;

}

int gThan(int :1, int b, int c, in! p, int q, int r)
{

if‘(a > p) return 1; if Deso order here

if(a < p) return 0; {X Dese order here

if(b > :21) return 0; If Asc order here
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if(b < q) return 1; {I Ase order here

if(e ‘2 r) return 0; // Ase order here

return 1; (/Ase order here

formlib.e: This program contains functions for forms processing
#il‘lelude <5tdio.h>

#includo (string.h>

#ine1ude ”arraylib.h"

 

struel input {

char *Type;

char *APrompI;

char *RPrompt;
char *Name;

ehar *Value;
char ”Choice;

int numChoice;

};

struct form {
char * name;

struct input **fields;
int numFields;

};

char * spiit(ehar * , char);

int loadForm(FlLE *f, stmet form *frm, char *name)
{

int j, start=0;

char bqu5 1 2];

char fname[20];

Sprintf(fname,"[%s]",name);

fseek(f,SEEK_SET,U);

while(fgets(buf,512,f) !=NULL) {

j = strlen(bu f);

if(buf[j - 1] = '\n') buffj -1]=0;
if(start)

{
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if(strlen(buf) == 0) /* if blank line, slop reading *1
break;

frm—finumFicld5++; _ _ _
fi'm—fifields —- (struct input **)realloc(frrn-“‘fields, (fi‘m->numFiclds) *

sizeofistrucl input *));

fnn—T>liclds[frm—>num[-‘ieldg—l] = (strum input *)n1alloc(sizeof(slruct input));

loadInput{fnn—>['lclds[frm—>numFiclds—l ], but);
}

clsc

if(!strcmp{fnamc, but» {
starl T 1;

frm-bname = strdup(name);
frm—rbnumFieldFO;

frn]—>['ICICIS=NULL;

}
}

return start;

}

loadlnput(slruct input *inp, char * str)
{

char ***list, *Impstrl, *tmpstrZ;

int i,j, len;

inp-b'l'ype = inp—>A Prompt = inp-‘PRPrompt — inp-bNamc = inp—>Valuc = NULL;

Iisi = (char ***)malloc(2 * sizeoflchar **));
list[0] = (char **)malioc(2 * sizeoflchar *));

Iisll ]] -‘ {char **)Ina]]0c(2 * sizeofichar *));

lisl[0][0] = str;

For(i=0;(list[i+ I ][0] ; split(list[i][0],':'))!=NULL;i++-)
i

list[i][1] == split(l1’st[i][0],'——-‘);

list = (char ***)realloc(1ist,(i+3)*sizeof(char**));

lisl[i+2] = (char **)malloc(2 * sizcof(char *));
}

lisl[i][l] = split(li8l[i][0L"—');
1011 = i + l;

for(i=0; i <len;i++)

i

if(!strcmp("Typc",list[i][0]))

mystrcp(&inp—>Type,list[i][1]);

if(!strcmp("APrompt",lisl[i][0]))
myslrcp(&inp->APr0mpI,[ist[i][1]);
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if(!slrcmp(”RPrompt”,list[i][0]))

myslrcp(&inp-3~RPrompl,list[i][l1);

if(Istrcmp("Name",listii]{03)}
I mystrcp(&inp-}Name,lisl[i][1]);

iF(Eslrcmp("Value",list[i][0]))

mystrcp(&inp->Value,list[i][ I j);

if(!strcmp("Choice"_.list[i][0]))
{

mystrcp(&tmpslr1, lisl[i][1]);

tmpstrZ — tmpstr];

inp—>Ch0ice = NULL;
inp-bnun1Ch0ice=0;

forfj=0;tmpstr] [j];j++)

{

if(tmpstrl [j]=',‘
{

lmpslrl U]=0;

inp-bChoice = (char M)nealloc(i[1.p-3>Choice,(inp-
>numChoice+1)*sizeof(char *));

inp-bChoice[inp->numChoice++] =3 strdupumpstrZ);

allTrim(inp->Choice[inp->numChoice—1]);
tmpstr2=tmpstr1+j+l;
}

}

inp-3>(3h0ice = (char **)rcalioc(inp—>Choice,(inp—
>numChoice+1)*sizeof(char *J);

inp—>Ch0ice[inp—>numCh0ice++j ; 5trdup(tmpstr2);
a]ITrimUnp—>Choice[inp-}num(3h0ice-1]);

}

}

}

mystrcp(char Mstrl, char *str2)
’1

int lcn, i,j;

len = strlen(str2);

iflslr2[0_|:"" && strzilen-l J="”) // Le. quoted string;

For (i = Stl‘2[~-Ienj = 0; (Slr2[i] = str2[i + H); i++);

*strl = (strlen(str2)SLO)?NULL:strdup(str2);
}

char * split(char * str, char dlm)

108
mass: VI

315



316

 

i .
Int 1;

for (i = 0; 5111i}; i++)
if(slr[i] =1 dim}

{

slr[i] z 0;
return str+i + l;

}
return NU LL;

}

acceptFom1{slrucl form *Frm)

.{ .
ml 1;

char ans[256];

struct input cnfm;

cnfnLType = "MChoice";

cnfm.APromp1 = strdup("ls this information correct‘?");
cufm.numChoice : 4;

cnfmChoice = (char **)malloc(2 * sizeofichar *));

cnfmChoiccm] = strdup("no");

cnfmChoiceH] = strdup("ycs"};

cnfin.Choice[2] — sirdup{"righl");

cnfin.Choice[3] = strdup{"corrccl”};
cnme’alut: 7 NULL;

syslen1("clcar");

printf("\n");

for(i : U; i<frm-}num Fields; i++)
1

if(!strcmp( frm-bfields[i]—>"Typc,”Say”))

sachxl(fnn—>fields[i]);

if'(frm->fields[i]—>Value 1: NULL)
continue;

if(EstrempUrm—bfieldsfi]—>Type,"AcceptResponse"))

gechxt(fnn->field5[i]);

iF(!strcmp(frrn-bfie]ds[i]—>Type,"MChoicc")}

getChoice(fnn—bficids[i]);
E

while (1)

{

system("clear");
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printfl"\n");

for(i = 0; i<frm->numFiclds; i++)
{

' ' if(!strcmp(frm->fic1ds[i]->Type,"AcccpIRcsponse"))
say'l‘cxt(fi'm->ficlds[i]);

if(Istrcmp(frII1-3>ficlds[i |->Type,"MChoicc"))

sachxt{frIn->ficlds[i]);
}

printf("\n");
gctChoicc(&anm);

if(strcmp(cnfin.Value."no"))
return I;

systcm("c|car");
prilltr("\n");

for(i = 0; i<frm~fvnumFiclds; i++)

{

if(!strcmp(fm1—>ficlds[i]—bType,"AcccptRc:;p0ns;e"))

gcl'l‘cxtfimrbfieldsfi I);

if ( !strcmp(fnn—> ficldsl i [—3>Typc,"MChOiCe"))

getChoice{frn1->ficlds|'i]);
}

}

gcl'l‘cxt(slruct input * inp}
{

char bulIZSfi};

prinlf("\n%s\n\n",inp—>APrompt);
fgcls(buf,255,stdin);
all’l‘rim(buf);

imp->Valuc '-' strdupflaul);
}

sayText(struct input * inp)
{

if (inp~>RPrompl != NULL)

prinlf("%s”,inp->RPrompt);
if(inp->Value != NULL)

printh"%s",inp->Valuc);

if(inp—>RPrompt != NULL H inp->Value != NULL}
pfinlf(".\t1");

}
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fillForm(slrucI form * frm, char ** Array, inl arrCount)
{

in! i_,j, wrdCount =_0, lmpCount =_0;
char **wordList = NULL;

char *tmparray[50];
forfi = O; i <5 arrCount; i++)

{

tmpCount = breakSlflArrayfi], tmparray);

wrdCount = mergeAITay(&w0rdList,lmpan~ay, wrchount, tmpCount);
}

wrdCount = processArray(wordList, wrdCount, I);
forfi ‘— O; i < fnTl—bnumFicldS; i++)

if(IstrC111p(frrn—>liclds[ij—>Typc,"MChoicc"))

selcclValue(frm->Iields[i1, wordList, wrdCount);
}

int selcclValuc(stmct input * inp, char Marray, int art-Count)
{

int i, j, *scorc;

char *tmparray[20] ;

int max, maxcount, tmpCount;

score = (int *) malloc(inp—>numChoicC * sizeoffinl»;

for (i —- 0; i < inp->numChoice; i++)
{

scorc[i] = 0;

ImpCount —' breakStr(inp->Choice[i], tmparray);

if(lmpCount > I) // Basically to avoid filtering of'ycs‘, '110' etc

['1ltchlopWords(tmparray, tmpCount);
ll‘anount = processAn‘ayOmparray, ImpCount, 0);

fora = 0;j < m1pCount;j-H-)

if(inArray(array, lmparrayIj], arrCount))

score[i]++;
}

for(i = max = 0; i < ian-numChoicc; i++)

if(scorc[i] 3- max) max = scorefi];

for(i = maxcount = 0; i < inp->numChoicc; i++)

if(scorc[i] :2 max) maxcount++;

if(maxc0unl != I)
return 0;

For(i = 0; i < inp->numCh0icc; i++)

if(scorc[i] =—' max)
{
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inp->Va[uc ; strdup(inp—>Choicc[i]);
break;

_ }
rclum I;

}

processF0m1 (strucl form *Frm)

{

int i,j;

char *fonnTypc = NULL, *fonnAction '— NULL;

for(i = O; KIM—finumFicids; i++]
{

if(frm-?fields[i]—>Value :_—-. NULL)
continue;

if(!strcmp(fnn—Dfie]ds[i]—3>Type,”F0rn1Type"))

formTypc = slrdup(fmI—>fields[i]~b\/a1uc);

if{!strcmp(frm—>ficldsfi]—>Typc,"For-mActi0n"))

[brmAction = slrdup(frm—bfields[i]—)Value);
}

If If not defined the form type use 'AcccptFrom' as default.

if(f0rrnTypc — NULL)

formTy‘pc = strdup("AcceptFonn”);

if(!strcmp(fonnType,"Acceptl‘omf'n

j = acccplForrn(frIn);

if (IStrcmp(fomITypc,"ResponscFom1"))
j = responscFonn(fnn);

if(j !—- 0 && fennAction != NULL)
pcrfonnAction(fnn, fonnAction);

}

responscFom(struct form *fnn)
{

int i;

system("clear");
pfinth"\n");

for (i = 0; i «1 fnn—bnumFiclds; i++)
1

112
7288M v1

319

 :';'r.. 31%.. .‘.H was; 1111. i-gj-éf-ii

PATENT

Docket N0.: 4428-4001



320

.'.‘[| . iimll ii?“ “Eli ”933% 

PATENT

Docket No.: 44284-1001

if(sircmp(”Say",frm->ficlds[i]~>Type))
continue;

say'l‘exl(fnn—>fieldsfiD;
} .

prinll("\n"};
}

gchhoice(strucI input * inp)
{

char bul1256], *1mparray[50];
int lmpCount;

while (1)
{

prinlf("\n%s\n\n", inp—bAPrompt);
Fgcls(buf,255,stdin);

ImpCount -‘-'- breakStr(buE tmpan’ay);

if(tmpCount } 1);“! Basically to avoid filtering of'ycs‘, 'no‘ ctc

filtchtopWords(tmparray, tmpCount);

ImpCount = processArrayfimpanay, lmpCount, 0);
il'(sclcctValue(inp, tmparray, lr11pCount))

return;

}

}

pcrformAclionGtrucl form *frm, char *action)
{

strucl form f;

char * cmd = NULL;

char ml" [256];
int i,j,lcnl, len2;

FILE *pd;

sprintfl’huf, "%s <<EOD\II", action};

cmd -— strdup(buf);

for (i = 0; i < frm-finumFiclds; i++)
{

if(frm—>fields[i]->Namc = NULL)
cominuc;

Sprin1f(buf,"°/I;s=%c°flus%c\n",fnn—>fields[i]-3’Name,"”,l‘rm—fifieldsfi}->Value,"");
10111 = strlcn(buf);
len2 = strlcn(cmd);

cmd = (char *) rcalloc(cmd, (lenl + 16:12 + 1) * sizeofichar»;
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strcal(emd, but);
}

sprintlfhul‘,"EOD\n");

lcnl = Strlcn(bul);

len2 = strlen(cmd);

cmd = (char *) rcalloc(cmd, (lenl + len2 + l) * sizeolfcharn;
streat(cmd, but);

if((pd = popcn(cmd, "r")) == NULL)
i

fprintfistdcn; "Error in command executiorfln");
exil(] );
}

{name # NULL;

fnuml’ields —' 0;

[fields '-— NULL;

while ((l'gets(buf, 255, pd)!= NULL»
{

j = str]cn(buf);

if(bquj -1]=='\n')buf[i — l] =0;

if(strlen(buf) = 0) P“ if blank line, stop reading *2“
continue;

finumFields++;

[fields —' (struet input **)realloc{l'.fields. (EnumFlelds) * sizeofistruct input *));

f.fields[f.numFields-l] = (strum input *)malloc(sizeol‘(struct input));
loadlnput(l‘.fte]ds[f.numb‘ieldsJ 'l, but);
}

pclose(pd);

processForm(&f};
}

HEADER FILES (C)

globalvarJl: Header file for global variables

extem FILE *webDoc. *phoneDoc;

extem int numColumn, numRow, numlndex, numMenu;

extern int startPoint, eofFlag, IopValues;

extem char **row'l'erms, **co]umnTenns, a""‘prompts, **stopWords;
extem double ”matrix, “cosine;

float phone'l‘hreshold, webThreshold;

extern int **indexLisl, **menuList, “thesaurus;
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extem int numStopWord, numOrgRow;

void stemArraylfchar “list, int arrayLen);
extern int numFomis, numPF;

I hit stemWord(ehia1I' *);- I I
extem char ***Fprompts;
extem int numForms, numPF;

extem struct form “formlist;

process.h: Header file declaring functions in process.c
;******************************************¢*******$****#*******************$\

  

* Processh: *

\***************t*********#*******************$*$***********#**************$*;

int processFile(char *filename, char ***cArray, float threshold);
void loadStopWords( char * filename) ;

If int allTrim( char *str);

void filllndexo;

void updateThesaurus( char *str, int pmpt);
void creathatrix(char * filenamo);

if in: readPara(FlLE *fp );

ff int wordslnPara (FILE *fp);

void calcCosineO;
int eraseZeroesO;

void createThesaunlSO;

If void floatSort{inl *eolnum, float *tmpcos, int numRow);
void saveDala(char *filenm);

arraylibJ]: Header file declaring functions in arraylib.c
1**‘Ihk**3k*****$****************************$*********$$****$****1¢********\

* ArrayLibh *
\*******************$***************¥****#******$********$*********$*$t*{

in! fetchWord(FlLE *f, char * wrd);

int inArray(char a“"‘array, char *word, int length);
int removeNulls(char **strarray, int numWords);

int mergeAITay(ehar ***Arrayl , char **Array2, int numAn'ayl , int numArray2);
int readValues(ehar *str, char **an‘ay);

void sortArraflchar *allwords[], int numwords);

int loadPrompls(char *filenar’ne);

void loadStopWordS(char *);
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FILE * filcOpen( char *filcname, char *mode);

void addWord(char *** cArray, char * word, int (3);

int brcakStr(char * str, char **_str_array)_; _
void filterSiprordsfchor ** strarray, int numWords);
void fillerDuplicates(char ** slrarray, int numWordS);
int IoadForrnsLisl( char *filename);

int loadForms(char * filcnamc);

int all'l‘rim( char *str);

int createArray(Char *, char **);
int pmccssArray( Char **, int1 int);

formle: Header filc declaring functions iofomflibs

'3I. -!|"II! iii?! :1 EII '

 
#include <stdi0.h>

extem stmcl input {

char *'l‘ype;

char *APrompl;

char *RPrompl;
char *Name;

char *Value;

char WChoice;
int numChoicc;

}a;

extern struct form {
char * name;

slrucl input ”fields;
int numFiolds;

Ib;

Char * split(char * , char );'
int |0adF0rm(FILE *, struct form *. char *);

void loadlnpul(struct input *, char * };
void myslrcp(char M, char *};

void dumplnput(FILE *., struct input *);
void dumpForm(FILE *, struct form *);

void aCCCplForrn(eruct form *);

void get'l‘exfistmcl input * );

void fillForm(struct form * frm. char ** Array, int arrCounl);
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MAKE FILE

make-file: Makclile for compiling the source code.
all: t d dcmorun

t: mainc proocssc arraylibc slcmlibc formlibc

cc -g mainc processc anuylibc stcmlibo formlibc -o 1 —lm

d: dialogc interactivec arraylibc stcmlibc fonnlibc

cc —g dialogc inleractivec arrayiibo stcmlibc formlibc -o d
dcmorun: dcmomnc

cc dcmorunc —o dcmcmn

mainc: mainc proccss.h arraylibh for-mall

cc —c —g mainc

processc: processc globalvarh fonnsh
cc —c —g proccssc

arraylibc: arraylibc globalvarh
cc -c -g arraylib.c

dialogc: dialogc arraylibh

cc —c —g dialogc

interactivcc: interactivcc globalvarh
cc —c —g interactivec

slcmlibc: stcmlibc

cc -c —g stcmlibc
formlibc: formlibc

cc ~c —g fonnlibc

 

clean:

rm -f*.o t d core dcmorun

bkup: clean

tar cvzf..fstcm‘datc "+%d%m"‘.tgz .

PARAM ETER FILES

Lini: This file contains parameters required for program ‘t'

pdoc p # phcncdoc
wdoc w # webdoc

sdoc s # stepwcrds
I'doc f# forms

xdcc x #1! link offorms & prompts

cfg z..cfg # ccnfig filc
pt 0.02 # phoncThrcshold
wt 0.0006 # wchhrcshold

tv 5 # lopValues for cosine
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d.ini: This file contains parameters required for program 'd‘

cfg Lefg tr config file

_ lefg l.cfg ft learn file
sdoc s it stopwords
t'doc Ht forms

xdoe x it x

minprompt 2 # minimum no of prompts

timeout 30 it timeout sees for other options

 

DATA FILES

p: Document 'p'
  

Are you calling about subscriptions?

Would you like to order a subscription?

Would you like to pay your subscription fees?

Would you like to give a gift subscription?
Would you like to change your address or change any other information?

Do you have any billing enquiries or concerns?

Would you like infomiation about your account balance or your payments?

Would you like to speak to a customer care representative?

Would you like to temporarily suspend your delivery?

Is there a problem with your paper or delivery?

Did you miss today's paper?

Did you miss yesterday's newspaper and would you like credit for yesterday?
Did you receive a wet paper?

Would you like information about the New Herald website?

Would you like to obtain your New Herald website password?

The website address is www.11ewherald.eom_ Would you like any other information about
the website?

Are you calling about advertisements?

Would you like to advertise in the New Herald?
Is it a classified ad?

Is it a full-page, half-page, or quarter-page ad'?

Would you like to place an ad?
ls it a classified ad?

ls it a full—page, half-page, or quarter-page ad?

Are you calling about something else?

Would you like to write to the New Herald?

Would you like to submit an article to the op—ed page?
Please email your article to oped@ncwherald.eom.

Would you like to send a letter to the editor?
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Please email your letter to letters@newhcrald.com.
Would you like to work for the New Herald?

Would you like to writefor the New Herald? _ _
Would you like to work for the editorial division or for the administrative

division?

w: Document 'w'

Now, it's easier than ever to manage your Herald. Welcome to The New Herald Subscription &
Customer Care Web site. You expect all the news that’s fit to print in each issue of The New

Herald. And you can expect responsive, round-the—cloek on-line customer care that allows you to

review and update your delivery and billing information, stop delivery of your newspaper when
you're away, discover special promotions and notify us of any questions or comments you have.

And if you're not a subscriber, browse our Web site and consider subscribing to home delivery.
Please enjoy your visit.

 

With convenient home delivery, you will be sure to receive all the wit, the wisdom, the news, the

views offered in every issue of The New Herald. And, through this special offer, you will get
50% off the regular rate for the first eight weeks. To subscribe enter your ZIP code below and
submit.

ZIP Code:

Expect the World Around the Clock

We are pleased to offer our subscribers instant, 24-hour on—linc customer care to meet your

service needs. Now, it's easier than ever to order home delivery, review your bill, or change your
service -- and to lind out about Special customer benefits and promotions.

Take Our Survey

Help us provide you with the highest quality customer service. This short survey asks for vital

information about you and your service needs. The New Herald may perform statistical analysis
of reader interests to identify ways to improve our services and products to better meet the needs

ofour subscribers. Personal informatiorr about you as an individual subscriber will not be

provided to any third party. Our privacy policy is posted online to disclose our guidelines for the
use of customer information.

You can handle most of your subscription service requests online, including:

* SuSpending your delivery while you‘re away
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* Reporting missed deliveries

_ * Checking the status of your account

* Checking your billing history

* Changing your delivery or billing address

* Changing your method of payment

To subscribe

Customer care:

Account Summary

Update Account

Activity History

Billing History

Paper not received

Suspend delivery

Complaints

Order Home Delivery at 50% 0ff(US Customers Only)

With convenient home delivery, you can start each day with all the news, the views, the wit and
the wisdom you expect from The New Herald. And, through this special offer, you can save 50%
on the first eight weeks when you order today. It's a smart, easy way to keep up with The Herald.

This offer expires December 3 l, 200] and is valid in areas served by The New Herald' delivery
service. Subscribers who have had Herald home delivery within the past 90 days are not eligible
for this introductory offer. To subscribe enter your ZIP code below and submit.

GIFT S UB SC RLPTION OFFER

There's no present like The Herald. And, when you order a gift subscription of 12—week home

delivery ofThe New Heratd, you'll save 50% on the regular rate. Hurry. This offer expires
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December 31, 2001. To order, enter the ZIP code ofthe gift recipient below and submit.

_ Order Home Delivery at 50% Ofl‘(US Customers Only)

With convenient home delivery, you can start each day with all the news, the views, the wit and

the wisdom you expect from The New Herald. And, through this special offer, you can save 50%

on the first eight weeks when you order today. It's a smart, easy way to keep up with The Herald.

This offer expires December 3 l, 2001 and is valid in areas served by The New Herald' delivery

service. Subscribers who have had Herald home delivery within the past 90 days are not eligible
for this introductory offer. To subscribe enter your ZIP code below and submit.

ZIP Code:

GIFT SUBSCRLPTION OFFER

There's no present like The Herald. And, when you order a gift subscription of l 2—week home

delivery of The New Herald, you'll save 50% on the regular rate. Hurry. This offer expires
December 31, 2001. To order, enter the ZIP code ofthe gift recipient below and submit.

ZIP Code:

LARGE TYPE WEEKLY

Devel0ped especially for people with low vision, The New Herald Large Type Weekly offers a
select package ofthe week's news printed in 16-point type--about twice the size of the regular

type size. With its updated, color—enhanced design, The Large Type Weekly is a striking-and

clearly readable way to enjoy The New Herald. A mail subsen'ption of The New Herald Large
Type Weekly makes a great gift for yourself or someone you care for.

To order, select a countryi’region below and submit.

Order Home Delivery at 50% Off (US Customers Only)

With convenient home delivery, you can start each day with all the news, the views, the wit and

the wisdom you expect from The New Herald. And, through this special offer, you can save 50%

on the first eight weeks when you order today. It's a smart, easy way to keep up with The Herald.

This offer expires December 31, 2001 and is valid in areas served by The New Herald' delivery

service. Subscribers who have had Herald home delivery within the past 90 days are not eligible
for this introductory offer. To subscribe enter your ZIP code below and submit.
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ZIP Code:

GIFT SUBSCRIPTION OFFER

There's no present like The Herald. And, when you order a gift subscription of 12-week home

delivery of The New Herald, you'll save 50% on the regular rate. Hurry. This offer expires
December 31, 2001. To order, enter the ZIP code ofthe gill recipient below and submit.

ZIP Code:

LARGE TYPE WEEKLY

DeveIOped especially for people with low vision, The New Herald Large Type Weekly offers a

select package ofthe week's news printed in 16—point typo—about twice the size ofthe regular

type size. With its updated, colorwenhanced design, The Large Type Weekly is a striking--and
clearly readable way to enjoy The New Herald. A mail subscription of The New Herald Large
Type Weekly makes a great gi ft for yourself or someone you care for.

To order, select a country/region below and submit.

Country:

The New Herald Book Review

Get a head start on the latest book reviews, the acclaimed New Herald Best Sellers lists and

everything new and noteworthy in the literary world. When you order a mail subscription to The
New Herald Sunday Book Review, you'll receive it days in advance ofthe Sunday New Herald.

To order, select a countryz’region below and submit.

Country:

To Subscribe - Foreign Mail Subscriptions

Stay informed with all the news in the United States and throughout the world, including sharp

analyses, reports and revieWs from the world of business, Sports and the arts. Discerning readers
acress the country and around the globe depend on The Herald for inside revelations, outside

opinions, all sides of the story. Now you can too -- with the convenience of home delivery by
mail. Order now.

To change your address, method of billing or any ofthe account information featured below,

please enter the updated information in the appropriate box. Once you have completed all
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information requested, please click Submit at the bottom of the page. (Please note: It is necessary
for all bold fields to be filled out to process your updated information.)

I Your billing and payment history provides an aka-glance summary of your account and makes it
simple to check on your balance, last payment and new charges. Recent invoices are listed below

for your review. Questions may be submitted to our customer care billing representatives by
going to the Complaints page. Please be sure to indicate Billing Inquiry as the nature of your
complaint.

Did you miss a paper? The New Herald is committed to making sure you get every issue you've
ordered. If you did not receive your paper or any of its sections, simply select one ofthe
following redelivery options so that we may deliver one to you.

Please note: Only same day redelivery is available on-line; you must submit this information on

the same day On which your paper or section was to be delivered. For credits on past issues,
please phone our customer care representatives at 1(800) 555-9876.

I would like to have today's paper delivered tomorrow. Please credit my account for today's
missed paper.

Did you miss a paper? The New Herald is committed to making sure you get every issue you've
ordered. If you did not receive your paper or any of its sections, simply select one ofthe
{chewing redclivcry options so that we may deliver one to you.

Please note: Only same day redelivery is available on—line; you must submit this information on
the same day on which your paper or section was to be delivered. For credits on past issues,
please phone our customer care representatives at 1(800) 5553876.

PAPER NOT RECEIVED

I did not receive today‘s paper.

ACCOUNT NUMBER: 060095544

Reason:

Select One: I would like to have today's paper delivered tomorrow.

Please credit my account for today's missed paper.

SECTIONS NOT RECEIVED

123
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I received today's paper with the section(s) checked below missing

Sectionsnot reeeived:_ ARTS & LElSURE_ BUSINESS

DINING IN/OUT MAIN NEWS SEC

METROPOLITAN SPORTS

Select One: I would like to have today's paper delivered tomorrow.

Please credit my account for today's missed paper.

As a ncw5paper home delivery subscriber, you may suspend your service for any amount of
time. When you suspend your home delivery service, you may elect to take part in our vacation

donation program (see description below). Please indicate your suspension

and restart dates below:

ACCOUNT NUMBER: 060095544

SUSPEND/RESUME

Suspend:

Resume:

Vacation Donation Program

During your next vacation, sit back, relax -- and at the same time enrich your community.

Through The New Herald Newspaper in Education program, you can donate your subscription to

students for the time period in which you will be out of town. For each cepy you donate, at least

two students will receive their own copy of The New Herald. To donate your vacation copies,
please indicate below.

Choose One: Donate the vacation period papers to local schools through the Newspapers in
Education program. Credit my account for the period ol'my vacation. SUSPENDIRBSUME 2

Suspend:

Resume:

l24
723851 v1

331



332

:3 "Iii ... ."ll. .iili... .Iiii. “:Eil'r Hill iii“! it. an: iiif! .--.:;;i ”ii

PATEN'I‘

Docket No.: 4428-4001

Choose One: Donate the vacation period papers to local schools through the New5papcrs in
Education program, Credit my account for the period ofniy vacation. SUSPEND/RESUME 3

S uspend:

Resume:

Choose One: Donate the vacation period papers to local schools through the Newspapers in
Education program. Credit my account for the period of my vacation.

To best provide you with responsive, accessible customer service, we encourage your comments

and suggestions. Please let us know aboat any dissatisfaction you may have with your delivery or

billing sewicc. Customers who have not received a paper can order another paper or receive
credit for today by clicking here.

For all other subscription cOnccrns, please use the form below to send us an email indicating the

nature of your complaint and explaining how we may help you. A customer care representative
will respond to your request within 24 hours to the email address provided on this form.

S: Document '3'
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I: Document 'f‘  

[FORMI l _ . .

Typc*-"F0n11Typc":Valuc="AcccptFomi”

Typc="AcccptRcsponse":Name="AcctNo":APrompl="Plcase tell us your account
number.":Value="":RPrompt—"Your account number is "

'I‘ype="AcccptResponsc":Name="datc":APrornpt="Wben would you like to start suspending the

paper?":Value="":RPrompt“-"'I‘he delivery will stop on "

Typc="MChoice":Name="Duration":APrompt="Would you like to suspend the papcr for one
month, two months, or three months?":Choice="one monlh,two months,lhree

months":Value="”:RPrompt="’I‘he delivery will be suspended for "
Typet"Fom1Aclion":Value="r;’susp_deli"

[FORMZI

Type="l"orm'l‘y'pe”:Value="AcceptForm"

’l‘ype="AcceptRcsponse":Name="Name":APrompt=“Please tell us your
name.":Value—-"":RPrompt="Your name is "

Type—"AcceptResponse":Name="AddreSS":APr0mpt="What city do you live
in?":Value="":RPronrpt="You live in ”

'l‘ype="MChoice":Namc="SubType":APrompt="Would you like the newspaper daily orjusl the

Sunday paper?":Value-"":Choice="a daily newspaper,the Sunday newspaper":RPrompl="You
have opted for "

Type="MChoice":Name="SubPrd":APrompt="Would you like a half-yearly or annual

subscription?":Value—"":Choice="a half-yearly subscriptioman annual
subscription":RPrompt="You have chosen "

Type="F0rmAclion":Value="./add__acct"

[FORM3]

'I‘ype=“FormTypc":Valtie=”AcceptForm"

'I‘ype="AcceptResponse":Name="Acctl\lo":APromptr—"What is your account
number?":Value="":RPromp1-—"Your account number is "

Type—”FormAction":Value="./acct_info"

{FORM4}

Type="Fonn'I‘yp c" :Value="AcceptForm"

'I’ype="AcceptResp0nse":Name="AcctNo":APrompt="What is your account
number?":Value="":RPrompt="Your account number is "

Type="FormAction":Value="./gel_pymt"

[FORMS]

Type="F0mlType":Value="AcceplFonn"

'l‘ypeT"AcceptResponse":Name="Name":APrompl="Whom would you like to gift the

subscription to?":Value="":RPrompl="You are gifting this subscription to "

IZS
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Type="MChoicc":Name—"SubType":APrompt-"-"Would you like to give a daily newspaper or
just the Sunday paper?":Value'"-"":Choicc="a daily new3paper,thc Sunday
newspaper":RPrompt="You have opted for "

Type="MChoiee":Namc="SubPrd":APronrpt="Would you like a half-yearly or annual

subscription?":Value="":Choicc——-”a half—yearly subseription,an annual
subscription":RPrompt="You have chosen "

Typc="FormAction":Value="./add_aeet"

[FORMé]

Type="ForrnType":\/alue="AceeptForm"

Type—"AcceptResponse":Name="AeetNo":APrompt=”What is your account
number?":Valuc="":RPrompt="Your account number is "

Typc="MChoicc":Name=”prefercncc":APrompt="Would you like the newspaper or would you
prefer credit for it?":Value="":Choice="thc newspaper,credit":RPrompt=“You prefer "
Type="FormAction":Value="./prefcr"

[FORM7]

Type="FonnType”:Value="AeeeptForm"

Typc="AceeptResp0nse":Name="AeetNo":APrornpt="What is your account
number?":\/alue—"”:RPrompt="Your account number is "

Types"Hidden":Name="preference":Valuc="credit"

Type="FormAction":Value="./prefcr"

[FORMS]

Type="ForTnType":Valuct"AcceptForm"

Type:”AcceptResponse":Name=”AcctNo":APrompt="What is your aecount
number?":Valuc="":R'Prompt="Your account number is "

Typc="FormAcrion":Value="./chg___aeet"

x: Document 'x‘

FORM11Would you like to temporarily suspend your delivery?
t"ORM2:Would you like to order a subscription?

FORM3:Would you like information about your account balance or your payments?
FORM4:Would you like to pay your subscription fees?

FORM52WouId you like to give a gift subscription?

FORM6tDid you miss today's paper?

FORM6:Did you receive a wet paper?

FORM71Did you miss yesterday's newspaper and would you like credit for yesterday?
FORM8:Would you like to change your address or change any other information?
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a: Datafile 'a‘ contains data about subscription

lfl|2i01-01-20021365|3l5[01—0l—2002l501fIFrcgeIJena

2|2I2IOI-02-2002i52|32|01-02—2002t20HfRussell|Cambridge _
3|2l2l0]—02-2002|52|32|01-O2—20'02]20|”Wittgensteianienna
411 [2|Ol —04—2002|364!3 1410 I -04‘2002I5OIJIAustinleford

5|lt210t~05—2002l365l264l0!-05-2002ll00|||Gricc|Berkeley
6|llliOl—Oé»2002|l80l49|01-06—2002|130l|jParikthew York

CONFIGURATION FILES

Lefg: Thesaurus configuration file. This is generated by program 't'

[PROM PTS]

Are you calling about subscriptions?

Would you like to order a subscription?

Would you like to pay your subscription fees?

Would you like to give a gift subscription?

Would you like to change your address or change any other information?
Do you have any billing enquiries or concerns?

Would you like information about your account balance or your payments?
Would you like to speak to a customer care representative?

Would you like to temporarily suspend your delivery?

Is there a problem with your paper or delivery?
Did you miss today's paper?

Did you miss yesterday‘s newspaper and would you like credit for yesterday?
Did you receive a wet paper?

Would you like information about the New Herald website?

Would you like to obtain your New Herald website password?

The website address is wwwncwhcraldcom. Would you like any other information about the
website?

Are you calling about advertisements?

Would you like to advertise in the New Herald?
Is it a classified ad?

Is it a full-page, half—page, or quarter-page ad?
Would you like to place an ad?

Are you calling about something else?
Would you like to write to the New I-lerald?

Would you like to submit an article to the op-ed page?
Please email your article to 0pcd@newhcrald.com.
Would you like to send a letter to the editor?

Please email your letter to letters@newherald.com.
Would you like to work for the New Herald?
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Would you like to write ['or the New Herald?

Would you like to work for the editorial division or for the administrative division?

[MENUTREE]
0,1,0

1,299

1,399

1.499
1,5,99

1,5,0

6,7,99
6.8,99

1,9,99
0,100

10,1 1,99

10,12,99

10,13,99

0,141)
1415,99

1410,99
0,110

12,1 8,0

1 8,19,99

18,20,99
17,2 1,0

21,19,99

21 ,20,99

022,0

22,230
23,24,25

24,25,100

23,26,27

26,27,l 00

22,28,0

28,29,99

28,30,99

[INDEX]
account 7,

ad 19,20,21,

address 5,16,
administr 30,

advertis 17,18,
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annual 2,4,

anicl 24,25,

balanc 7,
bill 6,

call 1,17,22,

care 8,

Chang 5,

classili 19,
com 16,25,27,
concern 6,

credit 12,11,13,

custom 8,

daili 2,4,
dcliveri 9,10,

divis 30,

cd 24,
editor 26,

cdilori 30,
615 22,

email 25,27,

cnquiri 6,
fee 3,

full 20,

gift 4,

give 4,
ha]l‘20,2,4,

inform 5,7,14,16,
letter 26,27,

miss 11,12,
month 9,

newspap 12,2,4,11,13,
nytim 16,25,27,
obtain 15,

on 9,

0p 24,25,

order 2,

pai 3,

password I5,

payment 7,
place 21 ,

problem 10,

quarlcr 20.
receiv 13,

728851 v1
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rcprcs 8,
send 26,

someth 22,

submit 24,

subscript l,2,3,4,
sundai 2,4,

suspend 9,

temporarili 9,
three 9,

torlai 1 1,
two 9,

websit 14,15,16,

wet 13,

work 28,30,
write 23,29,

www 16,

yearli 2,4,

yesterdai l2,

[THESAURUS]
access 58,41,48,l9,

acclaim 54,48,53,41,

account 1636,3934,

address 12,9,15,50,25,

advanc 54,48,53,41,

allow 11,17,9,32,

amount 55,36,19,

analys 19,41,32,52,
analysi 32,17,49,
anoth 58,41,48,19,

appropri 12,3932,
ask 32,17,49,
back 59,48,36,53,

baianc 44,149,] 1,9,

benefit 9,12,17,19,

better 32,17,49,

bill 12,3,44,

bold 12,3,9,32,

bottom 12,3,9,32,

box 12,3,9,32,

brows 11,17,9,32,

care 49,17,8,32,

Chang 9,3,44,19,

723851 v1
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charg 8,44,49,l 1,9,
commun 59,48,36,53,

complet 12,3932,

con'cem 50,2'5,49,11,3,
consid l 1,17,51,32,

credit 1,36,34,39,.‘58.

custom l 1,49,32,

deliveri 41,52,

depend [9,41,32,52,

descript 55,36,19,
discern 19,41,32.52,

disclos 32,17,49,

discov 11,17,932,

dissatisfact 58,41,48,19,

elect 55,36,19,
email 15,50,49,3,1 1,17,

encourag 58,41,48,19,
enrich 59,48,36,53,

explain 15,50,25,49,11,3,
featur 12,3,9,32,

field 12,3,9,32,

fill l2,3,9,32,

find 9,12,17,19,

fit 11,17,9,32,

foreign 53,29,59,54,
gif153,41,52,19,

glanc 8,44,49,l 1,9,

globe l9,4l,32,52,

guidelin 32,17,49,
liandl 5329,5954,

head 54,48,53,41,

highest 32,17,49,
identifi 32,17,49,

improv 32,17,49,

individu 32,17,49,
inform 17,49,11,

inquiri 8,44,49,1 1,9,
insid [9,41,32,52,

instanl 9,12,17,19,

interest 32,17,49,

invnic 8,44,49,l 1,9,
last 8,44,49,1 1.9,

latest 54,48,53,4l ,
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least 59.48,36,53,

leisur 48,59,54,34,58,

let 58,41,48,19,

literari 54,48,514],

manag 11,17,932,
miss 58,16,39,l,43,

most 53,29,59,54,

necessari 12,3,9,32,

newspap 16,55,39,l,
116x159,48,36,53,
noteworlhi 54,48,53,41,

notifi 11,17,932,

on 36,16,34,1,58,

one 12,19,332,

opinion 19,41,32,52,
order 19,52,29,

uutsid 19,41,32,52,

own 59,48,36,53,

part 55,36,19,

parti 32,17,49,

paymenl 8,9,12,49,11,

perform 32,17,49,

person 32,17,49,

pleas 9,12,17,19,

polici 32,17,49,

posl 32,17,49,
privaci 32,17,49,

process 12,3,9,32,

product 32,17,49,

qualiti 32,17,49,
rcceiv 34,59,

rCCcl‘Il 8,44,49,l 1,9,
relax 59,48,36,53,

repres Il,l?,8,15,50,32,

respond [5,50,25,49,l 1,3,

revel 19,41,32,52,

round 11,17,9,32,

see 55,36,19,

seller 54,48,53,41,

send 15,25,49,11,3,

sharp 19,41,32,52,
short 32,17,49,

side 19,41,32,52,
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simpl 8,44,49,11,9,
sit 59,48,36,53,

slai 19,41,32,52,

state l9,41,32,52,
statist 32,17,49,

slulu 1,16,23,36,

stop 11,173,112,

stori {9,41,32,52,

Submit 19,41,49,1 1,17,

subscript 29,1 1,
suggest 58,41,48,l9,
sundai 48,53,41,59,

suspend 36,39,16,19,

suspens 55,36,19,
third 32,17,49,

lhroughout 19,41,32,52,
todai 34,16,48,41,

town 59,48,36,53,

two 48,36,53,

unit [9,41,32,52,

visit 11,179,312,
vital 32,17,49,

welcom 11,17,9,32,

Lel‘g: Thesaurus learn file. newly learned meanings are stored in this file

[EXT-THESAURUS]

 

[SCORFNG]

2,0,0,0,0,0,5,0,0,0,0,0,0,0,0,0,0,0,4,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,8,0,0,0,0,0,0,0,0,0,0,
0,s,o,0,o,0,0,0,0,o,o.0.0,0,0.

BDflflflflflflfiflflflfififififififi999399pflpfififlflfifipnfipfififlfifififipflflgfifi.
0,0,0,0,0,0,0,0,0,0,6,0,0,0,0,0,

SHELL SCRIPTS FOR DATA MANIPUI.ATION

acct_info: Script to extract account information from 'a‘ into a Response form
#Ifbin/sh

acctno=‘cut — '=' ~f2 I sed s/\"/;’g‘
#echo $acctno
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cur-grep ~c ""$acctno|" a‘
if[ $cnt -cq 0]
then

I I ' echo 'TYpe%"FolmType":Value="ResponseForm'"

ccho 'Typc="Say":RPrompt="Sorry. the account number you provided does not
cxist":Value“——""'

exit 0

fi

line=' grep ""$acoli10|” 3‘

echo 'Typc="Fom1Type":Value="RcsponscFomi"'

name='echo $line f cut -d'|‘ -J‘l 1‘

echo Type—”Say":RPrompt=“Your last name is ":Value="'$name""
City-echo $line | cut —d‘|' —f 12‘

echo 'Type="Say":RPrompt="You live in ":Va!ue='"$city""
sub_type=‘ccho $iine | cut -d'|' —I'2‘

if[ $sub_typc —cq l ]
then

sub_type="a daily newspaper”
else

sub_type'—""the Sunday newspaper"
fi

ccho Type—"flay":RPrompl="You have subscribed For ":Va]uc='"$sub Iypc""
sub_prd=‘ech0 $linc I cut ~d'I' —f3‘

sdatc=‘ccho $linc [ cut —d'|' -f4‘
if[ $sub_ prd —cq l I
then

sub_ prd="six months"
cisc

sub_ prd="onc year”
fi

echo ‘Typefi'Say“:RPrompt="The subscription starts on '$sdate' for a period of
":Valuc~'-="'$sub_ prd""

fce=‘ccho $line i cut —d'|' -f5‘

ccho ‘Typc="Say":RPrompt="The subsen'plion fee is $":Va]uc="’$fce""

bal=‘ccho $linc I cut wd‘f' -f6‘

ccho 'Typc="Say":RPrompt="Your balance is $"1Valuc="'$bal""

pdatc=‘ccho $linc | cut —d'|' —f7‘

pymt=‘echo $Iine I cut —d'l' ~f8‘

echo 'TprJSay“:RPrompt="Your last payment was $'$pymt‘ on ":Va]ue="'$pdate""
sudatcu‘ccho $line |cut -d'|' —f9‘

if[ "X$sudate" != "X" ]
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{hon

suprd—‘ccho $Iine [cut -d'l' -f10‘

case $5uprd in

l) suprd="one month";
2) suprd="two months";
3) suprd="thrcc months";
csac

ccho 'Typc—"Say";RPrompt="Your account is suspended from '$sudatc' For
":Value——"'$suprd””
Ii

addwacct: Script to add new account into ’a'
#Sihinfsh

# arrange all the values of input into a single line
cp ldev/null Itmpfparam

cut —d‘=‘ —f2 1 sod "SNa'fg

s/ A\\\\\\ Kg" [ while read aa
do

 

echo —n $aa' ' 3") ftmpfparam
donc

coho "" bbftmpfparam

# now transfer them into cnv variables.

read NAME CITY SUB TYPE SU B_PRD <: hmplparam
if[ "$SUB_'I‘YPE" = "a daily newspaper" ]
thcn

SUB_TYPE=1
FEEFISZ

else

SUB_TYPE:2
FEE=26

ii

if[ ”$SUB_PRD" = "a half-yearly subscription" I
then

SUB_PRD=I
clso

SUB_PRD=2

FEE=‘expr $FEE \* 2‘
fi

cnt=1

whilc true
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do

if[ "‘grep -c \""$cnt|\" a‘" —ne 0]

then _
cnt=‘expr$c11t l- 1‘
continue

fi

echo $cnt'l‘$SUB_TYPE'|‘$SUB_PRD‘|"date +%d—"/.nn~

‘VnY‘"I$FEEI$FEE!101|E$NAME1$CITY" 31> a

echo 'Type="FonnType":Value="AcceptForm"'

echo "I‘ype="Say":RPrompt="Your subscription request has been entered”:\/aluc—-""'
echo 'Type="Say":Name—'”acct_ n0"tRP1"0mplT"Y0ur account number is ":Value="'$cnt""

echo 'Type="Say":RPrompt—"Your fee [‘or the subscriptiOn is $":Value=‘"$FEE""

echo 'Typc="AcceptResponse":Nume="payment":APronipt="Your minimum initial

payment is $25. How much would you like to pay now‘?”:Value="":RPrompl="You have chosen
to pay $"‘

echo 'Type="FormAction":Valuc="./updt_pymt
break

III

done

#mi ftmp/pararn

chg_aect: Script to generate a Form to change account information
#L’binfsh

acetno=‘cut -d'=‘ -f2 1 scd SNWg‘
#echo Sacctno

cnl=‘grep —c ""$acctno]" a‘
if[ Sent ‘eq 0]
then

echo 'Type="FormType":Value="ResponseForm"'

echo 'Type="Say":RPrompt="SorTy. the account number you provided does not
exist":Value="'”

exit 0

fi

|ine=‘grep ""$acclnof" 3‘

echo 'Type="FormType":Valuc="AeceptFonn"‘
echo ‘Type="Hidden":Name—-"acctno":Value='$acctno""

#---------------------------------- Response info

namciecho $line I cut -d'|' —f l 1‘
echo "I‘ype=“Say":RPrompt="Your last name is ":Value="'$name”"

city=‘eeho $linc | cut -d'|' —f 12‘

echo 'Type="Say":RPromplfi”Y0u live in ":Valuc="‘$city""
subhtypefecho Slime | cut -d'|' -t‘ 2‘
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it'[ 533th type —eq 1 ]
then

subfitype=”a daily newspaper"
else

sub type—”the Sunday newspaper"
f'1

echo 'Type-F‘Say":RPrompt="You have subscribed for ":Value="'$sub_type""
submprdfecho $line I cut —cl'|' -F3‘

sdate=‘echo $line | out —d‘i' —f 4‘
if[ $sub_prd -eq 1 ]
then

sub__pr —"six months"
else

sub_prd="one year"
['1

echo "l‘ype="Say":RPrompt="The subscription starts on '$sdate' for a period of
":Value="'$submprd""

fee=‘echo $line I cut —d'|' -f5‘

echo "Type—"Say":RPron1pt="The subscription fee is $":Value=‘"$fee""

bal=‘echo $line | eut —d‘|‘ ~f6‘

echo 'Type="Say":RPrompt="Your balance is $":Va|ue="'$bal""

pdate=‘echo $line I cut -d'|' -f7‘

pymt='eeh0 $line I cut —d'|' —f 8‘

echo 'Type="Say":RPron1pt="Your last payment was $'$pymt' on ":Value="'$pdale""
sudate=‘eeho $line | cut —(l'|' —f9'

if[ "X$sudate" != "X" ]
(hen

suprd=‘eeho $line | cut -d'l' -f10‘
case $suprd in

l) Suprd="one month";;

2) suprd="two months";;

3) suprd="three months";;
esae

echo ‘Type="Say":RPrompt="Your account is suspended from '$sudate‘ for
":Value="'$suprd""
11

g____________________________________________________________

echo ‘Type="AeceptResponse":Name="Name":APromptx"What name would you like to
use?":Value= :RPrompt="The name you would like to use is "‘

echo 'Type="AeceptResponse":Name=”Address":APrompt="Whal city would you like the

newspaper sent to?":Value="":RPrompt="'I‘he city you would like the newspaper sent to is "'
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echo 'Typc—"MClioice":Name=-'"SubType”:APrompl="Would you like the newspaper daily or
just the Sunday paper?":Value=”":Choice="a daily newsgaapcmhe Sunday

newspaper":RPrompt—_"You have opted for ”' _ _ _
echo 'Type—“MChoice”:Name="SubPrd":APrornpt="Would you like a half-yearly or annual
subscription?":Value="”:Choice"—'"a half—yearly subscription,an annual

subscription”:RPrompt=”You have chosen "'

echo 'Type=”Forn1Action":Value;'~'".lupdt_accl”'

get_pymt: Script to generate a form to accept payment for a particular account
#Ubin/sh

acclno=‘cut —d'-——' —f2 | sed sA'Wg‘
#echo $acctno

cnt=‘grep -c ”"Sacctnoi" a‘

if[ $cnt —eq 0 I
then

 

echo 'Type="Form'l‘ypc":Value—"ResponseFonn"'

echo "l‘ype="Say”:RPrompt="Sorry, the account number you provided does not
exist":Valuc-—=""'

exit 0

[i

line=‘ grep "A$aCClI]0|" a‘

fee=‘echo $line | cut -d‘|‘ —f5‘
bal=‘echo $line | cut —d'|‘ -f6‘

pdate=‘ech0 $Iine | cut -d'|' -f7‘

pymt=‘ccho $line [ cut -d'|' -f8‘
if[ $bal -le 0 I
then

echo 'Type="FormType":Valuc="ResponseFom1'"
else

echo 'Type="FormType":Value="AcceptFonn"'
fi

echo 'Typc="Say":RPrompt="Thc subscription fee is $":Valuc="'$fee""

echo "pre="Say":RPrompt="Your last payment was $‘$pymt' on":Value="'$pdate"”
echo 'Typc="Say":RPrompt="Your balance is $"zValue=“'$bal""
if[ $bal -ne 0]
then I"!

echo 'Type=”Hiddcn":Namc="acctno":Value="'$acetno

echo 'Type="AcceptRCSponsc":Name="payment":APrompt="l-Iow much would you like
to pay now?":Value="":RPrompt="You have paid $"‘
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fi

updt_pymt: Script to update the data file 'a' using form information

echo 'Type="FormAction":Value="./updl_pymt

.'.'!I. ET“ $33!? "-313 "-33! [iii

"I

 

#tx’bim’sh

cp ldcvmull ftmplparaml

cut -d'-—' -f2 1 sed "s/\"ffg
32' {\\\\\\\ fg" | whiIe read 21a
do

done
echo —n 3533' ' b> ftmpfparaml

echo "" 2v>ltmpfparaml

read aeetno payment < ltmp/paraml

touch ftmp/tmpa

echo "no" > ltmp/found
cat a | while read line
do

done

cacno=‘eeho $line | cut -d']' -f [‘

if[ $cacno —eq $acctno ]
then

else

[’1

echo "yes" > ftmpfl'ound

echo —n $eacno'l' >> ltmp/lmpa

echo ~n ‘echo $line 1 cut -d'l' -["2"|' b“) ftmpftmpa

echo -n ‘eeho $linc | cut -d'|' -f3"|' >> flmp/Impa
echo -n ‘echo $line | cut -d'|' -f4"'1' 3“} flrnp/tmpa

echo —n ‘echo $line I cut —d'l' —f5"|' b> ltmpftrnpa
bai=‘echo $line i cut *d'i' —f6‘

bai—‘e‘xpr $bal - $payment‘

echo —n $bal'l' >> ftmpftmpa

echo -n ‘date +%d—%m~%Y"|‘ >> ltmp/tmpa

echo -n Spay-ment'f' >> Itmp/tmpa

echo —n ‘eeho $line I cut —d'|' ~f9"|' >> ftmp/tmpa

echo —n ‘eeho $line | cut~d'|‘-|'10"f‘>3)/tmp/tmpa

echo —n ”echo $line { cut -d'|' «f l I "|' b> ltrnpz’tmpa

echo 'echo $line | cut -d'|' -f 12‘ b> ltmp/tmpa

echo $line >; ltmpftmpa

mv ltmpltmpa a

read ans < /tmp/found
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if[ "$ans” = "yes" ]
then

echo'Type="FormType":Value="ResponseFonn'_" _ _
I eeho 'Tyipe="Say":RPronile'I‘hahk you for the subseription":Va|ue='””

else .

eeho 'Type="FormType":Value="ResponseForm"'

echo Type—”Say":RPrompt="Sorry, the account number you provided does not
exist":\/aluefi""'
fi

rm flmplparam l fImp}rfound

susp_deli: Script to su5pend delivery for a particular a_e_e0unt
#Vbin/sh

ep ldew’null {Impiparaml
eul —d'=‘ —f2 I sed "SN/lg

5/ {\\\\.\\\ lg" ] while read :13
do

  

echo —n $aa' ' ‘>> ltmp/paraml
done

echo "" b>ltmpiparaml

read aeetno sdate pen'od < fimp/paraml
if[ "$period" = "one month“ ]
then

period=l
fi

if[ "$period" = "two month'I ]
then

period=2
fi

if[ "$period" = "three months" ]
then

period=3
fi

echo "no" 3* ftmp/found

touch ftmp/tmpa
eat a I while read line
do

eaeno=‘eeho $1ine I cut —d‘f‘ -f I‘
if [ $eaeno -eq $aeetno ]
then

echo "yes" “2 {Imp/found
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echo -n $cacno‘i' >> llmp/tmpa

echo -I'1 'echo $line I cut ~d‘[' -f 2"]’ i=6} llmp/tmpa

echo -n ‘echo $line I cut —d']' -f3"l' 3'3“ itmp/Impa
echo —n ‘echo $line I cut -d'1’ -f4"|' >>~ ltmp/tmpa
echo —n ‘eeho $line | cut —d'i'—t‘5"|'>>-/1mp/tmpa

echo —n ~echo $line | cut —d'i' —F6"|‘ >> ftmpftmpa

echo —n 'echo $line1cul —d'i' —F 7"]‘ 3»> ftmp/tmpa

echo -n ‘echo $line1cul ~d‘|’ —f8"|' >2> llmp/tmpa
echo -n $sdate'|' fi> ltmp/tmpa

echo -n $period'l' b> ftmp/{mpa

echo —n ‘echo $line I cut —d‘|' —f I l "|' >> {tmp/Impa

echo 'echo $line I cut -d'J' -f 12‘ >> ltmetmpa
else

ccho $line >> limp/trope
fi

done

mv itmp/tmpa a

read ans < (Imp/found

if[ "$ans" 2 "yes" I
then

echo 'Type="Fom1'I‘ypc":Value=="ResponseFonn"'

echo 'Typc="Say":RPrompt=”Thank you. The information has been updated":Valuc="”'
else

echo 'Ty'pe—-"Fom1'l‘ypc":Valuc—-"ResponseForm'”

echo 'Type="Say":RPrompt="Sorry, the account number you provided does not
cxis£":Value="”'

f1

rm Itmpfparaml ltmpifound

updt_accl: Script to update data file ‘a' with changed information
#Ubinfsh

# arrange all the values ofinput into a single line
cp fdew’null ftmp/param

 

cut - '=' ~f2 [ scd "sN'l/g
5/ /\\\\\\\ Kg" | while read an
do

echo —rI $aa' '>>* Xtmp/param
done

echo "" >‘Pa’tmp/param

cp Xdcvfnull ltmp/tmpa
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rcad acctno name city sub_type sub_prd < ltmp/param
cat a | while read line
do

cacno=‘echo $linc | cut —d‘|' -f 1'
if[ $cacno —eq $acctno ]
then

echo *n $cacno'1' ‘>> hmp/tmpa

if[ "$sub_type" —' "a daily newspaper" ]
then

sub_type—-l
new rec—482

eise

sub_type=2
ncwfee=26

1‘]

echo -n $sub__typc'|' >> I'lmp/lmpa

if[ "$Sub_prcl" = "a half-yearly subscription" ]
then

sub_prd=l
clsc

sub_prd=2

newfce=‘cxpr $newfcc \* 2‘
fi

ccho ~n $511b_prd'|' >> Itmp/tmpa

echo —n ‘ccho $linc f cut -d'|' -f4"l' >> ltmp/tmpa
echo —n $newfee'l' 33> ftmp/trnpa

oldfec=‘ccho $line | cul —d'i' —f5'

oidbal=‘echo $line i cul —d'|' —f6'
newbal=‘cxpr $ncwfce — $oldfcc + Soldbal‘

echo $newf‘cc' '$newbal > ltmp/newba]

if[ $newbal gt 0]
then

echo —n $ncwbal'|' >> ftmpr’tmpa
else

echo -n '0|' 2*) fimp/Impa
f:

#00110 -n ‘datc +%d-%m-%Y“|' 3“} I‘lmp/Impa

ccho -n ‘ccho $Iinc I cut -d'|' -f7"|' D> ftmp/tmpa

echo —n ‘ccho $linc | cut -d'|‘ -f8"[‘ >§ ftmp/tmpa

ccho —n 'echo $line | cut -d'|' -f9"|‘ >> ftmp/tmpa
ccho —n ‘echo $line ] cut -d'|' -f10"]'>>/tmp/tmpa

echo —n $name'|‘ 3P ftmp/tmpa

echo $city >> ftmpltmpa
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else

echo Sline 33> ltmp/tmpa
f:

done

mv Itmp/tmpa a

echo 'Type="FormType":Value:"ResponseFortn'"
read ncwfee newbal < ftmpfnewbal

echo "l‘ype="Say":RPrompt="Your fee for the subscription is $":Va]ue#"'$ncwfee""
if[ $newbal —It 0 I
then

newbal—'expr $newba] \* —] ‘

echo 'Typc=”Say":RPrompt="A cheque of$'$newba]' will be sent to you to compensate
for excess balance”
else

echo 'Type="Say":RPrompt—"Your balance is $":Value="'$newbai””
fi

echo "type—”Say":RPrompt—-”Thank you":VaIue="”'

rm ltmp/parant ftmpfnewbal

prefer: Script to generate form for damaged 1/ missing newspaper complaint
#l/bin/sh

Cp ldevfnull ftmpr’param I

cut -d'=' —f2 | sed "SAW/g
sf /\\\\\\\ lg" [ while read aa
do

echo —n $aa' ' 2e“) Xtmpiparaml
done

echo "" >>ltmpfparaml

read acctno preference <1 ftrnpx’param]

cnt=‘grep -c ""‘$acctno|” a‘
if[ $cnt -eq 0]
then

echo 'Type="FormType":Value—"ResponseForm'"

echo 'Type="Say":RPrompt="Sorry, the account number you provided does not
exist":Valuc—-""‘

exit 0

fl

if[ "Spreference" = "the newspaper" ]
then

echo "i‘ype="FormType":Vatue="ResponseFom1"‘
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ccho 'Type="Say":RPrompt="You will be sent Ioday'\"s ncw5papcr":va!ue=""'
echo 'Type="Say":RPrompt=“Thank you":Valuc——"'"
exit 0

fi .

touch ftmp/tmpa
cat a I while read line
do

cacno=‘ccho $linc | cut -d'|' -f l ‘
if[ Scacno —cq $acctno 1
then

echo "yes" 3* {Imp/found

echo —n $cacno'l' 3;“ itmpa’tmpa

echo —n ‘echo $Iinc I cut -d'|' —f2"i' >3“ I'lmpftmpa

echo -n ‘echo $[ine f cu! —d']' ~f3“}‘ >> ltmp/lmpa
echo -n ‘echo $linc | cuI —d'|' —f4"|' >3» ltmpz‘tmpa

echo —n ‘echo $line | cut -d'|' —f5"|' >> ftmp/lmpa
bal=‘echo $linc I cut -d'|' -f6‘

balz‘cxpr $hal - 1‘

echo —n "$balj" >3 llmp/tmpa

echo -n ‘ccho $line I cut —d'|‘ -f7"[' >> ftmp/lmpa

echo -n ‘echo $linc | cut ~d'1' -f8"|' >3" itmp/tmpa
ccho —n $sdale'|' >9 ltmpz’lmpa

echo $period b> ftmp/tmpa
else

ccho $line >> ltmp/(mpa
fi

done

mv fimp/lmpa 3

echo 'Type="Form’Type”:Valuc="RcsponscForm"'

echo 'Type="Say":RPrompt="Your account has been credited":VaIuc=""'

echo 'Type="Say":RPrompl="'l‘hank you":Value=""‘
rm llmp/paraml mop/found
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WE CLAIM:

l. A method performed in a system having multiple navigable nodes interconnected

in a hierarchical arrangement comprising:

at a first node, receiving an input from a user ofthe system, the input containing at least

one word identifiable with at least one keyword from among multiple keywords,

identifying at least one node, other than the first node, that is not directly connected to the

first node but is associated with the at least one keyword, and

jumping to the at least one node.

2. The method of claim 1 further comprising:

providing a verbal description associated with the at least one node to the user.

3. The method of claim I further comprising:

searching a thesaurus correlating keywords with synonyms.

4. The method ofclaim 3 wherein the searching further comprises:

identifying the at least one word as synonymous with the at least one keyword.

5. The method of claim 1 further comprising:

determining that the at least one word is neither a keyword nor a synonym of any

keyword; and
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learning a meaning for the word so that the word will be treated as a learned synonym for

at least one particular keyword ofthe multiple keywords.

6. The method of claim 5 further comprising:

adding the word to a thesaurus so that, when the word is input by a subsequent user, the

word will be treated as synonymous with the at least one particular keyword.

7. A method performed in connection with an an‘angement of nodes representable as

a hierarchical graph containing vertices and edges connecting at least two of the vertices, the

method comprising:

receiving an input from a user as a response to a verbal dCScription associated with a first

vertex;

analyzing the input to identify a meaningful term that can be associated with at least one

keyward;

selecting a vertex in the graph structure that is not connected by an edge to the first

vertex, based upon an association between the meaningful term and the at least one keyword and

a correlation between the at least one keyword and the vertex; and

jumping to the vertex.
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8. A method performed in connection with an arrangement ofnodcs representable as

a hierarchical graph comprising:

correlating keywords with nodes in which the keywords appear to create an inverted

index so that the keywords each appear only once and all nodes containing each of the keywords

are indexed to those keywords;

maintaining a thesaurus of synonyms for at least some ofthe keywords;

receiving an input from a user containing a meaningful word;

searching the inverted index to determine whether the meaningful word is a keyword and,

ifthc meaningful word is a keyword,jumping to a node identified in the inverted index as

correlated to that keyword, otherwise,

searching the thesaurus to determine ifthe meaningful word is a synonym for at least one

particular keyword and, ifthe meaningful word is the synonym, using the synonym to identify

the at least one particular keyword, and

jumping to at least one node correlated to the at least one particular keyword.

9. The method of claim 8 further comprising:

creating the thesaurus by analyzing at least two files and determining Synonymy among

application meaningful words contained therein based upon a frequency of eo-occurrence among

the application meaningful words.

150
72885: vi

357



358

  .‘lll, ill] 1

PATENT

Docket No.: 4428-4001

10. A system comprising:

a hierarchically arranged series ofnodes;

an inverted index correlating keywords with the nodes;

a thesaurus correlating at least some keywords with synOnyms for those keywords;

a processor executable learning procedure configured to, ripen receipt ofa term that is

identified as neither a synonym nor a keyword based upon a search of both the inverted index

and the thesaurus,

(a) identify the term as at last one particular synonym for at least one particular

keyword and

(h) correlate the term with the at least one particular keyword,

so that when a subsequent user prevides the term the system will operate as ifthe term was

synonymous with the at least one particular keyword.

1 l. The system or claim 10 further comprising:

a set of verbal descriptions for at least some of the nodes.

12. The system ol‘claim 10 wherein at least one ofthe nodes is a service node.

13. The system of claim 10 further comprising an interactive voice response system

and wherein the hierarchically arranged series ol‘nodcs is part of the interactive voice response

system.
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14. The system ot‘claim IO wherein the hierarchically arranged series ofnodes is part

ofa file system browser application.

15. The system ofelaim 10 wherein the hierarchically arranged Series ofnodcs is part

ofa navigation system for television listings.

16. The system of claim 10 wherein the hierarchically arranged series of nodes is part

of one ofa document navigation or a document retrieval system.

17. The system ol‘elaim 10 wherein the hierarchically arranged series of nodes is part

of a geographic information system.

18. A transaction processing system, having a hierarchical arrangement of nodes and

configured to interact with a user so that the user can navigate among the nodes in the hierarchy,

the system comprising:

an inverted index correlating keywords with at least some ol'tlic nodes in the hierarchical

arrangement so that when the user interacts with the System and provides an input in response to

a verbal description from one node in the hierarchy and the response includes a meaningful word

eorrclatable with a keyword, the system will identify at least one node that is correlated to the

meaningful word by the inverted index andjump to that at least one node without first traversing

any other node.
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19. The system of claim [8 further comprising:

a thesaurus correlating at least some ofthc keywords with synonyms for the at least some

keywords.

20. The system of claim 18 further comprising:

at least one stored learned word correlated to a keyword.

21. A method performed by a program executed by a processor to navigate among a

hierarchically arranged group of nodes, each of the nodes having an associated verbal

description, the method comprising:

eliminating stop words and duplicates from the verbal descriptions to create a list of

keywords;

creating a list ofthesaurus Words;

creating a first matrix comprising a correlation of at least some thesaurus words with at

least some keywords;

creating a second matrix by calculating cosine values from a (Jo—occurrence analysis of

the entries in the first matrix;

determining a synonymy among the at least some thesaurus words and the at least seme

keywords; and

creating a thesaurus configured as an inverted index based upon the synonorny.
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22. The method ofclaim 21 further comprising:

tracking frequency of use of the nodes.

23. The method of claim 22 further comprising:

ranking the nodes based upon a result ofthe tracking.

24. The method ofclaim 21 further comprising:

pruning a node from the group of nodes based upon a Frequency of usage criterion.

25. The method of claim 21 further comprising:

adding a synonym entry into the thesaurus based upon a result ofan unknown word

analysis.

26. The method of claim 21 wherein the thesaurus further comprises at least some

leamed entries, the method further comprising:

deleting a learned entry based upon satisfaction ofa frequency of use criterion.
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ABSTRACT

A method performed in a system having multiple navigable nodes interconnected in a

hierarchical arrangement involves receiving an input containing at least one word identifiable

with at least one keyword, identifying at least one node, other than the first node, not directly

connected to the first node, but associated with the at least one keyword, andjumping to the

identified node. A transaction processing system having a hierarchical arrangement of nodes and

is con figured for user navigation among the nodes. The system has an inverted index correlating

keywords with at least some nodes in the arrangement so that when the user provides an input in

response to a verbal description and the response includes a meaningful word correlatable with a

keyword, the system will identify at least one node correlated to the meaningful word by the

inverted index andjump to that node without first traversing any other node.
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COMBINED DECLARATION AND POWER OF ATTORNEY FOR

ORIGINAL. DESIGN, NATIONAL STAGE OF PCT, SUPPLEMENTAL,

DIVlSlONAL, CONTINUATION OR CONTINUATION-lN-PART APPLICATION

As a below named Inventor. I hereby declare that:

My residence, post Office address and Citizenship areas stated below next to my name,

I believe I am the original, first and sole inventor (ifonly one name is listed below) or an original, first

" and tjoint inventor (it‘ plural names are listed below) of the subject matter which is claimed and for which
a patent is soaglit on the invention entitled:

NAVIGATION IN A HIERARCHICAL
STRUCTURED TRANSACTION PROCESSING SYSTEM

the specification of which

a. E is attached hereto.

h. D was filed on as application Serial No. and was amended
on (irapplicable).
 

PCT FILED APPLICATION ENTERING NATIONAL STAGE

c. [:1 was described and claimed in International Application No. _ filed on and as
amended on . (ifany).

[ hereby state that I have reviewed and understand the contents (if the above—identified specification,
including the claims. as amended by any amendment referred to above.

[ acknowledge the duty to disclorsc information which is material to patentahility as defined in 37 CPR,
§ 1.56.

I hereby specify the following as the correspondence address to which all communications about this
application are to be directed:

SEND CORRESPONDENCE TO:

W W Wd (W lllllllllllllllllllllllllllllllllll
[:1 Address Shown (see below) 27] 23WI TE NT T RADl-I MA RK Oil" FICI-I

MORGAN & HNNEGAN, l.,L.P_
345 Park Avenue

NC“, York N Y 10154 ’I‘AFFIX CUSTOMER no. LABEL ABOVE 4~

DIRECT TELEPHONE CALLS TO: 212—758—4800
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C] I hereby claim foreign priority benefits under Title 35. United States Code § 119 (a)-(d) or under
§ 365(1)) of any foreign application(s} for patent or inventor's certificate or under § 365(a) of any
PCIT International application(s) designating at least one country other than the US. listed below
and also have identified below such foreign application(s) for patent or inventor‘s certificate or
such PCT international application(s) filed by me on the same subject matter having a filing date
within twelve (12) months before that ofthe application on which priority is claimed:

CI The attached 35 U.S.C. § 1 19 claim for priority for the applieatronfi) listed below forms a part oi"
this declaration.

 

Application Date of filing Date of issue Priority
(Iounti H’CT N moor {daLflmonth er (day; month, vr] Claimed

DYDN

CIYDN

i _ DYEIN

  
E] I hereby claim the benefit under 35 U.S.C. § ] 19(e) ot‘any US. provisional application(s) listed

below.
 

Provisional Application No. , Date of fiiing (day, month, yr] I
l l

“1%
ADDITIONAL S’l‘A'I‘EMI-JN'I‘S FOR DIVISIONAL. (IONTINIJA’I‘ION OR (IONTINIIA'I‘ION-IN-

PART ()R PCT IN'l‘ERNA'I‘IONAL APPLICATIONfs DESIGNATING THE 11.5.1

 

 

I hereby claim the benefit under Title 35. United States Code § 120 oiiany United States application(s) or
under § 365(c) of any PCT international application(s) designating the US. listed below.
 

  

 

    
 

USIPCT Application Serial 1:10. - Filing—Date ._ Statos-{patented—pending, abandoned);I U.S.
__ _____ __ __ __'~_ipiili_<e«:ui.9.r_1 noaasaan¢£l__tF0r_?CT)

D In this continuation-impart application, insofar as the subject matter of any of the claims of this
application is not disclosed in the above listed prior United States or PCT international
application(s) in the manner provided by the first paragraph of Title 35, United States Code, §
112, I acknowledge the duty to disclose material information as defined In Title 37, Code of
Federal Regulations, § i.56{a) which occurred between the filing date of the prior application(s)

and the national or PCT international filing date of this application.
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I hereby declare that all statements made herein of my own knowledge are true and that all statements
made on information and belief are believed to be true; and further that these statements were made with

the knowledge that willful false statements and the like so made are punishable by fine or Imprisonment,
or both, under Section 1001 ofTitlc 18 of the United States Code and that such willful false statements

tnayjcopardize the validity ofthe application or any patent issued thereon.

I hereby appotnt the following attorneys andi’or agents with full power ot‘substttution and revocation, to
prosecute this application. to receive the patent, and to transact all business in the Patent and Trademark
Office connected therewith: David I-!. l’feft‘er (Reg. No. 19,825), Harry C. Marcus (Reg. No. 22,390),

Robert E. Paulson (Reg. No. 21,046), Stephen R. Smith (Reg. No. 22,615), Kurt E. Richter (Reg. No.
24,052}. J. Robert Dailey (Reg. No. 27,434), Eugene Moroz (Reg. No. 25,237), John F. Sweeney (Reg.

No. 27,471), Arnold I. Rady (Reg. No. 26,601), Christopher A. Hughes (Reg. No. 26,914), William S.
Foiler (Reg. No. 26,728), Joseph A. (‘Ialvaruso (Reg. No. 28,287), James W. Gould (Reg. No. 28,859),
Richard ('3. Komson (Reg. No. 2?,913), Israel Blurn (Reg. No. 26.710), Bartholomew Verdirame (Reg.
No. 28,483), Maria (3.11. [.in (Reg. No. 29,323), Joseph A. DeGiroIamo (Reg. No. 28,595), Michael P.

Dougherty (Reg. No. 32,730), Seth J. Atlas (Reg. No. 32,454), Andrew M. Riddles (Reg. No. 31,657),
Bruce D. DeRenzi (Reg. No. 33.676), Mark J. Abate (Reg. No. 32,527). John '1'. Gallagher (Reg. No.
35,516), Steven F. Meyer (Reg. No. 35,613), Kenneth H. Sonncnfeld (Reg. No. 33,285), Tony V.
Pezzano (Reg. No. 38,271), Andrea 1.. Wayda (Reg. 43,979), Walter G. l-lanehuk (Reg. No. 35,179), John
W. Osborne (Reg. No. 36,231), Robert K. Goothals (Reg. No. 36,813), Peter N. Ftll (Reg. No. 33,876),
Mary J. Morry (Reg. No. 34,398) and Kenneth S. Weitzman (Reg. No. 36,306) of Morgan & Finnegan.
I_..I_..P. whose address is: 345 Park Avenue, New York, New York, 10154; and Michael S. Marcus (Reg.
No. 31,727), and John E. I-Ioel (Reg. No. 26,279), of Morgan & Finnegan, 1...[..P., whose address is 1775
Eye Street, Suite 400, Washington, D.C. 20006.

51‘ I hereby authorize the (LS. attorneys and/or agents named heretnabove to accept and follow
instructions from us as to any action to be taken in the U.S. Patent and Trademark Office

regarding this application without direct communication between the 1.1.8. attorneys andfor agents
and me. In the event ofa change in the person(s) from whOm instructions may be taken I will so
notify the U.S. attorneys and/or agents named hereinabove.

 

 

 

  

Full name of second inventor: PRASHANT I‘ARIKII

Inventor's signaturc‘“ (—fwl lg K103] . 20%

Residence: 254 East 68th Street, Apart. 21 I), New York, [131:2 York 1002] '

I Citizenship: Indian

I Post Office Address: Same as residence

-iii~
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,Y PETERS

J5 210a: 2602 _

Full name of second inventor:

 Inventor's signature“

 

Date

Residence: 128 Hillside Avenue, Mcnlo Park, CA 94025

Citizenship: USA.

Post Office Address: Same as residence
  

El A'lvl‘ACIllil) IS ADIJISI) PAGE TO COMBINED DECLARATION AND POWER OF
A'l"I‘()RNEY FOR SIGNATURE BY THIRD AND SUBSEQUENT INVENTORS FORM.

*Before signing this declaration, each person signing must:

1. Review the declaration and verify the correctness oi‘all information therein; and

2. Review the specification and the claims, including any amendments made to the claims.

After the declaration is signed, the specification and claims are not to be altered.

To the inventorfs}:

The following are cited in or pertinent to the declaration attached to the accompanying
application:

Title 37, Code of Federal Regulation, §1.56

Duty to disclose Information material to patentahility

(a) A patent by its very nature is affected with a public interest. The public interest is best served, and the most
effective patent examination occurs when, at the time an application is being examined, the Office is aware
of and evaluates the teachings of all information material to patcntability. Each individual associated with
the filing and prosecution of a pateiil application has a duty of candor and good faith in dealing with the
Office. which includes a duty to disclose to the Office all information known to that individual to be
material to patentability as defined in this section. The duty to disclose information exists with respect to
each pending claim until the claim is cancelled or withdrawn from consideration, or the application
becomes abandoned. Information material to the patentability of a claim that is cancelled or withdrawn
from consideration need not be submitted if the information is not material to the patentability ofany claim
remaining under corisideration in the application. ’l'here is no ditty to submit information which is not
material to the patcntability of any extsting claim. The ditty to disclose all information known to be
material to patentabtlity is deemed to be satisfied if all information known to be material to patentability of
any claim issued in a patent was cited by the Office or submitted to the Office in the manner prescribed by
§§ l.9?(b]—(d) and 1.98. However, no patent Will be granted on an application in connection with Which
fraud on the Office was practiced or attempted or the duty of disclosure was violated through bad faith or
Intentional misconduct. The Office encourages applicants to carefully examine:

(I) Prior art cited in search reports ol‘a foreign patent office in a counterpart application, and

4v-
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2 The closest information over which individuals associated with the tilinv or roseeution of at; P

patent application believe any pending claim patentably delines, to make sure that any material
information contained therein is disclosed to the Office.

Under this section, information is material to patentability when it is not cumulative to information already
of record or being made of record in the application, and

(I) It establishes, by itself' or In combination with other information, a prima facic case of
iiiipatcntability ofa claim; or

(2} ll refutes, or is inconsistent with, a position the applicant takes in:

(i) Opposing an argument ol'unpaieiitahilily relied on by the Office, or

{ii} Asserting an argument olhpatcntabilily.

(iii) A prima facie case of iinpateiitability is established when the information
ct‘ii‘i‘ipels a Ct‘mclusimi that a claim is unpatentable under the preponderance of
evidence, burden—of—proof Standard, giving each term in the claim its broadest
reasonable construction consistent with the specification, and before any
consideration is given to evidence which may be submitted in an attempt to
establish a contrary conclusion of patentability.

Individuals associated with the filing or prosecution ofa patent application within the meaning ofthis
section are:

(1} Each inventor named in the application;

{2) Each attorney or agent who prepares or prosecutcs the application: and

{3) Every other person who is substantively involved in the preparation or prosecution of the
application and who is associated with the inventor, Wllh the assignee or with anyone to whom
there is an obligation to assign the application.

Individuals other than the attorney, agent or inventor may comply with this section by disclosing
information to the attorney, agent, (it inventor.

In any continuation~in~part application, the duty under this section includes the duty to disclose to the
Office all information known to the person to be material to patentabilily, as defined in paragraph (b) of
this section, which became available between the fiting date of the prior application and the National or
PCT international Filing date ofthe continuation—impart application.

Title 35, U.S. Code§ lUl

Inventions patentable

Whoever invents or discovers any new and useful process, machine, manufacture, or composttion of
matter, or any new and useful improvement thercol', may obtain a patent therefor, subject to the
conditions and requirements ol'this title.

Title 35 US. Codc§ 102

Conditions for patenlability; novelty and loss ol‘right to patent

A person shall be entitled to a patent unless --

730298 v |
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the invention was known or used by others [it this country, or patented or described iii a printed publication
in this or a foreign country, before the invention thereof by the applicant for patent, or

the invention was patented or described in a printed publication in this or a foreign country or in public use
or on sale in this country. more than one year prior to the date of application for patent in the United States,or

The has abandoned the Invention, or

the invention was first patented or caused to be patented, or was the subject of an itiventor‘s certificate, by
the applicant or his legal representatlves or assigns in a Foreign c0untry prior to the date of the application
[or patent in this cormtry on an application for patent or iiiventor's certificate filed more than twelve months
before the tiling ofthe application in the United States, or

The invention was described in.-w

(I) an application for patent, published under section 122(b), by another tiled In the United States
before the Invention by the applicant for patent, except that an international application filed under
the treaty defined in section 351(a) shall have the effect under this subsection of a national
application published under section |22(b) only if the intemational application designating the
United States was published undei' Article 2] (2)(a) of such treaty in the English language: or

(2) a patent granted on an application for patent by another filed in the United States before the
invention by the applicant for patent, except that a patent shall not be deemed filed in the United
States for the purposes of this subsection based On the filing of an international application filed
under the treaty defined in sectimi 35 1(a); Or

he did not himself invent the subject matter sought to be patented, or

(I) during the course of an interference conducted under section 135 or section 29], another inventor
involved therein establishes, to the extent permitted in section 104, that before Such person‘s invention
thereof the invention was made by such other inventor and not abandoned, suppressed, or concealed, or (2)
before such person's invention thereof. the invention was made in this country by another inventor who had
not abandoned, suppressed, or concealed it. In determining priority of invention under this subsection, there
shall be considered not only the respective dates of conception and reduction to practice of the invention,
but also the reasonable diligence oi'one who was first to conceive and last to reduce to practice‘ from a time
prior to conception by the other.

Title 35, U_S_ Code§ [03

[03. Conditions for patentability: non obvious subject matter

(a)

(b)

A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title. ifthe differences between the subject matter sought to be patented and the prior art
are such that the subject matter as a whole would have been obvious at the time the invention was made to
a person having Ordinary skill in the art to which said subject matter pertains. Patentability shall not be
negatived by the manner in which the invention was made.

(1] Notwithstanding subsection (a), and upon timely election by the applicant for patent to proceed under
this subsection. a biotechnological process using or resulting in a composition of matter that is novel under
section [02 and nonobvtous under subsection (a) ofthis section shall be considered iioiiobvious it‘-—-

_\,.|_
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(A) claims to the process and the composition of matter are contained in either the same
application for patent or in separate applications having the same reflective filing date;
and

(B) the composition of matter, and the process at the time It was invented, were owned by the
same person or subject to an obligation ol‘assignmenl to the same person.

(2} A patent issued on a process under paragraph (I )—

(A) shall also contain the claims to the Composition of matter used in or made by that process,or

(B) shall. it' such composition of matter is claimed in another patent, he set to cicpire on the
same date as such other patent, notwithstanding section I54.

(3) For purposes of paragraph (I }, the term "biotechnological process" means--

(A) a process ol‘genctically altering or otherwise inducing a single— or niulti—cclled organism
to——

(i) express an exogenous nucleotide sequence,

(ii) inhibit, eliminate. augment. or alter expression of an endogenous nucleotide
sequence, or

(iii) express a specific physiological characteristic not nattirally associated with said
organism;

(B) cell fusion procedures yielding a cell line that expresses a specific protciiL such as a
monoclonal antibody: and

(C) a method of using a product produced by a process defined by subparagrapli (A) or (B).
or a combination ol‘stibparagraphs (A) and (B).

(c) Subject matter developed by another person. which qualities as prior an only under one or more of
subsections (e), (f), and (g) of section |02 of this title, shall not preclude patentability under this section
where the subject matter and the claimed invention were, at the time the invention was made, owned by the
same person or subject to an obligation of assignment to the same perstm.

Title 35, U.S. Code § ll2 (in part)

Specification

'I‘he specification shall contain a written deseription ot~ the invention. and of the manner and process of
making and using it, {It such l'ull, clear, concise, and exact terms as to enable any person skilled in the art
to which it pertains, or with which it IS most nearly connected, to make and use the same, and shall set
forth the best mode contemplated by the inventor otican'ying out his invention.

The specification shall conclude with one or more claims particularly printing out and distinctly claiming
the subject matter which the applicant regards as his invention.

Title 35, US. Code,§ ll‘)I

Benefit of earlier filing date; right of‘priority

(a) An application for patent for an invention filed in this country by any person who has, or whose legal
representatives or assigns have. previously regularly tiled an application for a patent for the same invention
in a lorcign country which affords similar privileges in the case of applications filed in the United States or
to citizens of the United States, or in a WTO member country, shall have the same effect as the same

~vti«
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application would have if filed in this country on the date on which the application for patent for the same
invention was first filed in such foreign country, if the application in this country is filed within twelve
months from the earliest date on which such foreign application was filed; but no patient shall be granted on
any application for patent for an invention which had been patented or described in a printed publication in
any country more than one year before the date of the actual filing of the application Ll'l this country. or
which had been in public use or on sale in this country more than one year prior to such filing.

(I) No application for patent shall be entitled to this right of priority unless a claim is filed in the
Patent and Trademark Office, identifying the foreign application by specifying the application
number on that foreign application, the intellectual propeny authority or country in or for which
the application was filed, and the (late of filing the application, at such time during the pendency
ofthe application as required by the Director.

(2} The Director may consider the failure of the applicant to file a timely claim for priority as a
waiver of any such claim. The Director may establish procedures, including the payment of a
surcharge, to accept an unintentionally delayed claim under this section.

(3} The Director may require a certified copy of the original foreign application, specification, and
drawmgs upon which it is based, a translation if not in the English language, and such other
information as the Director constrlers necessary. Any such certification shall be made by the
foreign intellectual property authority in which the foreign application was filed and show the
date of the application and ofthe filing ofthe specification and other papers.

In like manner and subject to the same conditions and requirements, the right provided in this section may
be based upon a subsequent regularly filed application in the same foreign country instead of the first filed
foreign application, provided that any foreign application filed prior to such subsequent application has
been withdrawn, abandoned, or otherwise disposed of, without having been laid open to public inspection
and without leaving any rights outstanding, and has not served, nor thereafter shall serve, as a basis for
claiming a right of priority.

Applications for inventors' certificates tiled in a foreign country in which applicants have a right to apply,
at their discretion, either for a patent or for an inventor's certificate shall be treated in this country in the
same manner and have the same effect for purpose ofthe right ofpriority under this section as applications
for patents, subject to the same conditions and requirements of this section as apply to applications for
patents, provided such applicants are entitled to the benefits of the Stockholm Revision of the Paris
Convention at the time of such filing.

(I) An application for patent tiled under section lllta) or section 363 of this title for an invention
disclosed in the manner provided by the first paragraph of section 112 olhthis title in a provisional
application filed under section tlltb) of this title. by an inventor or inventors named in the
provisional application, shall have the same effect, as to such invention, as though filed on the
date of the provisional application filed under section I l Min) of this title, ifthe application for
patent filed under section lll(a) or section 363 of this title is filed not later than l2 months after
the date on which the provisional application was filed and if it contains or is amended to contain
a specific reference to the provisional application. No application shall be entitled to the benefit
of an earlicr filed provisional application under this subsection unless an amendment containing
the specific reference to the earlier tiled provisional application is submitted at such time during
the pendency ofthe application as required by the Director. The Director may consider the failure
to submit such an amendment within that time period as a waiver of any benefit under this
subsection. The Director may establish procedures. including the payment of a surcharge, to
accept an unintentionally delayed SubI'l'IlSSlDl'l of an amendment under this subsection during the
pendency of the application.

(2) A provisional application filed under section lll(b} of this title may not be relied upon in any

—viii-
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proceeding in the Patent and 'l"i'adeniai'k Office unless the the set forth in subpuragraph (A) or (C)
ol'scction 4](a}(l) of this title has been paid.

(3} It' the day that is 12 months after the filing date ofa provisional application falls on a Saturday,
Sunday, or Federal holiday within the District of Columbia. the period of pendenCy of the
provisional application shall be extended to the next succeeding secular or business day.

(1) Applications for plant hrectler's rights filed in a WTO member country (or in a foreign UI’OV Contracting
Party) shall have the same effect for the purpose of the right of priority under stihScctions (a) through {c} of
this section as applications for patents, subject to the same conditions and requirements of this section as
apply to applications for patents.

(g) As used in this section——

(1) the term "W’l'O member country" has the same meaning as the term is defined in section 104[b)(2)
oflhis title; and

(2) the term "UPOV Contracting Party" means a member ofthe International Convention for the
Protection of New Varieties of Plants.

Title 35. [1.8. Code, § l20

Benefit ot‘earlicr filing date in the United States

An application for patent For an invention disclosed in the manner provided by the first paragraph of
section 112 of this title in an application previously filed in the United States, or as provided by section
363 of this title, which is filed by an inventor or inventors named in the previously filed application shall
have the same effect, as to such invention, as though filed on the date of the prior application. if filed

before the patenting or abandonment of or termination of proceedings on the first application or on an

application similarly entitled to the benefit ofthe filing date of the first application and if it cantains or is
amended to contain a spcctfic reference to the earlier filed application. No application shall be entitled to

the benefit of an earlier filed application under this section unless an amendment containing the specific
reference to the earlier filed application is submitted at such time during the pendency of the application
as required by the Director. The Director may consider the failure to submit such an amendment within
that time period as a waiver of any benefit under this section, The Director may establish procedures,
including the payment ofa surcharge, to accept an unintentionally delayed submission of an amendment
under this section.

Please read carefully before signing the Declaration attached to the accompanying Application. If you
have any questions, please contact Morgan 8:. Finnegan, L_L_P.
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Express Mail Label No.: EV062749235US

Date of Deposit: November 19, 2002

I hereby certify that the following attached paper(s) and/or fee

Utility Application and Application Fee Transmittal (in duplicate);
enclosing Specification (147 pages), claims 1-26 (7 pages), abstract (1 page),
11 sheets of drawings (FIGS. 1-6, 7A, 7B and 8-14);
Executed Declaration And Power Of Attorney For Patent Application (9 pages);
Executed Associate Power of Attorney (1 page);

Recordation Form Cover Sheet (2 pages);

Executed Assignment (3 pages)
Checks in the amounts of $550.00 and $40.00; and

Retum postcard.
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is being deposited with the United States Postal Service "Express Mail Post Office to Addressee"
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for Patents, Washington, DC. 20231.
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Commissioner for Patents

Box Patent Application

Washington, DC. 20231

Sir:

Transmitted herewith for filing is the patent application of

Inventor(s) names and addresses:

(1) Prashant Parikh, 254 East 68th Street, Apartment 21D, New York, New York 10021

Sta nley Peters, 128 Hillside Avenue, Menlo Park, California 94025

E] Additional inventors are listed on a separate sheet

For: NAVIGATION IN A HIERARCHICAL

STRUCTURED TRANSACTION PROCESSING SYSTEM .

Enclosed Are:

m page(s) of specification

1_ page(s) of Abstract

1 page(s) of claims (numbered 1-26)

l_l sheets of Formal Drawings, (FIGS. 16, TA, 73 and 8-14)

9_ page(s) of Declaration and Power of Attorney

El Unsigned

E Newly Executed

D Copy from prior application

[I Deletion of inventors including Signed Statement under 37 CPR. §1.63(d)(2)

1] REQUEST AND CERTIFICATION UNDER 35 U.S.C. §122(b)(2)(B)(i) (form
PTOISBBS)

- As indicated on the attached Request and Certification, Applicant(s) certify that the invention
disclosed in the attached application HAS NOT and WILL NOT be the subject of an
application filed in another country, or under a multilateral agreement, that requires
publication at eighteen months after filing. Applicant(s) therefore request(s) that the attached
application NOT be published under 35 U.S.C. §122(b).
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|:] Incorporation by Reference:

|:] The entire disclosure of the prior application, from which a copy of the combined
Declaration and Power of Attorney is supplied herein, is considered as being part

of the disclosure of the accompanying application and is incorporated herein by
reference.

|:| Deletion of Inventors (37 CPR. §l .63(d) and {$1 .3303)

Signed statement attached deleting inventor(s) named in the prior application serial
no. , filed .

[:| Microfiche Computer Program (Appendix)

|:| page(s) of Sequence Listing

|:| computer readable disk containing Sequence Listing

|:| Statement under 3'? C.F.R. §l.821(i) that computer and paper copies of the
Sequence Listing are the same

K4 Assignment Papers (assignment cover sheet and assignment documents)

E A check in the amount of $40.00 for recording the Assignment

E] Charge the Assignment Recordation Fee to Deposit Account No. 13-4500,
Order No. .

El Assignment Papers filed in the parent provisional application
Serial No.

Executed Associate Power of Attorney

Certification of chain of title pursuant to 3'? C.F.R. §3.73(b)

Priority is claimed under 35 U.S.C. §1 19 for:

Application No(s)._ , filed_, in_ (country).

|:] Certified Copy of Priority Document(s) [_]

[:I fiied herewith

[:| filed in application Serial No. _, filed _.

|:| English translation document(s) [___]

[:I filed herewith

[:I filed in application Serial No. _, filed_.

DElg

El Priority is'claimed under 35 U.S.C. §1 19(e) for , filed .

Information Disclosure Statement

El Copy of [ | cited references

D PTO Form-1449

[:1 References cited in parent application Serial No. , filed .
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Related Case Statement under 37 C.F.R. §l.98(a)(2)(iii)

D A copy of related pending U.S. Application(s) Serial No(s): , filed ,

respectively, is attached hereto.

[:I A copy of related pending U.S. Application(s) entitled,
inventor(s) , respectively, is attached hereto.

, filed to

[:I A copy of each related application(s) was submitted in parent application serial
no. , filed

Preliminary Amendment

Return receipt postcard (MPEP 503)

This is a l:| continuation 1:] divisional {j centinuation-in-part ofprior application
serial no. , filed , to which priority under 35 U.S.C. §120 is claimed.

  

|:] Cancel in this application original claims of the parent application before
calculating the filing fee. (At least one original independent claim must be

retained for filing purposes.)

E] A Preliminary Amendment is enclosed. (Claims added by this Amendment have
been properly numbered consecutively beginning with the number following the

highest numbered original claim in the prior application).

The status of the parent application is as follows:

[:I A Petition for ExtensiOn of Time and a Fee therefor has been or is being filed in
the parent application to extend the term for action in the parent application until

[:I A copy of the Petition for Extension of Time in the co-pending parent application
is attached.

{3 No Petition for Extension of Time and Fee therefor are necessary in the co-
pending parent application.

Please abandon the parent application at a time while the parent application is pending

or at a time when the petition for extension of time in that application is granted and

while this application is pending has been granted a filing date, so as to make this

application co-pending.

Transfer the drawing(s) from the parent application to this application

Amend the specification by inserting before the first line the sentence:

This is |:| continuation D divisional E] continuation-in-part of co-pending
application Serial No. , filed .
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 I. CALCULATION OF APPLICATION FEE

Total Claims

Independent
Claims 6'3 =

E] Multiple Dependent Claims If marked, add fee of $270.00 ($135.00) _
TOTAL: $550.00

VI

Dated: November 19, 2002 I By:

  Basic Fee

Number Extra $740.00/370.00

$18.00/ $9.00 $ 54.00

$84.00/$42.00 s 126.00
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Small entity status is or has been claimed. Reduced fees under 37 C.F.R. §1.9 (I)

paid herewith $550.00. '

A check in the amount of $550.00 in payment of the application filing fees is
attached. '

Charge fee to Deposit Account No. 13-4500, Order No. . A DUPLICATE
COPY OF THIS SHEET IS ATTACHED.

The Commissioner is hereby authorized to charge any additional feeslwhich may be

required for filing this application pursuant to 37 CFR §1.16, including all

extension of time fees pursuant to 37 C.F.R. § 1.17 for maintaining copendency

with the parent application, or credit any overpayment to Deposit Account No.

13-4500, Order No. 4428-4001. A DUPLICATE COPY OF THIS SHEET IS
ATTACHED. '

 

 

Respectfully submitted,

MORGAN & F AN, L.L.P.

  
  Richard Stra ssman

Registration No. 39,847

W:

MORGAN & FINNEGAN, L.L.P.
345 Park Avenue

New York, NY 10154-0053

(212) 758—4800 Telephone

(212) 751-6849 Facsimile
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NAVIGATION IN A HIERARCHICAL STRUCTURED

TRANSACTION PROCESSING SYSTEM

FIELD OF THE INVENTION

The present invention relates to information processing and, more particularly, computer

based transaction processing.

NOTICE OF COPYRIGHT RIGHTS

A portion of the disclosure of this patent document, particularly the Appendix, contains

material that is protected by copyright. The copyright owner has no objection to the facsimile

reproduction of the patent document or the patent disclosure as it appears in the Patent and

Trademark Office file or records, but otherwise reserves all copyright rights whatsoever.

BACKGROUND OF THE INVENTION

In everyday life, networks of choices set forth in a particular order or hierarchy are

encountered with increasing frequency. Usually, it is desired to traverse the network in the most

efficient manner possible to accomplish a particular goal.

In modern mathematics, graph theory is used to study networks of hierarchical choices.

The hierarchical networks can be represented as a graph structure. Graph theory finds practical

applications in chemistry, computer science, economics, electronics and linguistics.

A graph structure is a collection of points, called “vertices”, and a collection of lines,

called “edges”. Each edge joins a pair of vertices or a single point to itself.

A simple example of a network represented by a graph structure is a road map. The

vertices represent towns or cities. The edges represent the roads that connect the towns and

cities.

72885l v1
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Another type of network familiar to anyone who has a telephone is an automated

telephone voice response system, such as commonly utilized by many large companies, to direct

incoming calls to particular individuals or departments or to assist the caller in performing a

transaction, such as making a purchase.

That type of telephone network can also be represented as a graph structure. When the

system answers an incoming call, it transmits a verbal description or prompt to the caller: “If

you would like to speak to Harry, press 1; if you would like to speak to Fred, press 2”. (In

general, we will use “verbal description” to mean a set of words relating to the subject matter

whether presented audibly or in written form. The verbal descriptions may range from a few

words to an entire document worth of text). A first vertex on the graph represents the initial

prompt, which a caller hears upon reaching the telephone response system. If the user’s response

is pressing 1, calls are directed along a first edge to Harry, represented by a second vertex. If the

response is pressing 2, the call is directed along a second edge to Fred, represented by a third

vertex. Then, if the chosen person is not available, the caller is asked whether the caller wishes

to leave a message. If the response is positive, the caller is directed along another edge to the

selected person’s voice mail, which would be represented by another vertex of the graph.

In general, whether for a telephone response network or for any other application

representable by a graph structure, the caller or user of the system will have some goal. By

“goal” we mean a combination of transactions and information accesses which the user seeks to

accomplish. By “transaction” we mean an operation performed electronically with a user. In

general, there will also be a combination of vertices or nodes in the graph that best represent or

are closest to the goal the user is trying to accomplish. We call these vertices the “goal vertices”.

72885] v1
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For the user, the object in navigating the graph is to get from the first vertex to the goal

vertices. If this is not done as quickly and efficiently as possible the user may become frustrated

and give up. Moreover, as the number of possible choices or nodes in the network becomes

larger, the number of possible pathways between the first vertex and the goal vertices multiplies

rapidly. Therefore, the ability to reach the goal vertex can become more difficult, require

navigation of an excessive number of choices or nodes, or discourage a user before the goal

vertex is even reached.

SUMMARY OF THE INVENTION

The present invention creates a method for navigating efficiently and naturally through a

series of choices to obtain information, perform transactions, or accomplish some similar goal.

The invention is implemented in a programmed computer that has a hierarchically configured

decisional network that must be navigated as part of the processing and is constructed to accept

inputs or data and process them in a manner that facilitates navigation of the network vertices

more efficiently.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an example graph representing a simple, generic hierarchically arranged

transaction processing or decisional system suitable for use with the invention;

FIG. 2 is an example portion of a graph used to illustrate jumping among nodes in

accordance with one variant of the invention;

FIG. 3 is an example portion of a graph in a simple interactive voice response (“IVR”)

system used to illustrate grouping in accordance with one variant of the invention;

728851 v1
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FIG. 4 is an example portion of a graph in a simple interactive television program listing

used to illustrate another variant of the invention;

FIG. 5 is an example portion of a graph in a simple geographic information system used

to illustrate a further variant of the invention;

FIG. 6 is an example portion of a graph for a simple automated voice response system

used to illustrate a more complex variant of the invention;

FIGS. 7A, 7B, and 8-10 are collectively a flowchart illustrating an example setup process

for use in accordance with an example implementation of one variant of the present invention;

and

FIGS. 11-14 are collectively an overall flowchart illustrating an example process in

accordance with a further variant of the present invention.

DETAILED DESCRIPTION

In graph theory, mathematicians refer to a “pat ” from one vertex in a graph to another

specified vertex in the graph as consisting of a sequence of edges that connect the vertices

between the first vertex and the final vertex. If the path contains an edge sequence that is

“closed”, meaning that it loops back on itself, the path is called a “circuit” or a “cycle”. A graph

structure is considered to be “connected” if there is at least one path connecting every pair of

vertices.

Our invention is particularly applicable to transactional processing as applied to

instances where graph theory can be used to represent the transactions as a set of options and

when the options are structured according to a connected graph that contains no circuits. We call

such a graph a “tree”. We use the term “menu tree” for a network that provides a “menu” of

72885] V1
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options, typically presented as verbal descriptions, to assist a user in making a series of choices

through which he or she is able to accomplish one or more of his or her information access or

transaction goals. Informally, a “menu tree” can be regarded as a series of vertices in a hierarchy

or ordered pattern, arranged in rows of increasing numbers of vertices. More precisely, a “menu

tree” can be represented as a “tree” in which (i) the vertices are all the options provided

anywhere in the “menu tree”, plus a first vertex, (ii) every vertex except the first vertex, i.e.,

every “option vertex”, is associated with the verbal description (or such other means) by which a

“menu” presents that option, (iii) an edge connects the first vertex to each vertex that the first

“menu” presents to the user as an option, and (iv) each other vertex is similarly connected by

edges to every other vertex that the corresponding “menu” presents to the user as an option. As

the number of options increases, so does the length of paths from the first vertex to goal vertices.

In overview, in accordance with the teachings of our invention, the user can navigate the

graph or tree in a way that allows them to skip from one vertex to another vertex that may be

many rows down the graph or tree and/or where the vertices may not be connected together by

an edge. This eliminates the necessity for making many choices.

Particular implementations make it possible to jump laterally from one vertex to another

_ if the navigation enters a wrong branch of the tree or if the user changes his goal. The approach

is accomplished through associating each vertex with a verbal description (or prompt), and

matching words in users' requests and responses with these verbal descriptions to enable the

selection of vertices that may not be directly connected to the user’s current location in the graph

or tree by an edge.
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In some variants, we create a system with the unique ability to learn by incorporating

previously unknown words, keyword or synonyms of keywords so that the system modifies itself

to thereby increase the likelihood that a user will efficiently and quickly reach the goal.

For purposes of illustration, the invention will be described by way of example, first.

using a series of simple examples followed by a more complex example of a more detailed and

commercially suitable example variant, in the context of a menu—type automated telephone voice

response system for a publication, a hierarchical network of the type that is frequently

encountered and easily understood that implements a combination of some of the features of the

simple examples in order to illustrate how those features can be combined or overlayed.

It should be understood that the present invention is applicable to a wide range of

different networks, which can be mathematically represented by graph structures consisting of

vertices and edges and should not be considered to be limited to the particular application

described. Representative examples of suitable applications for the invention include

implementing an enhanced and more efficient “Find” function or file system browser for

personal computer operating systems, a navigation system for television program listing,

document management or retrieval systems, a “geographic information system” in an automobile

that allows location of addresses or business(es) meeting certain criteria, or other devices that

incorporate some hierarchical navigation aspect as part of its operation.

In order to more fully understand the invention, various independent aspects are now

presented below by way of simple illustrative examples. In this manner the teachings of the

invention can be understood in a way that makes it possible to use, overlay and/or combine those

aspects in a beneficial manner in an implementation of the invention. Depending upon the
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particular implementation of the invention, one or more of the aspects may be used together in

various permutations and/or combinations, with the understanding that different permutations

and/or combinations may be better suited for particular applications or have more or less benefits

or advantages than others.

The underlying scenario common to all these basic examples is that there is a hierarchical

arrangement to the possible choices that can be illustrated in a form of “tree” structure.

FIG. 1 is an example graph 100 representing a possible hierarchically arranged

transaction processing or decisional system suitable for use with the invention. The individual

boxes 102 - 120 are referred to as “nodes” and each represents a specific choice or option in the

hierarchy. For purposes described in more detail below, each node is arbitrarily uniquely

identified in some manner. In the example of FIG. 1, the individual nodes 102 - 120 are

numbered 1 through 10 starting from the top node 102 in the hierarchy.

Each “node” is associated with exactly one verbal description, for example in the case of

an airline system, a verbal description relating to some aspect of the reservation process. Each

such description contains “key” words that are deemed to be of importance and other words that

can be disregarded. For example, one node may have the associated verbal description “Would

you like to make a reservation?” In this description, there is only one “key” word —

“reservation” deemed important, so all of the other words in the description can be ignored.

A level in the hierarchy below that one may be used to obtain further narrowing

information, for example, using the verbal description “Is the reservation for a domestic or

intemational flight?” In this description, the terms “domestic” and “international” are “key”

words. Similarly, the word “flight” could be a “key” word, for example, for a system that
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involves not only airline travel but also rail and/or cruise travel or it could be an “ignored” or

stop word for a purely airline related system because it has minimal meaning in that context.

Again, the other words can be ignored as well.

The unique identification of each node allows the creation of a list of all the key words

and their associated nodes so that, if a key word is duplicated in two or more nodes, it need only

be listed once. For example, a hierarchical tree related to “pens” might have nodes for ball-point

pens, fine point pens, medium point pens, fountain pens, felt-tip pens, quill pens, erasable pens,

etc. By using this approach, one could list the keyword “point” once, but associate it with each

of the nodes where that keyword appears by using the unique identifier for each node where the

term appears.

In this manner the keywords are obtained from the collection of available descriptions

found in the particular application in which the invention will be used. In addition, each

particular node where the keyword appears is associated with the keyword. Thus, with respect to

the pen application above, the keyword “point” might appear in nodes 2, 3, 6, 7, 13 and 15.

Similarly, the keyword “erasable” might appear in nodes 3, 4, 5, 6 and 22. An index, as

described more fully below, associating these keywords with the nodes containing them is then

created, for example:

point: 2, 3, 6, 7, 13,15
erasable: 3, 4, 5, 22

By making use of these associations the “tree” can be negotiated by allowing presentation

of relevant verbal descriptions for the nodes associated with a term, irrespective of where in the

72885] v]

411



412

anagramag .lii‘glUEE

PATENT

Docket No.: 4428-4001

hierarchy they are, thereby causing a “jump” to a particular node without necessarily traversing

the tree in the rigid hierarchical manner.

Various examples will now be presented to illustrate certain concepts related to the

invention. It should be understood that while these examples are presented in the context of

things and likely experiences of ordinary people, the same approach can be applied to other

forms of transaction processing including navigating through hierarchically nested data files in a

computer system, pattern analysis or image processing, etc. the term “transaction” as used herein

relating to traversal through a hierarchy to a goal, not mathematical calculation per se.

Moreover, the specific formats used and presented in these examples are purely for

illustration purposes. It should be understood that that other techniques for interrelating data,

such as hash tables, direct or indirect indexing, etc. can be substituted in a straightforward

manner. Thus, for example, the relationship between the word and a node could be configured

such that the location of the word in a list as the “n-th” item could be used as an index into

another list containing the nodes correlated to the list. A similar approach could be used for the

thesaurus, the important aspect relative to the invention being the relationship among certain

words and the node(s) in which they occur and, where applicable, the relationship between

certain words and “synonyms” for those words, not the data structure or its form or format

whereby that information is kept or maintained.

Example 1

Example 1 illustrates, in simplified form, how an index is used to jump among nodes

with reference to FIG. 2. In this example, the hierarchical tree 200 represents a portion of a more
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complex tree specifically involving possible decision relating to fiuit and a decision between two

specific types of fruits, an apple and an orange.

In prior art hierarchical trees, navigation of this graph 200 would necessarily involve

going through the “fruit” node 202 in order to reach the “apple” 204 or “orange” 206 nodes. As

a result, assuming this simple tree was part of a larger tree for an on-line supermarket that

prompted the user for what they wanted to purchase, the exchange would be both rigid and time

consuming. For example, in response‘t’o a prompt “What do you want to purchase?” if the

response was anything other than “fruit” traversal to the “fruit” node 202 could not occur. At the

point in the tree that would lead to the “fruit” node 202, neither apple nor orange would be an

acceptable response.

In accordance with the invention, assuming the only relevant keywords for that portion of

the tree were “fruit”, “apple” and “orange”, an inverted index would be created that includes an

association of “Fruit” with the top node 202, “Apple” with the bottom lefl node 204, and

“Orange” with the bottom right node 206. As shown above, that association can be created using

node identifiers, in this example, the node identifiers 1A01, 1A02 and 1A03 are arbitrarily

assigned and used. Thus, the information can be stored in a file, for example, as follows:

Fruit, 1A01

Apple, 1A02

Orange, 1A03

Accordingly, to navigate the system 200, when a response to a verbal description is

provided by a user, possible keywords are identified in the response and used to search the index

and identify any node to which the response may be directed, irrespective of the hierarchy.

Thus, a user response of “an orange” to a verbal description located above the “fruit” node 202 in
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the hierarchy, for example, “What would you like to buy today?” would cause the system to

identify “orange” as a key word from the response, search the index, and directly identify node

1AO3 (206) as the node whose verbal description should be presented next, thereby avoiding the

need to traverse intervening nodes, for example, through the “fruit” node (202) lAOl , at all.

This illustrates an example of a simple jump according to the invention.

Example 2

Having illustrated a simple “node jump” a more complex (and likely) scenario can be

shown. In this example, the Example 1 graph of FIG. 2 applies, but relevant portion of the index

is as follows:

Fruit, 1A01

Apple, 1A02, 2F09

Orange, 1A03

As a result, there are two nodes relevant to the keyword “apple” one being the node 204

in the portion of the graph shown in FIG. 2 and one in the node uniquely identified as 2F09

located somewhere else in the hierarchy (not shown).

In this example, a user response containing the keyword “apple” would identify nodes

with identifiers 1A02 and 2F09. In this case, and unlike the prior art, the verbal descriptions

from both nodes would be presented to the user, likely in alternative fashion. Thus, if the user

did not want an apple, they wanted apple cider, node 2F09 might be more appropriate because it

is part of the “drinks” portion of the overall hierarchy.

Thus, presenting the user with the verbal description from both nodes would likely result

in a jump to the portion of the graph nearer to node 2FO9 since it is closer to the user’s goal

thereby speeding up the process and avoiding potentially confusing or fi'ustrating the user.
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Example 3

While the verbal descriptions associated with various nodes will generally be chosen to

accurately represent the node, in accordance with certain variants of the invention, it is possible

to create a situation where a user response takes them away from their ultimate desired goal.

Nevertheless, by using the teachings of the present invention, the user can often still be brought

to their goal quicker than possible with the prior art because the user need not rigidly trace

through the hierarchy. This is accomplished by virtue of the “grouping” aspect inherent in some

implementations of the invention.

This example illustrates the “grouping” aspect using a simplified graph 300 representing

a portion of an airline reservation system as shown in FIG. 3.

In particular, the graph of FIG.3 can be thought of as part of a very simple interactive

voice response (“IVR”) system.

As described above, each node is uniquely identified, for example, by the numbers 1

through 7 and the identified terms “Reservation”, “Domestic”, “International”, “Business Class”,

“Economy Class” are deemed the relevant keywords. Note, there is no requirement for a the

“keyword” to be a single word, in some implementations, keywords could be single words,

phrases of two or more words, or even some other form of information like a specific data

pattern.

Again, an inverted index is created as described above associating those keywords with

the nodes, in this case:

Reservation, 1

Domestic, 2

International, 3
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Business Class, 4, 6

Economy Class, 5, 7

Assuming that the top node is assigned the number 1, its two child nodes (Domestic and

International) are assigned the numbers 2 and 3, and the grandchild nodes (i.e. at the lowest level

in the hierarchy) have been assigned numbers 4, 5, 6, and 7 taken from left to right each node can

be uniquely located. Note that the last two entries in the inverted index are each associated with

two nodes, 4 and 6 in the first case, and 5 and 7 in the second.

Using the above, the concept of grouping of nodes from different parts of the graph (i.e.

nodes that are not siblings or nodes that do not have a common parent) can be explained.

Presume that the response to a verbal description presented as an initial query of “What

do you want to do?” was “Make a business class reservation.” In this case there are two

keywords present, “reservation” and “business class”.

Depending upon the particular implementation, as noted previously, the verbal

descriptions associated with each identified node could be presented together or in sequence.

Alternatively, and as is the case here, a set of rules can be established, for example, such that if

an identified node is a sub-node of another identified node, only the verbal description of the

sub-node(s) is provided because of inherent redundancy. Thus, since both “business class”

nodes 310, 314 are sub—nodes of the “reservation” node 302, the verbal description associated

with the “reservations” node can be suppressed if it can be determined that business class

necessarily implies reservations.

In this example, a search of the inverted index would identify nodes 4 and 6 (310, 314)

from different parts of the tree are associated with the keywords in the query, and thus the
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system, in presenting the verbal descriptions from each, in effect, alters the tree structure and

groups these nodes in the result. Thus, the combination of result nodes presented depends upon

the user query or response, not that predetermined by the graph structure itself.

Of course, the goal would still not be reached because of the ambiguity caused by

“Business Class” being under both “Domestic” and “International”. However, that ambiguity

can be handled by suitable wording of the following verbal descriptions and whether they are

combined or provided sequentially or by other nodes.

Example 4

A persistent and further drawback present in the prior art is the inability to operate if any

term other than the specific allowed terms are provided. Thus, in an IVR of the prior art,

providing anything other than the recognized term(s) will likely result in meaningless repeat of

the same inquiry by the IVR or an error.

Advantageously, the teachings of the present invention allow for construction of a more

flexible system than available in the prior art. Specifically, we can incorporate a thesaurus to

accommodate synonyms for the keywords.

Example 4 illustrates the addition of a simple thesaurus as an aspect of a system so that a

synonym of a keyword may also be used by the system to jump to the desired nodes in the graph.

Example 4 is discussed with reference to a portion 400 of an interactive television program

listing system as shown in FIG. 4.

Such a system implementing the invention will allow a user to speak to or interact with a

device to look for programs ofhis choice by time slot, genre, favorite actor or actress, etc.
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This example, as with the other examples above, use an inverted index, in this case one

where each node 402, 404, 406 is uniquely identified by a string of six characters, the portion of

which corresponding to FIG. 4 is shown as follows.

Programs; acgyct

Sitcoms; ifgnxh

Films; vnymos

Since a common synonym for “Films” is “Movies” a thesaurus can be created associating

the two. Depending upon the particular implementation, thesaurus terms to be equated to the

keywords can be taken from a standard thesaurus or can be custom created for the particular

application. In addition, the equating of terms can be done in any of a myriad of different ways,

the exact implementation details of which however re irrelevant to the invention, but a few

representative examples of which however are contained herein for purposes of illustration.

In one example case, the equating can be done on a purely word basis. For example, a

file can be constructed such that one or more single word synonyms are directly associated with

an index word, for example as follows:

Movies, Flicks — Films

Alternatively, the synonyms can be equated with the node identifier(s) corresponding to

the index term, for example as follows:

Movies, Flicks — vnymos

In the former case, the system would still have to search the index afier the thesaurus has

provided the proper index term(s). In the latter case, the thesaurus provides a direct link to the

respective node(s) so that re-searching is not required.
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In the system of Example 4, a user who provides the input “Movies” would cause the

processing to occur as follows.

The system would search the inverted index of keywords and fail to locate “Movies” as a

keyword. As a result, it would search the thesaurus and find that the word “Movies” is a

synonym that can be correlated with a keyword. At this point, depending upon the particular

thesaurus, it would either return to the inverted index and search using the synonym keyword

“Films” and return the result as the node 406 identified by “vnymos”, or go directly to the node

406 identified by “vnymos” based upon the thesaurus entry.

Of course, it is possible (and likely) that in actual usage a synonym will be associated

with more than one keyword. For example, “Comedies” may be associated with both the

keywords “Sitcoms” and “Films”, resulting in, for example, the following entry in a thesaurus:

Comedies — Sitcoms, Films

In this case, a search for “Comedies” would result in the system identifying that the

synonym was associated with nodes 404, 406 for both “Sitcoms” and “Films”, and it would

return both terms or node identifiers corresponding to the two keywords as the result.

Example 5

Advantageously, the thesaurus concept can be extended further so that an initially

unknown word (i.e. a word that is neither a keyword nor a thesaurus word) can be learned by the

system and added to a thesaurus for future use.

This example is described with reference to FIG. 5 which is a portion 500 of a larger

system graph as part of a very simple “geographic information system” found in some

automobiles, kiosks and elsewhere today. Such a system enables a user to, among other things,
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identify and get information about different locations in an environment. For example,

information about particular types of restaurants in an area.

In this example, the inverted index for the portion 500 shown in FIG. 5 could look as

follows:

Restaurants, 1

Pizza, 2

Burgers, 3

Chinese, 4

A user issues the following query to the system “fast food” in order to find a quick meal.

The system’s search of both the index and thesaurus would result in the “term”, in this

case a phrase, not being found in either. In this case, it is an unknown phrase, and the system has

to learn the “meaning” of the term.

To do this, the system first offers the verbal description from the top level node(s) 502 to

the user «a in this example, just “Restaurants”. The user presumably provides a positive response.

(Of course, in a real system, it is possible and likely there are more top level nodes than just one.

In that case, the user would be offered two or more of these nodes, and would have to select

“Restaurants” to match his intended request.)

Continuing on, once the user has responded affirmatively, the system moves down the

tree and offers the verbal description from each of the child nodes: “Pizza” (504), “Burgers”

(506), and “Chinese" (508). Presurning that the user picks “Pizza”, the transaction interaction

would look something like this:

User: Fast food

System: Restaurants?
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User: Yes

System: Pizza, Burgers, or Chinese?

User: Pizza

At this point, the system has “learned” for the time being that it can equate “fast food”

with “pizza” and can add “fast food” as a synonym to “pizza” in the thesaurus.

This user, who first used the unknown term “fast food”, had to trace a path down the tree.

However, now the system is able to associate “pizza” with “fast food” and create or add a

thesaurus entry to reflect this association, for example as follows:

Fast food — Pizza

Thus, the system has learned a meaning of the initially unknown term “fast food” and has

added it to the thesaurus for future use.

As a result, a subsequent uses of the same term “fast food” will enable the system to jump

directly to the “pizza” node 504.

Example 6

This example illustrates how additional meanings for an existing thesaurus term or phrase

can be learned by the system for future use, whether the existing thesaurus term or phrase was an

original thesaurus term or one previously learned with continuing reference to FIG. 5.

At this point, the inverted index is unchanged as:

Restaurants, 1

Pizza, 2

Burgers, 3

Chinese, 4

Additionally, presume the following entry now exists in the thesaurus.
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Fast food — Pizza

Suppose a new user now issues the query “fast food” as above, but with “Burgers” rather

than “Pizza” in mind.

Based upon the thesaurus, the system would go directly to the “Pizza” node. However,

the user will reject “Pizza”, having “burgers” in mind. By rejecting the “Pizza” node 504

description, the user indicates that the “Pizza” node 504 is not of interest. The system is

therefore configured with a further set of rules, in this case one in which the system goes up in

the hierarchy to a higher node, the top node 502 in this portion of the example, and provides the

verbal descriptions for the other nodes 502, 504, 506, 508 so as to cause a tracing down the tree.

This can be illustrated by the following “dialog”:

User: Fast food

System: Pizza?

User: No

System: Restaurants?

User: Yes

System: Pizza, Burgers, or Chinese?

User: Burgers

This time, although this user has had to trace through at least a portion of the path from a

higher-level node 502 of the tree 500, the system has learned yet another meaning for “fast

food”. It now adds this meaning to the earlier entry in the thesaurus, for example as:

Fast food — Pizza, Burgers
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It has now learned two meanings for future use. Ifa user were now to issue the query

“Fast food", the system would respond with the verbal descriptions from the nodes 504, 506

corresponding to both Pizza and Burgers.

Thus, the system can keep learning new meanings of terms based on the intended

meanings of users “deduced” from the interactions between users and the system.

Of course, the nature and extent to which the system will incorporate synonyms andfor

keywords in a continual learning process will not only depend upon its construction and rules,

but also on the quality of the original thesaurus and the quality of the initial inverted index. In

addition, where in the tree the system jumps if the user rejects the initial meaning(s) offered by

the system can be handled different ways in different implementations.

For example, the system can always jump to fixed ancestor(s) (either the top node or a

parent or some ancestor(s) at an intermediate point) or a fixed level (e.g. halfway from the top).

This approach has the advantage of being simple to implement, but it has the problem of

inflexibility because it may be relatively efficient for certain graphs and associated verbal

descriptions, but not for all. For example, if two or more nodes’ verbal descriptions are offered

and rejected, the relevant node selected would have to be common ancestor(s) of the offered

nodes. In other words, with reference to Example 6 which is part of a larger tree, going up to the

“Restaurants” node 502 would mean going to the parent of the “Pizza” node 504 rather than all

the way to the t0p in the larger tree containing the portion 500 shown.

A more flexible alternative uses the informatiOn recorded in the thesaurus to find every

synonym for “pizza” in the thesaurus and collect all the other keywords associated with those

synonyms. Then the system would search the inverted index to identify all the nodes associated
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with these other associated keywords and identify the most common ancestor of all of those

nodes and go to it. By using the information in the thesaurus in this way the system makes use

of known properties of the one meaning of “fast food”, which is “Pizza", to construct an

intelligent hypothesis about where the other meanings of“fast food” might lie in the graph. This

allows the user to reach another meaning with the least effort and allows the system thereby to

learn what the new meaning of “fast food” is more efficiently.

Example 7

Of course, just as it may be desirable to create implementations to add meanings to the

thesaurus, it may be equally or more desirable to cause an existing meaning for a thesaurus word

to be dropped, for example, due to relative lack of use. This process is described with continuing

reference to FIG. 5 and the associated inverted index, particularly with respect to the thesaurus

entry resulting from the most recent example.

Fast food — Pizza, Burgers

In this example, presume that there have been several uses of the query “fast food” and

that the user(s) issuing these queries have almost always selected “Burgers” and almost never

“Pizza”.

In accordance with another implementation of the invention, the system is constructed to

track the frequency of use of a particular term in the thesaurus. Depending upon the particular

implementation, the tracking can be done for all entries in the thesaurus, for only those added as

part of the “learning” process, or for some specified combination thereof.

In addition, some specified criterion is used to determine when, and which terms, if any,

should be removed from the thesaurus. Depending upon the particular implementation the
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criterion can be based upon usage relative to time, usage of a particular term relative to some

other term(s), term usage relative to overall thesaurus usage, or simply elimination of all added

terms not used since the last purge.

Thus, presuming that the system has kept track of the frequency of use of different

meanings of “fast food”, and that “Pizza” does not meet the criterion for a sufficiently high

frequency, the meaning “Pizza” can be dropped as a synonym for “Fast food” and the entry (afier

purging) would look as follows:

Fast food — Burgers

Thus, a further enhanced implementation can be constructed so the system is dynamically

updating the thesaurus, either adding meanings or dropping meanings for existing and/or initially

unknown words.

Example 8

A further advantage to the invention is that, in some implementations, it can be

configured so that, when there are multiple relevant nodes to be presented, an associated ranking

can be used to determine the type, method or order of presentation. For example, the ranking can

be based upon the frequency of use of particular nodes, which is tracked in these

implementations, so that the most frequently selected or used nodes are presented first, more

prominently, or in a particular manner.

For example, this can be illustrated by continuing from Example 7, where the thesaurus

entry was as follows:

Fast food — Pizza, Burgers
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Under the assumption that the system has been tracking the frequency of usage of the “Pizza”

node and the “Burgers” node and each has been accessed an identical number of times. When a

user enters the query “Fast food”, as above, the system presents the user with both the “Pizza”

node 504 and the “Burgers” node 506, but because it tracks usage and the usage is the sameI it

presents them in the order they are listed, i.e. “Pizza” and then “Burgers”. However, at this

point, the user’s selection will cause one entry to have a greater frequency of usage relative to the

other entry, for example a selection of“Burgers” will make it have a higher frequency of usage

and, accordingly, a higher ranking for the next instance of use.

Thus, the next time the system will be presenting both the “Pizza” and “Burgers” nodes

to a user, the “Burgers” node 506 will have the higher frequency ofusage and, accordingly, will

be presented first, or more prominently, or in some other specified manner because of its

ranking. If the frequenCy reverses with use so that the “Pizza” node 504 outranks "Burgers”

node 506, then the “Pizza” node 504 will supplant the “Burgers” node 506.

Example 9

A further variant ofExample 8 allows the node rankings to be used to prune the nodes

themselves. In this variant, a criterion can be specified, typically zero usage over a long

specified period of time, that is used to remove an entire node. This is advantageously made

possible because of the system’s ability to “j ump” among nodes. Thus, it may occur that a node

within the tree is never accessed, but a child node of that node is. In some variants therefore,

when this state exists for a sufficiently long period of time, the system is constructed to delete

that node. It should be understood that, if handled properly, this process will not even affect the

“learning” process because, even if no user action ever directly causes the node to be presented,
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if the leaming process causes the node to be presented the node’s access frequency will be non-

zero and it will not be “pruned”.

In addition, by tracking access frequency on a node basis, a qualitative evaluation of the

hierarchical system can be made and visualized. This makes it possible to review the overall

hierarchy afier some period of time and periodically optimize it based upon the result instead of

relying purely upon the dynamic optimization that inherently and naturally flows from use of the

teachings of the invention.

Having now described various component aspects of different variants implementing the

invention, by way of the above examples, it should be understood that the “jumps” can occur

fi'om any node to any node, i.e. vertically and/or laterally and to another node that is higher,

lower or on the same “level" as the node from which the jump is made. All manner of vertical

and lateral jumps from multiple nodes to multiple nodes are possible.

In addition, it should be understood that in some applications (like document retrieval

systems) the verbal description fiom the identified node may be the one issued whereas, in others

(like an IVR system), the verbal descriptions for the children of the identified nodes may be what

is presented. Nevertheless, in both cases, the process as described above by way of example will

be the same or directly analogous.

Having described the various aspects individually a more commercially suitable example,

employing a combination of the above examples, can now be presented with reference to FIG. 6

which illustrates a simplified example of an “interactive voice response unit” (IVR) hierarchy

600 that might be used in the airline industry. Of course, a real menu tree used in an IVR may

have any number of nodes from several, up to a thousand, or more. For example, a tree with 4
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branches from each node and which has 5 levels uniformly would have 1365 nodes. As shown

in FIG. 6, the tree 600 is a hierarchical tree and consists of the following nodes and branches:

Initial start (node 210) 602 '

domestic flight arrival information (node 31) 604

domestic reservations (node a2) 606

international flight arrival information (node a3) 608

international reservations (node 34) 610

The node 604 identified by a1 is a service node with pre-recorded information.

The node 606 has two child node a 2, first/business class (node a5) and economy (node a6).

The node 608 identified by 33 is service node with pro-recorded information.

The node identified as a4 has three child nodes identified as first class (node a7), business class

(node a8), and economy (node 39).

The nodes 612, 614, 616, 618, 620 identified as a5, a6, a7, a8, 39 are all service nodes (i.e.

terminal nodes) where a respective customer service representative will interact with the caller.

Of course, a real system may also have a choice at the top level or at each level for a live

operator and may even have a choice to go back to the previous menu.

Even for such a simple example, in a traditional interactive voice response system, the

calIcr would have to listen to several choices and then traverse a path down to a service node.

Someone interested in business class reservations on a domestic flight would have to traverse the

path (a0, a2, a5) for example. This involves listening to multiple choices at each level of the tree

(cg. first a prompt at a0, then four prompts offering a1, a2, a3, and a4 at the next level, at which

the caller would choose a2, and finally two prompts offering a5 and a6, at which level the caller
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would choose a5 and then wait for the operator) and then making a choice by pressing an

appropriate number on the telephone dial pad or alternatively saying the apprOpriate number. In

certain cases, he may make a mistake: he may choose international reservations when he is

interested in domestic reservations or something similar (simply by pressing the wrong number

on his touch-tone telephone or saying the wrong number). If he does, then he has no choice but

to disconnect the phone and redial the number (or if the system has a backtracking option, then

he can backtrack, but even here he has wasted valuable time).

In contrast, in accordance with a system implementing the inventiOn, the caller would be

able to say what he was looking for (e.g. “I want to make a domestic busineSS class reservation“)

and the system would identify and respond with the appropriate node 612 (e.g. a5 in this case or

the relevant customer service representative directly). In other words, it would enable the caller

to skip to the correct node(s) without having to trace through the entire path. If the user makes a

mistake, he could ask for something different wherever he finds himself in the tree, and skip

laterally or vertically to his preferred choice.

The system implementing the invention can further include an option that the entire

transaction (e.g. the making of the reservati0n) would be carried out through natural language

interactions with the system without the intervention of a human customer service representative.

In other words, all the details of his domestic reservatiou are obtained by the system and the

system updates a database accordingly and issues whatever commands are required (e.g. the

mailing of a ticket) to be carried out by some human representative later.

While it is true that some more advanced interactive voice response systems available

today allow for natural language interactions, they are highly constrained natural language
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interactions with relatively little or no intervention by a human operator. However, unlike with

systems using the invention, those systems still require direct path traversal through the hierarchy

(i.e. jumping to non-connected nodes is not contemplated or possible, let aIOne allowed).

Moreover, such systems still typically use a limited list of keywords, which the caller is required

to use to correctly traverse to the next connected node.

In contrast, variants of a system implemented in accordance with the invention can

incorporate an automatically generated or updated thesaurus, which greatly expands the range of

words or terms a caller can use. In these variants, the user is not restricted to parroting the highly

constrained script as required by other interactive voice response systems, nor is the user limited

to traversal to a connected node. In these more complex implementations of the invention, a

system can be constructed that is able to learn new words or terms that it may not have

understood the first time. For example, if a user asks for “coach class” and the system does not

have the word “coach” or the phrase “coach class” in its keyword list or in its current thesaurus,

then on this first occasion, it offers the user a traditional path down the conventional tree. But it

tracks what the user did, what node of the tree the user went to, and on this basis, it learns a new

response to “coach class”. The next time a caller (either the same per50n or a different person)

uses the words “coach class” the system does not offer the traditional path as it did the first time,

but instead it offers a new set of nodes based on what it learned the first time. Thus, in such

implementations, the thesaurus is a dynamically changing entity, continually updating itself by

learning new words and terms and learning new “meanings” (i.e. new actions or responses) for

existing terms.
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Implementations according to the invention can also allow novel groupings of nodes to

be presented to the caller based on his query. If he asks for “economy class" without specifying

whether he wants an international or domestic reservation, then the system would offer him the

nodes a6 and a9 (appropriately phrased in natural language), and allow him to further choose

whether he wants international or domestic reservations, something current systems do not offer.

In other words, the system can pick out the relevant responses from different branches of the tree

and pool them together and offer them to the caller.

This functioning of the system, by which it is able to skip around laterally or vertically in

the tree, is enabled by the associating ofnatural language (i.e. human language) verbal

deseriptions with each node, and then using these as an initial basis for the navigation,

augmented, in some variants, by a dynamically changing thesaurus that greatly expands its range

and comprehension.

Thus, based upon a conceptual understanding of the above examples, further details of

the process will now be presented.

The flowcharts of FIGS. 7 through 14 are illustrative of a functional example of the

general method ofa more complex variant the invention as would be implemented in software

according to the flowcharts in this case for a newspaper subscription application. It should be

understood that particular details are provided in the description below merely for completeness

or because they are necessary or helpful for forming an understanding of the particular

implementation. They are not to be considered essential for implementing the invention.

Similarly, details unrelated to or unnecessary for understanding the invention have been omitted

to avoid confusion.
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An example implementation is described and contains two programs, a preparatory

program, illustrated in FIGS. 7-10 and a transaction or query processing program, illustrated in

FIGS. 11-14. In addition, a particular software implementation fairly corresponding to the

flowcharts of FIGS. 3’ - 14 appears in the Appendix A that follows. The program contained

therein, is written in the “C" programming language for execution on any personal computer

having a processor, memory , input-outp ut, etc. capabilities to run the particular application in its

intended environment.

Broadly, the first program process ofFIGS. 7-10 constructs an inverted index and an

application-specific thesaurus and the second program process of FIGS. 11-14 uses these

constructs in a transaction processing system to interact with a user.

In the preparatory program of FIGS. 7A, 7B and 8-10, the shorthand names of files that

the program uses and the contents of the corresponding files are as follows. Notably, both the

process parts shown in FIG. 7A and 73 as well as the process part shown in FIG. 8 are indicated

as start points. This is because they are each independent of each other in that any of the three

could start before any other or two or more could be run concurrently. Thus, it should not be

presumed that they are mutually exclusive or any one is per so required for the invention.

Moreover, it should be understood that any one or more could have been undertaken at a

different time, by a different entity, or for a different application. Whether one or more of the

portions shown in FIG. 7A, FIG. 7B or FIG. 8 are the starting points, the starting point for actual

operational processing will be the same.

The file named ‘p’ contains a list of prompts or verbal descriptions in a hierarchical

relationship (i.e. they can be visualized or arranged in a tree-type graph).
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The file named ‘w’ contains documents that are related to the prompts or verbal

descriptions in ‘p’. For example, ‘w’ could contain a training manual for customer service

personnel or a website document that is likely to contain material that is related to the queries

customers may have, This file is used to create a thesaurus.

The file named ‘f’ contains forms that are used to elicit relevant information from

customers. They have fields like ‘name’, for example, which would he used by the system to ask

and record a caller’s name.

The file named ‘x’ contains an index associating the forms in ‘F with terminal prompts or

descriptions in ‘p’. Once a terminal prompt is reached in the process, the corresponding form

from the file ‘x’ is activated, and the system proceeds to elicit information from the user.

The file named ‘5’ contains a list of application-specific stop words, many of which are

high—occurrence and/or generally uninformative words like ’a’, ‘an’, ‘the’ or ‘from’ or words

with a high-occurrence in for the particular application such that they have little meaning, for

example, ‘fly’ in an airline reservation system, ‘street’ in a navigation system, ‘file’ in a

computer search tool. These are eliminated from ‘p’ and ‘w’ and ‘f before processing, because

they don’t carry any useful information for the application.

The file ‘t.cfg’ contains the thesaurus and inverted index that will be constructed by the

program. Of course, in alternative variants, the thesaurus could be a separate file from the

inverted index file and either or both could be made up of multiple files.

The file ‘l.cfg’ is a file that is used to store newly learned words. As with the t.cfg’ file,

the ‘l.cfg’ file need not be a separate file, it could be part of ‘t.cfg’, or part of a separate thesaurus

and/or inverted index file. Similarly, the ‘1.cfg’ file could be made up of several files.
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With reference to FIGS. 7A, YB and 8 through 10, the processes as carried out by the first

program are as follows. It bears noting that, although the process and its components are

presented by way of example in a particular order, unless a specific process component is

expressly stated to necessarily have to occur at a particular time or after some other particular

process component, or two process components must necessarily occur in sequence because one

relies upon completion of the other before it can start, no order should be implied or c0nsidered

required since the order in different implementations may be different and may vary based upon

the particular programmer, programming language andr‘or computer involved.

The files p, w, f, x, and s are each read and processed as follows. It should be understood

that the order of processing of file ‘p’ relative to file ‘f’ or their respective sub-processing

components, although shown sequentially, could be done in a myriad of ways including doing

each of the reading extracting and storing concurrently or as a common Operation (i.e. reading

for both is done before extracting for both, etc.).

Specifically, keywords are extracted from p _ and from f___. These are initially just

all the words or terms contained in the prompts in p. The keywords are stored, for example, in a

temporary file.

Similarly, thesaurus words are extracted from w. These are initially just all the words or

terms in w. They are also stored, for example, in a temporary file.

Stop words are loaded from s (902) and stop words and duplicate words are eliminated

from keywords and thesaurus words stored in the temporary files.

The thesaurus is constructed in accordance with FIGS. 9 and 10 described in overview as

follows:
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a. Increment the file of thesaurus words with keywords from p and f remaining after

elimination of stop words.

b. Create a matrix of thesaurus words as row words (or words listed along the rows

of the matrix) against keywords as column words (or words listed along the

columns of the matrix).

c. Count the number of co—occmrences of each row word with each column word of

the matrix in the documents contained in w and fill in that number in the

corresponding matrix cell. (For example, a co-occurrence of a pair of words may

be defined as that pair occurring in the same paragraph. If w is made up of a

hundred paragraphs, then take each pair of row word and column word and count

the number of times this pair occurs within the space of each of the hundred

paragraphs in w. For each pair, the pair may co-occur zero or more times in a

paragraph and add up the number of co-occurrences in all the paragraphs in w.)

This process yields a matrix filled with nonnegative integers in each cell. It is then

possible to consider each row ofnumbers as a vector associated with the corresponding row

word. When viewed geometrically, these vectors, one for each row word, fon'n angles with each

other in a multi-dimensional space. As a result, we can calculate the cosine of each such angle

by computing scalar products for the angles. Thus, we compute the cosines of the angles formed

by the vectors associated with each pair of row words.

The cosine values for all pairs of row words and colunm words are calculated and stored,

for example, in a new matrix.
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For each row word, the top ‘n’ cosine values are identified as are the corresponding

keywords. For example, in an airline system context, if there are two row words ‘coach’ and

‘economy’, where ‘economy’ is also a keyword (originally from p andfor t), and if the cosine

value of this pair or words is among the top ‘n’ cosines for the word ‘coach’, then ‘economy’ is

identified as a synonymous keyword for coach.

A new file can then be created, formatted for example, by listing thesaurus words on the

left (e. g. coach), and against each thesaurus word, its associated keywords (e.g. economy). This

is referred to as an inverted index (i.e. the thesaurus) of row words and their keyword synonyms.

Essentially, this file will now contain words like ‘coach’ coupled with its particular alternative

meanings, one of which may be ‘economy’. The user interactive transaction processing

program, the second program, will later use this thesaurus file when a caller uses a word like

‘coach’ in his query to determine the relevant keywords (like ‘economy’). This will enable the

program to find the relevant prompt with which to respond to the user.

Optionally, to provide the system with a set of prompts or verbal descriptions with which

to respond to a user, another inverted index is created using the files p, f, and x. This index will

contain a list ofkeywords from p andfor 1' associated with the prompts in which they occur.

Thus, when a user uses a synonym like ‘coach’ in a query, the second program will look up the

thesaurus, find the keywords corresponding to it (e.g. ‘economy’), and then look up the inverted

index to find the prompts corresponding to ‘economy’ and other corresponding keywords.

Once both the inverted index and thesaurus files have been created, the file t.cfg can be

created from them for use by the Second program.
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One example of the program flow for a fairly genetic transaction processing program

implementing one variant of the invention is illustrated in the flowcharts of FIGS. 11 through 14.

This example is configured to incorporate a collection of several of previously described simple

aspects. To demenstrate the fimctions of this program and how this program operates, for

context we use an example interaction that a calling customer might have with this example

system.

Following the example is the Appendix contains that program code essentially

implementing a variant of the invention largely corresponding to that of FIGS. 7 through 14.

The particular example we use for purposes of illustration is for an automated telephone

system for a newspaper, like the New York Times. For simplicity, every item in the flowchart is

not traced through since, an understanding of the process with respect to one path will be

sufficient to allow an understanding of the other paths.

The example begins with “I want to subscribe” uttered by the caller to the system. We

will assume that the first three words of the query (i.e. “I”, “want", and “to") are stop words and

the last word (i.e. “subscribe”) is neither a keyword nor a thesaurus word.

The process as carried out by the second program are as follows:

The files t.cfg, l.cfg, f, x, and s are read (1102).

The keywords, thesaurus words, prompts from t.cfg. are loaded (1 104), as are the learned

words from l.cfg. Initialiy, l.cfg will be empty as the program has not yet learned any new

words. The forms and index of forms against prompts from f and x respectively are loaded, as

are stop words from s.
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The program opens the interaction with a greeting (1 106) and an elicitation of the first

query from the caller (1 108). This might be: “Thank you for calling the New Herald. How may

we help you?”

The caller then utters his or her statement: “I want to subscribe”.

The stop words in the statement are first eliminated, leaving behind just the word

“subscribe”.

The statement is then processed in the following way:

The keywords and the thesaurus words remaining in the query are identified (1202, 1204)

by comparing with the list in t.cfg and l.cfg. As we have assumed that “subscribe” is neither, we

have none.

The prompts that best match the identified keywords and thesaurus words are selected

(1206). As there are no such words identified, there are no prompts selected.

The program arrives at a decision in the flowchart: are any nodes selected? (1208). Since

the answer is in the negative, the program will follow the branch and select the top level node

(1218). (Note: These top level prompts are the ones at the top level of the menu tree.) This

completes the prompt selection process. The process then proceeds to the second part of the

query process.

The process proceeds with another decision: has a single leaf prompt been selected?

(1210). Since the top level prompts are selected (of which there are more than one and also none

is a leaf prompt), a negative answer is the result.
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These prompts or verbal descriptions are issued to the user (caller) and elicit another

response. Assume that the offered verbal descriptions are as follows:

System: Are you calling about Subscriptions?

System: Is there a problem with your paper or delivery?

System: Would you like information about the New York Times website?

System: Are you calling about advertisements?

System: Are you calling about something else?

Assume further that the caller responds as follows:

User: I am calling about subscriptions.

As a result, the program returns to selecting verbal descriptions by identifying the

keywords and the thesaurus words remaining in the query by comparing with the list in t.cfg and

l.cfg (1202, 1204). “Subscriptions” is now synonymous with a keyword and it is identified.

The program will again select verbal description(s) that best match the identified

keywords and thesaurus words (1206).

For example, assume these are:

System: Would you like to order a subscription?

System: Would you like to give a gift subscription?

System: Would you like to change your address or change any other information?

The pregram then arrives at a decision branch (1208) in the flowchart: are any nodes

selected? Since the answer is affirmative, it follows that branch and exits the prompt selection

process and returns to the query process.
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This begins with another decision box: is a single leaf node selected? (1210). The answer

is no, since three prompts have been selected.

Next, these verbal descriptions are issued to the caller and the system will await his

response (1220). We assume the caller responds as follows:

User: I want to order a subscription

The program will again return through a loop to the prompt selection process (1202,

1204, 1206) where the program will identify the keywords and the thesaurus words remaining in

the query by comparing with the list in t.cfg and Lofg. “Order" and “subscription” are now

identified.

Verbal descriptions are selected that best match the identified keywords and thesaurus

words. Now assume this is just the prompt “Would you like to order a subscription?” from the

three descriptions above.

The program will then arrive at a decision branch (1208) in the flowchart: are any nodes

selected? Since the answer is affirmative, it follows that branch and exits the prompt selection

process and returns to the query process to again arrive at a decision: has a single leaf node been

selected? (1210). This time the answer is yes, a single prompt has been reached, which is also a

leaf prompt, since it is at the bottom of the menu tree.

This is followed by another decision: any verbal description corresponding to the node?

(1212). The program checks Lofg and finds the answer is no.

The branch then leads to yet another decision (1214): is a form for verbal description

available? The answer by checking the index x is the yes branch. This leads to the portion of the

flowchart of FIG. 13.

3'?
728851 v1

440



441

lUEgE’lIESEfl Lasagna

PATENT

Docket No: 4428—4001

The form is processed in the following way:

The first part is a decision: is it a response form? (1302). The answer is no.

The system then issues questions to the caller based 0n the form and accepts information

9"

back (1304). The questions are of the form “Please tell us your name , “Where do you live?”,

“Do you want an annual or half-yearly subscription?” etc. The caller provides the information to

the system.

It repeats the information the caller has given the system and asks if the information is

correct. Let us assume the user confirms that the information is correct.

The system then calls an external routine to store the information in a database. The

routine returns another form to the system (1306) and returns in a loop to the question: is it a

response form? (I 302). Since the form contains questions about the payment, based on the type

and period of subscription selected by the caller, the answer will be negative.

The system then issues these questions to the caller and the caller provides the required

information (1304).

The system then repeats the information and gets a confirmation from the caller.

The information is passed to another routine (mentioned in the form) to update the

database. This routine (1306) then returns a response form and again returns in the loop to the

question: is it a response form? (1302). This time the answer is yes. The system then issues a

response (1308) thanking the caller for the subscription, and exits this process returning to FIG.

11.
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The system now exits the query process as well since the caller’s query has been

completely processed and the corresponding actions taken by the system. It now returns to the

main part of the program.

The next process in the main part of the program is a question: is there an unknown word

in the caller’s query? (1112). The answer is yes, since the word “subscribe” in the initial query

was not known to the system. This invokes the portion of the flowchart of FIG. 14.

The system therefore has to learn this previously unknown word:

The learning process begins with a decision: is the word already in 1.cfg? (1402). The

answer is no, since 1.cfg is initially empty and the word has not been encountered before.

The corresponding “NO” branch is followed and the word is added to the list of learned

words (initially empty) with keywords from the final single leaf prompt that was selected (1404).

The system then records these changes in 1.cfg (1408) and returns to the main part of the

program in FIG. 11. It has now learned the meaning of the initially unknown word “subscribe”.

Next, the program asks the caller if he wishes to continue (1114) (Le. are there any

further queries). We assume the answer is no and the system thanks the user and exits.

Now,- having described the example traversal of one path through the second program

with reference to the flowchart, an example dialogue for the path traversal that has taken place is

presented so the complete transaction can now be understood.

Dialogue:

Caller: I want to subscribe

System: Are you calling about subscriptions?

System: Is there a problem with your paper or delivery?

39
728851 v1

442



443

JDEQI‘QIESQ .. ins-vane

PATENT

Docket No.: 4428—4001

System: Would you like information about the New York Times website?

System: Are you calling about advertisements?

System: Are you calling about something else?

Caller: I am calling about subscriptions

System: Would you like to order a subscription?

System: Would you like to give a gift Subscription?

System: Would you like to change your address or change any other information?

Caller: I want to order a subscription

System: Please tell us your name

Caller: Bertrand Russell

System: Where do you live?

The dialogue continues in this way with the system eliciting the required information

from the caller.

Having demonstrated traversal in a system where the system was constructed to learn

when an unknown word is used, what happens the second time a caller uses the same word

“subscribe” in a query after it has been learned by the system can now be demonstrated. This

demonstrates the power of including the optional feature of learning in the program.

In this case, the dialogue that occurs when a new caller uses the word “subscribe”

following the above is now presented.

Dialogue:

Caller: I want to subscribe

System: Please tell us your name
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Caller: J. L. Austin

System: Where do you live?

Thereafter, the process continues. Notably, the system has now learned the correct

response to the query “1 want to subscribe".

Other Variants

Having described several simple and more complex examples that make it possible to use

the invention, other variants can now be presented. Examples of such Optional functions that can

be incorporated into other variants, individually or collectively, include:

3) creating the thesaurus by providing access to a collection ofmultiple documents

and determining synonymy based on sufficient similarity of meaning with the keywords as

measured by the frequency of co~occurrence of the keywords in the collection of documents;

b) identifying words in the user’s response by recording the response for future

learning;

c) parsing out of a response all non-stOp word unknown terms or keywords;

(1) identifying synonyms for all non-stop terms in the user’s response;

e) cycling between user and system responses until the user reaches a vertex (i.e.

verbal description) that enables him to carry out his goal and updating the thesaurus when the

goal vertex is reached by associating the recorded previously unknown words in the user's

response with the keywords that are associated with the verbal description reached by the user;

f) recording, when the goal vertex is reached, the pairs of synonyms in the user's

responses and the keywords that are associated with the verbal description reached by the user;
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g) removing associations between keywords and their synonyms from the thesaurus

that have not been accessed more than a specified amoant of times within a specified period (this

can be based upon a parameter set in the system by the system’s administrator or can occur as

part ofprogram maintenance or updates);

h) selecting the verbal descriptions that best meet the user’s goal as indicated by the

keywords and synonyms in the user’s response by identifying the keywords in the user's

response andfor the keywords correSponding to synonyms in the user's response and computing

a degree of match between each verbal description and the identified keywords, in accordance

with conventional linguistic processing techniques;

i) computing the degree of match between verbal descriptions and identified

keywords by utilizing the pairs of synonyms in user’s response and the keywords associated with

the verbal descriptions reached by users as previously recorded;

j) responding to the user on the basis of verbal descriptions selected by presenting

the user with verbal descriptions that best match the user’s previous response;

k) for “best match" variants, in the event that even the best matches have a low

degree ofmatch, the best “11” verbal descriptions are presented to the user (“n” being a number

representing a predetermined system parameter);

I) for “best match" variants, in the event that the best matches have a low degree of

match, the user is automatically connected to a human operator, when or if a human operator is

available;
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m) for “best match” variants in the event that the best matches have a low degree of

match, the best “n” verbal descriptions are presented to the user, along with an option ofbeing

connected to a human operator when or if a human operator is available;

n) presenting the user with those verbal descriptions that best match the user’s

previous response in order to elicit any information from the user that may be required to

accomplish the user’s goal;

0) recording information elicited from a user in a database for future use;

p) selecting multiple verticies in the graph structure that are not connected to a

previously selected vertex, based upon parameters associated with nodes correlated to keywords

and synonyms in a user’s response;

q) selecting a vertex in the graph structure in the same row as the previously selected

vertex based upon the keywords and synonyms in the user’s response; andz’or

r) updating the thesaurus by adding words from a user’s response that are not in the

thesaurus.

Finally, it is to be understood that various variants of the invention including

representative embodiments have been presented to assist in understanding the invention. It

should be understood that they are not to be considered limitations on the invention as defined by

the claims, or limitations on equivalents to the claims. For instance, some of these variants are

mutually contradictory, in that they cannot be simultaneously present in a single embodiment.

Similarly, SOme advantages are applicable to one aspect of the invention, and inapplicable to

others. Thus, no particular features or advantages should be considered dispositive in

determining equivalence.
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It should therefore be understood that the above description is only representative of

illustrative embodiments. For the convenience of the reader, the above description has focused

on a representative sample of all possible embodiments, a sample that teaches the principles of

the invention. The description has not attempted to exhaustively enumerate all possible

combinations or variations, for example, those arising out of the use ofparticular hardware or

software, or the vast number ofdifferent types of applications in which the invention can be

used. That alternate embodiments may not have been presented for a specific portion of the

invention, or that further undescribed alternate embodiments may be available for a portion of

the invention, is not to be considered a disclaimer of those alternate embodiments. One of

ordinary skill will appreciate that many of those undescribed embodiments incorporate the

minimum essential aspects of the invention and others incorporate one or more equivalent

aspects.

MM

_ FILE IDENTIFICATION
Main Source Files

mainc, processc, arraylib.c, stemlib.c, dialog.c, interactivec, forrnlib.c
Header Files

globalvarh, processh, arrayiib.h, formsh
Make Files

Makefile

Parameter Files

t.ini, d.ini
Data Files

p, w, s, f, x, a

Configuration Files

Lefg, Lefg

Shell Script Files

acct_info, add_acct, chgfiacct, getjmt, updtjmt, susp_deli, updt_acct, prefer
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MAIN SOURCE CODE (in C)

maimc: Main Program to process p and w to create the thesaurus
f*********#**¥****¥*$***¥*****#******$*****t*$*##********$********

SOURCE CODE DOCUMENTATION

***¥****#*********************************************¥****¥¥*¥**l

#include (stdiohb

#include <st1'ing.h>

#include "processh"

#include "arraylib.h"
#include "formsh"

int numCqumn = 0, numRow = 0 , numlndex = 0, numMenu;

int tOpValues = 5 ;

char "rowTerms, **columnTerrns, Mprompts, **stopWords;

double "matrix, "cosine;

float phoneThreshold = 0.02, webThreshoId = 0.0006;

int “indexList, **menuList, ”thesaurus, **prornptKeys;

int numStopWord = 0;

int numForms, numPF;

struct form “formlist;

char "*Fprompts, *wdoc, *pdoc, *sdoc, *fdoc, *xdoc, *cfg;

main(int argc, char *argv[]) {

int i, j;

It*¥****t*¥*¥***t**$**¥**8*****¥**3***3**$****$*¥*$****$$****t***t

PRINT THESAURUS PROGRAM INFO

******#*********$***********************************¥**¥**¥**¥***;

P" if(a:gc != 5) {

pn’ntfl'Usage Instructions: t p w f x\n");

printf("Parses w for matrix row terms and p for matrix column terms.\n");

printf{"*** Exiting, goodbyein");

exit(l);

} *1“

if (argc != 2) {

printf("Usagc Instructions: t <ini-file>\n");
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printf("*** Exiting, goodbye.\n");

exit(1);

}
I**#***************t*****¥**¥******$**********$***$*$********$****

OPEN INPUT FILES

tt****$*****$**$t**$**$********$*$**$*$$**$*$*$*$*************$$*g

readini(arg\'{1]);

loadStopWords(sdoc);

numPF = loadFonnsList(xdoc);

numFon‘ns = loadForrns(fdoc);

;****#*#*****$***********t********#******¥****************¥$*#*¥¥¥

PREPARATION FOR PHONEDOC PARSING

*¥********¥********t***¥*¥******$¥*¥**¥***$*¥*****#*$****¥****¥$*fi

pn'ntf "\nReading files ....\n");

numColumn : processFile(pdoc, &columnTerms, phoneThIeshoId);

If printf("The document contains %d relevant terms.‘un\n", numColumn);

fl This routine will add the keywords from the Forms into ColumnTerms.

numColumn = addFormKeys(&columnTenns, numColumn);

if printf("The document contains %d relevant tenns.\n\n", numCqumn);

{******3***¥****¥¥****¥****¥*¥*¥¥*¥**¥**¥$*¥*¥*****************¥**

PREPARATION FOR WEBDOC PARSING

*******t******#***#**#*$******#****#**t**t**$***¥*$**************f

numRow = processFile(wdoc, &rowTerms, webThIeshold);

f¥*¥*¥********¥******t*************¥*******¥¥**********¥**¥*¥***¥*

NTERGE COLUMNTERMS & FINALTERMS INTO ROWTERMS

***¥¥******¥*****¥*¥****************¥******¥*¥***¥$**$*****$*¥***;

numRow = mergeArray(&rowTenns, columnTerms, numRow, numCqumn);

sortArray(rowTerms, numRow);
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If printf(“The document contains %d relevant lerms.\n ", numRow);
{*****¥****#******¥*******¥*****¥***#***¥**#**************¥$#*****

MATRIX CONSTRUCTIONS

##Iktxktilttt*t*******tt**¥****¥*********“HIand“!***$*********¥****t*}l

printf("loading prompts ...\n", numIndex);

numIndex = loadPrompts(pdoc);

printfl"processing words ...\n", numlndex);

createMatrix(wdoc);

numRow = eraseZeroesO;

calcCosineO;

filllndexO;

If This function will add leaf prompts to the index keywords from FOITDS.

I! appendlndex(argv[3]);

createThesaurusO;

I! printh"created thesaurus .‘m‘m", numIndex);

printf("saving data ...\n");

saveData(cfg);

printf("done.\n");

}

readini(char * filenm)

{

FILE * fp;

char buf[80], key[30], value[80], eommem[80];

int out;

if ((fp=fopen(filenm,"r"))=NULL)

{

perror(filenn1);

exit(l);

}

while (fgets(buf,79,fp)!=NULL)

{

sscanf(buf,"%s %s %s",key,value, comment);

if(!strcmp(key, "pdoc"))

pdoc=strdup(value);

if (Estrcmp(key, "wdoc"})

wdoc=strdup(value);

if (Estrcmp(key, “sdoc"))

sdoc=strdup(value);
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if (!strcmp(key, "fdoc"))

fdoc=strdup(value);

if (Estrcmp(kcy, "xdoc"))

xdoc=strdup(value);

if (!strcmp(key, "cfg"))

cfg=strdup(value);

if (tstrcmpflcey, "pt"))

sscanf(buf,"%s %f %s",key,&phoneThreshold,value);

lfphoneThreshold=(float)atof(value);

if (Estrcmp(key, "wt"))

sscanf(buf,"%s %f %s",key,&webTh1-eshold,value);

if (lstrcmp(key, "tv"))

topValues=atoi(value);

process.c: This program contains various functions called from Main
#include <stdio.h>

#include <string.h>
#include €math.h>

#include "globalvarh"

#include "arraylibh"
#include "fonnsh"

#define min(x, y) (x < y) ? x : y

int *rowcount, *colcount;

int processFile(char *filename, char ***cArray, float threshold) {

FILE * fp;_

char tmpWord[50], paraFlag;
int i, numWords = 0, wordLen = 0, totWords = 0;

float *fi'qurray;

fp = fileOpen(filename,"r");

*cArray = NULL;

frqurray = NULL;

while((wordLen = fetchWord(fp, tmpWord)) != 0) {

totWords++;

if (! inAnay(stopWords, tmpWord, numStopWord)) { I! ignore stopwords
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stemWord(tmpWord);

if (i = inArray(*cArray, tmpWord, numWords)) {

frqurrayfi - 1]H;

}

else {

addWord(cArray, tmpWord, HnumWords);

frqurray = (float *) realloc(frqu1-ray, numWords * sizeoftfloat»;

frqurray[numWords - 1] = 1;

}

}

}

If printf("Totwords = %d, numWords = %d\n",totWords, numWords);

for ( i = 0; i < numWords; i++)

{

if ((float)(frqurray[i] f totWords) >= threshold)

(*cArray)[i] = NULL;

}

numWords = removeNulls((*cArray), numWords);

sortArray((*cA1-ray), numWords);

return numWords;

}

!*****$***********$**$***¥¥*¥*$**********t**t*t*******$*************$*$**$$**

Prompts Processing
******$**$***$****$************t****t******3*$***$*************$*$**$*******;

int loadPrompts(char *filename)

{

char buffer[256];

int i = 0,j, len, no;

int level[10], tabs, 11] = 0;

FILE * fp;

for (i = 0; i < 10; i++)

level[i] = 0;

fp = fileOpen(filenamc,"r" ;

prompts = NULL;
menuList = NULL;

1' = i n 0;

while (fgets(buffer, 256, fp) != NULL)
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{

tabs = allTrim(bufTer);

if ((len = strlen(buffer)) = 0)

continue;

if ((j = inArray(prompts, buffer, in = 0)

j = i;
else

j--;

level[tabs + 1] =j + 1;

menuList = (int **)realloc(menuLisl, ++m * sizeof(int *));

menuList[m - 1] = (int *)malloc(3 * sizeoflintD;

menuList[n1 - 1][0] = levei[tabs];

menuList[n1 - 1][l] = Ievei[tabs + 1];

menuList[m - 1][2] = 0;

if (i = i)

addWord(&prompts, buffer, ++i);

} .
numMenu = m;

for (j = 0;j < numMenu;j++)

{

for(m = O; m < numMenu; m++)

if(menuList[j][1] — menuLisl[m][0])

break;

if(m != numMenu) a” LeafNode *!

continue;

me = 0;

for (m = 0; m < numMenu; m++)

if (menuList[m][0] = menuListUHOD
nc++',

 

if (me != l)

{

menuListU][2] = 99;
continue;

}

len = strlen(prompts[menuList[i][1] — 1]);

if (promptsimenuLislfiHH - 1][ler1 — l] = ‘?')

menuListLi][2] = 99;

{

for (m = 0; m < numMenu; m++)

if(menuList[m][1] = menuListU][0])

menuList[m][2] = menuListU][1];

menuListUflZ] = 100;

else
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return i;

void fillIndexO

{

int i,j, k;

indexList = (int **)mailoc(numColumn * sizeofiint *));

for (i = 0; i < numColumn; i-H-) {

indexList[i] = (int *)n1al loc(numlndex * sizeof(int));

for (j = 0;} < numlndcx; j-H-)

- indexList[i][i] = 0;

}

for (i = 0; i < numIndex; i++)

updateThesaurus(prompts[i], i + l);

updateFrmFormsO;

}

updateThesaurus( char *str, int pmpt)

{

char tmpstr[256];

char *sarray[50];

int i, j, k, wrds;

int iflag = 0, dflag = 0;

strcpy(tmpstr, str);

wrds = readValues(tmpstr, saIIay);

stemArray(sarray, wrds);

for (i = 0; i < wrds; i++)

{

for (j = 0;j < numColumn; j++)

{

if (Estrcmp(columnTerms[j], sarray[i]))

{

iflag = 1;

dfiag = 0;

for (k = 0; indexListUHk] && k < numIndex; k++)

if (indexListLi][k] = pmpt)
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dflag = 1;

if (k < numlndex && dflag = 0)

indexListLi][k] = pmpt;

break;

}

}

if(iflag = 0)

{

printf("** warning the following prompt does not contain index wordm");

printf("\t%s\n", ctr);

}

/****************$**:9:at:*tilnkttllulnll*****#***#**********$$$******$*$**

Create Matrix here

ilk$35!*3“****3*3!t**5|!*3#31:¥*¥***Skit=8#1.:*ik*ilfi1**1!##ak*#*#***#***********$**J{

void createMatn'x(char * filename) {

int i,j, nwp = O, k = 0;

int minv;

FILE * fp;

1”" allocate memory for matrix *2“

matrix = (double **)malloc(numRow * sizeof(double *));

for (i = 0; i C numRow; Hi) {

matrix[i] = (double *)malloc(numColumn * sizeofldouble»;

for (j = 0;j < numColumn; j++)

matrix[i][j] = 0;

}

f’“ allocate memory for rowcount and column count *I'

rowcount = (int *)rnalloc(numRow * sizeof(int));

colc0unt = (int *)malloc(numColumn * sizeof(int));

I“ Go to start ofdocument ‘2'

fp = fileOpen(filename,"r" ;

while (lfcof(fp))

{

f“ initialize rowcount array ‘5’

for (i = 0;j < numRow; j++)
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rowcountfi] = 0;

3““ initialize columncount array *3“

for (j = 0;j 4 numColumn; j++)

colcountfi] = 0;

nwp = rcadPara(fp);

if(feof(fp))
break;

if (nwp = 0)
continue;

1* add co-occurance of reward & colword to the matn'x *!

for (j = 0;j < numRow; j++)

for (k = 0; k < numColumn; k++) {

minv = min(rowcount[i], colcount[k]);

matrixLin] += minv;

}

}

}

int readPara(FILE *fp )

{

int i, j, k, wcount = 0, m = 0;

int nextpara, cunpara, wordLen;

char tmpword{50];

currpara = fieil(fp);

wcount = wordslnPara(fp);

if (feofUPD {

if (wcount = 0)

return 0;

}

nextpara = flell(fp);

fseek(fp, currpara, 0);

for (i = 0; i < wcount; Hi) {

wordLen = fetchWord(fp, tmpword);

if (inArray(stopWord5,tmpword,numStopWord))
continue;

stemWord(tmpword);

1* count the occurance of each word from the row in para *!
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for (i = 0;j 4: numRow; j-|-|-)

if (lstrcmp(rowTerrns[j], tmpword)) {

rowcountfi]++;

break;

}

I“ count the occurance of each word from the column in para *l

for (j = 0;j < numColumn;j4—F)

if (Estrcmp(columnTenns[i], tmpword)) {

co]count[i]+—I~;

break;

}

}

fseek(fp, nextpara, 0);
return wcount;

}

int wordsInPara (FILE *fp)

{

int 0, count = 0;

int state;

const int out = 0, in = 1;

state = out;

while ((c = getc(fp)) != EOF) {

if (Eisalpha(c)) {

if(c —— "m‘ |[ c == EOF)

 

break;

state = out;

}
else

if(state = out) {

state = in;

count-H;

}

}
return count;

}

f#***************¥****************¥*¥***********$****t******

Calculate Cosine Function

*******$¥$*¥***t*¥*************#t*****************#********l

void calcCosineO

54
72885] VI

457



458

iflEQQIESQJ .iilQflfl

PATENT

Docket No.: 4428—4001

{

int i,j, k, sum;

f“ memory allocation for the cosine matrix *I

cosine = (double **)malloc(numRow * sizeotIdouble *));

for (i = 0; i < numRow; ++i) {

cosine-[i] = (double *)malloc(((numRow) "‘ sizeofldouble)»;

for G = O;j < numRow; j++)

cosine[i]fi] = 0;

}

.1’*N01'malization"‘ar

for (i = 0; i < numRow; Hi)

{
sum = 0;

for (k = 0; k < numCqumn; Hk)

sum +r: matrix[i][k] * matrix[i][k];

if (sum != 0)

{

for (j = O;j < numColumn; ‘H'D

matrix[i][i] = matrix[i][j] {sqrt(sum);

}

}

FCosines“!

for (i = 0; i < numRow; Hi)

{

for (k = i + 1; k < numRow; ++k)

{

cosine[i][k] = 0;

for (i = O;j < numColumn; Hrj)

cosine[i][k] += matrix[i][j] * matrix[k][j];

}

}

}

Jp'********¥******¥*¥**¥*¥$¥¥*¥*$$***3333*Stilt##3##******$************$**

eraseZe-roes : removes the row with all zero column in the matrix
3k*1!*t*$*$$**$**$**t**t*tt¥*Itt*ttIt1:¥1:tIttitt1:3|:*t*$**$**$$$**$**t*t$$*’f

int eraseZeroesO {
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int j, k;

int cond;

!* Free and nullify the rowTel-ms and matrix row for all zeroes *s’

for (i = O;j < numRow; ++j) {

cond = 1;

for (k = 0; k < numColumn; Hrk) {

if (matrixU][k] != 0) {

cond = 0;

break;

}

}

if (cond = 1) {

rowTermsU] = NULL;

matrixfi] = NULL;

}

}

z” Push NULL rows at the end of arrays *i

for (j = O;j < numRow; j-H-)

{

if(rowTerms[j] = NULL)

{

for (k =j + 1; k 4 numRow; k++)

if (rowTerms[k] != NULL)

break;

if (k < numRow)

{

rowTermsLi] = rowTerms[k];

matrixfi] = matrix[k];

rowTerms[k] = NULL;

matrix[k] = NULL;

}

}

}

P" count new numRow *J'

for(j = 0; (rowTerms[j] != NULL) && j < numRow; j++);

return j;

}
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l$$¢$¥$¥¥¥$¥¥¥¢¥¢$¢¥¢¥*¥*****¥****$********¥****¥**********#*****$**$**$*

createThesaums: Function to Create Thesaurus of rowTerms by taking the

index words matching the top 5 cosine values.
**********¥*¥¥**¥********$*t******#**#***$***$*t***$*t**************t#**;

void createThesaurusO

{

int i, j, k, 1;

int m, numword;

double *tmpcos, preveosine = 0;

int *colnum;

tmpcos = (double *)malloc(numRow * sizeofldouble»;

colnum = (int *)malloc(numRow * sizeof(int));

thesaurus = (int **)malloc(numRow * sizeoffint *));

for (i = 0; i < numRow; i-+~+-) {

thesaurus[i] = (int *)ma]loc(numColumn * sizeof(int));

for (j = 0; j < numColumn;j4-|r)

thesaurus[i][j] = 0;

}

F initialization of thesaurus *f

for (i = 0; i < numRow; i++) {

for(j = 0;j < numRow; j++) {

if (i b j)

tmpcos[j] = cosinefi][i];
else

if(i (j)

tmpcosfi] = cosine[i][j];
else

tmpcosfi] = O;

colnumfi] = j;

}

floatSort(colnum, tmpcos, numRow);

numword = prevcosine = 0;

a" count top ‘topValues' of cosine *1

for (m = 0; m < numColumn; m++) {

if (prevcosine != tmpcosme
numwordH;
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prevcosine = tmpcos[m];

if (numword = tepValues + 1)

break;

'}
__m;

l* m = total mum of syn *s’

for(j =k=0;k<=m;k++){

if((l = inAn'ay(columnTcrms,rowTerms[eolnum[k]], numColumn)) != 0)

if (tmpcos[k] !,“—“ 0) {

thesaurus[i][i] = 1;

j++;

}

}

;**:r**********t**********ttaraknmanaraka:auntata:“was:a:a:**¢¢*******$¢tx*t*******

floatSort : Sorts the array of cosine values and corresponding index of
index words in reverse order.

#**#*****#****$#*#*******3kt*3*8**1:***##3****#*tt*******************¥¥**‘f

floatSort(int *coinum, double *tmpcos, int numRow)

{

int i, j, k;
double 1‘;

for (i = numRow - 1; i > 0; i--)

fOFU =0;j < i;j++){

if (tmpeosm C tmpcosfi + 1]) {

f= tmpeosfi], k = colnumfi];

tmpcosfi] = tmpeosfi + 1], eolnumfi] = colnumfi + 1];

tmpcosfi + 1] = f, colnumfi + 1] = k;

}

}

}

void saveData(char *filenm)

{

int i, j, k, 1;

FILE *fp;

fp = fileOpen(filenm, "w" ;
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printArray( fp, "PROMPTS", prompts, NULL, numIndex, 0); I? Write Prompts to the file

!********** Write Menu~Tree to the file **********i

f! prinlArray(fp, "MENUTREE", NULL, menuLisl, numMenu, 2);

fprintftfp, "[%s]\n", "MENUTREE");

for (i = 0; i < numMenu; i++)

fprintfifp, "%d,%d,%d\n", menuLisl[i][0], menuList[i][l ],menuList[i][2]);

fprintflfp. "\n“);

prinlAnay(fp, "INDEX", columnTerms, indexList, numColumn, numlndex); If Write Index to
the file

printArray(fp, "THESAURUS", rowTerms, thesaurus, numRow, numColumn); 2’! Write
Thesaurus to the file

fclose(fp);

printf("Data saved in %s\n",filemn);

}

printArray(FlLE *fp, char *head, char **cArray, int **iArray, int cNum, int iNum)

{

int i,j;

fbfintflfp, "[%s]\n", head);

for (i = 0; i < cNum; i-H)

{

fprintflfp, "%s ", cArray[i]);

for (i = 0;j < iNum && iArray[i][j] != 0;j++)

fpfintflfp, "%d,", iArraY[i]Li]);

fprintfifp. "\n");

}

fprintf(fp, "\n");

}

int addFom1Keys(char ***cAI'ray, int count)

{

char Mwell-(mist, *tmparray[20];

int i,j, k, words;

int l, tmpcount;

wordLi st = NULL;

words = 0;

for(i = 0; i < numForms; iH)
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for (j = 0; j < fonnlist[i}->numFields; j++)

{

if (1strcmp(”MChoice“, formlist[i]->-fields[i]->Type))

for(k = O; k *1 formlist[i]-‘>fields[j]—>numChoice; k-H-)

{

tmpcount = createArray(f01-mlist[i]->fieldsfi]->Choice[k],

tmparray);

for(I = 0; l < tmpcount; l-H-)

addWord(&wordList, tmparrayfl], Hwords);

}

}

i = mergeArTay(cArray, wordList, count, words);

sonAlTay((*cArray), i);

return i;

}

updateFrmFormsO

{

int i, j, k, 1;

int m, n, x, tmpcount;

int pmpt;

char *tmpstr, *tmparray[20];

for (i = 0; i < numPF; i-H-)

{

pmpt = inArray(prompts, Fprompts[i][l], numlndex);

if (pmpt = 0)

{

printh‘Unknown prompt encountered for form %s\n",Fprompts{i][0]);

exit(1);

}

for(j = 0;j < numForms;j++)

if (Estrcmp(Fprompts[i][0], forrnlistLij-bnamcn

break;

if (j = numForms)

continue;

for(k = 0; k < fonn]ist[j]—>numFieIds; k-H-)

{

if (strcmp(fonniist[j]—bfields[k]-bType,"MChoice"))
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continue;

for(l = 0; l *1 fonnlistfi]—>fields[k]~>numChoice; 14+)

{

tmpcount = createArray(formlist[j]->fields[k]~>Choice[l], trnparray);

for(m = 0; m < trnpcount; mH)

{

n = inArray(columnTerrns, tmparray[m], numColumn);
n--; -

for (x = O; indexLis£[n][x] && x < numIndex; x++)

if (indexList[n][x] == pmpt)

break;

if (x < numIndex 8.58: indexList[n][x] = 0)

indexList[n][x] = pmpt;

}

arraylib.c: This program contains general purpose functions
#include <stdio.h>

#include <string.h>

#include "globalvarh"
#include "forn'ls.h"

FILE * fileOpen(char *, char *);

int fetchWord(FILI-3 *f, char * wrd) {

int i = 0, c;

wrd[0] = 0;

if (feof(f))

return 0;

while(!isalpha(c = fgetc(t)))

if (c = EOF)
return 0;

do {

wrd[i++] = tolower(c);

} while(isalpha(c = fgetc(f)));

wrd[i] = 0;

return i;

}
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int inAnay(char ”array, char *word, int length)

{

int i;

for (i = 0; i < length; i-H)

if (array[i] != NULL && !strcrnp(array[i], word»
retumi + 1;

return 0;

}

int removeNulls(char **stran*ay, int numWords)

i . .
int 1, j;

for (i = 0; i < numWords; i++)

{

if (strarIay[i] = NULL)

{

for (j =i + 1;j *1 numWords;j++)

if (strarraym != NULL)

{

stran'ayfi} = stranaYU];

strarrayfi] = NULL;
break;

}

}

}

3* get count of filtered words *a’

for (j = 0; (stranaym != NULL) && (i < numWords); j++);

return j;

}

int mergeArraflchar ***Array1, char **Array2, int numArrayl, int numArrayZ) {

int i;

for (i = 0; i < numArray2; i++)
if (I inArray((*A.rray1), An‘ay2[i], numArrale

addWord(Arrayl, Array2[i], ++numArray1);

return numArrayl;

}
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int readValues(char *str, char *‘array)

{

int i , j = 0, 0;

int state;

const int out = 0, in = 1;

state = out;

for (i = 0; (c = str[i]) != 0; i++)

{

if(!isalnum(c)) f“ alfa-numeric to read numbers also *a’

{
state = out;

str[i] = 0; 1"“ word is over end it with null *z’

}
else

{

str[i] x tolower(c);

if (state z out)

{ .
state = in;

array[j++] = str + i; f“ word started, store the ptr.*!

} .

}

.}
return 1;

}

void sortArray(char *allwordsfl, int numwords) {

int i = 0;

int j = 0;

char *tmp;

for (i = 0; i < numwords; ++i)

for (j = i + 1;j < numwords; Hj)

if(strcrnp(allwords[i], allwordsLjD 3* 0) {

tmp = allwords[i];

allwords[i] = allwordsfi];

ailwordsl'j] = imp;

}

}

loadStopWords( char * filename) {
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FILE * fp;

char tmpWord[50];

int wOI‘dLen = 0;

numStopWord = 0;

fp = fileOpen(filename,"r");

stopWords = NULL;

while((wordLen = fetchWord(fp, tmpWordD != 0)

addWord(&stopWords, tmpWord, HnumStopWord);

}

FILE * fileOpen(char *filename, char *mode)

{

FILE * fp;

if ((Fp = fopen(filename, mode» = NULL) {

perror(filename);

exit(1);

}

return fp;

}

addWord(chaI ***cA1-ray, char "‘ word, int c)

{

*cArray = (char **) realloc(*cArray, c * sizeoflchar *));

(*cArray)[c - l] = strdup(word);

}

int removeZerosfint *intArray, int numIm)

{

int i,j;

for (i = 0; i < numInt; i++)

{

if(intArray[i] = 0)

{

for(j zi+ 1;j <numlnt;j++)

if(intAz-ray[j] != 0)

{

intArrayfi] = intAITayU];

intAnayB] = 0;

break;

}
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}

/* get count of filtered integers *!

for (j = 0; (intAJ-rayfi] != 0) && (j < numlnt); j++);

return j;

}

{*******$*****$******¥*************¥*****************¥**¥********88

Newly added fimetions ( for further reducing the code )
**************#*¥***#*#*********$*******$****$**#**#**#***$****#***$;

int breakStr(char * str, char **strarray)

{

char 0, *tmpstr;

int i, j = 0;
int state;

const int out = 0, in = l;

I“ Seperate the sentence into individual words *!

tmpstr = strdup(str);

state = out;

for (i = 0; (c = tmpstr[i]) != 0; i++)

{

if(!isalpha(e))

{

state = out;

tmpstr[i] = 0;

}
else

{

tmpstr[i] = tolower(c);

if (state = out)

{ .
state = 1n;

strarrayBH] = tmpstr + i;

}

}

_}
return j;

}

/* remove stop Words *1“

filterStopWords(char ** stran‘ay, int numWords)

{
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int i;

for (i = O; i < numWords; i++)

if (inArray(stopWords, strarrayfi], numStopWord))

strarrayfi] = NULL;

}

I“ remove duplicates *1

filterDuplicates(char ** strarray, int numWords)

|{ .
ml 1;

for (i = 0; i 4 numWords; i++)

if (strarray[i] != NULL && inArray(strarray, stranayfi], i))

strarrayfi] = NULL;

}

int loadFonnsList( char *filename)

{

char buf[256];

FILE *fp;

int len, i;

fp = fileOpen(filename, "r" ;

Fprompts = NULL;

numPF = 0;

while (fgets(buf,255,fp) != NULL)

{

len = strlen(buf);

for (i = 0; i < len; i++)

if(buf[i] = ':')

{

bqui] = 0;

break;

}

if (i = 1611)

{

finrintflstderr, "Error in Prompt listm");

exit(0);

}

aIlTrirn(buf);

aIlTrim(buf+ i + 1);
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Fprompts = (char ***)realloc(Fprompts, (++numPF)*sizeof(char "D;

Fprompts[numPF-l] = (char **)malloc(2 * sizeo f(char *));

Fprompts[numPF- l ][0] = strdup(buf);

Fprompts[numPF-l][1] = strdup(buf+ i + l);

}

fclose(fp);

return numPF;

}

int loadFonns(char * filename)

{

int i, j, formcount = 0;

FILE *fp;

char buf[80], *‘namelist = NULL;

formlist = NULL;

numForms = 0;

fp = fileOpen(filename, "r“);

while(fgets(buf,?9,fi3) != NULL)

{

if(buf[0{] = T)
for(i = O; buf[i]; i“)

if(bqui] = '[' ll bum] = '1')

buf[i] = ' ';

allTl'im(buf);

addWord(&namelist, buf, fiformcount);

}

}

for ( i = 0; i < fonncoum; i++)

{

formlist = (struct form **)realloc(formlist, (HnumForrns) * sizeoftstruct form *));

formlist[nun1Fonns - l] = (strum forrn*)malloc(sizeof[struct form»;

loadForrn(fp , fonnlist[numFonns - 1], namelist[i]);

}

fclose(fp);

return numForms;

}

int allTrim (char * str)

{

int i, j, sf, tabs;
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for (i = tabs = 0; isspace(str[i]) && str[i]; i-H-)

tabs += (str[i] —-= ‘\t')'? 1: 0;

for (j = sf= 0; str[i]; i++, j++)

strfi] = iscntrl(str[i])? ‘ ': str[i];

for(str[i--] = 0; isspace(str[j]) &&j > 0; strLiu] = 0);
return tabs;

}

int createArray (char * str, char ** array)

_{
Int count;

count = breakStr(str, array);

return processArray(array, count, 1);

1

int processArray(char ** array, int count, int sflag)

{

if (sflag)

filterStopWords(array, count);

sternArray(array, count);

filterDuplicates(array, count);

return removeNulls(array, count);

}

stemlib.c: This program contains functions related to stemming a1gorithim

f“ This is the Porter stemming algorithm, coded up in ANSI C by the author.

It may be be regarded as cononical, in that it follows the algorithm presented

in Porter, 1980, An algorithm for suffix stripping, Program, Vol. 14, no. 3,

pp 130-137, only differing from it at the points maked --DEPARTURE-- below.

See also http:wawtartarus.org/~martianorterSterruner

The algorithm as described in the paper could be exactly replicated

by adjusting the points of DEPARTURE, but this is barely necessary,

because (a) the points of DEPARTURE are definitely improvements, and

(b) no encoding of the Porter stemmer I have seen is anything like

as exact as this version, even with the points of DEPARTURE!

You can compile it on Unix with 'ch -03 -o stern stem.c' after which

'stem' takes a list of inputs and sends the stemmed equivalent to
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stdout.

The algorithm as encoded here is particularly fast.

Release 1

*I'

#include fistringh‘) 1* for memmove */

#define TRUE 1

#define FALSE 0

a” The main part of the stemming algorithm starts here. b is a buffer

holding a word to be stemmed. The letters are in b[kO], b[k0+1]

ending at b[k]. In fact [(0 = 0 in this demo program. k is readjusted

downwards as the stemming progresses. Zero termination is not in fact

used in the algorithm.

Note that only lower case sequences are stemmed. Forcing to lower case

should be done before stem(...) is called.
*f

static char * b; P“ buffer for word to be stemmed *f

static int k,k0,j; P" j is a general offset into the string *2‘

r'* cons(i) is TRUE <=> b[i] is a consonant. ‘5’

int cons(int i)

{ switch (b[i])

{ case 'a': case 'e‘: case 'i': case ‘0': case ‘u': return FALSE;

case 'y': return (i=k0) ? TRUE : leons(i-1);
default: return TRUE;

}

}

P" m() measures the number of consonant sequences between k0 and j. if c is

a consonant sequence and v a vowel sequence, and <..> indicates arbitrary
presence,

<c><v> gives 0

<c>vc<v> gives 1

<c>vcvc<vb gives 2

€c>vcvcvc<v> gives 3
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W

int m0

{ int n = 0;

int i = 1:0;

while(TRUE)

{ if (i >j) return 11;

if(! cons(i)) break; i++;

.}
1++;

while(TRUE)

{ while(TRUE)

{ if (i ‘> j) return n;

if (cons(i)) break;

i++;

_}
1++;

n++;

while(TRUE)

{ if(i )j) return n;

if (! cons(i)) break;

iH;

1++;

}

}

f“ vowelinstemo is TRUE €=> k0,...j contains a vowel *1

int vowelinstemo

{ int i; for (i = k0; i <= j; iHr) if (! cons(i)) return TRUE;

return FALSE;

}

I'* doubiecfi) is TRUE 4:“) j,(i-1) contain a double consonant. ‘7’

int doublec(int j)

{ if(j < k0+1) return FALSE;

if(b[i] != bLi-l]) return FALSE;

return consfi);

}
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a” cvc(i) is TRUE <=b i-2,i-1,i has the form consonant - vowel - consonant

and also if the second c is not w,x or y. this is used when trying to

restore an e at the end of a short word. e.g.

cav(e), lov(e), hop(e), crim(e), but

snow, box, tray.

*1

int cvc(int i)

{ if(i < k0+2 |f !eons(i) || cons(i-l) || !cons(i-2)) return FALSE;

{ int ch = b[i];

if (ch = 'w' ll ch m ‘x' [l ch = ‘y‘) return FALSE;

}

return TRUE;

}

1* ends(s) is TRUE <=>~ k0,...k ends with the string 5. *i

int ends(char * s)

{ int length = s[0];

if (s[length] I= b[k]) return FALSE; f“ tiny speed-up */

if (length ‘2 19-le) return FALSE;

if (memcrnp(b+k-length+1,s+l,length) != 0) return FALSE;

j = k-length;

return TRUE;

}

I'* setto(s) sets (j+l),...k to the characters in the string 5, readjusting
k. *1“

void setto(char * s)

{ int length = s[0];

memmove(b+j+l ,s+1 ,length);

R = j+length;

}

1* r(s) is used further down. *1

void r(char * s) { if (n10 ? 0) setto(s); }

a” steplabO gets rid ofplurals and -ed or -ing. e.g.
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caresses -> caress

ponies -> poni
ties ~> ti
caress -> caress

cats -> cat

feed -> feed

agreed -> agree
disabled -> disable

matting -> mat

mating J mate

meeting -> meet

milling -> mill

messing -> mess

meetings —> meet

*1"

void steplabO

{ if (b[kl = 'S‘)

{ if (ends("\04" "sses")) k -= 2; else

if (ends("\03" "ies")) setto("\01" "i"); else

if (b[k-1] 1m '5') k--; "

} .

if (ends("\03" "eed")) { if (1110 > 0) k--; } else

if ((ends(“\02" "ed") M ends("\03" "ing")) && vowelinstemO)

{ k=j;

if (ends("\02" "at")) setto(“\03" "ate"); else

if (ends("\02" "bl")) setto("\03" "ble"); else

if (ends("\02" ”iz")) setto("\03“ "ize"); else

if (doublec(k))

{ k--;

{ int ch = b[k];

if(ch = 'I‘ [| ch = ‘s‘ H ch = 'z') k-H-;

}

}

else if (1210 = 1 && cvc(l<)) setto("\0] " "e");

}

}

a” steplcO tums terminal y to i when there is another vowel in the stem. *3“
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void steplcO { if(ends("\01" "y") && vowelinstemO) b[k] = ‘i'; }

J’* step2() maps double suffices to single ones. so -ization ( = -ize plus

-ation) maps to -ize etc. note that the string before the suffix must give

m() > 0. *i’

void stepZO { switch (b[k-l])

{

case 'a': if (ends("\07" "ational")) { r("\03" ”ate"); break; }

if (ends("\06" "tional")) { r("\04" "tion"); break; }

break;

case ‘c': if (ends(“\04" "enci")) { r("\04" "ence"); break; }

if (ends("\04" "anci")) { r("\04" "ance"); break; }

break;

case 'e': if (ends("\04“ "izer")) { r("\03“ "ize"); break; }
break;

case 'l': if (ends("\03" "bli")) { r("\03" "ble"); break; } l*-DEPARTIJRE-*l

1"“ To match the published algorithm, replace this line with

case '1': if (ends(“\04" “abli")) { r("\04" "able"); break; } *f

if (ends("\04" "alli")) { r("\02" "al"); break; }

if (ends("\05" "entli“)) { r("\03" “ent"); break; }

if(ends("\03" "eli")) { r("\Ol" "e"); break; }

if (ends("\05" "ousli")) { r("\03" "ous"); break; }

break;

case '0‘: if (ends("\0?" "ization")) { r("\03" "ize"); break; }

if (ends("\05" “ation")) { r("\03" "ate"); break; }

if (ends("\04" "ator")) { r("\03" "ate"); break; }

break;

case 's': if (ends("\05" "alism")) { r(“\02" "al"); break; }

if (ends("\0?" "iveness")) {r(“\03" "ive"); break; }

if (ends("\07" "fi.11ness")) { r("\03" "ful"); break; }

if(er1ds("‘i07“ "ousness")) { r(“\03" “ous"); break; }
break;

case ‘t': if (ends(“\05" "aliti")) { r("\02" "al"); break; }

if (ends("\05" "iviti")) { r("\03“ "ive"); break; }

if (ends("\06" “biliti“)) { r("\03" "ble"); break; }

break;

case 'g': if (ends("\04" "logi")) { r("\03" "log"); break; } f*«DEPARTURE-*r’
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F To match the published algorithm, delete this line *f

}}

!* step30 deals with -ic-, -fi.:ll, mess etc. similar strategy to step2. *l

void step3() { switch (b[k])

{

case 'e': if (ends("\05" "icate")) { r("\02" "ic"); break; }

if (ends("\05" "ative")) { r("\00" ""); break; }

if(ends("\05" "alize")) { r("\02" "al"); break; }

break;

case 'i': if(ends("\05" "iciti")) { r("\02" "ic"); break; }

break;

case '1': if (ends("\04" "ical")) { r("\02" "ic"); break; }

if (ends(“\03" "fuI")) { r("\00" ""); break; }

break;

case '3': if (ends("\04" “ness")) { r("\00" ""); break; }

break; -

} }

F step40 takes of1' -ant, -ence etc, in context <c>vcvc<v>. *r’

void step40

{ Switch (b [k- 1])

{ case 'a': if (ends("\02" "a1")) break; return;

case 'c‘.: if (ends("\04" "ance")) break;

if (ends("\04" "ence“)) break; return;

case 'e‘: if (ends("\02" “er")) break; return;

case 'i’: if (ends("\02" "ic")) break; return;

case '1': if (ends("\04" "able")) break;

if (ends("\04" "ible")) break; return;

case ‘n': if (ends("\03" "ant")) break;

if (ends(“\05" "ement")) break;

if {ends("\04" "ment")) break;

if (end5("\03" "ent")) break; retum;

case ‘0': if (ends("‘s03“ "ion") && (b[i] = 's‘ H b[j] = 't‘)) break;

if (ends(“\02" "ou")) break; return;
.1 * takes care of -ous *1’

case '5': if (ends("\03" “ism")) break; return;

case 't': if (ends("\03" "ate")) break;

if (ends("\03" "iti")) break; return;

case 'u': if (ends(”\03" "ous")) break; return;
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case 'v‘: if (ends("\03" "ive")) break; return;

case '2‘: if(ends("\03" "ize")) break; return;

default: return;

}

if(m0>l)k=j;

}

I‘“ stepSO removes a final -e if m() > I, and changes -ll to -1 if

m() > 1. *r'

void stepSO

{ j= k;

if(b{k] = 'e')

{ int a = 1110;

if(a> 1 II a == 1 && lcvc(k—1))k--;

}

if(b{k] = 'I' && doublec(k) && m() > 1) k--;

}

/* In stem(p,i,j), p is a char pointer, and the string to be stemmed is from

p[i] to p[j] inclusive. Typically i is zero andj is the offset to the last

character of a string, (p[j+l] = ‘\0'). The stemmer adjusts the

characters p[i] pLi] and returns the new end-point of the string, k.

Stemming never increases word length, so i <3 k <= j. To turn the stemmer

into a module, declare 'stem' as extem, and delete the remainder of this
file.

*1

int stem(char * 13, int i, int j)

{ b = p; k =j; k0 = i; f" copy the parameters into statics *!

if (1: <= k0+1) return k; f*-DEPARTURE-*f

P" With this line, strings of length 1 or 2 don't go through the

stemming process, although no mention is made of this in the

published algorithm. Remove the line to match the published

algorithm. *1

steplabO; steplcO; step20; step3(); step4(); stepSO;
return k;

}

l“--------------------stemmer definition ends here------------------------*f
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stemArray(char ”list, int arrayLen)

i .
Int 1;

for (i = 0; i < arrayLen; i++)

if(list[i} != NULL)

stemWord(list[i]);

}

stemWord( char * s)

{

s[stem(s,0, str]en(s) - 1) + 1] a 0;

}

dialog.c: This is main program of dialog module

f¢$¢¥¥$¥¥¥$¥$$*********¥*****************************¥***********$***********

dialog.c : The main function for the interactive dialog program. loads all

the global arrays and variables before calling the interacitve function.

Arguments are:

l. The Configuration file for Thesaurus. contains Prompts, index,
basic thesaurus etc. '

2. The Learning Thesaurus. - used to store learnt words and to refer to them.
*********************#*¥********¥**¥***¥¥**$*¥***$*$********#**t**#*******t*{

#include <stdio.h>

#include <string.h>

#include "arraylibh"

int numColumn, numRow, numIndex, numMenu;

int startPoint, eofFlag, topValues;

char **rowTerrns, **columnTerrns, ”prompts, **stopWords;

float “matrix, “cosine, phone-Threshold, webThresho 1d;
int **indexList, **menuList, ”thesaurus;

int numStopWord, numOrgRow;

int numForrns, numPF;

struct form “formlist;

char ***Fprompts, *forrnfile;

int ”scoring, numScore = 0;

char *cfg, *lefg, *fdoc, *xdoc, *sdoc;

int minPrornptCount = 1, timeout = 30;

void Interactive(char *);
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