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Bandwidth Efficiency andUtilization
Using Direct Execution Logic

SRC Computers, Inc.

  Introduction: -

In a previous paper, Petaflop Computing Using Direct Execution Logic, we showedthat Teraflop-class
processors will be available to direct execution logic (DEL) programmersin 2008. The challenge with this
kind of computational capacity, of course, is how to keep it fed with operands. One key facet ofthis is the
ability to exploit all available locality in a program or algorithm, or bandwidth efficiency. A second facet
of this is the ability to run calculations at such a rate as to use all available memory bandwidth, or
bandwidth utilization.

In this paper, we will show that the implicit features in modern microprocessor-based systemsfail to
achieve full bandwidth efficiency or utilization, even for fully optimized and tuned codes. By contrast, we
will show that a programmercan usc a high level language to directly manipulate the memory hierarchy
and calculation pipeline via DEL achieving both maximum bandwidth efficiency andutilization across a
wide variety of algorithms. The endresult is a programmable, computational system that delivers the
maximum possible performance for any given memory bus speed. This combinationof efficiency and
utilization yields an orders ofmagnitude performance benefit even when utilizing an equivalent memory
bus. A diverse set of examples presented in this paper demonstrate between 6X and 216X performance gain
through DEL.

Theability of DEL to use 100% ofavailable bandwidth with near 100% efficiency is exciting today, but
becomes even more exciting in the future as new interconnect technologies suchas stacked die promise to
substantially increase available memory bandwidth. Webelieve that performance via DEL will continue to
scale perfectly into these bandwidth-rich environments.

Microprocessors:Reaching the Limits of ImplicitMethods.
Overthe past 30 years, microprocessors have enjoyed annual performance improvements of about 50%.
Designers have been taking advantage ofhigher frequencies, and have added a greal deal of complexity
primarily in two areas- memory hierarchies and searching for instruction level parallelism (ILP). For a
short history ofthe microprocessor and these implicit design optimizations, see the Appendix.

Instruction Level Parallelism

Techniques, which automatically exploit TLP at execution time, have reached the point of diminishing
returns. Of the 10 million transistors in an Intel Pentium III processor, for example, more than halfare
dedicated to instruction cache, branch prediction, out-of-order execution and superscalar logic. In addition,
complex ILP techniques require chip-wide wires. In a few short years, it will take several clocks to travel
across a microprocessordie so these complex techniques do not scale with integrated circuit technology. It
appears that viable techniques to extract implicit parallelism from a serial instruction stream have simply
tunout of steam. According to Bill Dally, Pat anrahan and Ron Fedkiw at Stanford University:
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The performance ofthe microprocessors ... is no longer scaling at the historic
rate of50% per year. Microprocessors have reached apoint ofdiminishing
returns in terms ofgates per clock and clocks per instruction. As we enter an era
ofbillion transistor chips, there is not enough explicit parallelism in
conventional programsto efficiently use these resources...1t is expected that

| without new innovationsin parallel processor designs, microprocessor
performancewill only increase with the increase in gate speed, at a rate of
about 20% per year. Such as change would have a major effect on the computer

| business, and the entire economy.

Attaining high performance on microprocessorsis beginning to require more explicit techniques from the
compiler and programmer. For example, on the Intel Itanium processor, the compiler must carefully
arrange instructions to attain 6-way instruction issue. Future microprocessor chips will have multiple
processors on the same die and programmers and compilers will have to modify coding techniques to take
advantage of parallelism at this level.

Attaining high performance using direct execution logic is much more explicit. A programmer and
compiler explicitly identify parallelism and the compiler builds the necessary parallel logic pipelines. This
technique has proven to be very effective. We have seen simple examples constructed in DEL where many
hundreds ofoperations are executed in parallel each clock cycle. The available parallelism via DEL will
increase linearly with integrated circuit density and so the technique will continue to scale. ~

DELalso allows the programmerto explicitly manipulate the memory hierarchy, avoiding the tradeotfs and
complexities that are commonin cache designs today. This allows the programmer to make the absolute
mostefficient use of on-chip storage and fully exploit available algorithm locality. In the next two
sections, we will compare the implicit memory hierarchies found in microprocessors with the explicit
memoryhierarchy available to programmers through DEL.

Data and Instruction Cache

The design goal of any cache memory system is to minimize memory bustransactions by taking advantage
of application locality. Microprocessors are fixed logic devices. As such, decisions have to be madeat
design time that optimize for the “average” case, if such a thing exists. Of course, the corollary of this is
that the design will not be optimal for most applications.

Typical microprocessors exploit data locality implicitly via a rather complex data cache structure fraught
withtradeoffs. Some of the design parameters include cache size (which has an inverse relationship to
cache latency), the numberof cache levels, cache-line width, the associativity and replacementpolicy, the
write policy, the number of physical registers and the instruction cache design. A cache hierarchythatis
optimized for the SPEC benchmark, for example, may not be a good choice for database applications or
sparse matrix calculations. No cache design works well with irregular access patterns and strided memory
references. Fora full discussion of cache design tradeoffs, see Appendix B.

Because there are so many design choices when constructing caches, it is difficult to write portable, optimal
code that will be optimized across cache designs. An example of an attemptin this regard is the
Automatically Tuned Linear Algebra Software (ATLAS)project. This software configuresits blocking
strategy based on whatit can learn about the underlying cache hierarchy of a processor.

Just as the limits of effective ILP are being reached, the limits of implicit data locality are also being
reached. Weare seeing moreexplicit data motion constructs creeping into microprocessorinstruction sets
in the form of pre-fetch instructions and cache “hints”. In the next section, we will see that the tradeoffs
madein today’s implicit devices can become programming choices in a DEL environment, essentially
creating optimized hardware tuned for individual programs.

'B. Dally, P. Hanrahan, R. Fedkiw, 4 Streaming Supercomputer, September 18, 2001.
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MemoryHierarchiesina DEL Environment:

In this section, we’ ll look at the explicit memory managementconstructs available in SRC’s DEL
environment. These constructs allow a user to essentially instantiate locality when and where it is needed
within an algorithm. Unlike conventional data caches, these mechanisms are parallel and extensible in
nature, with no fixed bandwidth limitation or sequential accessrestrictions.

The SRC-6Eis a gencral purpose computing system with reconfigurable processing elements, called MAP
processors. The SRC compilation system is designedto turn user codes and algorithmsinto direct
execution logic within the MAP processor. The memoryhierarchy on the SRC-6E processoris described
below:

1, System Memory (DDR DRAM): The MAPprocessor can access memory that is shared with the
microprocessor.

2. On-board memory (SRAM): The MAPprocessoris configured with 6 banks of SRAM memory,
each capable ofdelivering one word per clock cycle to the MAP (4.8 GB/sec). Each ofthe 6
banks is 4 Mbytes in size for a total of 24 Mbytes of storage. This memory can be randomly
addressed with gather and scatter type operations.

3. On-chip Block RAM (BRAM). The MAPprocessor has 288 sections of Block RAM memory.
Eachsection is 36 bits wide and 512 elements deep and candeliver two words per cycle. When
configured to deliver 64-bit operands, the 288 banks of Block RAM can deliver up to 288 64-bit
operands per cycle (210.4 GB/sec). Note that this memory can be randomly addressed.

4. Register Storage: If the Configurable Logic Blocks (CLB) within the MAPare configuredfor
storage, 1000s of registers can be configured. These can be used to pass operands from one
computational unit to the next, or to construct other storage elements such as FIFO queues and
look-up tables. Registers are created as needed on the SRC MAPprocessorandavailable
bandwidth in this construct can reach into the 100s of GB/sec.

On the SRC MAPprocessor, memory is managed explicitly using constructs in either C or Fortran. The
following table shows howthis is expressed in these high Icvel languages and how these constructsare
built in hardware:

Table 1: Memory hierarchyprogramming construcis on MAP.

  
 
  Storage Construct Source Code Construct Builtfrom 

 

 

  
 
 
 

 
 
 

 
 
 
 

Pre-fetch subroutine or function
call.

System Memory DDR DRAM chips.

On-Board Memory COMMONblocks in FORTRAN On-Board SRAM chips.
Static Structures in C

Addressable on-chip Memory{Local Arrays within DEL routine On-Chip BRAM

FIFO Queues. Etc. Called as subroutine or function On-Chip CLBs or On-Chip BRAM
within DEL routine.

Registers Scalar Variables and internally On-Chip CLBs.
used by hardware macros,

Wires Sealar Variables and internally On-Chip routing resources
used by hardware macros. 
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