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Preface

During the past years, there has been a quickly rising interest in radio access technologies for pro-
viding mobile as well as nomadic and fixed services for voice, video, and data. The difference in 
design, implementation, and use between telecom and datacom technologies is also becoming more 
blurred. One example is cellular technologies from the telecom world being used for broadband data 
and wireless LAN from the datacom world being used for voice-over IP.

Today, the most widespread radio access technology for mobile communication is digital cellular, 
with the number of users passing 5 billion by 2010, which is more than half of the world’s popula-
tion. It has emerged from early deployments of an expensive voice service for a few car-borne users, 
to today’s widespread use of mobile-communication devices that provide a range of mobile services 
and often include camera, MP3 player, and PDA functions. With this widespread use and increasing 
interest in mobile communication, a continuing evolution ahead is foreseen.

This book describes LTE, developed in 3GPP (Third Generation Partnership Project) and provid-
ing true 4G broadband mobile access, starting from the first version in release 8 and through the con-
tinuing evolution to release 10, the latest version of LTE. Release 10, also known as LTE-Advanced, 
is of particular interest as it is the major technology approved by the ITU as fulfilling the IMT-
Advanced requirements. The description in this book is based on LTE release 10 and thus provides a 
complete description of the LTE-Advanced radio access from the bottom up.

Chapter 1 gives the background to LTE and its evolution, looking also at the different standards 
bodies and organizations involved in the process of defining 4G. It also gives a discussion of the rea-
sons and driving forces behind the evolution.

Chapters 2–6 provide a deeper insight into some of the technologies that are part of LTE and its 
evolution. Because of its generic nature, these chapters can be used as a background not only for LTE 
as described in this book, but also for readers who want to understand the technology behind other 
systems, such as WCDMA/HSPA, WiMAX, and CDMA2000.

Chapters 7–17 constitute the main part of the book. As a start, an introductory technical over-
view of LTE is given, where the most important technology components are introduced based on 
the generic technologies described in previous chapters. The following chapters provide a detailed 
description of the protocol structure, the downlink and uplink transmission schemes, and the associ-
ated mechanisms for scheduling, retransmission and interference handling. Broadcast operation and 
relaying are also described. This is followed by a discussion of the spectrum flexibility and the associ-
ated requirements from an RF perspective.

Finally, in Chapters 18–20, an assessment is made on LTE. Through an overview of similar tech-
nologies developed in other standards bodies, it will be clear that the technologies adopted for the 
evolution in 3GPP are implemented in many other systems as well. Finally, looking into the future, 
it will be seen that the evolution does not stop with LTE-Advanced but that new features are continu-
ously added to LTE in order to meet future requirements.
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Abbreviations and Acronyms

3GPP Third Generation Partnership Project
3GPP2 Third Generation Partnership Project 2

ACIR Adjacent Channel Interference Ratio
ACK Acknowledgement (in ARQ protocols)
ACLR Adjacent Channel Leakage Ratio
ACS Adjacent Channel Selectivity
AM Acknowledged Mode (RLC configuration)
AMC Adaptive Modulation and Coding
A-MPR Additional Maximum Power Reduction
AMPS Advanced Mobile Phone System
AQPSK Adaptive QPSK
ARI Acknowledgement Resource Indicator
ARIB Association of Radio Industries and Businesses
ARQ Automatic Repeat-reQuest
AS Access Stratum
ATIS Alliance for Telecommunications Industry Solutions
AWGN Additive White Gaussian Noise

BC Band Category
BCCH Broadcast Control Channel
BCH Broadcast Channel
BER Bit-Error Rate
BLER Block-Error Rate
BM-SC Broadcast Multicast Service Center
BPSK Binary Phase-Shift Keying
BS Base Station
BSC Base Station Controller
BTS Base Transceiver Station

CA Carrier Aggregation
CC  Convolutional Code (in the context of coding), or Component Carrier (in the  

context of carrier aggregation)
CCCH Common Control Channel
CCE Control Channel Element
CCSA China Communications Standards Association
CDD Cyclic-Delay Diversity
CDF Cumulative Density Function
CDM Code-Division Multiplexing
CDMA Code-Division Multiple Access
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xviii Abbreviations and Acronyms

CEPT European Conference of Postal and Telecommunications Administrations
CN Core Network
CoMP Coordinated Multi-Point transmission/reception
CP Cyclic Prefix
CPC Continuous Packet Connectivity
CQI Channel-Quality Indicator
C-RAN Centralized RAN
CRC Cyclic Redundancy Check
C-RNTI Cell Radio-Network Temporary Identifier
CRS Cell-specific Reference Signal
CS Circuit Switched (or Cyclic Shift)
CS Capability Set (for MSR base stations)
CSA Common Subframe Allocation
CSG Closed Subscriber Group
CSI Channel-State Information
CSI-RS CSI reference signals
CW Continuous Wave

DAI Downlink Assignment Index
DCCH Dedicated Control Channel
DCH Dedicated Channel
DCI Downlink Control Information
DFE Decision-Feedback Equalization
DFT Discrete Fourier Transform
DFTS-OFDM DFT-Spread OFDM (DFT-precoded OFDM, see also SC-FDMA)
DL Downlink
DL-SCH Downlink Shared Channel
DM-RS Demodulation Reference Signal
DRX Discontinuous Reception
DTCH Dedicated Traffic Channel
DTX Discontinuous Transmission
DwPTS The downlink part of the special subframe (for TDD operation).

EDGE Enhanced Data rates for GSM Evolution, Enhanced Data rates for Global Evolution
EGPRS Enhanced GPRS
eNB eNodeB
eNodeB E-UTRAN NodeB
EPC Evolved Packet Core
EPS Evolved Packet System
ETSI European Telecommunications Standards Institute
E-UTRA Evolved UTRA
E-UTRAN Evolved UTRAN
EV-DO Evolution-Data Only (of CDMA2000 1x)
EV-DV Evolution-Data and Voice (of CDMA2000 1x)
EVM Error Vector Magnitude
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xixAbbreviations and Acronyms

FACH Forward Access Channel
FCC Federal Communications Commission
FDD Frequency Division Duplex
FDM Frequency-Division Multiplex
FDMA Frequency-Division Multiple Access
FEC Forward Error Correction
FFT Fast Fourier Transform
FIR Finite Impulse Response
FPLMTS Future Public Land Mobile Telecommunications Systems
FRAMES Future Radio Wideband Multiple Access Systems
FSTD Frequency Switched Transmit Diversity

GERAN GSM/EDGE Radio Access Network
GGSN Gateway GPRS Support Node
GP Guard Period (for TDD operation)
GPRS General Packet Radio Services
GPS Global Positioning System
GSM Global System for Mobile communications

HARQ Hybrid ARQ
HII High-Interference Indicator
HLR Home Location Register
HRPD High Rate Packet Data
HSDPA High-Speed Downlink Packet Access
HSPA High-Speed Packet Access
HSS Home Subscriber Server
HS-SCCH High-Speed Shared Control Channel

ICIC Inter-Cell Interference Coordination
ICS In-Channel Selectivity
ICT Information and Communication Technologies
IDFT Inverse DFT
IEEE Institute of Electrical and Electronics Engineers
IFDMA Interleaved FDMA
IFFT Inverse Fast Fourier Transform
IMT-2000  International Mobile Telecommunications 2000 (ITU’s name for the family of  

3G standards)
IMT-Advanced  International Mobile Telecommunications Advanced (ITU’s name for the family  

of 4G standards)
IP Internet Protocol
IR Incremental Redundancy
IRC Interference Rejection Combining
ITU International Telecommunications Union
ITU-R International Telecommunications Union-Radiocommunications Sector
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xx Abbreviations and Acronyms

J-TACS Japanese Total Access Communication System

LAN Local Area Network
LCID Logical Channel Index
LDPC Low-Density Parity Check Code
LTE Long-Term Evolution

MAC Medium Access Control
MAN Metropolitan Area Network
MBMS Multimedia Broadcast/Multicast Service
MBMS-GW MBMS gateway
MBS Multicast and Broadcast Service
MBSFN Multicast-Broadcast Single Frequency Network
MC Multi-Carrier
MCCH MBMS Control Channel
MCE MBMS Coordination Entity
MCH Multicast Channel
MCS Modulation and Coding Scheme
MDHO Macro-Diversity Handover
MIB Master Information Block
MIMO Multiple-Input Multiple-Output
ML Maximum Likelihood
MLSE Maximum-Likelihood Sequence Estimation
MME Mobility Management Entity
MMS Multimedia Messaging Service
MMSE Minimum Mean Square Error
MPR Maximum Power Reduction
MRC Maximum Ratio Combining
MSA MCH Subframe Allocation
MSC Mobile Switching Center
MSI MCH Scheduling Information
MSP MCH Scheduling Period
MSR Multi-Standard Radio
MSS Mobile Satellite Service
MTCH MBMS Traffic Channel
MU-MIMO Multi-User MIMO
MUX Multiplexer or Multiplexing

NAK, NACK Negative Acknowledgement (in ARQ protocols)
NAS  Non-Access Stratum (a functional layer between the core network and the terminal 

that supports signaling and user data transfer)
NDI New-data indicator
NSPS National Security and Public Safety
NMT Nordisk MobilTelefon (Nordic Mobile Telephony)
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xxiAbbreviations and Acronyms

NodeB  NodeB, a logical node handling transmission/reception in multiple cells. 
Commonly, but not necessarily, corresponding to a base station.

NS Network Signaling

OCC Orthogonal Cover Code
OFDM Orthogonal Frequency-Division Multiplexing
OFDMA Orthogonal Frequency-Division Multiple Access
OI Overload Indicator
OOB Out-Of-Band (emissions)

PAPR Peak-to-Average Power Ratio
PAR Peak-to-Average Ratio (same as PAPR)
PARC Per-Antenna Rate Control
PBCH Physical Broadcast Channel
PCCH Paging Control Channel
PCFICH Physical Control Format Indicator Channel
PCG Project Coordination Group (in 3GPP)
PCH Paging Channel
PCRF Policy and Charging Rules Function
PCS Personal Communications Systems
PDA Personal Digital Assistant
PDC Personal Digital Cellular
PDCCH Physical Downlink Control Channel
PDCP Packet Data Convergence Protocol
PDSCH Physical Downlink Shared Channel
PDN Packet Data Network
PDU Protocol Data Unit
PF Proportional Fair (a type of scheduler)
P-GW Packet-Data Network Gateway (also PDN-GW)
PHICH Physical Hybrid-ARQ Indicator Channel
PHS Personal Handy-phone System
PHY Physical layer
PMCH Physical Multicast Channel
PMI Precoding-Matrix Indicator
POTS Plain Old Telephony Services
PRACH Physical Random Access Channel
PRB Physical Resource Block
P-RNTI Paging RNTI
PS Packet Switched
PSK Phase Shift Keying
PSS Primary Synchronization Signal
PSTN Public Switched Telephone Networks
PUCCH Physical Uplink Control Channel
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xxii Abbreviations and Acronyms

PUSC Partially Used Subcarriers (for WiMAX)
PUSCH Physical Uplink Shared Channel

QAM Quadrature Amplitude Modulation
QoS Quality-of-Service
QPP Quadrature Permutation Polynomial
QPSK Quadrature Phase-Shift Keying

RAB Radio Access Bearer
RACH Random Access Channel
RAN Radio Access Network
RA-RNTI Random Access RNTI
RAT Radio Access Technology
RB Resource Block
RE Reseource Element
RF Radio Frequency
RI Rank Indicator
RIT Radio Interface Technology
RLC Radio Link Control
RNC Radio Network Controller
RNTI Radio-Network Temporary Identifier
RNTP Relative Narrowband Transmit Power
ROHC Robust Header Compression
R-PDCCH Relay Physical Downlink Control Channel
RR Round-Robin (a type of scheduler)
RRC Radio Resource Control
RRM Radio Resource Management
RS Reference Symbol
RSPC IMT-2000 radio interface specifications
RSRP Reference Signal Received Power
RSRQ Reference Signal Received Quality
RTP Real Time Protocol
RTT Round-Trip Time
RV Redundancy Version
RX Receiver

S1 The interface between eNodeB and the Evolved Packet Core.
S1-c The control-plane part of S1
S1-u The user-plane part of S1
SAE System Architecture Evolution
SCM Spatial Channel Model
SDMA Spatial Division Multiple Access
SDO Standards Developing Organization
SDU Service Data Unit
SEM Spectrum Emissions Mask
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xxiiiAbbreviations and Acronyms

SF Spreading Factor
SFBC Space-Frequency Block Coding
SFN  Single-Frequency Network (in general, see also MBSFN) or System Frame Number 

(in 3GPP)
SFTD Space–Frequency Time Diversity
SGSN Serving GPRS Support Node
S-GW Serving Gateway
SI System Information message
SIB System Information Block
SIC Successive Interference Combining
SIM Subscriber Identity Module
SINR Signal-to-Interference-and-Noise Ratio
SIR Signal-to-Interference Ratio
SI-RNTI System Information RNTI
SMS Short Message Service
SNR Signal-to-Noise Ratio
SOHO Soft Handover
SORTD Spatial Orthogonal-Resource Transmit Diversity
SR Scheduling Request
SRS Sounding Reference Signal
SSS Secondary Synchronization Signal
STBC Space–Time Block Coding
STC Space–Time Coding
STTD Space-Time Transmit Diversity
SU-MIMO Single-User MIMO

TACS Total Access Communication System
TCP Transmission Control Protocol
TC-RNTI Temporary C-RNTI
TD-CDMA Time-Division Code-Division Multiple Access
TDD Time-Division Duplex
TDM Time-Division Multiplexing
TDMA Time-Division Multiple Access
TD-SCDMA Time-Division-Synchronous Code-Division Multiple Access
TF Transport Format
TIA Telecommunications Industry Association
TM Transparent Mode (RLC configuration)
TR Technical Report
TS Technical Specification
TSG Technical Specification Group
TTA Telecommunications Technology Association
TTC Telecommunications Technology Committee
TTI Transmission Time Interval
TX Transmitter
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xxiv Abbreviations and Acronyms

UCI Uplink Control Information
UE User Equipment, the 3GPP name for the mobile terminal
UL Uplink
UL-SCH Uplink Shared Channel
UM Unacknowledged Mode (RLC configuration)
UMB Ultra Mobile Broadband
UMTS Universal Mobile Telecommunications System
UpPTS The uplink part of the special subframe (for TDD operation).
US-TDMA US Time-Division Multiple Access standard
UTRA Universal Terrestrial Radio Access
UTRAN Universal Terrestrial Radio Access Network

VAMOS Voice services over Adaptive Multi-user channels
VoIP Voice-over-IP
VRB Virtual Resource Block

WAN Wide Area Network
WARC World Administrative Radio Congress
WCDMA Wideband Code-Division Multiple Access
WG Working Group
WiMAX Worldwide Interoperability for Microwave Access
WLAN Wireless Local Area Network
WMAN Wireless Metropolitan Area Network
WP5D Working Party 5D
WRC World Radiocommunication Conference

X2 The interface between eNodeBs.

ZC Zadoff-Chu
ZF Zero Forcing
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Background of LTE 1
CHAPTER

1.1 INTRODUCTION
Mobile communications has become an everyday commodity. In the last decades, it has evolved from 
being an expensive technology for a few selected individuals to today’s ubiquitous systems used 
by a majority of the world’s population. From the first experiments with radio communication by 
Guglielmo Marconi in the 1890s, the road to truly mobile radio communication has been quite long. 
To understand the complex mobile-communication systems of today, it is important to understand 
where they came from and how cellular systems have evolved. The task of developing mobile tech-
nologies has also changed, from being a national or regional concern, to becoming an increasingly 
complex task undertaken by global standards-developing organizations such as the Third Generation 
Partnership Project (3GPP) and involving thousands of people.

Mobile communication technologies are often divided into generations, with 1G being the ana-
log mobile radio systems of the 1980s, 2G the first digital mobile systems, and 3G the first mobile 
systems handling broadband data. The Long-Term Evolution (LTE) is often called “4G”, but many 
also claim that LTE release 10, also referred to as LTE-Advanced, is the true 4G evolution step, with 
the first release of LTE (release 8) then being labeled as “3.9G”. This continuing race of increasing 
sequence numbers of mobile system generations is in fact just a matter of labels. What is important is 
the actual system capabilities and how they have evolved, which is the topic of this chapter.

In this context, it must first be pointed out that LTE and LTE-Advanced is the same technology, 
with the “Advanced” label primarily being added to highlight the relation between LTE release 10 
(LTE-Advanced) and ITU/IMT-Advanced, as discussed later. This does not make LTE-Advanced 
a different system than LTE and it is not in any way the final evolution step to be taken for LTE. 
Another important aspect is that the work on developing LTE and LTE-Advanced is performed as a 
continuing task within 3GPP, the same forum that developed the first 3G system (WCDMA/HSPA).

This chapter describes the background for the development of the LTE system, in terms of events, 
activities, organizations and other factors that have played an important role. First, the technolo-
gies and mobile systems leading up to the starting point for 3G mobile systems will be discussed. 
Next, international activities in the ITU that were part of shaping 3G and the 3G evolution and the 
market and technology drivers behind LTE will be discussed. The final part of the chapter describes 
the standardization process that provided the detailed specification work leading to the LTE systems 
deployed and in operation today.
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2 CHAPTER 1 Background of LTE

1.2 EVOLUTION OF MOBILE SYSTEMS BEFORE LTE
The US Federal Communications Commission (FCC) approved the first commercial car-borne teleph-
ony service in 1946, operated by AT&T. In 1947 AT&T also introduced the cellular concept of reus-
ing radio frequencies, which became fundamental to all subsequent mobile-communication systems. 
Similar systems were operated by several monopoly telephone administrations and wire-line opera-
tors during the 1950s and 1960s, using bulky and power-hungry equipment and providing car-borne 
services for a very limited number of users.

The big uptake of subscribers and usage came when mobile communication became an interna-
tional concern involving several interested parties, in the beginning mainly the operators. The first 
international mobile communication systems were started in the early 1980s; the best-known ones are 
NMT that was started up in the Nordic countries, AMPS in the USA, TACS in Europe, and J-TACS 
in Japan. Equipment was still bulky, mainly car-borne, and voice quality was often inconsistent, with 
“cross-talk” between users being a common problem. With NMT came the concept of “roaming”, 
giving a service also for users traveling outside the area of their “home” operator. This also gave a 
larger market for mobile phones, attracting more companies into the mobile-communication business.

The analog first-generation cellular systems supported “plain old telephony services” (POTS) – 
that is, voice with some related supplementary services. With the advent of digital communication 
during the 1980s, the opportunity to develop a second generation of mobile-communication standards 
and systems, based on digital technology, surfaced. With digital technology came an opportunity to 
increase the capacity of the systems, to give a more consistent quality of the service, and to develop 
much more attractive and truly mobile devices.

In Europe, the GSM (originally Groupe Spécial Mobile, later Global System for Mobile commu-
nications) project to develop a pan-European mobile-telephony system was initiated in the mid 1980s 
by the telecommunication administrations in CEPT1 and later continued within the new European 
Telecommunication Standards Institute (ETSI). The GSM standard was based on Time-Division 
Multiple Access (TDMA), as were the US-TDMA standard and the Japanese PDC standard that 
were introduced in the same time frame. A somewhat later development of a Code-Division Multiple 
Access (CDMA) standard called IS-95 was completed in the USA in 1993.

All these standards were “narrowband” in the sense that they targeted “low-bandwidth” services 
such as voice. With the second-generation digital mobile communications came also the opportunity 
to provide data services over the mobile-communication networks. The primary data services intro-
duced in 2G were text messaging (Short Message Services, SMS) and circuit-switched data services 
enabling e-mail and other data applications, initially at a modest peak data rate of 9.6 kbit/s. Higher 
data rates were introduced later in evolved 2G systems by assigning multiple time slots to a user and 
through modified coding schemes.

Packet data over cellular systems became a reality during the second half of the 1990s, with 
General Packet Radio Services (GPRS) introduced in GSM and packet data also added to other cellu-
lar technologies such as the Japanese PDC standard. These technologies are often referred to as 2.5G. 
The success of the wireless data service iMode in Japan, which included a complete “ecosystem” 

1 The European Conference of Postal and Telecommunications Administrations (CEPT) consists of the telecom administra-
tions from 48 countries.
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31.2 Evolution of Mobile Systems Before LTE

for service delivery, charging etc., gave a very clear indication of the potential for applications over 
packet data in mobile systems, in spite of the fairly low data rates supported at the time.

With the advent of 3G and the higher-bandwidth radio interface of UTRA (Universal Terrestrial 
Radio Access) came possibilities for a range of new services that were only hinted at with 2G and 
2.5G. The 3G radio access development is today handled in 3GPP. However, the initial steps for 3G 
were taken in the early 1990s, long before 3GPP was formed.

What also set the stage for 3G was the internationalization of cellular standards. GSM was a pan-
European project, but it quickly attracted worldwide interest when the GSM standard was deployed in 
a number of countries outside Europe. A global standard gains in economy of scale, since the market 
for products becomes larger. This has driven a much tighter international cooperation around 3G cel-
lular technologies than for the earlier generations.

1.2.1 The First 3G Standardization
Work on a third-generation mobile communication started in ITU (International Telecommunication 
Union) in the 1980s, first under the label Future Public Land Mobile Telecommunications Systems 
(FPLMTS), later changed to IMT-2000 [1]. The World Administrative Radio Congress WARC-92 
identified 230 MHz of spectrum for IMT-2000 on a worldwide basis. Of these 230 MHz, 2  60 MHz 
was identified as paired spectrum for FDD (Frequency-Division Duplex) and 35 MHz as unpaired 
spectrum for TDD (Time-Division Duplex), both for terrestrial use. Some spectrum was also set aside 
for satellite services. With that, the stage was set to specify IMT-2000.

In parallel with the widespread deployment and evolution of 2G mobile-communication systems 
during the 1990s, substantial efforts were put into 3G research activities worldwide. In Europe, a 
number of partially EU-funded projects resulted in a multiple access concept that included a Wideband 
CDMA component that was input to ETSI in 1996. In Japan, the Association of Radio Industries and 
Businesses (ARIB) was at the same time defining a 3G wireless communication technology based 
on Wideband CDMA and also in the USA a Wideband CDMA concept called WIMS was developed 
within the T1.P12 committee. South Korea also started work on Wideband CDMA at this time.

When the standardization activities for 3G started in ETSI in 1996, there were WCDMA concepts 
proposed both from a European research project (FRAMES) and from the ARIB standardization in 
Japan. The Wideband CDMA proposals from Europe and Japan were merged and came out as part 
of the winning concept in early 1998 in the European work on Universal Mobile Telecommunication 
Services (UMTS), which was the European name for 3G. Standardization of WCDMA continued in 
parallel in several standards groups until the end of 1998, when the Third Generation Partnership 
Project (3GPP) was formed by standards-developing organizations from all regions of the world. 
This solved the problem of trying to maintain parallel development of aligned specifications in mul-
tiple regions. The present organizational partners of 3GPP are ARIB (Japan), CCSA (China), ETSI 
(Europe), ATIS (USA), TTA (South Korea), and TTC (Japan).

At this time, when the standardization bodies were ready to put the details into the 3GPP speci-
fications, work on 3G mobile systems had already been ongoing for some time in the international 
arena within the ITU-R. That work was influenced by and also provided a broader international 
framework for the standardization work in 3GPP.

2 The T1.P1 committee was part of T1, which presently has joined the ATIS standardization organization.
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4 CHAPTER 1 Background of LTE 

ITU-R Family of 
IMT-2000 terrestrial Radio Interfaces 

(ITU-R M.1457) 

IMT-2000 
CDMA Direct Spread IMT-2000 

(UTRA FDD and CDMA Multi-Carrier IMT-2000 

E-UTRA FDD) (CDMA2000 and CDMA TDD 

3GPP 
UMB) (UTRA TDD and 

a 3GPP2 
E-UTRA TDD) 

I C. 
I 

3GPP 

IMT-2000 
TOMA Single-Carrier IMT-2000 IMT-2000 

(UWC 136) FDMA/TDMA OFDMA TDD WMAN 

I 
I 

I 
I (DECT) (WiMAX) 

ATIS/TIA 
[J ETSI IEEE 
I '1 

----~ 
FIGURE 1.1 

The definition of IMT-2000 in ITU-R. 

1.3 ITU ACTIVITIES 
1.3.1 IMT-2000 and !MT-Advanced 
ITU-R Working Party 5D (WP5D) has the responsibility for IMT systems, which is the umbrella 
name for 3G (IMT-2000) and 4G (!MT-Advanced). WP5D does not write technical specifications for 
IMT, but has kept the role of defining IMT in cooperation with the regional standardization bodies 
and to maintain a set of recommendations for IMT-2000 and !MT-Advanced. 

The main IMT-2000 recommendation is ITU-R M.1457 [2], which identifies the IMT-2(XX) radio 
interface specifications (RSPC). The recommendation contains a "family" of radio interfaces, all 
included on an equal basis. The famil y of six terrestrial radio interfaces is illustrated in Figure 1.1 , 
which also shows the Standards Developing Organiz,ations (SDO) or Partnership Projects that pro
duce the specifications. In addition, there are several IMT-2000 satellite radio interfaces defined, not 
illustrated in Figure 1. 1. 

For each radio interface, M.1457 contains an overview of the radio interface, foll owed by a list 
of references to the detailed specifications. The actual specifications are maintained by the individual 
SDOs and M.1457 provides references to the specifications maintained by each SDO. 

With the continuing development of the IMT-2000 radio interfaces, including the evolution of 
UTRA to Evolved UTRA, the ITU recommendations also need to be updated. ITU-R WP5D continu
ously revises recommendation M.1457 and at the time of writing it is in its ninth version. Input to the 
updates is provided by the SDOs and Partnership Projects writing the standards. In the latest revision 
ofITU-R M.1457, LTE (or E-UTRA) is included in the famil y through the 3GPP family members for 
UTRA FDD and TDD, as shown in the figure. 
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FIGURE 1.2 

Illustration of capabilit ies of IMT-2000 and I MT-Advanced, based on 

the framework described in ITU -R Recommendation M.1645 [4). 

1.3 ITU Activities 5 

In addition to maintaining the IMT-2{XX) specifications, a main activity in ITU-R WP5D is the 
work on systems beyond IMT-2000, now called !MT-Advanced. The term !MT-Advanced is used for 
systems that include new radio interfaces supporting the new capabilities of systems beyond IMT-
2(XX), as demonstrated with the "van diagram" in Figure 1.2 . The step into !MT-Advanced capabili 
ties is seen by ITU-R as the step into 4G, the next generation of mobile technologies after 3G. 

The process for defining !MT-Advanced was set by ITU-R WP5D [3] and was quite similar to the 
process used in developing the IMT-2000 recommendations. ITU-R first concluded studies for IMT
Advanced of services and technologies, market forecasts, principles for standardization, estimation of 
spectrum needs, and identification of candidate frequency bands [4]. Evaluation criteria were agreed, 
where proposed technologies were to be evaluated according to a set of minimum technical require
ments. All ITU members and other organi zations were then invited to the process through a circular 
letter [5] in March 2008. After submission of six candidate technologies in 2009, an evaluation was 
performed in cooperation with external bodies such as standards-developing organizations, industry 
forums, and national groups. 

An evolution of LTE as developed by 3GPP was submitted as one candidate to the ITU-R evalu
ation. While actually being a new release (release 10) of the LTE system and thus an integral part 
of the continuing LTE development, the candidate was named LTE-Advanced for the purpose of 
ITU submission. 3GPP also set up its own set of technical requirements for LTE-Advanced, with the 
ITU-R requirements as a basis. The specifics of LTE-Advanced will be described in more detail as 
part of the description of LTE later in this book. The performance evaluation of LTE-Advanced for 
the ITU-R submission is described further in Chapter 18. 

The target of the process was always harmonization of the candidates through consensus build
ing. ITU-R determined in October 2010 that two technologies will be included in the first release of 
!MT-Advanced, those two being LTE release JO ("LTE-Advanced") and WirelessMAN-Advanced [6] 
based on the IEEE 802.1 6m specification. The two can be viewed as the "family" of IMT-Advanced 
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ments. All ITU members and other organizations were then invited to the process through a circular
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ation. While actually being a new release (release 10) of the LTE system and thus an integral part

of the continuing LTE development. the candidate was named LTE—Advtmced for the purpose of

ITU submission. 3GPP also set up its own set of technical requirements for LTE—Advanced. with the

ITU—R requirements as a basis. The specifics of LTE—Advanced will be described in more detail as

part of the dcscription ot' LTE later in this book. The performance evaluation of LTEHAdvanced for

the ITU-R submission is described further in Chapter 13.

The target of the process was always hannonization ol‘ the candidates through consensus build—

ing. ITU—R detertnined in October 2010 that two technologies will be included in the first release of

IMT~Advanced. those two being LTE release 10 (”LTE—Advanced") and WirelessMAN—Advanced [6]
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FIGURE 1.3 
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IEEE 802.16m) 

IEEE 4 .__ ______ __, 

Radio interface technologies for I MT-Advanced. 

technologies as shown in Figure 1.3 . The main !MT-Advanced recommendation, identifying the IMT
Advanced radio interface specifications, is presently named ITU-R.[IMT.RSPEC] [7] and will be 
completed during 201 I. As for the corresponding IMT-2000 specification, it will contain an overview 
of each radio interface, followed by a list of references to the detailed specifications. 

1.3.2 Spectrum for IMT Systems 
Another major activity within ITU-R concerning !MT-Advanced has been to identify globally avail
able spectrum, suitable for IMT systems. The spectrum work has involved sharing studies between 
IMT and other technologies in those bands. Adequate spectrum availability and globally harmoni zed 
spectrum are identified as essential for !MT-Advanced. 

Spectrum for 3G was first identified at the World Administrative Radio Congress WARC-92, 
where 230 MHz was identified as intended for use by national administrations that want to implement 
IMT-2000. The so-called IMT-2000 "core band" at 2GHz is in this frequency range and was the first 
band where 3G systems were deployed. 

Additional spectrum was identified for IMT-2000 at later World Radio communication confer
ences. WRC-2(XX) identified the existing 2G bands at 8001900MHz and I 80011900MHz plus an 
additional 190MHz of spectrum at 2.6GHz, all for IMT-2000. As additional spectrum for IMT-2{XX), 
WRC'07 identified a band at 450MHz, the so-called "digital dividend" at 698- 806MHz, plus an 
additional 300 MHz of spectrum at higher frequencies. The applicability of these new bands varies on 
a regional and national basis. 

The worldwide frequency arrangements for IMT-2000 are outlined in ITU-R recommendation 
M. 1036 [8], which is presently being updated with the arrangements for the most recent frequency 
bands added at WRC'07. The recommendation outlines the regional variations in how the bands are 
implemented and also identifies which parts of the spectrum are paired and which are unpaired. For 
the paired spectrum, the bands for uplink (mobile transmit) and downlink (base-station transmit) are 
identified for Frequency-Division Duplex (FDD) operation. The unpaired bands can, for example, be 
used for Time-Division Duplex (TDD) operation. Note that the band that is most globally deployed 
for 3G is still 2GHz. 
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1.4 DRIVERS FOR LTE
The evolution of 3G systems into 4G is driven by the creation and development of new services for 
mobile devices, and is enabled by advancement of the technology available for mobile systems. There 
has also been an evolution of the environment in which mobile systems are deployed and operated, in 
terms of competition between mobile operators, challenges from other mobile technologies, and new 
regulation of spectrum use and market aspects of mobile systems.

The rapid evolution of the technology used in telecommunication systems, consumer electron-
ics, and specifically mobile devices has been remarkable in the last 20 years. Moore’s law illustrates 
this and indicates a continuing evolution of processor performance and increased memory size, often 
combined with reduced size, power consumption, and cost for devices. High-resolution color displays 
and megapixel camera sensors are also coming into all types of mobile devices. Combined with a 
high-speed internet backbone often based on optical fiber networks, we see that a range of technology 
enablers are in place to go hand-in-hand with advancement in mobile communications technology 
such as LTE.

The rapid increase in use of the internet to provide all kinds of services since the 1990s started 
at the same time as 2G and 3G mobile systems came into widespread use. The natural next step was 
that those internet-based services also moved to the mobile devices, creating what is today know as 
mobile broadband. Being able to support the same Internet Protocol (IP)-based services in a mobile 
device that people use at home with a fixed broadband connection is a major challenge and a prime 
driver for the evolution of LTE. A few services were already supported by the evolved 2.5G systems, 
but it is not until the systems are designed primarily for IP-based services that the real mobile IP rev-
olution can take off. An interesting aspect of the migration of broadband services to mobile devices is 
that a mobile “flavor” is also added. The mobile position and the mobility and roaming capabilities do 
in fact create a whole new range of services tailored to the mobile environment.

Fixed telephony (POTS) and earlier generations of mobile technology were built for circuit 
switched services, primarily voice. The first data services over GSM were circuit switched, with 
packet-based GPRS coming in as a later addition. This also influenced the first development of 3G, 
which was based on circuit switched data, with packet-switched services as an add-on. It was not 
until the 3G evolution into HSPA and later LTE/LTE-Advanced that packet-switched services and IP 
were made the primary design target. The old circuit-switched services remain, but will on LTE be 
provided over IP, with Voice-over IP (VoIP) as an example.

IP is in itself service agnostic and thereby enables a range of services with different requirements. 
The main service-related design parameters for a radio interface supporting a variety of services are:

l Data rate. Many services with lower data rates such as voice services are important and still 
occupy a large part of a mobile network’s overall capacity, but it is the higher data rate services 
that drive the design of the radio interface. The ever increasing demand for higher data rates for 
web browsing, streaming and file transfer pushes the peak data rates for mobile systems from 
kbit/s for 2G, to Mbit/s for 3G and getting close to Gbit/s for 4G.

l Delay. Interactive services such as real-time gaming, but also web browsing and interactive file 
transfer, have requirements for very low delay, making it a primary design target. There are, how-
ever, many applications such as e-mail and television where the delay requirements are not as 
strict. The delay for a packet sent from a server to a client and back is called latency.
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l Capacity. From the mobile system operator’s point of view, it is not only the peak data rates pro-
vided to the end-user that are of importance, but also the total data rate that can be provided on 
average from each deployed base station site and per hertz of licensed spectrum. This measure 
of capacity is called spectral efficiency. In the case of capacity shortage in a mobile system, the 
Quality-of-Service (QoS) for the individual end-users may be degraded.

How these three main design parameters influenced the development of LTE is described in more 
detail in Chapter 7 and an evaluation of what performance is achieved for the design parameters 
above is presented in Chapter 18.

The demand for new services and for higher peak bit rates and system capacity is not only met 
by evolution of the technology to 4G. There is also a demand for more spectrum resources to expand 
systems and the demand also leads to more competition between an increasing number of mobile 
operators and between alternative technologies to provide mobile broadband services. An overview of 
some technologies other than LTE is given in Chapter 19.

With more spectrum coming into use for mobile broadband, there is a need to operate mobile sys-
tems in a number of different frequency bands, in spectrum allocations of different sizes and some-
times also in fragmented spectrum. This calls for high spectrum flexibility with the possibility for a 
varying channel bandwidth, which was also a driver and an essential design parameter for LTE.

The demand for new mobile services and the evolution of the radio interface to LTE have served 
as drivers to evolve the core network. The core network developed for GSM in the 1980s was 
extended to support GPRS, EDGE, and WCDMA in the 1990s, but was still very much built around 
the circuit-switched domain. A System Architecture Evolution (SAE) was initiated at the same time 
as LTE development started and has resulted in an Evolved Packet Core (EPC), developed to support 
HSPA and LTE/LTE-Advanced, focusing on the packet-switched domain. For more details on SAE/
EPC, please refer to [9].

1.5 STANDARDIZATION OF LTE
With a framework for IMT systems set up by the ITU-R, with spectrum made available by the WRC 
and with an ever increasing demand for better performance, the task of specifying the LTE system that 
meets the design targets falls on 3GPP. 3GPP writes specifications for 2G, 3G, and 4G mobile systems, 
and 3GPP technologies are the most widely deployed in the world, with more than 4.5 billion connec-
tions in 2010. In order to understand how 3GPP works, it is important to understand the process of writ-
ing standards.

1.5.1 The Standardization Process
Setting a standard for mobile communication is not a one-time job, it is an ongoing process. The 
standardization forums are constantly evolving their standards trying to meet new demands for 
services and features. The standardization process is different in the different forums, but typically 
includes the four phases illustrated in Figure 1.4:

1. Requirements, where it is decided what is to be achieved by the standard.
2. Architecture, where the main building blocks and interfaces are decided.
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FIGURE 1.4 

The standardization phases and iterative process. 

3. Detailed specifications, where every interface is specified in detail. 
4. Testing and verification, where the interface specifications are proven to work with real-life 

equipment. 

These phases are overlapping and iterative. As an example, requirements can be added, changed, 
or dropped during the later phases if the technical solutions call for it. Likewise, the technical solution 
in the detailed specifications can change due to problems found in the testing and verification phase. 

Standardization starts with the requirements phase, where the standards body decides what should 
be achieved with the standard. This phase is usually relatively short. 

In the architecture phase, the standards body decides about the architecture - that is, the principles 
of how to meet the requirements. The architecture phase includes decisions about reference points 
and interfaces to be standardi zed. This phase is usually quite long and may change the requirements. 

After the architecture phase, the detailed specification phase starts. It is in this phase the details 
for each of the identified interfaces are specified. During the detailed specification of the interfaces, 
the standards body may find that previous decisions in the architecture or even in the requirements 
phases need to be revis ited. 

Finally, the testing and verification phase starts. It is usually not a part of the actual standardiza
tion in the standards bodies, but takes place in parallel through testing by vendors and interoperability 
testing between vendors. This phase is the final proof of the standard. During the testing and verifi 
cation phase, errors in the standard may still be found and those errors may change decisions in the 
detailed standard. Albeit not common, changes may also need to be made to the architecture or the 
requirements. To verify the standard, products are needed. Hence, the implementation of the prod
ucts starts after (or during) the detailed specification phase. The testing and verification phase ends 
when there are stable test specifications that can be used to verify that the equipment is fulfilling the 
standard. 

Normally, it takes one to two years from the time when the standard is completed until commer
cial products are out on the market. However, if the standard is built from scratch, it may take longer 
since there are no stable components to build from. 

1.5.2 The JGPP Process 
The Third-Generation Partnership Project (3GPP) is the standards-developing body that specifies 
the LTE/LTE-Advanced, as well as 3G UTRA and 2G GSM systems. 3GPP is a partnership project 
formed by the standards bodies ETSI, ARIB, TTC, TIA, CCSA, and ATIS. 3GPP consists of four 
Technical Specifications Groups (TSGs) - see Figure 1.5. 
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3. Demiied specgicotions, where every interface is specified in detail.

4. Testing and verification. where the interface specifications are proven to work with real—life

equipment.

These phases are overlapping and iterative. As an example, requirements. can be added, changed,

or dropped during the later phases if the technical solutions call for it. Likewise. the technical solution

in the detailed specifications can change due to problems foimd in the testing and verification phase.

Standardization starts with the requircrriem‘s phase. where the standards body decides what should

be achieved with the standard. This phase is usually relatively short.

In the architecture phase, the standards body decides about the architecture — that is, the principles

of how to meet the requirements. The architectw'e phase includes decisions about reference points

and interfaces to be standardized. This phase is usually quite long and may change the requirements.

After the architecture phase, the detailed specification phase starts. It is in this phase the details

for each of the identified interfaces are specified. During the detailed specification of the interfaces,

the standards body may find that previous decisions in the architecture or even in the requirements

phases need to be revisited.

Finally. the resting and i-'erifica.tion phase starts. It is usually not a part of the actual standardiza—

tion in the standards bodies. but takes place in parallel through testing by vendors and interoperability

testing between vendors. This phase is the final proof of the standard. During the testing and verifi—

cation phase, errors in the standard may still be found and those errors may change decisions in the

detailed standard. Albeit not common. changes may also need to be made to the architecture or the

requirements. To verify the standard, products are needed. Hence. the implementation of the prod—

ucts starts after (or during) the detailed specification phase. The testing and verification phase ends

when thcrc are stable test specifications that can be used to verify that the equipment is fulfilling the
standard.

Normally, it takes one to two years from the time when the standard is completed until commer-

cial products are out on the market. However, if the standard is built from scratch. it may take longer

since there are no stable components to build from.

LE'-‘ The BGPP Process

The ThiniGenerarion Peirmci‘siiip Project (BGPP) is the staiidardssdeveloping body that specifies

the LTEILTE—Advanced. as well as 36 UTRA and 2G GSM systems. SUPP is a partnership project

formed by the standards bodies ETSI, ARTE. TTC. TTA, CCSA. and ATIS. SGPP consists of four

Technical Specifications Groups (TSGs) — see Figure 1.5.
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3GPP organization. 

A parallel partnership project called 3GPP2 was formed in 1999. It also develops 3G specifica
tions, but for CDMA2000, which is the 3G technology developed from the 2G CDMA-based stand
ard IS-95. It is also a global project, and the organi zational partners are ARIB , CCSA, TIA, TIA, and 
TIC. 

3GPP TSG RAN (Radio Access Network) is the technical specification group that has developed 
WCDMA, its evolution HSPA, as well as LTE/LTE-Advanced, and is in the forefront of the technol
ogy. TSG RAN consists of five working groups (WGs): 

1. RAN WG 1, dealing with the physical layer specifications. 
2. RAN WG2, dealing with the layer 2 and layer 3 radio interface specifications. 
3. RAN WG3, dealing with the fi xed RAN interfaces - for example, interfaces between nodes in the 

RAN - but also the interface between the RAN and the core network. 
4. RAN WG4, dealing with the radio frequency (RF) and radio resource management (RRM) per

formance requirements. 
5. RAN WG 5, dealing with the terminal conformance testing. 

The scope of 3GPP when it was formed in 1998 was to produce global specifications for a 3G 
mobile system based on an evolved GSM core network, including the WCDMA-based radio access of 
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the UTRA FDD and the TD-CDMA-based radio access of the UTRA TDD mode. The task to main-
tain and develop the GSM/EDGE specifications was added to 3GPP at a later stage and the work now 
also includes LTE (E-UTRA). The UTRA, E-UTRA and GSM/EDGE specifications are developed, 
maintained, and approved in 3GPP. After approval, the organizational partners transpose them into 
appropriate deliverables as standards in each region.

In parallel with the initial 3GPP work, a 3G system based on TD-SCDMA was developed in 
China. TD-SCDMA was eventually merged into release 4 of the 3GPP specifications as an additional 
TDD mode.

The work in 3GPP is carried out with relevant ITU recommendations in mind and the result of the 
work is also submitted to ITU. The organizational partners are obliged to identify regional requirements 
that may lead to options in the standard. Examples are regional frequency bands and special protection 
requirements local to a region. The specifications are developed with global roaming and circulation 
of terminals in mind. This implies that many regional requirements in essence will be global require-
ments for all terminals, since a roaming terminal has to meet the strictest of all regional requirements. 
Regional options in the specifications are thus more common for base stations than for terminals.

The specifications of all releases can be updated after each set of TSG meetings, which occur four 
times a year. The 3GPP documents are divided into releases, where each release has a set of features 
added compared to the previous release. The features are defined in Work Items agreed and under-
taken by the TSGs. The releases from release 8 and onwards, with some main features listed for LTE, 
are shown in Figure 1.6. The date shown for each release is the day the content of the release was 
frozen. Release 10 of LTE is the version approved by ITU-R as an IMT-Advanced technology and is 
therefore also named LTE-Advanced.

1.5.3 The 3G Evolution to 4G
The first release of WCDMA Radio Access developed in TSG RAN was called release 993 and con-
tained all features needed to meet the IMT-2000 requirements as defined by the ITU. This included 
circuit-switched voice and video services, and data services over both packet-switched and circuit-
switched bearers. The first major addition of radio access features to WCDMA was HSPA, which was 
added in release 5 with High Speed Downlink Packet Access (HSDPA) and release 6 with Enhanced 
Uplink. These two are together referred to as HSPA and an overview of HSPA is given in Chapter 19 
of this book. With HSPA, UTRA goes beyond the definition of a 3G mobile system and also encom-
passes broadband mobile data.

The 3G evolution continued in 2004, when a workshop was organized to initiate work on the 
3GPP Long-Term Evolution (LTE) radio interface. The result of the LTE workshop was that a study 
item in 3GPP TSG RAN was created in December 2004. The first 6 months were spent on defining 
the requirements, or design targets, for LTE. These were documented in a 3GPP technical report [10]  
and approved in June 2005. Most notable are the requirements on high data rate at the cell edge and 
the importance of low delay, in addition to the normal capacity and peak data rate requirements. 
Furthermore, spectrum flexibility and maximum commonality between FDD and TDD solutions are 
pronounced.

3 For historical reasons, the first 3GPP release is named after the year it was frozen (1999), while the following releases are 
numbered 4, 5, 6, etc.
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During the fall of 2005, 3GPP TSG RAN WG I made extensive studies of different basic physical 
layer technologies and in December 2005 the TSG RAN plenary decided that the LTE radio access 
should be based on OFDM in the downlink and DFf-precoded OFDM in the uplink. TSG RAN and 
its working groups then worked on the LTE specifications and the specifications were approved in 
December 2007 . Work has since then continued on LTE, with new features added in each re lease, as 
shown in Figure 1.6. Chapters 7- 17 will go through the details of the LTE radio interface in more detail. 
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3GPP time schedule for LTE-Advanced in relation to ITU time-schedule on I MT-Advanced. 
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The work on IMT-Advanced within ITU-R WP5D came in 2008 into a phase where the detailed 
requirements and process were announced through a circular letter [5]. Among other things, this trig-
gered activities in 3GPP, where a study item on LTE-Advanced was started. The task was to define 
requirements and investigate and propose technology components to be part of LTE-Advanced. The 
work was turned into a Work Item in 2009 in order to develop the detailed specifications.

Within 3GPP, LTE-Advanced is seen as the next major step in the evolution of LTE. LTE-
Advanced is therefore not a new technology; it is an evolutionary step in the continuing develop-
ment of LTE. As shown in Figure 1.6, the features that form LTE-Advanced are part of release 10 of 
3GPP LTE specifications. Wider bandwidth through aggregation of multiple carriers and evolved use 
of advanced antenna techniques in both uplink and downlink are the major components added in LTE 
release 10 to reach the IMT-Advanced targets.

The work on LTE-Advanced within 3GPP is planned with the ITU-R time frame in mind, as 
shown in Figure 1.7. LTE-Advanced was submitted as a candidate to the ITU-R in 2009 and is now 
included in the set of radio interface technologies announced by ITU-R [6] in October 2010 to be 
included as a part of the IMT-Advanced radio interface specifications. This is very much aligned with 
what was from the start stated as a goal for LTE, namely that LTE should provide the starting point 
for a smooth transition to 4G (= IMT-Advanced) radio access.

Since LTE-Advanced is an integral part of 3GPP LTE release 10, it is described in detail together 
with the corresponding components of LTE in Chapters 7–17 of this book.
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High Data Rates in Mobile 
Communication 2

CHAPTER

As discussed in Chapter 1, one main target for the evolution of mobile communication is to provide 
the possibility for significantly higher end-user data rates compared to what is achievable with, for 
example, the first releases of the 3G standards. This includes the possibility for higher peak data rates 
but, as pointed out in the previous chapter, even more so the possibility for significantly higher data 
rates over the entire cell area, also including, for example, users at the cell edge. The initial part of 
this chapter will briefly discuss some of the more fundamental constraints that exist in terms of what 
data rates can actually be achieved in different scenarios. This will provide a background to subse-
quent discussions in the later part of the chapter, as well as in the subsequent chapters, concerning 
different means to increase the achievable data rates in different mobile-communication scenarios.

2.1 HIGH DATA RATES: FUNDAMENTAL CONSTRAINTS
In Ref. [11], Shannon provided the basic theoretical tools needed to determine the maximum rate, also 
known as the channel capacity, by which information can be transferred over a given communication 
channel. Although relatively complicated in the general case, for the special case of communication over 
a channel, for example a radio link, only impaired by additive white Gaussian noise, the channel capac-
ity C is given by the relatively simple expression [12]:

C BW
S

N
⋅







log ,2 1 (2.1)

where BW is the bandwidth available for the communication, S denotes the received signal power, and 
N denotes the power of the white noise impairing the received signal.

Already from Eqn (2.1) it should be clear that the two fundamental factors limiting the achievable 
data rate are the available received signal power, or more generally the available signal-power-to-
noise-power ratio S/N, and the available bandwidth. To further clarify how and when these factors 
limit the achievable data rate, assume communication with a certain information rate R. The received 
signal power can then be expressed as S    Eb • R, where Eb is the received energy per information 
bit. Furthermore, the noise power can be expressed as N    N0 • BW, where N0 is the constant noise 
power spectral density measured in W/Hz.
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Clearly, the information rate can never exceed the channel capacity. Together with the above 
expressions for the received signal power and noise power, this leads to the inequality: 

R ~ C = BW · log2 (1 + ~) = BW . Jog2 (1 + Eb . R ] 
N N0 · BW 

(2.2) 

or, by de fining the radio-link bandwidth utiliz,ation 1 = R/BW, 

, ~ log2 (l + 1 · !:)- (2.3) 

This inequality can be reformulated to provide a lower bound on the required received energy per 
information bit, normalized to the noise power density, for a given bandwidth utili zation 1 : 

Eb . {Eb} 27
- ) 

No 2". mm No = - ,--. (2.4) 

The rightmost expression - that is, the minimum required Eb!N0 at the receiver as a function of the 
bandwidth utilization - is illustrated in Figure 2.1. As can be seen, for bandwidth utilizations signifi
cantly less than l - that is, for information rates substantially smaller than the utilized bandwidth - the 
minimum required Eb!N0 is relatively constant, regardless of 1 . For a given noise power density, any 
increase of the information data rate then implies a similar relative increase in the minimum required 
signal power S = Eb· Rat the receiver. On the other hand, for bandwidth utili zations larger than 1, the 
minimum required Eb!N0 increases rapidly with 1 . Thus, in the case of data rates of the same order as 
or larger than the communication bandwidth, any further increase of the information data rate, without 
a corresponding increase in the available bandwidth, implies a larger, eventually much larger, relative 
increase in the minimum required received signal power. 
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2.1.1 High Data Rates in Noise-Limited Scenarios
From the discussion above, some basic conclusions can be drawn regarding the provisioning of 
higher data rates in a mobile-communication system when noise is the main source of radio-link 
impairment (a noise-limited scenario):

l The data rates that can be provided in such scenarios are always limited by the available received sig-
nal power or, in the general case, the received signal-power-to-noise-power ratio. Furthermore, any 
increase of the achievable data rate within a given bandwidth will require at least the same relative 
increase of the received signal power. At the same time, if sufficient received signal power can be made 
available, basically any data rate can, at least in theory, be provided within a given limited bandwidth.

l In the case of low-bandwidth utilization – that is, as long as the radio-link data rate is substantially 
lower than the available bandwidth – any further increase of the data rate requires approximately the 
same relative increase in the received signal power. This can be referred to as power-limited operation 
(in contrast to bandwidth-limited operation; see below) as, in this case, an increase in the available 
bandwidth does not substantially impact what received signal power is required for a certain data rate.

l On the other hand, in the case of high-bandwidth utilization – that is, in the case of data rates of the 
same order as or exceeding the available bandwidth – any further increase in the data rate requires a 
much larger relative increase in the received signal power unless the bandwidth is increased in propor-
tion to the increase in data rate. This can be referred to as bandwidth-limited operation as, in this case, 
an increase in the bandwidth will reduce the received signal power required for a certain data rate.

Thus, to make efficient use of the available received signal power or, in the general case, the avail-
able signal-to-noise ratio, the transmission bandwidth should at least be of the same order as the data 
rates to be provided.

Assuming a constant transmit power, the received signal power can always be increased by reducing 
the distance between the transmitter and the receiver, thereby reducing the attenuation of the signal as it 
propagates from the transmitter to the receiver. Thus, in a noise-limited scenario it is, at least in theory, 
always possible to increase the achievable data rates, assuming that one is prepared to accept a reduction 
in the transmitter/receiver distance – that is, a reduced range. In a mobile-communication system this 
would correspond to a reduced cell size and thus the need for more cell sites to cover the same overall 
area. In particular, providing data rates of the same order as or larger than the available bandwidth – that 
is, with a high-bandwidth utilization – would require a significant cell-size reduction. Alternatively, one 
has to accept that the high data rates are only available for terminals in the center of the cell and not over 
the entire cell area.

Another means to increase the overall received signal power for a given transmit power is the use 
of additional antennas at the receiver side, also known as receive-antenna diversity. Multiple receive 
antennas can be applied at the base station (that is, for the uplink) or at the terminal (that is, for 
the downlink). By proper combination of the signals received at the different antennas, the signal-
to-noise ratio after the antenna combination can be increased in proportion to the number of receive 
antennas, thereby allowing for higher data rates for a given transmitter/receiver distance.

Multiple antennas can also be applied at the transmitter side, typically at the base station, and be 
used to focus a given total transmit power in the direction of the receiver – that is, toward the target 
terminal. This will increase the received signal power and thus, once again, allow for higher data rates 
for a given transmitter/receiver distance.
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However, providing higher data rates by the use of multiple transmit or receive antennas is only 
efficient up to a certain level – that is, as long as the data rates are power limited rather than band-
width limited. Beyond this point, the achievable data rates start to saturate and any further increase in 
the number of transmit or receive antennas, although leading to a correspondingly improved signal-
to-noise ratio at the receiver, will only provide a marginal increase in the achievable data rates. This 
saturation in achievable data rates can be avoided though, by the use of multiple antennas at both 
the transmitter and the receiver, enabling what can be referred to as spatial multiplexing, often also 
referred to as MIMO (Multiple-Input Multiple-Output). Different types of multi-antenna techniques, 
including spatial multiplexing, will be discussed in more detail in Chapter 5. Multi-antenna tech-
niques for the specific case of LTE are discussed in Chapters 10 and 11.

An alternative to increasing the received signal power is to reduce the noise power, or more 
exactly the noise power density, at the receiver. This can, at least to some extent, be achieved by more 
advanced receiver RF design, allowing for a reduced receiver noise figure.

2.1.2 Higher Data Rates in Interference-Limited Scenarios
The discussion above assumed communication over a radio link only impaired by noise. However, 
in actual mobile-communication scenarios, interference from transmissions in neighboring cells, also 
referred to as inter-cell interference, is often the dominant source of radio-link impairment, more so 
than noise. This is especially the case in small-cell deployments with a high traffic load. Furthermore, 
in addition to inter-cell interference there may in some cases also be interference from other transmis-
sions within the current cell, also referred to as intra-cell interference.

In many respects the impact of interference on a radio link is similar to that of noise. In particular, 
the basic principles discussed above apply also to a scenario where interference is the main radio-link 
impairment:

l The maximum data rate that can be achieved in a given bandwidth is limited by the available 
signal-power-to-interference-power ratio.

l Providing data rates larger than the available bandwidth (high-bandwidth utilization) is costly in 
the sense that it requires a disproportionately high signal-to-interference ratio.

Also, similar to a scenario where noise is the dominant radio-link impairment, reducing the cell 
size as well as the use of multi-antenna techniques are key means to increase the achievable data rates 
in an interference-limited scenario:

l Reducing the cell size will obviously reduce the number of users, and thus also the overall traffic, 
per cell. This will reduce the relative interference level and thus allow for higher data rates.

l Similar to the increase in signal-to-noise ratio, proper combination of the signals received at mul-
tiple antennas will also increase the signal-to-interference ratio after the antenna combination.

l The use of beam-forming by means of multiple transmit antennas will focus the transmit power 
in the direction of the target receiver, leading to reduced interference to other radio links and thus 
improving the overall signal-to-interference ratio in the system.

One important difference between interference and noise is that interference, in contrast to noise, 
typically has a certain structure which makes it, at least to some extent, predictable and thus pos-
sible to further suppress or even remove completely. As an example, a dominant interfering signal 
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may arrive from a certain direction, in which case the corresponding interference can be further sup-
pressed, or even completely removed, by means of spatial processing using multiple antennas at the 
receiver. This will be further discussed in Chapter 5. Also, any differences in the spectral properties 
between the target signal and an interfering signal can be used to suppress the interferer and thus 
reduce the overall interference level.

2.2  HIGHER DATA RATES WITHIN A LIMITED BANDWIDTH: 
HIGHER-ORDER MODULATION

As discussed in the previous section, providing data rates larger than the available bandwidth is fun-
damentally inefficient in the sense that it requires disproportionately high signal-to-noise and signal-
to-interference ratios at the receiver. Still, bandwidth is often a scarce and expensive resource and, at 
least in some mobile-communication scenarios, high signal-to-noise and signal-to-interference ratios 
can be made available, for example in small-cell environments with a low traffic load or for terminals 
close to the cell site. Mobile-communication systems should preferably be designed to be able to take 
advantage of such scenarios – that is, they should be able to offer very high data rates within a limited 
bandwidth when the radio conditions so allow.

A straightforward means to provide higher data rates within a given transmission bandwidth is the 
use of higher-order modulation, implying that the modulation alphabet is extended to include addi-
tional signaling alternatives and thus allowing for more bits of information to be communicated per 
modulation symbol.

In the case of QPSK modulation, which is the modulation scheme used for the downlink in the 
first releases of the 3G mobile-communication standards (WCDMA and CDMA2000), the modula-
tion alphabet consists of four different signaling alternatives. These four signaling alternatives can be 
illustrated as four different points in a two-dimensional plane (see Figure 2.2a). With four different 
signaling alternatives, QPSK allows for up to 2 bits of information to be communicated during each 
modulation-symbol interval. By extending to 16QAM modulation (Figure 2.2b), 16 different signal-
ing alternatives are available. The use of 16QAM thus allows for up to 4 bits of information to be 
communicated per symbol interval. Further extension to 64QAM (Figure 2.2c), with 64 different sig-
naling alternatives, allows for up to 6 bits of information to be communicated per symbol interval. At 
the same time, the bandwidth of the transmitted signal is, at least in principle, independent of the size 
of the modulation alphabet and mainly depends on the modulation rate – that is, the number of modu-
lation symbols per second. The maximum bandwidth utilization, expressed in bits/s/Hz, of 16QAM 
and 64QAM are thus, at least in principle, two and three times that of QPSK respectively.

It should be pointed out that there are many other possible modulation schemes, in addition to 
those illustrated in Figure 2.2. One example is 8PSK, consisting of eight signaling alternatives and 
thus providing up to 3 bits of information per modulation symbol. Readers are referred to [12] for a 
more thorough discussion on different modulation schemes.

The use of higher-order modulation provides the possibility for higher bandwidth utilization – 
that is, the possibility to provide higher data rates within a given bandwidth. However, the higher 
bandwidth utilization comes at the cost of reduced robustness to noise and interference. Alternatively 
expressed, higher-order modulation schemes, such as 16QAM or 64QAM, require a higher Eb /N0 at 
the receiver for a given bit-error probability, compared to QPSK. This is in line with the discussion in 
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the previous section, where it was concluded that high-bandwidth utilization – that is, a high informa-
tion rate within a limited bandwidth – in general requires a higher receiver Eb /N0.

2.2.1 Higher-Order Modulation in Combination with Channel Coding
Higher-order modulation schemes such as 16QAM and 64QAM require, in themselves, a higher 
receiver Eb /N0 for a given error rate, compared to QPSK. However, in combination with channel cod-
ing the use of higher-order modulation will sometimes be more efficient – that is, require a lower 
receiver Eb /N0 for a given error rate – compared to the use of lower-order modulation such as QPSK. 
This may, for example, occur when the target bandwidth utilization implies that, with lower-order 
modulation, no or very little channel coding can be applied. In such a case, the additional channel 
coding that can be applied by using a higher-order modulation scheme such as 16QAM may lead to 
an overall gain in power efficiency compared to the use of QPSK.

As an example, if a bandwidth utilization of close to 2 information bits per modulation symbol is 
required, QPSK modulation would allow for very limited channel coding (channel-coding rate close 
to 1). On the other hand, the use of 16QAM modulation would allow for a channel-coding rate of 
the order of one-half. Similarly, if a bandwidth efficiency close to 4 information bits per modulation 
symbol is required, the use of 64QAM may be more efficient than 16QAM modulation, taking into 
account the possibility for lower-rate channel coding and corresponding additional coding gain in the 
case of 64QAM. It should be noted that this does not contradict the general discussion in Section 2.1, 
where it was concluded that transmission with high-bandwidth utilization is inherently power ineffi-
cient. The use of rate 1/2 channel coding for 16QAM obviously reduces the information data rate, and 
thus also the bandwidth utilization, to the same level as uncoded QPSK.

From the discussion above it can be concluded that, for a given signal-to-noise/interference ratio, 
a certain combination of modulation scheme and channel-coding rate is optimal in the sense that it 
can deliver the highest-bandwidth utilization (the highest data rate within a given bandwidth) for that 
signal-to-noise/interference ratio.

2.2.2 Variations in Instantaneous Transmit Power
A general drawback of higher-order modulation schemes such as 16QAM and 64QAM, where infor-
mation is also encoded in the instantaneous amplitude of the modulated signal, is that the modulated 
signal will have larger variations, and thus also larger peaks, in its instantaneous power. This can be 

QPSK 16QAM 64QAM

(a) (b) (c)

FIGURE 2.2

Signal constellations for: (a) QPSK; (b) 16QAM; (c) 64QAM.
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seen in Figure 2.3, which illustrates the distribution of the insta ntaneous power, more specifically the 
probability that the instantaneous power is above a certa in value, for QPSK, 16QAM, and 64QAM 
respectively. Clearly, the probabili ty for large peaks in the instantaneous power is higher in the case 
of higher-order modulation. 

Larger peaks in the insta nta neous signal power imply that the transmitter power amplifier must 
be over-dimensioned to avoid power-amplifier nonlinearities, occurring at high instantaneous power 
levels, causing corruption to the signal to be transmitted. As a consequence, the power-amplifier effi 
ciency will be reduced, leading to increased power consumption. In addition, there will be a nega
tive impact on the power-amplifier cost. Alternatively, the average transmit power must be reduced, 
implying a reduced range for a given data rate. High power-amplifier effi ciency is especially impor
tant for the terminal - that is, in the uplink di rection - due to the importance of low mobile-terminal 
power consumption and cost. For the base station, high power-amplifier effi ciency, although far from 
irrelevant, is still somewhat less important. Thus, large peaks in the instantaneous signal power are 
less of an issue for the downlink compared to the uplink and, consequently, higher-order modulation 
is more suitable for the downlink compared to the uplink. 

2.3 WIDER BANDWIDTH INCLUDING MULTI-CARRIER TRANSMISSION 
As was shown in Section 2. I, transmission with a high-bandwidth utilization is fundamentally 
power ineffi cient in the sense that it will require disproportionately high signal-to-noise and signal
to-interference ratios for a given data rate. Providing very high data rates within a limited bandwidth, 
for example by means of higher-order modulation, is thus only possible in situations where relatively 
high signal-to-noise and signal -to-interference ratios can be made available, for example in small-cell 
environments with low traffic load or for terminals close to the cell site. 

Instead, to provide high data rates as efficiently as possible in terms of required signal-to-noise 
and signal-to-interference ratios, implying as good coverage as possible for high data rates, the trans
mission bandwidth should be at least of the same order as the data rates to be provided. 
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Having in mind that the provisioning of higher data rates with good coverage is one of the main 
targets for mobile communication, it can thus be concluded that support for even wider transmission 
bandwidth is an important part of this evolution. 

However, there are several critical issues related to the use of wider transmission bandwidths in a 
mobile-communication system: 

• Spectrum is, as already mentioned, often a scarce and expensive resource, and it may be difficult 
to find spectrum allocations of sufficient size to allow for very wideband transmission, especially 
at lower-frequency bands. 

• The use of wider transmission and reception bandwidths has an impact on the complexity of the 
radio equipment, both at the base station and at the terminal. As an example, a wider transmission 
bandwidth has a direct impact on the transmitter and the receiver sampling rates, and thus on the 
complexity and power consumption of digital-to-analog and analog-to-digital converters, as well 
as front-end digital signal processing. RF components are also, in general, more complicated to 
design and more expensive to produce, the wider the bandwidth they have to handle. 

The two issues above are mainly outside the scope of this book. However, a more specific tech
nical issue related to wider-band transmission is the increased corruption of the transmitted signal 
due to time dispersion on the radio channel. Time dispersion occurs when the transmitted signal 
propagates to the receiver via multiple paths with different delays (see Figure 2.4a). In the frequency 
domain, a time-dispersive channel corresponds to a non-constant channel frequency response, as 
illustrated in Figure 2 .4b. This radio-channe l frequency selectivity wi II corrupt the frequency-domain 
structure of the transmitted signal and lead to higher error rates for given signal-to-noise/interference 
ratios. Every radio channel is subject to frequency selectivity, at least to some extent. However, the 
extent to which the frequency selectivity impacts the radio communication depends on the bandwidth 
of the transmitted signal with, in general, larger impact for wider-band transmission. The amount of 
radio-channel frequency selectivity also depends on the environment, with typically less frequency 
selectivity (less time dispersion) in the case of small cells and in environments with few obstructions 
and potential reflectors, such as rural environments. 

-1~-· frequency 

FIGURE 2.4 

Multi-path propagation causing time dispersion and radio-channel frequency selectivity. 
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It should be noted that Figure 2.4b illustrates a “snapshot” of the channel frequency response. As 
a terminal is moving through the environment, the detailed structure of the multi-path propagation, 
and thus also the detailed structure of the channel frequency response, may vary rapidly with time. 
The rate of the variations in the channel frequency response is related to the channel Doppler spread, 
fD, defined as fD    v/c • fc, where v is the speed of the terminal, fc is the carrier frequency (for exam-
ple, 2 GHz), and c is the speed of light.

Receiver-side equalization [12] has for many years been used to counteract signal corruption due to 
radio-channel frequency selectivity. Equalization has been shown to provide satisfactory performance 
with reasonable complexity at least up to bandwidths corresponding to the WCDMA bandwidth of 5 MHz 
(see, for example, [13]). However, if the transmission bandwidth is further increased up to, for example, 
20 MHz, as is done in LTE, the complexity of straightforward high-performance equalization starts to 
become a serious issue. One option is then to apply less optimal equalization, with a corresponding nega-
tive impact on the equalizer capability to counteract the signal corruption due to radio-channel frequency 
selectivity and thus a corresponding negative impact on the radio-link performance.

An alternative approach is to consider specific transmission schemes and signal designs that allow 
for good radio-link performance also in the case of substantial radio-channel frequency selectivity 
without a prohibitively large receiver complexity. In the following, two such approaches to wider-
band transmission will be discussed:

1. The use of different types of multi-carrier transmission – that is, transmitting an overall wider-
band signal as several more narrowband frequency-multiplexed signals (see below). One spe-
cial case of multi-carrier transmission is OFDM transmission, to be discussed in more detail in 
Chapter 3.

2. The use of specific single-carrier transmission schemes, especially designed to allow for efficient 
but still reasonably low-complexity equalization. This is further discussed in Chapter 4.

2.3.1 Multi-Carrier Transmission
One way to increase the overall transmission bandwidth, without suffering from increased signal cor-
ruption due to radio-channel frequency selectivity, is the use of so-called multi-carrier transmission. 
As illustrated in Figure 2.5, multi-carrier transmission implies that, instead of transmitting a single 
more wideband signal, multiple more narrowband signals, often referred to as subcarriers, are fre-
quency multiplexed and jointly transmitted over the same radio link to the same receiver. By trans-
mitting M signals in parallel over the same radio link, the overall data rate can be increased up to 
M times. At the same time, the impact in terms of signal corruption due to radio-channel frequency 
selectivity depends on the bandwidth of each subcarrier. Thus, the impact from a frequency-selective 
channel is essentially the same as for a more narrowband transmission scheme with a bandwidth that 
corresponds to the bandwidth of each subcarrier.

A drawback of the kind of multi-carrier evolution outlined in Figure 2.5, where an existing more 
narrowband radio-access technology is extended to a wider overall transmission bandwidth by the 
parallel transmission of M more narrowband carriers, is that the spectrum of each subcarrier typically 
does not allow for very tight subcarrier “packing”. This is illustrated by the “valleys” in the overall 
multi-carrier spectrum outlined in the lower part of Figure 2.5. This has a somewhat negative impact 
on the overall bandwidth efficiency of this kind of multi-carrier transmission.
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As an example, consider the multi -carrier evolution of WCDMA/HSPA towards wider bandwidth. 
WCDMA has a modulation rate, also referred to as the WCDMA chip rate, of f er = 3 .84 Mchips/s. 
However, due to spectrum shaping, even the theoretical WCDMA spectrum, not including spectrum 
widening due to transmitter imperfections, has a bandwidth that s ignificantly exceeds 3 .84MHz. 
More specifically, as can be seen in Figure 2.6, the theoretical WCDMA spectrum has a raised-cosine 
shape with roll-off a = 0.22. As a consequence, the bandwidth outs ide of which the WCDMA theo
re tical spectrum equals zero is approximately 4.7 MHz (see right part of Figure 2.6). 

For a straightforward multi -carrier extension of WCDMA, the subcarriers must thus be spaced 
approximately 4.7 MHz from each other to completely avoid inter-subcarrier interference. It should 
be noted, though, that a smaller subcarrier spacing can be used with only limited inter-subcarrier 
interference. 

A second drawback of multi -carrier transmission is that, similar to the use of higher-order modu
lation, the parallel transmission of multiple carriers will lead to larger variations in the instantaneous 
transmit power. Thus, similar to the use of higher-order modulation, multi-carrier transmission will 
have a negative impact on the transmitter power-amplifier efficiency, implying increased transmit
ter power consumption and increased power-amplifier cost. Alternatively, the average transmit power 
must be reduced, implying a reduced range for a given data rate. For this reason, s imilar to the use of 
higher-order modulation, multi -carrier transmission is more suitable for the downlink (base-station 
transmission), compared to the uplink (mobile-terminal transmission), due to the higher importance 
of high power-amplifier effi ciency at the terminal. 
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Extension to wider transmission bandwidth by means of multi—carrier transmission.
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l‘iigher-order modulation. multi-carrier transmission is more suitable for the downlink (base-station

Lransmissioni. compared to the uplink (mobile—terminal tmnsmissionl. due to the higher importance

of high power-amplifier efficiency at the terminal.
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FIGURE 2.6 

Theoretical WCDMA spectrum. Raised-cosine shape with roll-off a 0.22. 

The main advantage with the kind of multi -carrier extension outlined in Figure 2.5 is that it pro
vides a very smooth evolution, in terms of both radio equipment and spectrum, of an already exist
ing radio-access technology to wider transmission bandwidth and a corresponding possibility for 
higher data rates, especially for the downlink. In essence this kind of multi -carrier evolution to wider 
bandwidth can be designed so that, for legacy terminals not capable of multi -carrier reception, each 
downlink "subcarrier'' will appear as an original, more narrowband carrier, while, for a multi -carrier
capable terminal , the network can make use of the full multi -carrier bandwidth to provide higher data 
rates. 

The next chapter will discuss, in more detail, a different approach to multi -carrier transmission, 
based on the so-called OFDM technique. 
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OFDM Transmission 3
CHAPTER

In this chapter, a more detailed overview of OFDM or Orthogonal Frequency-Division Multiplexing 
will be given. OFDM is the transmission scheme used for 3GPP LTE and is also used for several 
other radio-access technologies, for example WiMAX [14] and the DVB broadcast technologies [15].

3.1 BASIC PRINCIPLES OF OFDM
Transmission by means of OFDM can be seen as a kind of multi-carrier transmission. The basic char-
acteristics of OFDM transmission, which distinguish it from a straightforward multi-carrier extension 
of a more narrowband transmission scheme as outlined in Figure 2.5 in the previous chapter, are:

l The use of a typically very large number of relatively narrowband subcarriers. In contrast, a 
straightforward multi-carrier extension as outlined in Figure 2.5 would typically consist of only 
a few subcarriers, each with a relatively wide bandwidth. As an example, the HSPA multi-carrier 
evolution to a 20 MHz overall transmission bandwidth consists of four (sub)carriers, each with 
a bandwidth of the order of 5 MHz. In comparison, OFDM transmission may imply that several 
hundred subcarriers are transmitted over the same radio link to the same receiver.

l Simple rectangular pulse shaping is illustrated in Figure 3.1a. This corresponds to a sinc-square-
shaped per-subcarrier spectrum, as illustrated in Figure 3.1b.

l Tight frequency-domain packing of the subcarriers with a subcarrier spacing Δf  1/Tu, where 
Tu is the per-subcarrier modulation-symbol time (see Figure 3.2). The subcarrier spacing is thus 
equal to the per-subcarrier modulation rate 1/Tu.

1

An illustrative description of a basic OFDM modulator is provided in Figure 3.3. It consists of a 
bank of Nc complex modulators, where each modulator corresponds to one OFDM subcarrier.

In complex baseband notation, a basic OFDM signal x(t) during the time interval mTu  t   
(m  1)Tu can thus be expressed as:

x t x t ak k
m j k ft

k

N

k

N

( ) ( ) ( )e ,
cc

2

0

1

0

1
π ∆∑∑

where xk(t) is the kth modulated subcarrier with frequency fk  k • Δf and ak
m( ) is the, generally com-

plex, modulation symbol applied to the kth subcarrier during the mth OFDM symbol interval – that 
is, during the time interval mTu  t  (m  1)Tu. OFDM transmission is thus block based, implying 

(3.1)

1 This ignores a possible cyclic prefix, see Section 3.4.
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that, during each OFDM symbol interval, Nc modulation symbols are transmitted in parallel. The 
modulation symbols can be from any modulation alphabet, such as QPSK, 16QAM, or 64QAM.

The number of OFDM subcarriers can range from less than hundred to several thousand, with the 
subcarrier spacing ranging from several hundred kHz down to a few kHz. What subcarrier spacing 
to use depends on what types of environments the system is to operate in, including such aspects as  
the maximum expected radio-channel frequency selectivity (maximum expected time dispersion) 
and the maximum expected rate of channel variations (maximum expected Doppler spread). Once  
the subcarrier spacing has been selected, the number of subcarriers can be decided based on the 
assumed overall transmission bandwidth, taking into account acceptable out-of-band emission, etc. 

∆f 2 ∆f 3 ∆f 4 ∆f–4 ∆f –3 ∆f –2 ∆f –∆f 0Tu = 1/∆f

( )
( )

2
sin



f /∆f
f /∆fπ
π

Pulse-shape

Sub-carrier
spectrum

Time domain

(a)
Frequency domain

(b)

FIGURE 3.1

(a) Per-subcarrier pulse shape. (b) Spectrum for basic OFDM transmission.

f  = 1/T u

FIGURE 3.2

OFDM subcarrier spacing.
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3.2 OFDM Demodulation 29 

Figure valid for time interval mT. ~ t < (m + 1)r. 

FIGURE 3.3 

Principles for OFDM modulation. 

The selection of OFDM subcarrier spacing and number of subcarriers is discussed in somewhat more 
detail in Section 3 .8. 

As an example, for 3GPP LTE the basic subcarrier spacing equals 15 kHz. On the other hand, the 
number of subcarriers depends on the transmission bandwidth, with of the order of 600 subcarriers in 
the case of operation in a 10MHz spectrum allocation and correspondingly fewer/more subcarriers in 
the case of smaller/larger overall transmission bandwidths. 

The term Orthogonal Frequency-Division Multiplex is due to the fact that two modulated OFDM 
subcarriers xk, and xk, are mutually orthogonal over the time interval mTu ~ t < (m + ])Tu, that is: 

(m+ l )T. (m+ l)T, J xk, (t)x~ (t)dt = J ak, aZ
2 
ej2"k,t:.ft e - j 1"k,t:.ft dt = 0 (3.2) 

m.Tu mT,.. 

Thus, basic OFDM transmission can be seen as the modulation of a set of orthogonal functions <pit), 
where 

0 ~ t < Tu 

otherwise 
(3.3) 

The " physical resource" in the case of OFDM transmission is often illustrated as a time- frequency 
grid according to Figure 3.4, where each "column" corresponds to one OFDM symbol and each 
"row" corresponds to one OFDM subcarrier. 

3.2 OFDM DEMODULATION 
Figure 3.5 illustrates the basic principle of OFDM demodulation consisting of a bank of correla
tors, one for each subcarrier. Taking into account the orthogonality between subcarriers according to 
Eqn (3.2), it is clear that, in the ideal case, two OFDM subcarriers do not cause any interference to 
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Principles for OFDM modulation.

The selection ol‘ OFDM subcarrier spacing arid number of subcarriers is discussed in somewhat more
detail in Section 3.8.

As an example. for SUPP LTE the basic subcarrier spacing equals lSkHz. On the other hand. the

number of subcarriers depends on the transmi ssion bandwidth. with of the order of 600 subcalriers in

the case of operation in a lDMHz spectrum allocation and correspondingly fewerl'more suhcairiers in

the case of smallenllarger overall transmission bandwidths.

The term Orthogonal Frequency-Division Multiplex is due to the fact that two modulated DFDM

subcan‘iers xkl and .\‘k2 are mutually ofihogonal over the time interval mTu :1 r if (in + UT”. that is:

ha I HT“ {m -l- ”T“.. - ' _"‘.| _ _

f Kit-10m; (_t‘)dt‘ = f nklaéze'lzfik‘fifie ‘l‘fl‘Afi dt‘ = 0 for k] 7: kg. [3.2)
mTu rnTu

Thus. basic OFDM transtnission can be seen as the modulation of a set of onhogonal functions mm.
where

(p (I) z ejzmtfifi O E f < Tu
k 0 otherwise

The “physical resource" in the case 01‘ UFDM transmission is often illustrated as a time—frequency

grid according to Figure 3.4, where each “column" corresponds to one OFDM symbol and each

"row" corresponds to one OFDM subcan‘ier.

 

3.2 DFDM DEMODULATIDN

Figure 3.5 illustrates the basic principle of OFDM demodulation consisting of a bank of correla—

tors. one for each subcarrier. Taking into account the orthogonality between subcarriers according to

Eqn {3.2}. it is clear that. in the ideal case. two OFDM subcai'riers do not cause any interference to
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Time (OFDM symbol mmber) 

FIGURE 3.4 

OFDM time-frequency grid. 

FIGURE 3.5 
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Basic principle of OFDM demodulation. 

each other after demodulation. Note that this is the case despite the fact that the spectrum of neigh
bor subcarriers clearly overlaps, as can be seen from Figure 3.2. Thus, the avoidance of interference 
between OFDM subcarriers is not simply due to a subcarrier spectrum separation, which is, for exam
ple, the case for the kind of straightforward multi-carrier extension outlined in Figure 2.5 in the previ
ous chapte r. Rather, the subcarrier orthogonality is due to the specific frequency-domain structure of 
each subcarrier in combination with the specific choice of a subcarrier spacing D.f equal to the per
subcarrier symbol rate IITu, However, this also implies that, in contrast to the kind of multi -carrier 
transmission outlined in Section 2.3 .1 of the previous chapter, any corruption of the frequency
domain structure of the OFDM subcarriers, for example due to a frequency-selective radio channel, 
may lead to a loss of inter-subcarrier orthogonality and thus to interference between subcarriers. 
To handle this and to make an OFDM signal truly robust to radio-channel frequency selectivity, 
cyclic-prefix insertion is typically used, as will be further discussed in Section 3 .4 . 

3.3 OFDM IMPLEMENTATION USING IFFT/FFT PROCESSING 
Although a bank of modulators/correlators according to Figures 3.3 and 3.5 can be used to illustra te 
the basic principles of OFDM modulation and demodulation respectively, these are not the most 
appropriate modulator/demodulator structures for actual implementation. Actually, due to its spe
cific structure and the selection of a subcarrier spacing D.f equal to the per-subcarrier symbol rate 
IITu, OFDM allows for low-complexity implementation by means of computationally efficient Fast 
Fourier Transform (FFT) processing. 

To confirm this, consider a time-discrete (sampled) OFDM signal where it is assumed that the 
sampling rate fs is a multiple of the subcarrier spacing D.f- that is,fs = I/T8 = N · D.f The parameter 
N should be chosen so that the sampling theorem [12) is sufficiently fulfilled.2 As Ne· D.f can be seen 

2An OFDM signal defined according to Eqn (3.1) in theory has an infinite bandwidth and thus the sampling theorem can 
never be fulfilled completely. 

Samsung Ex. 1015 

 

30 CHAPTER 3 OFDM Transmission

  
 

---- m— m—l‘ In mot-f mt? ---- i
——-b : i

fimeFDMsymbot'mmbor} i ‘J'IZUIV 41 EI H t

FIGURE 3.4 15$”) 1n' c—

OFDM timefrequency grid. .
fr =Mf

FIGURE 3.5 

Basic principle of OFDM demodulation.

each other after demodulation. Note that this is the case despite the fact that the spectrum of neigh-

bor subeairiers clearly overlaps. as can be seen from Figure 3.2. Thus. the avoidance of interference

between OFDM subcarriers is not simply due to a subcan'ier spectrum separation, which is. for exam-

ple. the case for the kind of straightforward multi—carrier extension outlined in Figure 2.5 in the previ-

ous chapter. Rather. the subcarrier on hogoualily is due to the Specific frequency—domain structure of

each subcarrier in combination with the specific choice of a subcarrier spacing Af equal to the per—

subcarrier symbol rate UT“. However. this also implies that. in contrast to the kind of muILi-carrier

Lransmission outlined in Section 2.3.1 of the previous chapter. any corruption of the frequency—

domain structure of the OFDM subcarriers. for example due to a frequency—selective radio channel.

may lead to a loss of inler—subcan‘ier orthogonality and thus to interference between subcarriers.

To handle this and to make an OFDM signal truly robust to radio—channel frequency selectivity.

cycfic-prefix insem'on is typically used. as will be further discussed in Section 3.4.

3.3 OFDM IMPLEMENTATION USING IFFT/FFT PROCESSING

Although a bank of modulatorsi’correlators according to Figures 3.3 and 3.5 can be used to illustrate

the basic principles of OFDM modulation and demodulation respectively. these are not the most

appropriate modulatort'dernodulator structures for actual implementation. Actually. due to its spe—

cific structure and the selection of a subcan'ier spacing Af equal to the per—subcalrier symbol rate

UT“. OFDM allows for low-complexity implementation by means of computationally efficient Post

Fourier Transfomt (FFT) processing.

To confirm this. consider a time—discrete (sampled) OFDM signal where it is assumed that the

sampling ratefs is a multiple of the subcarrier spacing Af— that is.fs = HTS = N- Af. The parameter

N should be chosen so that the sampling theorem [[2] is sufficiently fulfilled.l As NC- Afcan be seen
 

2An OFDM signal defined according to Eqn (3.1'} in theory has an infinite bandwidth and thus the sart'ipling1 theorem can
never be fulfilled completely.
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FIGURE 3.6 

OFDM modulation by means of IFFT processing. 

as the nominal bandwidth of the OFDM signal , this implies that N should exceed Ne with a sufficient 
margin. 

With these assumptions, the time-discrete OFDM signal can be expressed as :3 

N - 1 N
0

- I N- 1 

x,. = x(nTs ) = t akei21fkt:,.fnT, = E akej21rklvN = E a~ei21rklvN , (3.4) 
k=O k= O k=O 

where 

(3.5) 

Thus, the sequence x,., or, in other words, the sampled OFDM signal, is the size-N Inverse Discrete 
Fourier Transform (IDFT) of the block of modulation symbols a0 , a1, ••• , aN _1 extended with zeros to 
length N. OFDM modulation can thus be implemented by means of IDFT pr~cessing followed by dig
ital-to-analog conversion, as illustrated in Figure 3.6. In particular, by selecting the IDFT size N equal 
to 2m for some integer m, the OFDM modulation can be implemented by means of implementation
efficient radix-2 Inverse Fast Fourier Transform (IFFT) processing. It should be noted that the ratio 
N!Ne, which could be seen as the over-sampling of the time-discrete OFDM signal, could very well 
be, and typically is, a non-integer number. As an example and as already mentioned, for 3GPP LTE 
the number of subcarriers Ne is approximately 600 in the case of a 10MHz spectrum allocation. 
The IFFT size can then, for example, be selected as N = I 024. This corresponds to a sampling rate 
fs = N · 6.f = 15.36MHz, where 6.f = 15 kHz is the LTE subcarrier spacing. 

It is important to understand that IDFT/IFFT-based implementation of an OFDM modulator, and 
even more so the exact IDFT/IFFT size, are just transmitter-implementation choices and not some
thing that would be mandated by any radio-access specification. As an example, nothing forbids the 
implementation of an OFDM modulator as a set of parallel modulators, as illustrated in Figure 3.3. 
Also, nothing prevents the use of a larger IFFT size, for example a size-2048 IFFT size, even in the 
case of a smaller number of OFDM subcarriers. 

3From now on the index m on the modulation symbols, indicating the OFDM symbol number, will be ignored unless espe
cially needed. 
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FIGURE 3.5 

OFDM modulation by means of lFFT processing.

as the nominal bandwidth of the OFDM signal. this implies that Nshould exceed N.. with a sufficient

margin.

With these assumptions, the timeadiscre-te OFDM signal can be expressed as:3

Nu—l Nc—l N—l'2 m. r - - N '3 .

.1}. = .I'IHTRI = E akc" I '5? ' =E eke’hw =E ole" mm . (3-4}k=tt r—o .i-=u

where

r. __ ak [I E k '5. N:

at _ 0 NE, 5 k e N" (3.5)

Thus. the sequence x". or. in other words. the sampled OFDM signal. is the size—N Inverse Discrete

Foutier Transform (IDFT) of the block of modulation symbols an. al, em _1 extended with zeros to

length N. OFDM modulation can thus be implemented by means ol' IDFT prbcessing Followed by dig—
ital-to—analog conversion. as illustrated in Figtne 3.6. In particular. by selecting the TDFT size Nequal

to '2‘” for some integer m. the OFDM modulation can be implemented by means of implementation—

efficielit radix—2 Inverse Fast Fourier Transform (IFFT) processing. It should be noted that the ratio

NINC, which could be seen as the over-sampling ol' the time—discrete OFDM signal. could very well

be. and typically is. a non-integer number. As an example and as already mentioned. for 3GPF LTE

the number of subcarriers Nc is approximately 600 in the case of a IOMHZ spectrum allocation.

The [FFT size can then. for example. be selected as N = l024. This corresponds to a sampling rate

fl; = N- Af= [5.36M'I-Iz. where A)“: lSkHz is the LTE subcarrier spacing.

It is important to understand that IDFTITFFT—based implementation of an OFDM modulator. and

even more so the exact IDFTITFFT size. are just transmitter—implementation choices and not some—

thing that would be mandated by any radio-access specification. As an example. nothing forbids the

implementation of an OFDM modulator as a set of parallel modulators. as illustrated in Figure 3.3.

Also. nothing prevents the use of a larger [FFT size. for example a size—2048 [FFT size. even in the
case of a smaller number of OFDM subcarriecs.

 

3From now on the index m on the modulation symbols, indicating the OFDM symbol number. will be ignored unless espe—
cially needed.
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FIGURE 3.7 

OFDM demodulation by means of FFT processing. 

Similar to OFDM modulation, efficient FFf processing can be used for OFDM demodulation, 
replacing the bank of Ne parallel demodulators of Figure 3.5 with sampling with some sampling rate 
fs = I/Ts, followed by a size-NDFf/FFf, as illustrated in Figure 3.7 . 

3.4 CYCLIC-PREFIX INSERTION 
As described in Section 3.2, an uncorrupted OFDM signal can be demodulated without any interfer
ence between subcarriers. One way to understand this subcarrier orthogonality is to recognize that a 
modulated subcarrier xit) in Eqn (3.1) consists of an integer number of periods of complex exponen
tials during the demodulator integration interval Tu = 1/D.f 

However, in case of a time-dispersive channel the orthogonality between the subcarriers will , 
at least partly, be lost. The reason for this loss of subcarrier orthogonality in the case of a time
dispersive channel is that, in this case, the demodulator correlation interval for one path will over
lap with the symbol boundary of a different path, as illustrated in Figure 3.8. Thus, the integration 
interval will not necessarily correspond to an integer number of periods of complex exponentials of 
that path as the modulation symbols ak may differ between consecutive symbol intervals. As a con
sequence, in the case of a time-dispersive channel there will not only be inter-symbol interference 
within a subcarrier, but also interference between subcarriers. 

Another way to explain the interference between subcarriers in the case of a time-dispersive chan
nel is to have in mind that time dispersion on the radio channel is equivalent to a frequency-selective 
channe l frequency response. As clarified in Section 3.2, orthogonality between OFDM subcarriers is 
not simply due to frequency-domain separation but due to the specific frequency-domain structure 
of each subcarrier. Even if the frequency-domain channel is constant over a bandwidth correspond
ing to the main lobe of an OFDM subcarrier and only the subcarrier side lobes are corrupted due to 
the radio-channel frequency selectivity, the orthogonality between subcarriers will be lost with inter
subcarrier interference as a consequence. Due to the relatively large side lobes of each OFDM sub
carrier, al ready a relatively limited amount of time dispersion or, equivalently, a relatively modest 
radio-channel frequency selectivity may cause substantial interference between subcarriers . 

To deal with this problem and to make an OFDM signal truly insensitive to time dispersion on the 
radio channel, so-called cyclic-prefix insertion is typically used in OFDM transmission. As illustrated 
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FIGURE 3.?

OFDM demodulation by means of FFl' processing.

 

Similar to OFDM modulation. efficient FFT processing can be used for OFDM demodulation.

replacing the bank of Nt. parallel demodulators of Figure 3.5 with sampling with some sampling rate

3‘} = ”L. followed by a size—NDFTI'FFT. as illustrated in Figure 3.7.

 

3.4 CYCLlC-PREFIX INSERTIUN

As described in Section 3.2. an uncorrupted OFDM signal can be demodulated without any interfer—

ence between subcarriers. One way to understand this subcarrier onhogoneliry is to recognize that a

modulated subcarrier xktt‘) in Eqn (3.1) consists ofan integer number of periods of complex exponen+

tials during the demodulator integration interval Tu = llAf.

However. in case of a timeudispersive channel the orthogonality between the subcarriers will.

at least partly. be lost. The reason for this loss of subcarrier orthogonality in the case of a time—

dispersive channel is that. in this case. the demodulator correlation interval for one path will over—

lap with the symbol boundary of a different path. as illustrated in Figure 3.8. Thus. the integration

interval will not necessarily correspond to an integer number of periods of complex exponentials of

that path as the modulation symbols ak may dilTer between consecutive symbol intervals. As a con—

sequence. in the case of a time-dispersive channel there will not only be inter~symbol interference

within a subcarrier. but also interference between subcarriers.

Another way to explain the interference between subcarriers in the case of a timeddispersive chan—

nel is to have in mind that time dispersion on the radio channel is equivalent to a frequencyaselective

channel frequency response. As clarified in Section 3.2, orthogonality between OFDM subcarriers is

not simply due to frequencyddomain separation but due to the specrfic frequency—domain structure

of each subcarrier. Even if the frequencyddomain channel is constant over a bandwidth correspond

ing to the main lobe of an OFDM subcaJTier and only the subcarrier side lobes are corrupted due to

the radio—Chalmel frequency selectivity. the orthogonality between subcarriers will be lost with inter—

subcarrier interference as a consequence. Due to the relatively large side lobes of each OFDM sub—

carrier. already a relatively limited amount of time dispersion or. equivalently, a relatively modest

radio—channel frequency selectivity may cause substantial interference between subcarriers.

To deal with this problem and to make an OFDM signal truly insensitive to time dispersion on the

radio channel. so—called cyeiioprefix insertion is typically used in OFDM transmission. As illustrated
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in Figure 3.9, cyclic-prefi x insertion implies that the last part of the OFDM symbol is copied and 
inserted at the beginning of the OFDM symbol. Cyclic-prefi x insertion thus increases the length of 
the OFDM symbol from Tu to Tu + Tep, where Tep is the length of the cyclic prefix, with a correspond
ing reduction in the OFDM symbol rate as a consequence. As illustrated in the lower part of Figure 
3.9, if the correlation at the receiver s ide is still only carried out over a time interval Tu = 1/6.f, 
subcarrier orthogonality will then also be preserved in the case of a time-dispersive channel, as long 
as the span of the time dispersion is shorter than the cyclic-prefi x length. 

In practice, cyclic-prefi x insertion is carried out on the time-discrete output of the transmit
ter IFFT. Cyclic-prefix insertion then implies that the last Nep samples of the IFFT output block of 
length N are copied and inserted at the beginning of the block, increasing the block length from N to 
N + Nep. At the receiver side, the corresponding samples are discarded before OFDM demodulation 
by means of, for example, DFT/FFT processing. 

Cyclic-prefix insertion is benefi cial in the sense that it makes an OFDM signal insensitive to time 
dispersion as long as the span of the time dispersion does not exceed the length of the cyclic prefix. 
The drawback of cyclic-prefi x insertion is that only a fraction T j(Tu + Tep) of the received signal 
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Time dispersion and corresponding received-signal timing.
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Cyclic—prefix insertion.

 

in Figure 3.9. cyclic-prefix insertion implies that the last part of the OFDM symbol is copied and

inserted at the beginning of the OFDM symbol. Cyclic-prefix insertion thus increases the length of

the OFDM symbol from T“ to Tu + Tcp, where TC]: is the length of the cyclic prefix. with a correspond-

ing reduction in the OFDM symbol rate as a consequence. As illustrated in the lower part of Figure

3.9. if the correlation at the receiver side is still only carried out over a time interval Tu = UAf.

subcarrier orthogonality will then also be preserved in the case of a time-dispersive channel. as long

as the span of the time dispersion is shorter than the cyclic-prefix length.

In practice, cyclic—prefix insertion is caLTied out on the time-discrete output of the transmit-

ter IFFT. Cyclic-prefix insertion then implies that the last Ncp samples of the IFFT output block of

length N are copied and inserted at the beginning of the block. increasing the block length from N to

N + Ncp At the receiver side. the corresponding samples are discarded before OFDM demodulation

by means of, For example, DFUFFT processing.

Cyclic-prefix insertion is beneficial in the sense that it makes an OFDM signal insensitive to time

dispersion as long as the span of the time dispersion does not exceed the length of the cyclic prefix.

The drawback of cyclic—prefix insertion is that only a fraction Tit/(Tu + Tcp) of the received signal
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Frequency-domain model of OFDM transmission/reception. 

power is actually utilized by the OFDM demodulator, implying a corresponding power loss in the 
demodulation. In addition to this power loss, cyclic-prefi x insertion also implies a corresponding loss 
in terms of bandwidth as the OFDM symbol rate is reduced without a corresponding reduction in the 
overall signal bandwidth. 

One way to reduce the relative overhead due to cyclic-prefix insertion is to reduce the subcarrier 
spacing D.f, with a corresponding increase in the symbol time Tu as a consequence. However, this will 
increase the sensitivity of the OFDM transmission to fast channel variations - that is, high Doppler 
spread - as well as different types of frequency errors (see further Section 3.8). 

It is also important to understand that the cyclic prefix does not necessarily have to cover the 
entire length of the channel time dispersion. In general, there is a trade-off between the power loss 
due to the cyclic pre fi x and the signal corruption (inter-symbol and inter-subcarrier interference) due 
to residual time dispersion not covered by the cyclic prefix and, at a certain point, further reduction of 
the signal corruption due to further increase of the cyclic-prefi x length will not justify the correspond
ing additional power loss. This also means that, although the amount of time dispersion typically 
increases with the cell size, beyond a certain cell size there is often no reason to increase the cyclic 
prefi x further as the corresponding power loss due to a further increase of the cyclic pre fi x would 
have a larger negative impact, compared to the signal corruption due to the residual time dispersion 
not covered by the cyclic prefix [ 16]. 

3.5 FREQUENCY-DOMAIN MODEL OF OFDM TRANSMISSION 
Assuming a sufficiently large cyclic prefi x, the linear convolution of a time-dispersive radio channel 
will appear as a circular convolution during the demodulator integration interval Tu. The combination 
of OFDM modulation (IFFT processing), a time-dispersive radio channel, and OFDM demodulation 
(FFJ' processing) can then be seen as a frequency-domain channel as illustrated in Figure 3. IO, where 
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Frequency-domain model of DFDM transmissiom’recep’rlon.

power is actually utilized by the OFDM demodulator, implying a corresponding power loss in the

demodulation. In addition to this power loss, cyclic—prefix insertion also implies a corresponding loss

in terms of bandwidth as the OFDM symbol rate is reduced without a corresponding reduction in the

overall signal bandwidth.

One way to reduce the relative overhead due to cyclic~prefix insertion is to reduce the subcarrier

spacing Af, with a corresponding increase in the symbol time T.” as a consequence. However. this will

increase the sensitivity of the OFDM transmission to fast channel variations — that is. high Doppler

spread — as well as different types of frequency en‘ors (see further Section 3 .3).

It is also important to understand that the cyclic prefix does not necessarily have to cover the

entire length of the channel time dispersion. In general. there is a trade—OFF between the power loss

due to the cyclic prefix and the signal corruption (inter—symbol and inter~subcarrier interference) due

to residual tilne dispersion not covered by the cyclic prefix and. at a certain point, further reduction of

the signal corruption due to further increase of the cyclic—prefix length will not justify the correspond—

ing additional power loss. This also means that. allhough the amount of time dispersion typically

increases with the cell size, beyond a certain cell size there is often no reason to increase the cyclic

prefix further as the corresponding power loss due to a further increase of the cyclic prefix would

have a larger negative impact. compared to the signal corruption due to the residual time dispersion

not covered by the cyclic prefix [16].

 

3.5 FREQUENCY-DOMAIN MODEL OF UFDM TRANSMISSION

Assuming a sufficiently large cyclic prefix. the linear convolution of a timeadispersive radio channel

will appear as a circular convolution during the demodulator integration interval Tu. The combination

of OFDM modulation (IFFT processing), a time—dispersive radio channel. and OFDM demodulation

(FFT processing) can then be seen as afrequency-domain channel as illustrated in Figure 3.10. where
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Frequency-domain model of OFDM transmission/ 
reception with "one-tap equalization" at the receiver. 

the frequency-domain channel taps H0, ... , H N.-l can be directly derived from the channel impulse 
response. 

The demodulator output bk in Figure 3 . JO is the transmitted modulation symbol ak scaled and 
phase rotated by the complex frequency-domain channel tap Hk and impaired by noise nk. To properly 
recover the transmitted symbol for further processing, for example data demodulation and channel 
decoding, the receiver should multipl y bk by the complex conjugate of Hk, as illustrated in Figure 
3.11. This is oft.en expressed as a one-tap equalizer being applied to each received subcarrier. 

3.6 CHANNEL ESTIMATION AND REFERENCE SYMBOLS 
As described above, to demodulate the transmitted modulation symbol ak and allow for proper decod
ing of the transmitted information at the receiver side, scaling with the complex conjugate of the 
frequency-domain channel tap Hk should be applied after OFDM demodulation (FFT processing) (see 
Figure 3 .11 ). To be able to do this, the receiver obviously needs an estimate of the frequency-domain 
channe ltaps Ho, ... , H N. -1· 

The frequency-domain channel taps can be estimated indirectly by first estimating the channel 
impulse response and, from that, calculating an estimate of Hk. However, a more straightforward 
approach is to estimate the frequency-domain channel taps directly. This can be done by inserting 
known reference symbols, sometimes also referred to as pilot symbols, at regular intervals within the 
OFDM time- frequency grid, as illustrated in Figure 3.12. Using knowledge about the reference sym
bols, the receiver can estimate the frequency-domain channel around the location of the reference 
symbol. The reference symbols should also have a sufficiently high density in both the time and the 
frequency domains to be able to provide estimates for the entire time- frequency grid in the case of 
radio channe ls subject to high frequency and/or time selectivity. 

Different more or less advanced algorithms can be used for the channel estimation, ranging from 
simple averaging in combination with linear interpolation to Minimum-Mean-Square-Error (MMSE) 
estimation relying on more detailed knowledge of the channel time/frequency-domain characteristics. 
Readers are referred to, for example, [17] for a more in-depth discussion on channel estimation for 
OFDM. 
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Time- frequency grid with known reference symbols. 
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3.7 FREQUENCY DIVERSITY WITH OFDM: IMPORTANCE OF CHANNEL 
CODING 

As discussed in Section 2.3 in the previous chapter, a radio channel is always subject to some degree 
of frequency selectivity, implying that the channel quality will vary in the frequency domain. In the 
case of a single wideband carrier, such as a WCDMA carrier, each modulation symbol is transmitted 
over the entire signal bandwidth. Thus, in the case of the transmission of a s ingle wideband carrier 
over a highly frequency-selective channel (see Figure 3.13a), each modulation symbol will be trans
mitted both over frequency bands with relatively good quality (relatively high signal strength) and fre
quency bands with low quality (low s ignal strength). Such transmission of information over multiple 
frequency bands with different instantaneous channel quality is also referred to as frequency diversity. 

On the other hand, in the case of OFDM transmission each modulation symbol is mainly confined 
to a relatively narrow bandwidth. Thus, for OFDM transmission over a frequency-selective channel, 
certain modulation symbols may be fully confined to a frequency band with very low instantaneous 
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3.? FREQUENCY DIVERSITY WITH OFDM: IMPORTANCE OF CHANNEL

CODING

As discussed in Section 2.3 in the previous chapter. a radio channel is always subject to some degree

of frequency selectivity. implying that the channel quality will vary in the frequency domain. In the

case of a single wideband carrier. such as a WCDMA carrier. each modulation symbol is transmitted

over the entire signal bandwidth. Thus, in the case of the transmission of a single wideband carrier

over a highly frequency—selective channel (see Figure 3.13a). each modulation symbol will be trans

mitted both over frequency bands with relatively good quality (relatively high signal strength) and fre—

quency bands with low quality (low signal strength). Such transmission of information over multiple

frequency bands with different instantaneous channel quality is also referred to asfrequency diversity.

On the. other hand, in the case of OFDM transmission each modulation symbol is mainly confined

to a relatively narrow bandwidth. Thus, for DFDM transmission over a frequency—selective channel,

certain modulation symbols may be fully confined to a frequency band with very low instantaneous
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signal strength, as illustrated in Figure 3. I 3b. Thus, the individual modulation symbols will typically 
not experience any substantial frequency diversity even if the channel is highly frequency selective 
over the overall OFDM transmission bandwidth. As a consequence, the basic error-rate performance 
of OFDM transmission over a frequency-selective channel is relatively poor and especially much 
worse than the basic error rate in the case of a single wideband carrie r. 

However, in practice channel coding is used in most cases of digital communication and espe
cially in mobile communication. Channel coding implies that each bit of information to be transmit
ted is spread over several , often very many, code bits . If these coded bits are then, via modulation 
symbols, mapped to a set of OFDM subcarriers that are well distributed over the overall transmission 
bandwidth of the OFDM signal, as illustrated in Figure 3.14 , each information bit will experience 
frequency diversity in the case of transmission over a radio channel that is frequency selective over 
the transmission bandwidth, despite the fact that the subcarriers, and thus also the code bits, will not 
experience any frequency diversity. Distributing the code bits in the frequency domain, as illustrated 
in Figure 3.14, is sometimes referred to as frequency interleaving. This is similar to the use of time
domain interleaving to benefit from channel coding in the case of fading that varies in time. 

Thus, in contrast to the transmission of a single wideband carrier, channel coding (combined with fre
quency interleaving) is an essential component in order for OFDM transmission to be able to benefit from 
frequency diversity on a frequency-selective cham1el. As channel coding is typically used in most cases of 
mobile communication this is not a very serious drawback, especially taking into account that a signifi 
cant part of the available frequency diversity can be captured already with a relatively high code rate. 

3.8 SELECTION OF BASIC OFDM PARAMETERS 
If OFDM is to be used as the transmission scheme in a mobile-communication system, the following 
basic OFDM parameters need to be decided upon: 

• The subcarrier spacing f1f 
• The number of subcarriers Ne, which, together with the subcarrier spacing, determines the overall 

transmission bandwidth of the OFDM signal. 
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Channel coding in combination with frequency—domain interleaving to provide frequency diversity in the case
of DFDM transmission.

signal strength. as illustrated in Figure 3.]3b. Thus. the individual modulation symbols will typically

not experience any substantial frequency diversity even if the channel is highly frequency selective

over the overall OFDM transmission bandwidth. As a consequence. the basic error~rate performance

of OFDM transmission over a frequency—selective channel is relatively poor and especially much

worse than the basic error rate in the case of a single wideband carrier.

However. in practice channel coding is used in most cases of digital communication and espe~

cially in mobile communication. Channel coding implies that each bit of information to be transmit—

ted is spread over several. often very many. code bits. If these coded bits are then, via modulation

symbols, mapped to a set of OFDM subcarriers that are well distributed over the. overall transmission
bandwidth of the ()FDM signal, as illustrated in Figure 3.14. ‘ach information bit will experience

frequency diversity in the case of transmission over a radio channel that is frequency selective over

the transmission bandwidth. despite the fact that the subcarriers. and thus also the code bits. will not

experience any frequency diversity. Distributing the code. bits in the frequency domain. as illustrated

in Figure 3.14. is sometimes referred to as frequency interleaving. This is similar to the use of time

domain interleaving to benefit from channel coding in the case of fading that varies in time.

Thus. in contrast to the transmission of a single wideband carrier. channel coding (combined with fre—

quency interleaving) is an essential component in order for OFDM transmission to be able to benefit from

frequency diversity on a frequency—selective channel. As channel coding is typically used in most cases of

mobile communication this is not a very serious drawback. especially taking into account that a signifi-

cant part of the available frequency diversity can be captured already with a relatively high code rate.

 

3.3 SELECTION OF BASIC DFDM PARAMETERS

If OFDM is to be used as the transmission scheme in a mobile—communication system. the following

basic OFDM parameters need to be decided upon:

I The subcarrier spacing Af.

I The number of subcarriers NC, which, together with the subcarrier spacing, detennines the overall

transmission bandwidth of the OFDM signal.
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l The cyclic-prefix length TCP. Together with the subcarrier spacing Δf  1/Tu, the cyclic-prefix length 
determines the overall OFDM symbol time T  TCP  Tu or, equivalently, the OFDM symbol rate.

3.8.1 OFDM Subcarrier Spacing
There are two factors that constrain the selection of the OFDM subcarrier spacing:

l The OFDM subcarrier spacing should be as small as possible (Tu as large as possible) to minimize 
the relative cyclic-prefix overhead TCP/(Tu  TCP) – see further Section 3.8.3.

l A too small subcarrier spacing increases the sensitivity of the OFDM transmission to Doppler 
spread and different kinds of frequency inaccuracies.

A requirement for the OFDM subcarrier orthogonality (3.2) to hold at the receiver side – that is, 
after the transmitted signal has propagated over the radio channel – is that the instantaneous channel 
does not vary noticeably during the demodulator correlation interval Tu (see Figure 3.5). In the case 
of such channel variations, for example due to very high Doppler spread, the orthogonality between 
subcarriers will be lost, with inter-subcarrier interference as a consequence. Figure 3.15 illustrates 
the subcarrier signal-to-interference ratio due to inter-subcarrier interference between two neighbor-
ing subcarriers, as a function of the normalized Doppler spread. When considering Figure 3.15, it 
should be borne in mind that a subcarrier will be subject to interference from multiple subcarriers on 
both sides4 – that is, the overall inter-subcarrier interference from all subcarriers will be higher than 
what is illustrated in Figure 3.15.
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FIGURE 3.15

Subcarrier interference as a function of the normalized Doppler spread fDoppler /Δf.

4 Except for the subcarrier at the edge of the spectrum.
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FIGURE 3.1 6 

Spectrum of a basic 5M Hz OFDM signal compared with WCDMA spectrum. 

In practice, the amount of inter-subcarrier interference that can be accepted very much depends on 
the service to be provided and to what extent the received signal is anyway corrupted due to noise and 
other impairments. As an example, on the cell border of large cells the signal -to-noise/interference 
ratio will anyway be relatively low, with relatively low achievable data rates as a consequence. 
A small amount of additional inter-subcarrier interference, for example due to Doppler spread, may 
then be more or less negligible. At the same time, in high signal-to-noise/interference scenarios, for 
example in small cells with low traffic or close to the base station, where high data rates are to be pro
vided, the same amount of inter-subcarrier interference may have a much more negative impact. 

It should also be noted that, in addition to Doppler spread, inter-subcarrier interference will also 
be due to different transmitter and receiver inaccuracies, such as frequency errors and phase noise. 

3.8.2 Number of Subcarriers 
Once the subcarrier spacing has been selected based on environment, expected Doppler spread and 
time dispersion, etc., the number of subcarriers can be determined based on the amount of spectrum 
available and the acceptable out-of-band emissions. 

The basic bandwidth of an OFDM signal equals Ne · 6.f - that is, the number of subcarriers mul
tiplied by the subcarrier spacing. However, as can be seen in Figure 3.16, the spectrum of a basic 
OFDM signal falls off very slowly outside the basic OFDM bandwidth and especially much slower 
than for a WCDMA signal. The reason for the large out-ofband emission of a basic OFDM signal is 
the use of rectangular pulse shaping (Figure 3 .1 ), leading to per-subcarrier side lobes that fall off rela
tively slowly. However, in practice, straightforward filtering or time-domain windowing [18] will be 
used to suppress a main part of the OFDM out-of-band emissions. Thus, in practice, typically of the 
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Spectrum of a basic 5 MHZ OFDM signal compared with WCDMA spectrum.

In practice. the amount of inter—subcarrier interference that can be accepted very much depends on

the service to be provided and to what extent the received signal is anyway corrupted due to noise and

other impairments. As an example, on the cell border of large cells the signal—tomoisei’interference

ratio will anyway be relatively low. with relatively low achievable data rates as a consequence.

A small amount of additional inter—subcarrier interference. for example due to Doppler spread. may

then be more or less negligible. At the same time, in high signal—to—noiseiinterference scenarios. for

example in small cells with low traffic or close to lhe base station. where high data rates are to be pro—

vided, the same amount of inter—subcarrier interference may have a much more negative impact.

It should also be noted that, in addition to Doppler spread. inter~subcarrier interference will also

be due to different transmitter and receiver inaccuracies. such as frequency errors and phase noise.

3.8.2 Number of Subcarriers

Once the subcarrier spacing has been selected based on environment. expected Doppler spread and

time dispersion. etc., the number of subcarriers can be determined based on the amount of spectrum

available and the acceptable out—ofaband emissions.

The basic bandwidth of an OFDM signal equals Nc - Af— that is. the number of subcarriers mul—

tiplied by the subcarrier spacing. However. as can be seen in Figure 3.16. the spectrum of a basic

OFDM signal falls off very slowly outside the basic OFDM bandwidth and especially much slower

than for a WCDMA signal. The reason for the large exit—ofiband emission of a basic OFDM signal is

the use of rectangular pulse shaping (Figure 3.1), leading to perasubcarrier side lobes that fall off relaL

lively slowly. However. in practice, straightforward filtering or time-domain windowng [18] will be

used to suppress a main part of the OFDM outaot’aband emissions. Thus, in practice. typically of the
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order of 10% guard-band is needed for an OFDM signal implying, as an example, that in a spectrum 
allocation of 5 MHz, the basic OFDM bandwidth Nc • Δf could be of the order of 4.5 MHz. Assuming, 
for example, a subcarrier spacing of 15 kHz as selected for LTE, this corresponds to approximately 
300 subcarriers in 5 MHz.

3.8.3 Cyclic-Prefix Length
In principle, the cyclic-prefix length TCP should cover the maximum length of the time dispersion 
expected to be experienced. However, as already discussed, increasing the length of the cyclic prefix, 
without a corresponding reduction in the subcarrier spacing Δf, implies an additional overhead in 
terms of power as well as bandwidth. In particular, the power loss implies that, as the cell size grows 
and the system performance becomes more power limited, there is a trade-off between the loss in 
power due to the cyclic prefix and the signal corruption due to time dispersion not covered by the 
cyclic prefix. As already mentioned, this implies that, although the amount of time dispersion typi-
cally increases with the cell size, beyond a certain cell size there is often no reason to increase the 
cyclic prefix further as the corresponding power loss would have a larger negative impact, compared 
to the signal corruption due to the residual time dispersion not covered by the cyclic prefix [16].

One situation where a longer cyclic prefix may be needed is in the case of multi-cell transmission 
using SFN (Single-Frequency Network), as further discussed in Section 3.11.

Thus, to be able to optimize performance to different environments, some OFDM-based systems 
support multiple cyclic-prefix lengths. The different cyclic-prefix lengths can then be used in different 
transmission scenarios:

l Shorter cyclic prefix in small-cell environments to minimize the cyclic-prefix overhead.
l Longer cyclic prefix in environments with extreme time dispersion and especially in the case of 

SFN operation.

3.9 VARIATIONS IN INSTANTANEOUS TRANSMISSION POWER
According to Section 2.3.1, one of the drawbacks of multi-carrier transmission is the corresponding 
large variations in the instantaneous transmit power, implying a reduced power-amplifier efficiency 
and higher mobile-terminal power consumption; alternatively, that the power-amplifier output power 
has to be reduced with a reduced range as a consequence. Being a kind of multi-carrier transmission 
scheme, OFDM is subject to the same drawback.

However, a large number of different methods have been proposed to reduce the large power 
peaks of an OFDM signal:

l In the case of tone reservation [19], a subset of the OFDM subcarriers are not used for data trans-
mission. Instead, these subcarriers are modulated in such a way that the largest peaks of the over-
all OFDM signal are suppressed, allowing for a reduced power-amplifier back-off. One drawback 
of tone reservation is the bandwidth loss due to the fact that a number of subcarriers are not avail-
able for actual data transmission. The calculation of what modulation to apply to the reserved 
tones can also be of relatively high complexity.

l In the case of prefiltering or precoding, linear processing is applied to the sequence of modulation 
symbols before OFDM modulation. DFTS-spread OFDM (DFTS-OFDM) as described in the next 
chapter and which is used for the LTE uplink, can be seen as one kind of prefiltering.
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OFDM as a user-multiplexing/multiple-access scheme: (a) downlink; (b) uplink. 

• In the case of selective scrambling [20], the coded-bit sequence to be transmitted is scrambled 
with a number of different scrambling codes. Each scrambled sequence is then OFDM modulated 
and the signal with the lowest peak power is selected for transmission. After OFDM demodula
tion at the receiver side, descrambling and subsequent decoding is carried out for all the possible 
scrambling sequences. Only the decoding carried out for the scrambling code actually used for 
the transmission will provide a correct decoding result. A drawback of selective scrambling is an 
increased receiver complexity as multiple decodings need to be carried out in parallel. 

Readers are referred to the references above for a more in-depth discussion on different peak
reduction schemes. 

3.10 OFDM AS A USER-MULTIPLEXING AND MULTIPLE-ACCESS SCHEME 
The discussion has, until now, implicitly assumed that all OFDM subcarriers are transmitted from the 
same transmitter to a certain receiver, that is: 

• downlink transmission of all subcarriers to a single terminal; 
• uplink transmission of all subcarriers from a single terminal. 

However, OFDM can also be used as a user-multiplexing or multiple-access scheme, allowing for 
s imulta neous frequency-separated transmissions to/from multiple terminals (see Figure 3.17). 

In the downlink direction, OFDM as a user-multiplexing scheme implies that, in each OFDM 
symbol interval, different subsets of the overall set of available subcarriers are used for transmission 
to different terminals (see Figure 3.17a). 

Similarly, in the uplink direction, OFDM as a user-multiplexing or multiple-access scheme implies 
that, in each OFDM symbol interval, different subsets of the overall set of subcarriers are used for 
data transmission from different terminals (see Figure 3. 17b). In this case, the term Orthogonal 
Frequency-Division Multiple Access or OFDMA is also often used .5 

5The term OFDMA is sometimes also used to denote the use of OFDM to multiplex multiple users in the downlink, as 
illustrated in Figure 3.17a. 
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OFDM as a user—muliiplexingfmultiple—access scheme: (a) downlink: Eb) uplink.

I In the case of selective scrambling [20]. the coded—bit sequence to be transmitted is scrambled

with a number of different scrambling codes. Each scrambled sequence is then OFDM modulated

and the signal with the lowest peak power is selected for transmission. After OFDM demodula-

tion at the receiver side. descrambling and subsequent decoding is carried out for all the possible

scrambling sequences. Only the decoding carried out for the scrambling code actually used for

the transmission will provide a correct decoding result. A drawback of selective scrambling is an

increased receiver complexity as multiple decodings need to be carried out in parallel.

Readers are. referred to the references above for a more in—deplh discussion on different peak—
reduction schemes.

3.10 OFDM AS A USER-MULTIPLEXING AND MULTIPLE-ACCESS SCHEME

The discussion has. until now. implicitly assumed that all OFDM subcarriers are transmitted from the

same transmitter to a certain receiver. that is:

I downlink transmission of all subcarriers to a single terminal;

I uplink transmission ofall subcarriers from a single terminal.

However. OFDM can also be used as a user—amit‘iplexing or multiple-access scheme, allowing for

simultaneous frequency—separated transmissions tolft'om multiple terminals (see Figure 3. l 7").

In the downlink direction. OFDM as a user—multiplexing scheme implies that. in each OFDM

symbol interval. different subsets of the overall set of available subcan‘iers are used for transmission

to dzfierem terminals (see Figure 3. l'l'a).

Similarly. in the uplink direction. OFDM as a trser—rrmt'r‘iplering or mrdtipl'eeiccess scheme implies

that. in each OFDM symbol interval, different subsets of the overall set of subcarriers are used for

data transmission from difierem terminals (see Figure 3.]7b). In this case. the term Orthogonal

Frequency—Division Multiple Access or OFDMA is also often used.5
 

3_The term OFDNLA is sometimes also used to denote the use of OFDM to multiplex multiple users in the downlink. as
illustrated in Figtu‘e 3.]‘r'a.
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Figure 3 .1 7 assumes that consecutive subcarriers are used for transmission to/from the same ter
minal. However, distributing the subcarriers to/from a terminal in the frequency domain is also pos
sible, as illustrated in Figure 3.18. The benefit of such distributed user multiplexing or distributed 
multiple access is a possibility for additional frequency diversity as each transmission is spread over a 
wider bandwidth. 

In the case when OFDMA is used as an uplink multiple-access scheme - that is, in the case of 
frequency multiplexing of OFDM signals from multiple terminals - it is critical that the transmissions 
from the different terminals arrive approximately time aligned at the base station. More specifically, 
the transmissions from the different terminals should arrive at the base station with a timing misalign
ment less than the length of the cyclic prefi x to preserve orthogonality between subcarriers received 
from different terminals and thus avoid inter-user interference. 

Due to the differences in distance to the base station for different terminals and the correspond
ing differences in the propagation time (which may far exceed the length of the cyclic prefix), it is 
therefore necessary to control the uplink transmission timing of each terminal (see Figure 3.19). Such 
transmission-timing control should adjust the transmit timing of each terminal to ensure that uplink 
transmissions arrive approximately time aligned at the base station. As the propagation time changes 
as the terminal is moving within the cell, the transmission-timing control should be an active process, 
continuously adjusting the exact transmit timing of each terminal. 

Furthermore, even in the case of perfect transmission-timing control , there will always be some 
interference between subcarriers, for example due to frequency errors. Typically this interference 
is relatively low in the case of reasonable frequency errors, Doppler spread, etc. (see Section 3 .8). 
However, this assumes that the different subcarriers are received with at least approximately the same 
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Uplink transmission—timing control.

Figure 3.17 assumes that consecutive subcarriers are used for transmission tolfrom the same ter—

minal. However. distributing the subcarriers toffrom a terminal in the frequency domain is also pos—

sible. as illustrated in Figure 3.18. The benefit of such distributed user multiplexing or distributed

multiple access is a possibility for additional frequency diversity as each transmission is spread over a
wider bandwidth.

In the case when OFDMA is used as an uplink multiple—access scheme — that is. in the case of

frequency multiplexing of OFDM signals from multiple terminals — it is critical that the transmissions

from the different terminals arrive approximately time aligned at the base station. More specifically.

the transmissions from the different terminals should arrive at the base station with a timing misalign—

ment less than the length of the cyclic prefix to preserve orthogonality between subcarriers received
from different terminals and thus avoid inter—user interference.

Due to the differences in distance to the base station for different terminals and the correspond+

ing differences in the propagation time (which may far exceed the length of the cyclic prefix). it is

therefore necessary to control the uplink transmission timing of each terminal (see Figure 3.19}. Such

transmission-timing control should adjust the transmit timing of each terminal to ensure that uplink

transmissions arrive approximately time aligned at the base station. As the propagation time changes

as the terminal is moving within the cell. the transmission—liming control should be an active process.

continuously adjusting the exact transmit timing of each terminal.

Furthermore. even in the case of perfect translnissiomtiining control. there will always be some

interference between subcarriers. for example due to frequency errors. Typically this interference

is relatively low in the case of reasonable frequency errors. Doppler spread, etc. (see Section 3.8).

However. this assumes that the different snbcan'iers are received with at least approximately the same
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FIGURE 3.20 

Broadcast scenario. 

power. In the uplink, the propagation distance and thus the path loss of the different mobile-terminal 
transmissions may differ significantly. If two terminals are transmitting with the same power, the 
received-signal strengths may thus differ significantly, impl ying a potentially significant interference 
from the stronger signal to the weaker signal unless the subcarrier orthogonality is perfectly retained. 
To avoid this, at least some degree of uplink transmission -power control may need to be applied in 
case of uplink OFDMA, reducing the transmission power of user terminals close to the base station 
and ensuring that all received signals will be of approximately the same power. 

3.11 MULTI-CELL BROADCAST/MULTICAST TRANSMISSION AND OFDM 
The provision of broadcast/multicast services in a mobile-communication system implies that the same 
information is to be simultaneously provided to multiple terminals, often dispersed over a large area 
corresponding to a large number of cells, as shown in Figure 3.20. The broadcast/ multicast information 
may be a TV news clip, information about the local weather conditions, stock-market information, or 
any other kind of information that, at a given time, may be of interest to a large number of people. 

When the same information is to be provided to multiple terminals within a cell it is often benefi 
cial to provide this information as a single "broadcast" radio transmission covering the enti re cell and 
simultaneously being received by all relevant terminals (Figure 3.21a), rather than providing the infor
mation by means of individual transmissions to each terminal (unicast transmission; see Figure 3 .2 1 b). 

As a broadcast transmission according to Figure 3 .2 1 also has to be dimensioned to reach the 
worst-case terminals, including terminals at the cell border, it will be relative costly in terms of the 
recourses (base-station transmit power) needed to provide a certain broadcast-service data rate. 
Alternatively, taking into account the limited signal-to-noise ratio that can be achieved at, for exam
ple, the cell edge, the achievable broadcast data rates may be re latively limited, especially in the case 
of large cells. One way to increase the broadcast data rates would then be to reduce the cell size, 
thereby increasing the cell -edge receive power. However, this will increase the number of cells to 
cover a certain area and is thus obviously negative from a cost-of-deployment point of view. 
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power. In the uplink. the propagation distance and thtts the path loss of the different mobilestemrinal

transmissions may differ significantly. If two terminals are transmitting with the same power. the

received—signal strengths may thus differ significantly. implying a potentially significant interference

from the stronger signal to the weaker signal unless the sttbcarrier orthogonality is perfectly retained.

To avoid this, at least some degree of uplink tmnsrtrtissiwtrpower control may need to be applied in

case of uplink OFDMA. reducing the transmission power of user terminals close to the base station

and ensuring that all received signals will be of approximately the same power.

 

3.1 I MULTl-CELL BROADCAST/MULTICAST TRANSMISSION AND UFDM

The provision of broadcasttmulticast services ill a tnobile—communication system implies that the same

information is to be simttftaneotwly provided to multiple- terminals, often dispersed over a large area

corresponding to a large number of cells. as shown in Figure 3.20. The broadcastt’mulljcast information

may be a TV news clip. infonnation about the local weather conditions. stock—market information. or

any other kind of information that. at a given time. may be of interest to a large number of people.

When the satne information is to be provided to multiple terminals within a cell it is often benefi—

cial to provide this information as a single “broadcast" radio transtnission covering the entire cell and

simultaneously being received by all relevant terminals {Figure 3.2]a), rather than providing the infor—

tnation by means ofindividttal trtmsmissions to each terminal (unicast transmission: see Figure 3.2.] b).

As a broadcast transmission according to Figure 3.2.] also has to be dimensioned to reach the

worst—case terminals. inclttding terminals at the cell border. it will be relative costly in terms of the

recourses (base—station transmit power) needed to provide a certain broadcastaservice data rate.

Alternatively. taking into accotmt the limited signal~to~noise ratio that can be achieved at. for exam—

ple. the cell edge. the achievable broadcast data rates may be relatively limited. especially in the case

of large cells. One way to increase the broadcast data rates would then be to reduce the cell size.

thereby increasing the cell—edge receive power. However. this will increase the number of cells to

cover a certain area and is thus obviously negative from a costuofadeployment point of view.
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Broadcast vs. unicast transmission. (a) Broadcast. (b) Unicast. 
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Equivalence between s imulcast transmission and multi-path propagation. 

However, as discussed above, the prov1s1on of broadcast/multicast services in a mobile
communication network typically implies that identical information is to be provided over a large 
number of cells. In such a case, the resources (downlink transmit power) needed to provide a certain 
broadcast data rate can be considerably reduced if terminals at the cell edge can utilize the received 
power from broadcast transmissions from multiple cells when detecting/decoding the broadcast data. 

One way to mitigate this and further improve the provision of broadcast/multicast services in a 
mobile-communication network is to ensure that the broadcast transmissions from different cells are 
truly identical and transmitted mutually time aligned. In this case, the transmissions received from 
multiple cells will, as seen from the terminal , appear as a single transmission subject to severe multi 
path propagation, as illustrated in Figure 3.22. The transmission of identical time-aligned signals 
from multiple cells, especially in the case of provision of broadcast/multicast services, is sometimes 
referred to as Single-Frequency Network (SFN) operation [21]. 

In the case of such identical time-aligned transmissions from multiple cells, the "inter-cell inter
ference" due to transmissions in neighboring cells will, from a terminal point of view, be replaced 
by s ignal corruption due to time dispersion. If the broadcast transmission is based on OFDM with a 
cyclic prefix that covers the main part of this "time dispersion", the achievable broadcast data rates 
are thus only limited by noise, implying that, especially in smaller cells, very high broadcast data 
rates can be achieved. Furthermore, the OFDM receiver does not need to explicitly identify the cells 
to be soft combined. Rather, all transmissions that fall within the cyclic prefix will "automatically" be 
captured by the receiver. 
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Broadcast vs. unicast transmission. {a} Broadcast. {b} Unicast.
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Equivalence between simulcast transmission and mum—path propagation.

However, as discussed above. the provision of broadcasttmul ti cast services in a mobile—

communication network typically implies that identical information is to be provided over a large

number of cells. In such a case, the resources (downlink transmit power) needed to provide a certain

broadcast data rate can be considerably reduced if terminals at lite cell edge can utilize the received

power from broadcast transmissions from multiple cells when detectingtdecoding the broadcast data.

One way to mitigate this and further improve lhe provision of hroadcasttmulticast services in a
mobile—communication network is to ensure that the broad cast transmissions from different cells are

truly identical and transmitted mutuality time aligned. In this case. the transmissions received from

multiple cells will, as seen froln the terminal, appear as a single transmission subject to severe multi—

path propagation, as illustrated in Figure 3.22. The transmission of identical timeaaligned signals

from multiple cells. especially in the case of provision of broadcasttmulticast services. is sometimes

referred to as Single—Frequency Network (SFN) operation [2]].

In the case of such identical time—aligned transmissions from multiple cells. the “inter—cell inter—

ference" due to transmissions in neighboring cells will. from a terminal point of view. be replaced

by signal corruption due to time dispersion. If the broadcast transmission is based on OFDM with a

cyclic prefix lhat covers the main part of this “time dispersion”. the achievable broadcast data rates

are thus only limited by noise, implying that, especially in smaller cells, very high broadcast data

rates can be achieved. Furthermore. the OFDM receiver does not need to explicitly identify the cells

to be soft combined. Rather. all transmissions that fall within the cyclic prefix will “automatically" be

captured by the receiver.
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Wider-Band “Single-Carrier” 
Transmission 4

CHAPTER

The previous chapters discussed multi-carrier transmission in general (Section 2.3.1) and OFDM 
transmission in particular (Chapter 3) as means to allow for very high overall transmission bandwidth 
while still being robust to signal corruption due to radio-channel frequency selectivity.

However, as discussed in the previous chapter, a drawback of OFDM modulation, as well as any 
kind of multi-carrier transmission, is the large variations in the instantaneous power of the transmitted 
signal. Such power variations imply a reduced power-amplifier efficiency and higher power-amplifier  
cost. This is especially critical for the uplink, due to the high importance of low mobile-terminal 
power consumption and cost.

As discussed in Chapter 3, several methods have been proposed on how to reduce the large power 
variations of an OFDM signal. However, most of these methods have limitations in terms of to what 
extent the power variations can be reduced. Furthermore, most of the methods also imply a significant 
computational complexity and/or a reduced link performance.

Thus, there is an interest to consider also wider-band single-carrier transmission as an alternative 
to multi-carrier transmission, especially for the uplink – that is, for mobile-terminal transmissions. It 
is then necessary to consider what can be done to handle the corruption to the signal waveform that 
will occur in most mobile-communication environments due to radio-channel frequency selectivity.

4.1 EQUALIZATION AGAINST RADIO-CHANNEL FREQUENCY SELECTIVITY
Historically, the main method to handle signal corruption due to radio-channel frequency selectivity 
has been to apply different forms of equalization [12] at the receiver side. The aim of equalization is 
to, by different means, compensate for the channel frequency selectivity and thus, at least to some 
extent, restore the original signal shape.

4.1.1 Time-Domain Linear Equalization
The most basic approach to equalization is the time-domain linear equalizer, consisting of a linear  
filter with an impulse response w(t) applied to the received signal (see Figure 4.1).

By selecting different filter impulse responses, different receiver/equalizer strategies can be imple-
mented. As an example, in DS-CDMA-based systems a so-called RAKE receiver structure has his-
torically often been used. The RAKE receiver is simply the receiver structure of Figure 4.1 where the 
filter impulse response has been selected to provide channel-matched filtering:

w h( ) ( ).*τ τ (4.1)
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FIGURE 4.1 

General time-domain linear equalization. 

That is, the filter response has been selected as the complex conjugate of the time-reversed channel 
impulse response. This is also often referred to as a Maximum-Ratio Combining (MRC) filter setting [12]. 

Selecting the receiver filter according to the MRC criterion - that is, as a channel-matched filter -
maximizes the post-filter signal-to-noise ratio (thus the term maximum-ratio combining). However, 
MRC-based filtering does not provide any compensation for any radio-channel frequency selectivity -
that is, no equalization. Thus, MRC-based receiver filtering is appropriate when the received signal 
is mainly impaired by noise or interference from other transmissions but not when a main part of the 
overall signal corruption is due to the radio-channe l frequency selectivity. 

Another alternative is to select the receiver filter to fully compensate for the radio-channel fre
quency selectivity. This can be achieved by selecting the receiver-filter impulse response to fulfill the 
relation: 

h(r) ® w(r) = 1, (4.2) 

where"®" denotes linear convolution. This selecting of the filter setting, also known as 'Zero-Forcing 
(ZF) equalization [12], provides full compensation for any radio-channe l frequency selectivity (com
plete equali zation) and thus full suppression of any related signal corruption. However, zero-forcing 
equalization may lead to a large, potentially very large, increase in the noise level after equalization 
and thus to an overall degradation in the link performance. This will be the case especially when the 
channe l has large variations in its frequency response. 

A third and, in most cases, better alternative is to select a filter setting that provides a trade-off 
between signal corruption due to radio-channel frequency selectivity, and noise/interference. This 
can, for example, be done by selecting the filter to minimize the mean-square error between the 
equalizer output and the transmitted signal - that is, to minimi ze: 

(4.3) 

This is also referred to as a Minimum Mean -Square Error (MMSE) equalizer setting [12]. 
In practice, the linear equalizer has most often been implemented as a time-discrete FIR.filter [22] 

with L filter taps applied to the sampled received signal, as illustrated in Figure 4.2 . In general, the 
complexity of such a time-discrete equali zer grows relatively rapidly with the bandwidth of the signal 
to be equali zed: 

• A more wideband signal is subject to relatively more radio-channel frequency selectivity or, 
equivalently, relatively more time dispersion. This implies that the equali zer needs to have a larger 
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FIGURE 4.1 

General time—domain linear equalization.

That is. the filter response has been selected as the complex conjugate of the time—reversed channel

impulse response. This is also often referred to as aMexfmttm—Ran'o Combining (MRC) filter setting [l2].

Selecting the receiver filter according to the MRC criterion — that is. as a channel-matched filter —

maximizes the post—filter signa|~to—noise ratio (thus the term maximum-ratio combining}. However.

MRC-based filtering does not provide any compensation for any radio—channel frequency selectivity —

that is. no equalization. Thus. MRC—based receiver filtering is appropriate when the received signal

is mainly impaired by noise or interference frotn other transmissions but not when a main part of the

overall signal corruption is due to the radio-channel frequency selectivity.

Another alternative is to select the receiver filter to fully compensate for the radio-channel fre—

quency selectivity. This can be achieved by selecting the receiver—filter impulse response to fulfill the
relation:

h(r)®wtr) =1. (4.2)

where “‘3'" denotes linear convolution. This selecting of the filter setting. also known as Zero-Forcing

(ZF'l equalization [12L provides full compensation for any radioHchannel frequency selectivity (com—

plete equalization) and thus full suppression of any related signal con'uption. However. zero—forcing

equalization may lead to a large. potentially very large. increase in the noise level after equalization

and thus to an overall degradation in the link performance. This will be the case especially when the

channel has large variations in its frequency response.

A third and. in most cases. better altemative is to select a filter setting that provides a trade—off

between signal con'uption due to radio—channel frequency selectivity. and noisel’interference. This

czut. for example. be done by selecting the filter to minimize the mean—square error between the

equalizer output and the transmitted signal — that is. to minimize:

e = E{I so; v 30) 13}. (4.3;

This is also referred to as a Minimum Meaquuore Error (MMSE'J equalizer setting I l 2].

In practice. the linear equalizer has most often been implemented as a time—discrete FIRfiIter [33

with L filter taps applied to the sampled received signal. as illustrated in Figure 4.2. In general. the

complexity of such a timeediscretc equalizer grows relatively rapidly with the bandwidth of the signal

to be equalized:

0 A more wideband signal is subject to relatively more radio~ehannel frequency selectivity or.

equivalently. relatively more time dispersion. This implies that the equalizer needs to have a larger
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span (larger length L - that is, more filter taps) to be able to properly compensate for the channel 
frequency selectivity. 

• A more wideband signal leads to a correspondingly higher sampling rate for the received signal. 
Thus, also the receiver. filter processing needs to be carried out with a correspondingly higher rate. 

It can be shown [23] that the time-discrete MMSE equalizer setting w = [w0, wl' ... , wL_ iJH is 
given by the expression: 

(4.4) 

In this expression, R is the channel.output auto.correlation matrix of size L X L, which depends 
on the channel impulse response as well as on the noise level, and P is the channel.output/channel• 
input cross.correla tion vector of size L X l that depends on the channel impulse response. 

In particular, in the case of a large equali zer span (large L), the time-domain MMSE equalizer 
may be of relatively high complexity: 

• The equalization itself (the actual filtering) may be of re latively high complexity according to the 
above. 

• Calculation of the MMSE equali zer setting, especially the calculation of the inverse of the size 
L X L correlation matrix R, may be of relatively high complexity. 

4.1.2 Frequency-Domain Equalization 
A possible way to reduce the complexity of linear equali zation is to carry out the equalization in the 
frequency domain [24], as illustrated in Figure 4.3 . In such frequency.domain linear equalization, the 
equalization is carried out block.wise with block size N. The sampled received signal is first trans• 
formed into the frequency domain by means of a size-N DFT. The equali zation is then carried out as 
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Linear equalization implemented as a time I I I I
discrete FlR filter. Frequency—domain linear equalization.

span (larger length L — that is. more filter taps) to be able to properly compensate for the channel

frequency selectivity.

0 A more wideband signal leads to a correspondingly higher sampling rate for the received signal.

Thus. also the receiver—filter processing needs to be carried out with a correspondingly higher rate.

It can be shown [23] that the time—discrete MMSE equalizer setting W = [Wm wl. wL_[]H is
given by the expression:

W = R'HE. (4.4)

In this expression. R is the channel~ourput auto-correlation ”Muir of size L X L. which depends

on the channel impulse response as well as on the noise level. and t6 is the Channel-(mmut/ehannelv
input cross—correlation vector of size L X 1 that depends on the channel impulse response.

In particular. in [he case of a large equalizer span (large L). the timeedomain M:MSE equalizer

may be of relatively high complexity:

O The equalization itself (the actual filtering) may be of relatively high complexity according to lhe
above.

0 Calculation of the MINISE equalizer setting, especially the calculation of the inverse ol" the size

L K L correlation matrix R, may be of relatively high complexity.

:1. L? Frequency-Domain Equalization

A possible way to reduce the complexity of linear equalization is to carry out the equalization in the

frequency domain [34L as illustrated in Figure 4.3. In such frequencyvmmain linear equalization. the

equalization is carried out block—wise with block size N. The sampled received signal is first trans;

formed into the frequency domain by means ofa size—N DFT. The equalization is then carried out as
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frequency-domain filtering, with the frequency-domain filter taps W0, ... , WN- I, for example, being 
the DFT of the corresponding time-domain fil ter taps w0, ... , w L-l of Figure 4.2. Finally, the equal
ized frequency-domain signal is transformed back to the time domain by means of a size-N inverse 
DFT. The block size-N should preferably be selected as N = 2n for some integer n to allow for com
putational-effi cient radix-2 FFT/IFFT implementation of the DFT/1D FT processing. 

For each processing block of size N, the frequency-domain equalization basically consists of: 

• A size-N DFT/FFT. 
• N complex multiplications (the frequency-domain fil ter). 
• A size-N inverse DFT/FFT. 

Especially in the case of channels with extensive frequency selectivity, implying the need for a large 
span of a time-domain equalizer (large equalizer length L), equalization in the frequency domain 
according to Figure 4.3 can be of significantly less complexity, compared to time-domain equaliza
tion illustrated in Figure 4.2. 

However, there are two issues with frequency-domain equalization: 

• The time-domain filtering of Figure 4.2 implements a time-discrete linear convolution. In con
trast, frequency-domain filtering according to Figure 4.3 corresponds to circular convolution in 
the time domain. Assuming a time-domain equalizer of length L, this implies that the first L - l 
samples at the output of the frequency-domain equalizer will not be identical to the corresponding 
output of the time-domain equali zer. 

• The frequency-domain fil ter taps W0, ... , WN- I can be determined by firs t determining the pulse 
response of the corresponding time-domain filter and then transforming this filter into the fre
quency domain by means of a DFT. However, as mentioned above, determining the MMSE time
domain filter may be re latively complex in the case of a large equalizer length L. 

One way to address the first issue is to apply an overlap in the block-wise processing of the fre
quency-domain equali zer as outlined in Figure 4.4, where the overlap should be at least L - l sam
ples. With such an overlap, the first L - l "incorrect" samples at the output of the frequency-domain 
equalizer can be discarded as the corresponding samples are also (correctly) provided as the last part 
of the previously received/equalized block. The drawback with this kind of "overlap-and-discard" 
processing is a computational overhead - that is, somewhat higher receiver complexity. 

An alternative approach that addresses both of the above issues is to apply cyclic-prefix insertion 
at the transmitter side (see Figure 4.5). Similar to OFDM, cyclic-prefix insertion in the case of single-
carrier transmission implies that a cyclic prefix of length Nep samples is inserted block-wise at the 
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FIGURE 4.5 

Cyclic-prefix insertion in single-carrier transmission. 

transmitter side. The transmitter-side block s ize should be the same as the block size N used for the 
receiver-side frequency-domain equali zation. 

With the introduction of a cyclic prefix, the channel will, from a receiver point of view, appear 
as a circular convolution over a receiver processing block of size N. Thus, there is no need for any 
receiver overlap-and-discard processing. Furthermore, the frequency-domain filter taps can now be 
calculated di rectly from an estimate of the sampled channel frequency response without fi rst deter
mining the time-domain equalizer setting . As an example, in the case of an MMSE equalizer the 
frequency-domain fil ter taps can be calculated according to : 

H• 
~ - k 

k - 1 ' 
IH kl + N0 

(4.5) 

where N0 is the noise power and Hk is the sampled channel frequency response. For large equalizer 
lengths, this calculation is of much lower complexity compared to the time-domain calculation dis
cussed in the previous section. 

The drawback of cyclic-prefi x insertion in the case of single-carrier transmission is the same as 
for OFDM - that is, it implies an overhead in terms of both power and bandwidth. One method to 
reduce the relative cyclic-prefi x overhead is to increase the block size N of the frequency-domain 
equalizer. However, for the block-wise equalization to be accurate, the channel needs to be approxi
mately constant over a time span corresponding to the size of the processing block. This constraint 
provides an upper limit on the block size N that depends on the rate of the channel variations. Note 
that this is s imilar to the constraint on the OFDM subcarrier spacing 6.f = l!Tu depending on the rate 
of the channe l variations, as discussed in Chapter 3. 

4.1.3 Other Equalizer Strategies 
The previous sections discussed different approaches to linear equalization as a means to counteract 
signal corruption of a wideband signal due to radio-channel frequency selectivity. However, there are 
also other approaches to equalization: 

• Decision -Feedback Equalization (DFE) [12] implies that previously detected symbols are fed 
back and used to cancel the contribution of the corresponding transmitted symbols to the over
a ll signal corruption. Such decision feedback is typically used in combination with time-domain 
linear filtering, where the linear filter transforms the channel response to a shape that is more 
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Cyclic-prefix insertion in single—carrier transmission.

transmitter side. The transmitter—side block size should be the same as the block size N used for the

receiver—side I‘requency—dotrlain equalization.

With the introduction of a cyclic prefix. the channel will. from a receiver point of view. appear

as a circular convolution over a receiver processing block of size N. Thus, there is no need for any

receiver overlap—and-(liscard processing. Furthermore. the liequency—domain filler taps can now be

calculated directly From an estimate of the sampled channel frequency response without first deter—

mining the time—domain equalizer setting. As an example. in the case of an MMSE equalizer the

frequency-domain filter taps can be calculated according to:

W;— = fI—t. (4.5)

where N0 is the noise power and Hg is the sampled channel frequency response. For large equalizer

lengths. this calculation is of much lower complexity compared to the time—domain calculation dis-

cussed in the previous section.

The drawback of cyclic—prefix insertion in the case of single—carrier transmission is the same as

for OFDM — that is. it implies an overhead in terms of both power and bandwidth. One method to

reduce the relative cyclic—prefix overhead is to increase the block size N 01‘ the freqtlencyadomain

equalize r. However. for the block—wise equalization to be accurate. the channel needs to be approxi—

mately constant over a time span corresponding to the size of the processing block. This constraint

provides an upper limit on the block size N that depends on the rate of the channel variations. Note

that this is similar to the constraint on the OFDM subcarrier spacing Af= ”TU depending on the rate

of the channel variations. as discussed in Chapter 3.

4.15.4 Other Equalizer Strategies

The previous sections discussed different approaches to linear equalization as a means to counteract

signal corruption of a wideband signal due to radio~channel frequency selectivity. However. there are

also other approaches to equalization:

O Decision—Feedback Equalization (DFE) [12] implies that previously detected symbols are Fed

back and used to cancel the contribution of the corresponding transmitted symbols to the over—

all signal corruption. Such decision feedback is typically used in combination with timeadomain

linear filtering, where the linear filter transforms the channel response to a shape that is more
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suitable for the decision-feedback stage. Decision feedback can also very well be used in combi-
nation with frequency-domain linear equalization [24].

l Maximum-Likelihood (ML) detection, also known as Maximum-Likelihood Sequence Estimation 
(MLSE) [25], is strictly speaking not an equalization scheme but rather a receiver approach 
where the impact of radio-channel time dispersion is explicitly taken into account in the receiver- 
side detection process. Fundamentally, an ML detector uses the entire received signal to decide on 
the most likely transmitted sequence, taking into account the impact of the time dispersion on the 
received signal. To implement maximum-likelihood detection the Viterbi algorithm [26] is often 
used.1 However, although maximum-likelihood detection based on the Viterbi algorithm has been 
extensively used for 2G mobile communication such as GSM, it can be too complex when applied 
to much wider transmission bandwidths, leading to both much more extensive channel frequency 
selectivity and much higher sampling rates.

4.2 UPLINK FDMA WITH FLEXIBLE BANDWIDTH ASSIGNMENT
In practice, there are obviously often multiple terminals within a cell and thus multiple terminals 
that should share the overall uplink radio resource within the cell by means of the uplink intra-cell 
multiple-access scheme.

In mobile communication based on WCDMA and CDMA2000, uplink transmissions within a cell 
are mutually non-orthogonal and the base-station receiver relies on the processing gain due to chan-
nel coding and additional direct-sequence spreading to suppress the intra-cell interference. Although 
non-orthogonal multiple access can, fundamentally, provide higher capacity compared to orthogonal 
multiple access, in practice the possibility for mutually orthogonal uplink transmissions within a cell 
is often beneficial from a system performance point of view.

Mutually orthogonal uplink transmissions within a cell can be achieved in the time domain (Time-
Division Multiple Access, TDMA), as illustrated in Figure 4.6a. TDMA implies that different termi-
nals within in a cell transmit in different non-overlapping time intervals. In each such time interval, 
the full system bandwidth is then assigned for uplink transmission from a single terminal.

Alternatively, mutually orthogonal uplink transmissions within a cell can be achieved in the fre-
quency domain (Frequency-Division Multiple Access, FDMA), as illustrated in Figure 4.6b – that is, 
by having terminals transmit in different frequency bands.

To be able to provide high-rate packet-data transmission, it should be possible to assign the entire 
system bandwidth for transmission from a single terminal. At the same time, due to the burstiness 
of most packet-data services, in many cases terminals will have no uplink data to transmit. Thus, for 
efficient packet-data access, a TDMA component should always be part of the uplink multiple-access 
scheme.

However, relying on only TDMA to provide orthogonality between uplink transmissions within 
a cell could be bandwidth inefficient, especially in case of a very wide overall system bandwidth. As 
discussed in Chapter 2, a wide bandwidth is needed to support high data rates in a power-efficient 
way. However, the data rates that can be achieved over a radio link are, in many cases, limited by the 

1 Thus, the term Viterbi equalizer is sometimes used for the ML detector.
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Orthogonal multiple access: (a) TOMA; (b) FDMA. 
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FDMA with flexible bandwidth assignment. 

available signal power (power-limited operation) rather than by the available bandwidth. This is espe
cially the case for the uplink, due to the, in general, more limited mobile-terminal transmit power. 
Allocating the entire system bandwidth to a single terminal could, in such cases, be highly ineffi 
cient in terms of bandwidth utili zation. As an example, allocating 20 MHz of transmission bandwidth 
to a terminal in a scenario where the achievable uplink data rate, due to mobile-terminal transmit
power limitations, is anyway Ii mited to, for example, a few JOO kbit/s would obviously imply a very 
ineffi cient usage of the overall available bandwidth. In such cases, a smaller transmission bandwidth 
should be assigned to the terminal and the remaining part of the overall system bandwidth should 
be used for uplink transmissions from other terminals. Thus, in addition to TDMA, an uplink trans
mission scheme should preferably allow for orthogonal user multiplexing also in the frequency 
domain - that is, FDMA. 

At the same time, it should be possible to allocate the entire overall transmission bandwidth to a 
single terminal when the cham1el conditions are such that the wide bandwidth can be efficiently utilized -
that is, when the achievable data rates are not power limited. Thus, an orthogonal uplink transmission 
scheme should allow for FDMA with flexible bandwidth assignment, as illustrated in Figure 4.7. 

Flexible bandwidth assignment is straightforward to achieve with an OFDM-based uplink trans
mission scheme by dynamically allocating different number of subcarriers to different terminals 
depending on their instantaneous channel conditions. In the next section, it will be discussed how 
this can also be achieved in the case of low-PAR "single-carrier'' transmission, more specifically by 
means of so-called DFI-spread OFDM. 
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FDMA with flexible bandwidth assignment.

available signal power (power~limited operation) rather than by the available bandwidth. This is espe—

cially the case for the uplink. due to the. in general. more limited mobile—terminal transmit power.

Allocating the entire system bandwidth to a single terminal could, in such cases. be highly inel'fi—

cient in terms of bandwidth utilization. As an example. allocating ZUM'HZ of transmission bandwidth

to a terminal in a scenario where the achievable uplink data rate, due to mobile—terminal transmit—

power limitations. is anyway limited to. for example, a few 100 khitis would obviously imply a very

inefficient usage of the overall available bandwidth. In such cases. a smaller transmission bandwidth

should be assigned to the terminal and the remaining part of the overall system bandwidlh should

be used for uplink transmissions from other tenninals. Thus. in addition to TDMA. an uplink trans;

mission scheme should preferably allow for orthogonal user multiplexing also in the frequency
domain — that is. FDMA.

At the same time. it should be possible to allocate the entire overall transmission bandwidth to a

single terminal when the channel conditions are such that the wide bandwidth can be efficiently utilized —

that is. when the achievable data rates are not power limited. Thus. an orthogonal uplink transmission

scheme should allow for FDMA with flexible bandwidth assignment. as illustrated in Figure 4.7.

Flexible bandwidth assignment is straightforward to achieve with an OFDM—based uplink trans+

mission scheme by dynamically allocating dilTerent number of subcarriers to different terminals

depending on their instantaneous channel conditions. In the next section, it will be discussed how

this can also be achieved in the case of low—PAR '“singleacarrier” transmission. more specifically by

means of so—called DFTspreod OFDM.
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4.3 DFT-SPREAD OFDM
DFT-spread OFDM (DFTS-OFDM) is a transmission scheme that can combine the desired properties 
discussed in the previous sections, that is:

l Small variations in the instantaneous power of the transmitted signal (“single-carrier” property).
l Possibility for low-complexity high-quality equalization in the frequency domain.
l Possibility for FDMA with flexible bandwidth assignment.

Due to these properties, DFTS-OFDM is, for example, used for uplink data transmission in LTE.

4.3.1 Basic Principles
The basic principle of DFTS-OFDM transmission is illustrated in Figure 4.8. One way to inter-
pret DFTS-OFDM is as normal OFDM with a DFT-based precoding. Similar to OFDM modula-
tion, DFTS-OFDM relies on block-based signal generation. In case of DFTS-OFDM, a block of M 
modulation symbols from some modulation alphabet, for example QPSK or 16QAM, is first applied 
to a size-M DFT. The output of the DFT is then applied to consecutive inputs (subcarriers) of an 
OFDM modulator where, in practice, the OFDM modulator will be implemented as a size-N inverse 
DFT (IDFT) with N  M and where the unused inputs of the IDFT are set to zero. Typically, the 
IDFT size N is selected as N  2n for some integer n to allow for the IDFT to be implemented by 
means of computationally efficient radix-2 IFFT processing. Also, similar to normal OFDM, a cyclic 
prefix is preferably inserted for each transmitted block. As discussed in Section 4.1.2, the presence 
of a cyclic prefix allows for straightforward low-complexity frequency-domain equalization at the 
receiver side.

If the DFT size M equals the IDFT size N, the cascaded DFT/IDFT processing would obviously 
completely cancel each other out. However, if M is smaller than N and the remaining inputs to the 
IDFT are set to zero, the output of the IDFT will be a signal with “single-carrier” properties – that 
is, a signal with low power variations, and with a bandwidth that depends on M. More specifically, 
assuming a sampling rate fs at the output of the IDFT, the nominal bandwidth of the transmitted sig-
nal will be BW  M/N • fs. Thus, by varying the block size M the instantaneous bandwidth of the 
transmitted signal can be varied, allowing for flexible-bandwidth assignment. Furthermore, by shift-
ing the IDFT inputs to which the DFT outputs are mapped, the transmitted signal can be shifted in the 
frequency domain, as will be further discussed in Section 4.3.3.

To have a high degree of flexibility in the instantaneous bandwidth, given by the DFT size M, 
it is typically not possible to ensure that M can be expressed as 2m for some integer m. However, 
as long as M can be expressed as a product of relatively small prime numbers, the DFT can still be 
implemented as relatively low-complexity non-radix-2 FFT processing. As an example, a DFT size 
M  144 can be implemented by means of a combination of radix-2 and radix-3 FFT processing 
(144  32 • 24).

The main benefit of DFTS-OFDM, compared to normal OFDM, is reduced variations in the 
instantaneous transmission power, implying the possibility for increased power-amplifier efficiency. 
This benefit of DFTS-OFDM is shown in Figure 4.9, which illustrates the distribution of the Peak-
to-Average-power Ratio (PAPR) for DFTS-OFDM and conventional OFDM. The PAPR is defined as 
the peak power within one DFT block (one OFDM symbol) normalized by the average signal power. 
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DFTS-OFDM signal generation. 
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FIGURE 4.9 

PAPR distribution for OFDM and DFTS-OFDM respectively. Solid curve: QPSK. Dashed curve: 16QAM. 

It should be noted that the PAPR distribution is not the same as the distribution of the instantaneous 
transmission power illustrated in Figure 2 .3 . Historically, PAPR distributions have often been used to 
ii lustrate the power variations of OFDM. 

As can be seen in Figure 4 .9, the PAPR is significantly lower for DFTS-OFDM, compared to 
OFDM. In the case of 16QAM modulation, the PAPR of DFTS-OFDM increases somewhat as 
expected (compare Figure 2.3). On the other hand, in the case of OFDM the PAPR distribution is 
more or less independent of the modulation scheme. The reason is that, as the transmitted OFDM sig
nal is the sum of a large number of independently modulated subcarriers, the instantaneous power has 
an approximately exponential distribution, regardless of the modulation scheme applied to the differ
ent subcarriers. 
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Although the PAPR distribution can be used to qualitatively illustrate the difference in power 
variations between different transmission schemes, it is not a very good measure to more accurately 
quantify the impact of the power variations on, for example, the required power-amplifier back-off. 

A better measure of the impact on the required power-amplifier back-off and the corresponding 
impact on the power-amplifier efficiency is given by the so-called cubic metric [27]. The cubic metric 
is a measure of the amount of additional back-off needed for a certain signal waveform, relative to the 
back-off needed for some reference waveform. 

As can be seen from Figure 4.9, the cubic metric (given to the right of the graph) follows the same 
trend as the PAPR. However, the differences in cubic metric are somewhat smaller than the corre
sponding differences in PAPR. 

4.3.2 DFTS-OFDM Receiver 
The basic principle of demodulation of a DFTS-OFDM signal is illustrated in Figure 4.10. The opera
tions are basically the reverse of those for the DFTS-OFDM signal generation of Figure 4.8 - that is, 
size-N DFT (FFT) processing, removal of the frequency samples not corresponding to the signal to be 
received, and size-M inverse DFT processing. 

In the ideal case, with no signal corruption on the radio channel, DFTS-OFDM demodulation 
according to Figure 4. IO will perfectly restore the block of transmitted symbols. However, in the case 
of a time-dispersive or, equivalently, a frequency-selective radio channel, the DFTS-OFDM signal 
will be corrupted, with "self-interference" as a consequence. This can be understood in two ways: 

1. Being a wideband single-carrier s ignal , the DFTS-OFDM spread signal is obviously corrupted in 
the case of a time-dispersive channel. 

2. If the channel is frequency selective over the span of the DFT, the inverse DFT at the receiver will 
not be able to correctly reconstruct the original block of transmitted symbols. 

Thus, in the case of DFTS-OFDM, an equalizer is needed to compensate for the radio-channel 
frequency selectivity. Assuming the basic DFTS-OFDM demodulator structure according to Figure 
4.10, frequency-domain equalization as discussed in Section 4.1.2 is especially applicable to DFTS
OFDM transmission (see Figure 4.11). 
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Basic principle of DFTS-OFDM demodulation.

 

Although the PAPR distribution can be used to qualitatively illustrate the difference in power

variations between different transmission schemes. it is not a very good measure to more accurately

quantify the impact of the power variations on. for example. the required power—amplifier back—off.

A better measure of the impact on the required power—amplifier back—off zuid the corresponding

impact on the power—amplifier efficiency is given by the soscalled cubic metric [27]. The cubic metric

is a measure of the amount of additional back—off needed for a certain signal wax-'e-form, relative to the
back—off needed for some reference waveform.

As can be seen from Figure 4.9, the cubic metric {given to the right of the graph) follows the same
trend as the PAPR. However. the differences in cubic metric are somewhat smaller than the corre—

sponding dilferences in PAPR.

4.3.2 DFTS-UFDM Receiver

The basic principle of demodulation of a DFTSHOFDM signal is illustrated in Figure 4.10. The opera—

tions are basically the reverse of those for the DFTSHOFDM signal generation of Figure 4.8 — that is.

sizedN DFT [FF-T) processing. removal of the frequency samples not coiTesponding to the signal to be

received. and size~M inverse DFT processing.

In the ideal case. widi no signal conuption on the radio channel. DFTS—OFDM demodulation

according to Figure 4.10 will perfectly restore the block of transmitted symbols. However. in the case

of a time—dispersive or. equivalently. a frequencyuselective radio channel. the DFTSHOFDM signal

will be corrupted. with “self—intert'erence" as a consequence. This can be understood in two ways:

1. Being a wideband single—carrier signal. the DFTSHOFDM spread signal is obviously corrupted in

the case ofa timeddispersive channel.

2. If the channel is frequency selective over the span of the DFT, the inverse DPT at the receiver will

not be able to correctly reconstruct the original block of trmismitted symbols.

Thus. in the case of DFTSHOFDM. an equalizer is needed to compensate for the radio—channel

frequency selectivity. Assuming the basic DFTSHOFDM demodulator structure according to Figure

4.10. frequencyddomain equalization as discussed in Section 4.1.2 is especially applicable to DFTS—

OFDM transmission (see Figure 4.11).
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DFTS-OFDM demodulator with frequency-domain equalization. 

-········-········-········-··Processing .. ! 
(a) 

FIGURE 4.12 

Uplink user multiplexing in case of DFTS-OFDM. (a) Equal-bandwidth assignment. (b) Unequal-bandwidth 
assignment. 

4.3.3 User Multiplexing with DFTS-OFDM 
As mentioned above, by dynamically adjusting the transmitter DFT size and, consequently, also 
the size of the block of modulation symbols a 0, a 1, ••• , aM - t, the nominal bandwidth of the DFTS
OFDM signal can be dynamically adjusted. Furthermore, by shifting the IDFT inputs to which the 
DFT outputs are mapped, the exact frequency-domain " position" of the signal to be transmitted can 
be adjusted. By these means, DFTS-OFDM allows for uplink FDMA with flexible bandwidth assign
ment, as illustrated in Figure 4.12 . 

Figure 4.12a illustrates the case of multiplexing the transmissions from two terminals with equal 
bandwidth assignments - that is, equal DFT sizes M - while Figure 4 .12b illustrates the case of dif
ferently sized bandwidth assignments. 

4.3.4 Distributed DFTS-OFDM 
What has been illustrated in Figure 4 .8 can more specifically be referred to as Localized DFIS
OFDM, referring to the fact that the output of the DFT is mapped to consecutive inputs of the OFDM 
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FIGURE 4.12 

Uplink user multiplexing in case of DFfS—OFDM. (a) Equal—bandwidth assignment. Eh) Unequal—bandwidth

assignment.

4.3.3 User Multiplexing with DFTS-DFDM

As mentioned above. by dynamically adjusting the transmitter DPT size and, consequently, also

the size of the block of modulation symbols (1'0, 01. aM_1, the nominal bandwidth of the DFTS—

OFDM signal can be dynamically adjusted. Furthermore, by shifting the IDFT inputs to which the

DFT outputs are mapped. the exact Frequency—domain “position" of the signal to be transmitted can

be adjusted. By these means. DFTS—OFDM allows for uplink FDMA with flexible bandwidth assign—

ment. as illustrated in Figure 4.12.

Figure 4.12a illustrates the ease of multiplexing the transmissions from two terminals with equal

bandwidth assignments — that is. equal DFT sizes M— while Figure 4.] 2b illustrates the ease of dif—

ferently sized bandwidth assignments.

"1 3J1. Distributed DFTS-OFDM

What has been illustrated in Figure 4.3 can more specifically be referred to as Localized DPTS~

OFDM, referring to the fact that the output of the DFT is mapped to consecutive inputs of the OFDM
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User multiplexing in the case of localized and distributed DFTS-OFDM. 

modulator. An alternative is to map the output of the DFT to equidistant inputs of the OFDM mod
ulator with zeros inserted in between, as illustrated in Figure 4.13. This can also be referred to as 
Distributed DFTS-OFDM. 

Figure 4.14 illustrates the basic structure of the transmitted spectrum for localized and distrib
uted DFTS-OFDM respectively. Although the spectrum of the localized DFTS-OFDM signal 
clearly indicates a single-carrier transmission, this is not as clearly seen from the spectrum of the 
distributed DFTS-OFDM signal. However, it can be shown that a distributed DFTS-OFDM signal 
has similar power variations as locali zed DFTS-OFDM. Actually, it can be shown that a distrib
uted DFTS-OFDM signal is equivalent to so-called Interleaved FDMA (IFDMA) [28]. The benefit 
of distributed DFTS-OFDM, compared to locali zed DFTS-OFDM, is the possibility of additional 
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User multiplexing in the case of localized and distributed DFTS-OFDM.

 

modulator. An alternative is to map the output of the DFT to equidistant inputs of the OFDM mod—

ulator with zeros inserted in between. as illustrated in Figure 4.13. This can also be referred to as
Distributed DFTS~ OFDM.

Figure 4.14 illustrates the basic structure of the transmitted spectrum for localized and distrib~

uted DFTS—OFDM respectively. Although the spectrum of the localized DFTS—OFDM signal

clearly indicates a single—carrier transmission. this is not as clearly seen from the spectrum of the

distributed DFTSHOFDM signal. However. it can be shown that a distributed DFTS—OFDM signal

has similar power variations as localized DFTS—OFDM. Actually. it can be shown that a distrib~

uted DFTSHOFDM signal is equivalent to sci-called Interleaved FDMA (IFDMA) [38]. The benefit

of distributed DFTS—OFDM. compared to localized DFTS—OFDM. is the possibility of additional
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frequency diversity as even a low-rate distributed DFTS-OFDM signal (small DFT size M) can be 
spread over a potentially very large overall transmission bandwidth.

User multiplexing in the frequency domain as well as flexible bandwidth allocation is also pos-
sible in the case of distributed DFTS-OFDM. However, in this case, the different users are inter-
leaved in the frequency domain, as illustrated in the right part of Figure 4.15 (thus the alternative term 
“Interleaved FDMA”). As a consequence, distributed DFTS-OFDM is more sensitive to frequency 
errors and has higher requirements on power control, compared to localized DFTS-OFDM. This is 
similar to the case of localized OFDM vs. distributed OFDM as discussed in Section 3.10.
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Multi-Antenna Techniques 5
CHAPTER

Multi-antenna techniques can be seen as a joint name for a set of techniques with the common 
theme that they rely on the use of multiple antennas at the receiver and/or the transmitter, in com-
bination with more or less advanced signal processing. Multi-antenna techniques can be used to 
achieve improved system performance, including improved system capacity (more users per cell) 
and improved coverage (possibility for larger cells), as well as improved service provisioning – for  
example, higher per-user data rates. This chapter will provide a general overview of different multi-
antenna techniques. How multi-antenna techniques are specifically applied to LTE is discussed in 
more detail in Chapters 10 and 11.

5.1 MULTI-ANTENNA CONFIGURATIONS
An important characteristic of any multi-antenna configuration is the distance between the different 
antenna elements, to a large extent due to the relation between the antenna distance and the mutual 
correlation between the radio-channel fading experienced by the signals at the different antennas.

The antennas in a multi-antenna configuration can be located relatively far from each other, typi-
cally implying a relatively low mutual correlation. Alternatively, the antennas can be located rela-
tively close to each other, typically implying a high mutual fading correlation – that is, in essence, 
that the different antennas experience the same, or at least very similar, instantaneous fading. Whether 
high or low correlation is desirable depends on what is to be achieved with the multi-antenna configu-
ration (diversity, beam-forming, or spatial multiplexing), as discussed further below.

What actual antenna distance is needed for low (alternatively high) fading correlation depends on 
the wavelength or, equivalently, the carrier frequency used for the radio communication. However, it 
also depends on the deployment scenario.

In the case of base-station antennas in typical macro-cell environments (relatively large cells, rela-
tively high base-station antenna positions, etc.), an antenna distance of the order of 10 wavelengths 
is typically needed to ensure a low mutual fading correlation. At the same time, for a terminal in the 
same kind of environment, an antenna distance of the order of only half a wavelength (0.5λ) is often 
sufficient to achieve relatively low mutual correlation [29]. The reason for the difference between the 
base station and the terminal in this respect is that, in the macro-cell scenario, the multi-path reflec-
tions that cause the fading mainly occur in the near-zone around the terminal. Thus, as seen from the 
terminal, the different paths will typically arrive from a wide angle, implying a low fading correlation 
already with a relatively small antenna distance. At the same time, as seen from the (macro-cell) base 
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station the different paths will typically arrive within a much smaller angle, implying the need for sig-
nificantly larger antenna distance to achieve low fading correlation.1

On the other hand, in other deployment scenarios, such as micro-cell deployments with base- 
station antennas below rooftop level and indoor deployments, the environment as seen from the base 
station is more similar to the environment as seen from the terminal. In such scenarios, a smaller 
base-station antenna distance is typically sufficient to ensure relatively low mutual correlation 
between the fading experienced by the different antennas.

The above discussion assumed antennas with the same polarization direction. Another means to 
achieve low mutual fading correlation is to apply different polarization directions for the different 
antennas [29]. The antennas can then be located relatively close to each other, implying a compact 
antenna arrangement, while still experiencing low mutual fading correlation.

5.2 BENEFITS OF MULTI-ANTENNA TECHNIQUES
The availability of multiple antennas at the transmitter and/or the receiver can be utilized in different 
ways to achieve different aims:

l Multiple antennas at the transmitter and/or the receiver can be used to provide additional diversity 
against fading on the radio channel. In this case, the channels experienced by the different antennas 
should have low mutual correlation, implying the need for a sufficiently large inter-antenna distance 
(spatial diversity), or the use of different antenna polarization directions (polarization diversity).

l Multiple antennas at the transmitter and/or the receiver can be used to “shape” the overall antenna 
beam (transmit beam and receive beam respectively) in a certain way – for example, to maximize 
the overall antenna gain in the direction of the target receiver/transmitter or to suppress specific 
dominant interfering signals. Such beam-forming can be based either on high or low fading cor-
relation between the antennas, as is further discussed in Section 5.4.2.

l The simultaneous availability of multiple antennas at the transmitter and the receiver can be used 
to create what can be seen as multiple parallel communication “channels” over the radio inter-
face. This provides the possibility for very high bandwidth utilization without a corresponding 
reduction in power efficiency or, in other words, the possibility for very high data rates within a 
limited bandwidth without a disproportionately large degradation in terms of coverage. Herein we 
will refer to this as spatial multiplexing. It is often also referred to as MIMO (Multi-Input Multi-
Output) antenna processing. Spatial multiplexing is discussed in Section 5.5.

5.3 MULTIPLE RECEIVE ANTENNAS
Perhaps the most straightforward and historically the most commonly used multi-antenna configura-
tion is the use of multiple antennas at the receiver side. This is often referred to as receive diversity 

1 Although the term “arrive” is used above, the situation is exactly the same in the case of multiple transmit antennas. Thus, 
in the case of multiple base-station transmit antennas in a macro-cell scenario, the antenna distance typically needs to be a 
number of wavelengths to ensure low fading correlation while, in the case of multiple transmit antennas at the terminal, an 
antenna distance of a fraction of a wavelength is sufficient.
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Linear receive-antenna combination. Channel gains together with linear receive-antenna combination. 

or RX diversity even if the aim of the multiple receive antennas is not always to achieve additional 
diversity against radio-channel fading. 

Figure 5.1 illustrates the basic principle of linear combination of signals r i, ... , rN received at NR 
different antennas, with the received signals being multiplied by complex weight fact~rs w:, ... , w~ 

• before being added together. In vector notation this linear receive-antenna combination can be 
expressed as:2 

(5.1) 

What is outlined in Eqn (5 .1) and Figure 5.1 is linear receive-antenna combination in general. 
Different specific antenna-combining approaches then differ in the exact choice of the weight vector w. 

Assuming that the transmitted signal is only subject to non-frequency-selective fading and white 
noise - that is, there is no radio-channel time dispersion - the signals received at the different anten
nas in Figure 5.1 can be expressed as: 

(Jls+ l)T, (Jlt+ l)r, f x1, (t)x~(t )dt • J a1,a;_,e;2d;t.Je- J2d,.t.J dt • O for k1 -=J:.i. 
11(1', ltlT, 

(5.2) 

wheres is the transmitted signal, the vector h consists of the NR complex channel gains, and the vec
tor n consists of the noise impairing the signals received at the different antennas (see also Figure 5.2). 

One can easily show that, to maximi ze the signal-to-noise ratio after linear combination, the 
weight vector w should be selected as [12]: 

WMRC = h. (5.3) 

2 Note that the weight factors are expressed as complex conjugates of w1, ... , WNR· 
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What is outlined in Eqn (5.1) and Figure 5.1 is linear receiveaantenna combination in general.

Different specific antenna—combining approaches then differ in the exact choice of Ihe weight vector 1?.

Assuming that the transmitted signal is only subject to non~l‘requencydselective fading and white

noise — that is. there is no radioHchannel time dispersion — the signals received at the different anten—

nas in Figure 5.] can be expressed as:

Ira-n m-llr. .
Jr .q‘tnthndr - Jl' gaggeilbh‘e'fl"wa ~ 11 fork, = 11!."r. “T.

where S is the transmitted signal. the vector F consists of the NR complex channel gains and the vec—
[or :1 consists oithe noise impairing the signals received at the ditlerent antennas (see also FigureS ._711.

One can easily show Ihat, lo maximize the signal—to—noise ratio alter linear combination. Ihe

weight vector 1T- should be selected as [12]:

em“: = E. (5.31

 

zNote that the weight factors are expressed as complex conjugates of w]. WNR.
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This is also known as Maximum-Ratio Combination (MRC). The MRC weights fulfill two 
purposes:

l phase rotate the signals received at the different antennas to compensate for the correspond-
ing channel phases and ensure that the signals are phase aligned when added together (coherent 
combination);

l weight the signals in proportion to their corresponding channel gains – that is, apply higher 
weights for stronger received signals.

In the case of mutually uncorrelated antennas – that is, sufficiently large antenna distances or dif-
ferent polarization directions – the channel gains h1, …, hNR

 are uncorrelated and the linear antenna 
combination provides diversity of order NR. In terms of receiver-side beam-forming, selecting the 
antenna weights according to Eqn (5.3) corresponds to a receiver beam with maximum gain NR in 
the direction of the target signal. Thus, the use of multiple receive antennas may increase the post-
combiner signal-to-noise ratio in proportion to the number of receive antennas.

MRC is an appropriate antenna-combining strategy when the received signal is mainly impaired 
by noise. However, in many cases of mobile communication the received signal is mainly impaired by 
interference from other transmitters within the system, rather than by noise. In a situation with a rela-
tively large number of interfering signals of approximately equal strength, maximum-ratio combination 
is typically still a good choice as, in this case, the overall interference will appear relatively “noise-like” 
with no specific direction of arrival. However, in situations where there is a single dominating inter-
ferer (or, in the general case, a limited number of dominating interferers), as illustrated in Figure 5.3, 
improved performance can be achieved if, instead of selecting the antenna weights to maximize the 
received signal-to-noise ratio after antenna combination (MRC), the antenna weights are selected so that 
the interferer is suppressed. In terms of receiver-side beam-forming this corresponds to a receiver beam 
with high attenuation in the direction of the interferer, rather than focusing the receiver beam in the 
direction of the target signal. Applying receive-antenna combination with a target to suppress specific 
interferers is often referred to as Interference Rejection Combination (IRC) [30].

In the case of a single dominating interferer as outlined in Figure 5.3, expression (5.2) can be 
extended according to:
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= ⋅ ⋅h s h s nI I ,

where sI is the transmitted interferer signal and the vector hI consists of the complex channel gains 
from the interferer to the NR receive antennas. By applying expressions (5.1)–(5.4) it is clear that 
the interfering signal will be completely suppressed if the weight vector w is selected to fulfill the 
expression:

w hH ⋅ I � 0.

In the general case, Eqn (5.5) has NR  1 non-trivial solutions, indicating flexibility in the weight-
vector selection. This flexibility can be used to suppress additional dominating interferers. More 
specifically, in the general case of NR receive antennas there is a possibility to, at least in theory, 

(5.4)

(5.5)
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completely suppress up to NR - l separate interferers. However, such a choice of antenna weights, 
providing complete suppression of a number of dominating interferers, may lead to a large, potentially 
very large, increase in the noise level after the antenna combination. This is similar to the potentially 
large increase in the noise level in the case of a Zero-Forcing equalizer as discussed in Chapter 4. 

Thus, similar to the case of linear equalization, a better approach is to select the antenna weight 
vector w to minimize the mean square error: 

(5.6) 

also known as Minimum Mean Square Error (MMSE) combination [22,29]. 
Although Figure 5.3 illustrates a downlink scenario with a dominating interfering base station, 

IRC can also be applied to the uplink to suppress interference from specific terminals. In this case, the 
interfering terminal may either be in the same cell as the target terminal (intra-cell inte,fenmce) or in a 
neighboring cell (inter-cell inte,ference) (see Figure 5.4a and b respectively). Suppression of intra-cell 
interference is relevant in the case of a non-orthogonal uplink - that is, when multiple terminals are trans
mitting simultaneously using the same time- frequency resource. Uplink intra-cell-interference suppres
sion by means of IRC is sometimes also referred to as Spatial-Division Multiple Access (SDMA) [31,32]. 
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completely suppress up to NR — l separate interferers. However. such a choice of antenna weights,

providing complete suppression ofa number of dominating interferers. may lead to a large, potentially

very large, incnease in the noise level after the antenna combination. This is similar to the potentially

large increase in the noise level in the case ofa Zero-Forcing equalizer as discussed in Chapter 4.

Thus. similar to the case of linear equalization, a better approach is to select the antenna weight

vector i? to minimize the mean square error:

e = EHE —s|3|. (5.6)

also known as Minimum Mean Square Ermr (MNISE) combination [22,29].

Although Figure 5.3 illustrates a downlink scenario with a dominating interfering base station.

IRC crm also be applied to the uplink to suppress interference from specific terminals. In this case. the

interfering terminal may either be in the same cell as the target terminal (Intro-cell interference) or in a

neighboring cell (interracial! inteifi'rence) (see Figure 5.4a and b respectively). Suppression of intra—cell

interference is relevant in the case ofa non~orthogonal uplink — that is. when multiple terminals are Ircu15+

mitt'ing simultaneously using the same time—frequency resource. Uplink intra~cell—interference suppre5+

sion by means of IRC is sometimes also referred to as SpatiabDiviSion Mufripte Access (SDMA) [31.32].
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As discussed in Chapter 2, in practice a radio channel is always subject to at least some degree of 
time dispersion or, equivalently, frequency selectivity, caus ing corruption to a wideband signal. As 
discussed in Chapter 4, one method to counteract such signal corruption is to apply linear equaliza
tion, e ither in the time or frequency domain. 

It should be clear from the discussion above that linear receive-antenna combination has many 
similarities to linear equalization: 

• Linear time-domain (frequency-domain) filte ring/equalization as described in Chapter 4 implies 
that linear processing is applied to signals received at different time instances (different frequen
c ies) with a target to maximi ze the post-equalizer SNR (MRC-based equalization), o r to suppress 
signal corruption due to radio-channel frequency selectivity (zero-forcing equalization, MMSE 
equalization, e tc.) . 

• Linear receive-antenna combination implies that linear processing is applied to s ignals received 
at different antennas - that is, processing in the spatial domain - with a target to maximize the 
post-combiner SNR (MRC-based combination), o r to suppress specific interfere rs (IRC based on 
e.g. MMSE). 

Thus, in the general case of frequency-selective channel and multiple receive antennas, two
dimensional time/space linear processing/filtering can be applied as illustrated in Figure 5.5, where 
the linear filtering can be seen as a generalization of the antenna weights of Figure 5.1. The filters 
should be jointly selected to minimize the overall impact of noise, interference, and s ignal corruption 
due to radio-channel frequency selectivity. 

Alternatively, especially in the case when cyclic-prefi x insertion has been applied at the transmit
ter s ide, two-dimensional frequency/space linear processing can be applied, as illustrated in Figure 5.6. 
The frequency-domain weights should then be jointly selected to minimize the overall impact of noise, 
interference, and signal corruption due to radio-channel frequency selectivity. 

The frequency/space processing outlined in Figure 5.6, without the IDFT, is also applicable if 
receive diversity is to be applied to OFDM transmission. In the case of OFDM transmission, the re 
is no signal corruption due to radio-channel frequency selectivity. Thus, the frequency-domain coef
fi c ients of Figure 5.6 can be selected taking into account only noise and interfe rence. In principle, 
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As discussed in Chapter '2, in practice a radio channel is always subject to at least some degree of

time dispersion or. equivalently, Frequency selectivity, causing corruption to a wideband signal. As

discussed in Chapter 4. one method to counteract such signal corruption is to apply linear equaliza-

tion. either in the lime or frequency domain.

It should be clear from the discussion above that linear receive-antenna combination has many

similarities to linear equalization:

0 Linear time-domain (frequency-domain) filteringlequalization as described in Chapter 4 implies

that linear processing is applied to signals received at different time instances (dil‘lierent frequen-

cies) with a target to maximize the post—equalizer SNR (MRC-hased equalization}. or to suppress

signal corruption due to radio-charmel frequency selectivity l[zero-forcing equalization, MNISE

equalization, etc.).

0 Linear receive-antenna combination implies that line' ' processing is applied to signals received

at different antennas — that is, processing in the spatial domain — with a target to maximize the

post-combiner SNR (MRC—based combination). or to suppress specific interferers ([RC based on

e.g. MMSE).

Thus. in the general case of frequency-selective channel and multiple receive antennas. two-

dimensional timei'space linear processingi’filtering can he applied as illustrated in Figure 5.5. where

the linear filtering can be seen as a generalization of the antenna weights of Figure 5.1. The filters

should be jointly selected to minimize the overall impact of noise. interference, and signal corruption

due to radio-channel frequency selectivity.

Alternatively. especially in the case when cyclic-prefix insertion has been applied at the transmit-

ter side. Mo-dimensional frequencyr‘space linear processing can be applied. as illustrated in Figure 5.6.

The frequency-domain weights should then be joindy selected to minimize the overall impact of noise.

interference. and signal corruption due to radio-channel frequency selectivity.

The frequencyfspace processing outlined lJ‘I Figure 5.6. without the IDFT. is also applicable if

receive diversity is to be applied to OFDM transmission. In the case of OFDM transmission. there

is no signal corruption due to radio—channel frequency selectivity. Thus. the frequency-domain coef—

ficients of Figure 5.6 can be selected taking into account only noise and interference. In principle.
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Two-dimensional space-frequency linear processing (two receive antennas). 

this means the antenna•combining schemes discussed above (MRC and IRC) are applied on a per• 
subcarrier basis. 

Note that, although Figures 5.5 and 5.6 assume two receive antennas, the corresponding receiver 
structures can straightforwardly be extended to more than two antennas. 

5.4 MULTIPLE TRANSMIT ANTENNAS 
As an alternative, or complement, to multiple receive antennas, diversity and beam. forming can also 
be achieved by applying multiple antennas at the transmitter side. The use of multiple transmit anten• 
nas is primarily of interest for the downlink - that is, at the base station. In this case, the use of mul • 
tiple transmit antennas provides an opportunity for diversity and beam.forming without the need for 
additional receive antennas and corresponding additional receiver chains at the terminal. On the other 
hand, due to complexity the use of multiple transmit antennas for the uplink - that is, at the terminal -
is less attractive. In this case, it is typically preferred to apply additional receive antennas and corre
sponding receiver chains at the base station. 

5.4.1 Transmit-Antenna Diversity 
If no knowledge of the downlink channels of the different transmit antennas is available at the transmit
ter, multiple transmit antennas cannot provide beam.forming but only diversity. For this to be possible, 
there should be low mutual correlation between the channels of the different antennas. As discussed in 
Section 5. I, this can be achieved by means of sufficiently large distance between the antennas, or by 
the use of different antenna polarization directions. Assuming such antenna configurations, different 
approaches can be taken to realize the diversity offered by the multiple transmit antennas. 

5.4.1.1 Delay Diversity 
As discussed in Chapter 2, a radio channel subject to time dispersion, with the transmitted signal 
propagating to the receiver via multiple, independently fading paths with different delays, provides 
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this means the antenna-combining schemes discussed above (MRC and IRC) are applied on a per-
subcon'r'er basis.

Note that. although Figures 5.5 and 5.6 assume two receive antennas. the cortesponding receiver

structures can straightforwardly be extended to more than two antennas.

 

34 MULTIPLE TRANSMIT ANTENNAS

As an alternative. or complement. to multiple receive antennas. diversity and beam-forming can also

be achieved by applying multiple antennas at the transmitter side. The use of multiple transmit anten—

nas is primarily of interest for the downlink — that is. at the base station. In this case. the use of mul—

tiple transmit antennas provides an opportunity for diversity and beam—forming without the need for

additional receive antennas and corresponding additional receiver chains at the terminal. On the other

hand. due to complexity the use of multiple transmit antennas for the uplink — that is. at the terminal —

is less attractive. In this case. it is typically preferred to apply additional receive antennas and corre—

sponding receiver chains at the base station.

5.4.1 Transmit-Antenna Diversity

If no knowledge of the downlink channels of the dili’erent transmit antennas is available at the transmit—

ter. multiple transmit antennas cannot provide beam—forming but only diversity. For this to be possible.
there should be low mutual correlation between the channels of the different antennas. As discussed in

Section 5.]. this can be achieved by means of sufficiently large distance between the antennas. or by

the use of different antenna polarization directions. Assuming such antenna configurations. different

approaches can he taken to realize the diversity offered by the multiple transmit antennas.

5.4. I. .' Delay Diversity

As discussed in Chapter 2. a radio channel subject to time dispersion. with the transmitted signal

propagating to the receiver via multiple. independently fading paths with different delays. provides
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the possibility for multi -path diversity or, equivalently, frequency diversity. Thus, multi -path propaga
tion is actually beneficial in terms of radio-link performance, assuming that the amount of multi-path 
propagation is not too extensive and that the transmission scheme includes tools to counteract signal 
corruption due to the radio-channel frequency selectivity - for example, by means of OFDM trans
mission or the use of advanced receiver-side equalization. 

If the cham1el in itself is not time dispersive, the availability of multiple transmit antennas can be used 
to create artificial time dispersion or, equivalently, artificial frequency selectivity by transmitting identi
cal signals with different relative delays from the different antennas. In this way, the antenna diversity -
that is, the fact that the fading experienced by the different antennas have low mutual correlation - can be 
transformed into frequency diversity. This kind of delay diversity is illustrated in Figure 5.7 for the 
special case of two transmit antennas. The relative delay T should be selected to ensure a suitable amount 
of frequency selectivity over the bandwidth of the signal to be transmitted. It should be noted that, although 
Figure 5.7 assumes two transmit antemias, delay diversity can straightforwardly be extended to more than 
two transmit antennas with different relative delays for each antenna. 

Delay diversity is in essence invisible to the terminal, which will simply see a s ingle radio chan
nel subject to additional time dispersion. Delay diversity can thus straightforwardly be introduced in 
an existing mobile-communication system without requiring any specific support in a correspond
ing radio-interface standard. Delay diversity is also applicable to basically any kind of transmission 
scheme that is designed to handle and benefit from frequency-selective fading. 

5.4.1.2 Cyclic-Delay Diversity 
Cyclic-Delay Diversity (CDD) [33] is similar to delay diversity with the main difference that cyclic
delay diversity operates block-wise and applies cyclic shifts, rather than linear delays, to the differ
ent antennas (see Figure 5.8). Thus, cyclic-delay diversity is applicable to block-based transmission 
schemes such as OFDM and DFTS-OFDM. 

In the case of OFDM transmission, a cyclic shift of the time-domain signal corresponds to a 
frequency-dependent phase shift before OFDM modulation, as illustrated in Figure 5.8b. Similar to 
delay diversity, this will create artificial frequency selectivity as seen by the receiver. 

Also similar to delay diversity, CDD can straightforwardly be extended to more than two transmit 
antennas with different cyclic shifts for each antenna. 

5.4.1.3 Diversity by Means of Space- Time Coding 
Space- time coding is a general term used to indicate multi-antenna transmission schemes where 
modulation symbols are mapped in the time and spatial (transmit-antenna) domain to capture the 
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the possibility for multi—path diversity or. equivalently. frequency diversity. Thus. multi—path propaga—

tion is actually beneficial in terms of radio—link performance. assuming that the amount of multi—path

propagation is not too extensive and that the transmission scheme includes tools to counteract signal

corruption due to the radio—channel frequency selectivity — for example, by means of OFDM trans—

mission or the use ofadvanced receiver'~side equalization.

If the channel in itself is not time dispersive. the availability of multiple transmit antennas can be used

to create ar'r‘zficr'a! time dispersion or. equivalently. artificiatfi‘eqrremy selectivity! by transmitting identi—

cal signals with dill'erent relative delays fi'om the different antennas. In this way. the antenna diversity —

that is, the fact that the fading experienced by the different antennas have low mutual correlation — can be

transformed into frequency diversity. This kind of derby direrzsity is illtlsuated in Figure 5.7 for the

special case of two transmit antennas. The relative delay T should be selected to ensure a suitable amount

of frequency selectivity over the bandwidth of the signal to be trzmsn'ritted. It should be noted that, although

Figm'e 5.? assumes two transmit antennas. delay diversity can straightforwardly be extended to more thtm

two transmit antennas with different relative delays for each antenna.

Delay diversity is in essence invisible to the terminal. which will simply see a single radio chan—

nel subject to additional time dispersion. Delay diversity can thus straiglrtfonyardly be introduced in

an existing mobile-communicalion system without requiring any specific support in :1 correspond-

ing radio—interface standard. Delay diversity is also applicable to basically any kind of transmission

scheme that is designed to handle and benefit from frequency-selective fading.

5. a. :12 Cyclic-Betay Diversity

Cyclic—Delay Dim-remit}; (CDD) I33] is similar to delay diversity with the main difference that cyclic—

delay diversity operates block—wise and applies cyefic shifi‘s, rather than linear delays. to the differ—

ent antennas (see Figure 5.8). Thus. cyclic-delay diversity is applicable to block-based transmission
schemes such as OFDM and DFTS-OFDM.

In the case of OFDM transmission. a cyclic shift of the time-domain signal corresponds to a

frequency—dependent phase shift before OFDM modulation. as illustrated in Figure 5.3b. Similar to

delay diversity, this will create artificial frequency selectivity as seen by the receiver.

Also similar to delay diversity. CDD can straightforwardly be extended to more than two transmit

antennas with different cyclic shifts for each antenna.

5.4 F. ? Diversity by Means of Space—Time Coding

Space—time coding is a general term used to indicate multi~antenna transmission schemes where

modulation symbols are mapped in the time and spatial (transmit—antenna) domain to capture the
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diversity offered by the multiple transmit antennas. Two.antenna space- time block coding (STBC), 
more specifically a scheme referred to as Space- Time Transmit Diversity (STTD), has been part of 
the 3G WCDMA standard already from its first release [34]. 

As shown in Figure 5.9, SITD operates on pairs of modulation symbols. The modulation symbols 
are directly transmitted on the first antenna. However, on the second antenna the order of the modula• 
tion symbols within a pair is reversed . Furthermore, the modulation symbols are sign•reversed and 
complex•conjugated, as illustrated in Figure 5.9. 

In vector notation, STTD transmission can be expressed as: 

_ ( r211 
) (hi -Fti) ( s2,, ) _ 

r = r;,.+l = ¾ h~ . s;,.+l = H . s' 
(5.7) 

where r2r, and r2n+t are the received symbols during the symbol intervals 2n and 2n + I respectively.3 

It should be noted that this expression assumes that the channel coeffi cients h1 and h2 are constant 
over the time corresponding to two consecutive symbol intervals, an assumption that is typically 

3Note that, for convenience, complex conjugates have been applied for the second elements of rands. 
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diversity offered by the multiple transmit antennas. Two—antenna space—time block coding (STBC).

more specifically a scheme referred to as Stuce—Tr'me Transmit Diversitv (STTD). has been part of

the 3G WCDMA standard already from its first release [34].

As shown in Figure 5.9, STTD operates on pairs of modulation sylnbols. The modulation symbols

are directly transmitted on the first antenna. However. on the second antenna the order of the modula—

tion symbols within a pair is reversed. Furthermore. the modulation symbols are sign—reversed and

complex—conjugated. as illustrated in Figure 5.9.

In vector notation. STTD transmission can be expressed as:

F)" b _ha 5")".
F : *‘l : Ir *4. . *.. : H - ?_ (5.7)

ran-+1 hi hi 532%!

where r2” and r3...“ are the received symbols during the symbol intervals 2:: and 211 + 1 respectively.3
It should be noted lhal this expression assumes that the channel coefficients In and h: are constant

over the time corresponding to two consecutive symbol intervals, an assumption that is typically

 

3"Note that, for convenience, complex conjugates have been applied for the second elements of t—‘ and 17'.
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valid. As the matrix H is a scaled unitary matrix, the sent symbols s2n and s2n1 can be recovered from 
the received symbols r2n and r2n1, without any interference between the symbols, by applying the 
matrix W  H1 to the vector r .

The two-antenna space–time coding of Figure 5.9 can be said to be of rate one, implying that the 
input symbol rate is the same as the symbol rate at each antenna, corresponding to a bandwidth utili-
zation of 1. Space–time coding can also be extended to more than two antennas. However, in the case 
of complex-valued modulation, such as QPSK or 16/64QAM, space–time codes of rate one with-
out any inter-symbol interference (orthogonal space–time codes) only exist for two antennas [35]. If 
inter-symbol interference is to be avoided in the case of more than two antennas, space–time codes 
with rate less than one must be used, corresponding to reduced bandwidth utilization.

5.4.1.4 Diversity by Means of Space–Frequency Coding
Space–frequency block coding (SFBC) is similar to space–time block coding, with the differ-
ence that the encoding is carried out in the antenna/frequency domains rather than in the antenna/
time domains. Thus, space–frequency coding is applicable to OFDM and other “frequency-domain” 
transmission schemes. The space–frequency equivalence to STTD (which could also be referred to as 
Space–Frequency Transmit Diversity, SFTD) is illustrated in Figure 5.10. As can be seen, the block of 
(frequency-domain) modulation symbols a0, a1, a2, a3, … is directly mapped to OFDM carriers of the 
first antenna, while the block of symbols � �a a a a1 0 3 2

* * * *, , ,  is mapped to the corresponding subcarriers 
of the second antenna.

Similar to space–time coding, the drawback of space–frequency coding is that there is no straight-
forward extension to more than two antennas unless a rate reduction is acceptable.

Comparing Figure 5.10 with the right-hand side of Figure 5.8, it can be noted that the difference 
between SFBC and two-antenna cyclic-delay diversity in essence lies in how the block of frequency-
domain modulation symbols are mapped to the second antenna. The benefit of SFBC compared  
to CDD is that SFBC provides diversity at modulation-symbol level while CDD, in the case of 
OFDM, must rely on channel coding in combination with frequency-domain interleaving to provide 
diversity.

5.4.2 Transmitter-Side Beam-Forming
If some knowledge of the downlink channels of the different transmit antennas (more specifically, 
some knowledge of the relative channel phases) is available at the transmitter side, multiple transmit 
antennas can, in addition to diversity, also provide beam-forming – that is, the shaping of the overall 
antenna beam in the direction of a target receiver. In general, such beam-forming can increase the 
signal strength at the receiver with up to a factor NT – that is, in proportion to the number of trans-
mit antennas. When discussing transmission schemes relying on multiple transmit antennas to pro-
vide beam-forming one can distinguish between the cases of high and low mutual antenna correlation 
respectively.

High mutual antenna correlation typically implies an antenna configuration with a small inter-
antenna distance, as illustrated in Figure 5.11a. In this case, the channels between the different anten-
nas and a specific receiver are essentially the same, including the same radio-channel fading, except 
for a direction-dependent phase difference. The overall transmission beam can then be steered in 
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Classical beam-forming with high mutual antennas 
correlation: (a) antenna configuration; (b) beam
structure. 

different directions by applying different phase shifts to the signals to be transmitted on the different 
antennas, as illustrated in Figure 5.1 l b. 

This approach to transmitter-side beam-forming , with different phase shifts applied to highly cor
related antennas, is sometimes referred to as "classical" beam-forming. Due to the small antenna 
distance, the overall transmission beam will be relatively wide and any adjustments of the beam 
direction - in practice, adjustments of the antenna phase shifts - will typically be carried out on a 
relatively slow basis. The adjustments could, for example, be based on estimates of the direction to 
the target terminal derived from uplink measurements. Furthermore, due to the assumption of high 
correlation between the different transmit antennas, classical beam-forming cannot provide any diver
sity against radio-channel fading but only an increase of the received signal strength. 

Low mutual antenna correlation typically implies either a sufficiently large antenna distance, as 
illustrated in Figure 5.12, or different antenna polarization directions. With low mutual antenna cor
relation, the basic beam-forming principle is similar to that of Figure 5.11 - that is, the signals to 
be transmitted on the different antennas are multiplied by different complex weights. However, in 
contrast to classical beam-forming, the antenna weights should now take general complex values and 
both the phase and the amplitude of the signals to be transmitted on the different antennas can be 
adjusted. This re flects the fact that, due to the low mutual antenna correlation, both the phase and the 
instantaneous gain of the channels of each antenna may differ. 
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different directions by applying drfiferem phase shifi‘s to the signals to be transmitted on the different

antennas. as illustrated in Figure 5.1 'l b.

This approach to transmitter—side beam—fonning. with diffierent phase shifts applied to highly cor—

related antennas. is sometimes referred to as “classical” beam—fon‘ning. Due to the small antenna

distance. the overall transmission beam will be relatively wide and any adjustments of the beam

direction — in practice. adjustments of the antenna phase shifts — will typically be carried out on a

relatively slow basis. The adjustments could. for example. be based on estimates of the direction to

the target terminal derived from uplink measurements. Furthermore, due to the assumption of high

con‘elation between the different transmit antennas. classical bean1~forming cannot provide any diver—

sity against radio-channel fading but only an increase of the received signal strength.

Low mutual antenna correlation typically implies either a sufficiently large antenna distance. as

illustrated in Figure 5.12. or different antenna polarization directions. With low mutual antenna cor—

relation. the hasic beam—forming principle is similar to that of Figure 5.1] — that is. the signals to

be transmitted on the different antennas are multiplied by different complex weights. However. in

contrast to classical beam—forming. the antenna weights should now take general complex values and

both the phase and the amplitude of the signals to be transmitted on the different antennas can be

adjusted. This reflects the fact that. due to the low mutual antenna correlation. both the phase and the

instantaneous gain of the channels of each antenna may differ.
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Applying different complex weights to the signals to be transmitted on the different antennas can 
be expressed, in vector notation, as applying a precoding vector v to the signal to be transmitted, 
according to:

s
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It should be noted that classical beam-forming according to Figure 5.11 can also be described 
according to Eqn (5.8) – that is, as transmit-antenna precoding – with the constraint that the antenna 
weights are limited to unit gain and only provide phase shifts to the different transmit antennas.

Assuming that the signals transmitted from the different antennas are only subject to non- 
frequency-selective fading and white noise – that is, there is no radio-channel time dispersion – it can 
be shown [36] that, in order to maximize the received signal power, the precoding weights should be 
selected according to:

v
h

h
i
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�

*

| |

.

1

2
T∑

That is, as the complex conjugate of the corresponding channel coefficient hi and with a normaliza-
tion to ensure a fixed overall transmit power. The precoding vector thus:

l phase rotates the transmitted signals to compensate for the instantaneous channel phase and 
ensure that the received signals are received phase aligned;

l allocates power to the different antennas with, in general, more power being allocated to antennas 
with good instantaneous channel conditions (high channel gain |hi|);

l ensures an overall unit (or any other constant) transmit power.

A key difference between classical beam-forming according to Figure 5.11, assuming high mutual 
antenna correlation, and beam-forming according to Figure 5.12, assuming low mutual antenna cor-
relation, is that, in the latter case, there is a need for more detailed channel knowledge, including 
estimates of the instantaneous channel fading. Updates to the precoding vector are thus typically done 
on a relatively short time scale to capture the fading variations. As the adjustment of the precoder 
weights also takes into account the instantaneous fading, including the instantaneous channel gain, 
fast beam-forming according to Figure 5.12 also provides diversity against radio-channel fading.

Furthermore, at least in the case of communication based on Frequency-Division Duplex (FDD), 
with uplink and downlink communication taking place in different frequency bands, the fading is typ-
ically uncorrelated between the downlink and uplink. Thus, in the case of FDD, only the terminal can 
determine the downlink fading. The terminal would then report an estimate of the downlink chan-
nel to the base station by means of uplink signaling. Alternatively, the terminal may, in itself, select 
a suitable precoding vector from a limited set of possible precoding vectors, the so-called precoder 
codebook, and report this to the base station.

On the other hand, in the case of Time-Division Duplex (TDD), with uplink and downlink com-
munication taking place in the same frequency band but in separate non-overlapping time slots, there 

(5.8)

(5.9)
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Per-subcarrier precoding in the case of 
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is typically a high fading correlation between the downlink and uplink. In this case, the base sta
tion could, at least in theory, determine the instantaneous downlink fading from measurements on the 
uplink, thus avoiding the need for any feedback. Note, however, that this assumes that the terminal is 
continuously transmitting on the uplink. 

The above discussion assumed that the channel gain was constant in the frequency domain - that 
is, there was no radio-channel frequency selectivity. In the case of a frequency-selective channel there 
is obviously not a s ingle channel coeffi cient per antenna, based on which the antennas weights can 
be selected according to Eqn (5.9). However, in the case of OFDM transmission, each subcarrier will 
typically experience a frequency-non-selective channel. Thus, in the case of OFDM transmission, 
the precoding of Figure 5.12 can be carried out on a per-subcarrier basis as outlined in Figure 5.13, 
where the precoding weights of each subcarrier should be selected according to Eqn (5.9). 

It should be pointed out that in the case of single-carrier transmission the one-weight-per
antenna approach outlined in Figure 5.12 can be extended to also take into account a time-dispersive/ 
frequency-selective channel [37]. 

5.5 SPATIAL MULTIPLEXING 
The use of multiple antennas at both the transmitter and the receiver can simply be seen as a tool to 
further improve the signal-to-noise/interference ratio and/or achieve additional diversity against fad
ing, compared to the use of only multiple receive antennas or multiple transmit antennas. However, in 
the case of multiple antennas at both the transmitter and the receiver there is also the possibility for 
so-called spatial multiplexing, allowing for more effi cient utilization of high signal-to-noise/interfer
ence ratios and significantly higher data rates over the radio interface. 

5.5.1 Basic Principles 
It should be clear from the previous sections that multiple antennas at the receiver and the transmitter 
can be used to improve the receiver s ignal-to-noise ratio in proportion to the number of antennas by 
applying beam-forming at the receiver and the transmitter. In the general case of NT transmit antennas 
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FIGURE 5.13 

Per-subcarrier preceding in the case of
OFDM (Mo transmit antennas).

is typically a high fading correlation between the downlink and uplink. In this case, the base sta—

tion could, at least in theory. determine the instantaneous downlink fading from measurements on the

uplink, thus avoiding the need for any feedback. Note. however. that this assumes that the terminal is

continuously transmitting on the uplinli.

The above discussion assumed that the channel gain was constant in the frequency domain — that

is. there was no radio—channel frequency selectivity. In the case ofa frequency—selective channel there

is obviously not a single channel coefficient per antenna. based on which the suitennas weights can

be selected according to Eqn (5.9). However, in the case of OFDM transmission. each subcarrier will

typically experience a frequency—non—seleclive channel. Thus. in the case of OFDM transmission.

the precoding of Figure 5.12 can be carried out on a per—subcarrier basis as outlined in Figure 5.13.

where the precoding weights of each subcarrier should be selected according to Eqn (5.9).

It should be pointed out that in the case of single—carrier transmission the one—weight—per—

antenna approach outlined in Figure 5.]‘2 crui be extended to also take into account a time-di.~'.pers-iveiIr

frequency—selective channel [37].

 

5.5 SPATIAL MULTIPLEXING

The use of multiple antennas at both the transmitter and the receiver can simply be seen as a tool to

further improve the signal—to—noisefinterference ratio andr’or achieve additional diversity against fad—

ing. compared to the use ofonly multiple receive antennas or multiple transmit antennas. However. in

the case of multiple antennas at both the transmitter and the receiver there is also the possibility for

so—called spatial niriltiplexing, allowing for more efficient utilization of high signal—to-noiscfinterfer—

ence ratios and significantly higher data rates twer the radio interface.

5.5.1 Basic Principles

It should be clear from the previous sections that multiple antennas at the receiver and the transmitter

can be used to improve the receiver signal—to—noise ratio in proportion to the number of antennas by

applying beam—forming at the receiver and the transmitter. In the general case of NT transmit antennas
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and NR receive antennas, the receiver signal-to-noise ratio can be made to increase in proportion 
to the product NT  NR. As discussed in Chapter 2, such an increase in the receiver signal-to-noise 
ratio allows for a corresponding increase in the achievable data rates, assuming that the data rates are 
power limited rather than bandwidth limited. However, once the bandwidth-limited range of operation 
is reached, the achievable data rates start to saturate unless the bandwidth is also allowed to increase.

One way to understand this saturation in achievable data rates is to consider the basic expression 
for the normalized channel capacity:

C

BW

S

N
log ,2 1








where, by means of beam-forming, the signal-to-noise ratio S/N can be made to grow proportionally 
to NT  NR. In general, log2(1  x) is proportional to x for small x, implying that, for low signal-to-
noise ratios, the capacity grows approximately proportionally to the signal-to-noise ratio. However, 
for larger x, log2(1  x)  log2(x), implying that, for larger signal-to-noise ratios, capacity grows 
only logarithmically with the signal-to-noise ratio.

However, in the case of multiple antennas at the transmitter and the receiver it is, under certain 
conditions, possible to create up to NL  min{NT, NR} parallel “channels” each with NL times lower 
signal-to-noise ratio (the signal power is “split” between the channels) – that is, with a channel capacity:
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As there are now NL parallel channels, each with a channel capacity given by Eqn (5.11), the overall 
channel capacity for such a multi-antenna configuration is thus given by:

C

BW
N

N

N

S

N

N N
N

N

L
R

L

T R
R

T

⋅ ⋅










⋅

log

min{ , } log
min{

2

2

1

1
,, }

.
N

S

NR

⋅










Thus, under certain conditions, the channel capacity can be made to grow essentially linearly with 
the number of antennas, avoiding the saturation in the data rates. We will refer to this as Spatial 
Multiplexing. The term MIMO (Multiple-Input/Multiple-Output) antenna processing is also very 
often used, although the term strictly speaking refers to all cases of multiple transmit antennas and 
multiple receive antennas, also including the case of combined transmit and receive diversity.4

To understand the basic principles how multiple parallel channels can be created in the case of 
multiple antennas at the transmitter and the receiver, consider a 2  2 antenna configuration – that 
is, two transmit antennas and two receive antennas – as outlined in Figure 5.14. Furthermore, assume 
that the transmitted signals are only subject to non-frequency-selective fading and white noise – that 
is, there is no radio-channel time dispersion.

(5.10)

(5.11)

(5.12)

4 The case of a single transmit antenna and multiple receive antennas is, consequently, often referred to as SIMO (Single-
Input/Multiple-Output). Similarly, the case of multiple transmit antennas and a single receiver antenna can be referred to as 
MISO (Multiple-Input/Single-Output).

Samsung Ex. 1015

+-

+- -

+- -

+-----



5.5 Spatial Multiplexing 73 

Channel matrix H ,--------------... 
h1 t 

FIGURE 5.14 

2 X 2 antenna configuration. 

n, 

FIGURE 5.15 

Linear reception/demodulation of spatially 
multiplexed signals. 

Based on Figure 5.14, the received signals can be expressed as: 

r = ('i ) = (hi., hi.2 
) . (s• ) + (n• ) = H . s + ii, 

'2 h.i,1 h.i,2 S2 ~ 
(5. I 3) 

where His the 2 X 2 channel matrix. This expression can be seen as a generalization ofE.qn (5.2) in Section 
5.3 to multiple transmit antennas, with different signals being transmitted from the different antennas. 

Assuming no noise and that the channel matrix His invertible, the vectors, and thus both signals 
s 1 and s2, can be perfectly recovered at the receiver, with no residual interference between the signals, 
by multipl ying the received vector r with a matrix W = H- 1 (see also Figure 5. 15): 

(5.1 4) 

This is illustrated in Figure 5.15. 

Although the vector s can be perfectly recovered in the case of no noise, as long as the channel 
matrix His invertible, Eqn (5.14) also indicates that the properties of H will determine to what extent 
the joint demodulation of the two signals will increase the noise level. More specifically, the closer 
the channel matrix is to being a singular matrix, the larger the increase in the noise level. 

One way to interpret the matrix Wis to realize that the signals transmitted from the two transmit 
antennas are two signals causing interference to each other. The two receive antennas can then be 
used to carry out IRC, in essence completely suppressing the interference from the signal transmitted 
on the second antenna when detecting the signal transmitted at the first antenna and vice versa. The 
rows of the receiver matrix W simply implement such IRC. 

In the general case, a multiple-antenna configuration will consist of NT transmit antennas and NR 
receive antennas. As discussed above, in such a case, the number of parallel signals that can be spa
tially multiplexed is, at least in practice, upper limited by NL = min {NT, NR}-This can intuitively be 
understood from the fact that: 

• Obviously no more than NT different s ignals can be transmitted from NT transmit antennas, imply
ing a maximum of NT spatially multiplexed signals. 

• With NR receive antennas, a maximum of NR - I interfering signals can be suppressed, implying 
a maximum of NR spatially multiplexed signals. 
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Linear receptiont‘demodulation of spatially

2 X 2 antenna configuration. multiplexed signals.

Based on Figure 5.14. the received signals can be expressed as:

F : fl : h” 11L: . S! + ”I = {I . S— + H, (5.13)
"2 172.! his: 52 ”2

where H is the 2 X 2 channel matrix. This expression can be seen as a generalization of Eqn (5.21 in Section

5.3 to multiple transmit antennas. with different signals being transmitted from the different antennas.

Assuming no noise and that the channel matrix H is invertible, the vector E. and thus both signals

51 and 51. can be perfectly recovered at the receiver. with no residual interference between the signals,

by [multiplying the received vector? with a matrix W = H—I (see also Figure 5.15):

A z W . r =$1

This is illustrated in Figure 5.15.

Although the vector? can be perfectly recovered in dre case of no noise. as long as the channel

matrix H is invertible. Eqn (5.141 also indicates that the properties ol’H will detemrine to what extent

SI
51 + H'] .fi_ (5.14)  

the joint demodulation of the two signals will increase the noise level. More specifically, the closer

the channel matrix is to being a singular matrix, the larger the increase in the noise level.

One way to interpret the matrix Wis to realize that the signals trzmsrnitted From the two transmit

antennas are two signals causing interference to each other. The two receive antennas can then be.

used to carry out IRC, in essence completely suppressing the interference from the signal transmitted

on the second antenna when detecting the signal transmitted at the first antenna and vice versa. The

rows of the receiver matrix Wsimply implement such TRC.

1n the general case, a multiple—anterma configuration will consist of NT transmit antennas and NR

receive antennas. As discussed above. in such a case. the number of parallel signals that can be spa—

tially multiplexed is. at least in practice, upper limited by NL = minlNT. NR}. This can intuitively be
understood from the Fact that:

0 Obviously no more than NT different signals can be transmitted From NT transmit antennas. imply-

ing a maximum ofNT spatially multiplexed signals.

I lMth NR receive antennas. a maximum of NR — 1 interfering signals can be suppressed. implying

a maximum ol‘NR spatially multiplexed signals.
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FIGURE 5.1 6 

Pre-coder-based spatial multiplexing. 

However, in many cases, the number of spatially multiplexed signals, or the order of the spatial 
multiplexing, will be less than NL given above: 

• In the case of very bad channe l conditions (low signal-to-noise ratio) there is no gain of spatial 
multiplexing as the channel capacity is anyway a linear function of the signal -to-noise ratio. 
In such a case, the multiple transmit and receive antennas should be used for beam-forming to 
improve the signal-to-noise ratio, rather than for spatial multiplexing. 

• In the more general case, the spatial-multiplexing order should be determined based on the prop
erties of the size NR X NT channe l matrix. Any excess antennas should then be used to provide 
beam-forming. Such combined beam-forming and spatial multiplexing can be achieved by means 
of precoder-based spatial multiplexing, as discussed below. 

5.5.2 Precoder-Based Spatial Multiplexing 
Linear precoding in the case of spatial multiplexing implies that linear processing by means of a size 
NT X NL precoding matri x is applied at the transmitter side, as illustrated in Figure 5. 16 . In line with 
the discussion above, in the general case NL is equal or smaller than NT, implying that NL signals are 
spatially multiplexed and transmitted using NT transmit antennas. 

It should be noted that precoder-based spatial multiplexing can be seen as a generali zation of pre
coder-based beam-forming as described in Section 5.4.2, with the precoding vector of size NT X I 
replaced by a precoding matrix of size NT X NL· 

The precoding of Figure 5.16 can serve two purposes: 

• In the case when the number of signals to be spatially multiplexed equals the number of trans
mit antennas (NL = NT) , the precoding can be used to "orthogonali ze" the parallel transmissions, 
allowing for improved signal isolation at the receiver side. 

• In the case when the number of signals to be spatially multiplexed is less than the number of 
transmit antennas (NL < NT), the precoding also provides the mapping of the NL spatially mul
tiplexed signals to the NT transmit antennas, including the combination of spatially multiplexing 
and beam-forming. 

To confirm that precoding can improve the isolation between the spatially multiplexed signals, 
express the channel matrix H as its singular-value decomposition [38]: 

H = W - E - V 8
, (5.15) 

Samsung Ex. 1015 

 

74 CHAPTER 5 Mule—Antenna Techniques

NT transmit! an faunas 
FIGURE 5.1 B

Pre—coder—based spatial multiplexing.

However. in many cases. the number of spatially multiplexed signals. or the order of the spatial

irirdtipilexing. will be less than NL given above:

0 In the case of very bad channel conditions (low sigmd—to—noise ratio) there is no gain of spatial

multiplexing as the channel capacity is anyway a linear function of the signal—to—noise ratio.

In such a case. the multiple transmit and receive antennas should be used for beam—forming to

improve the signal—to—noise ratio. rather than for spatial multiplexing.

0 In the more general case. the spatial—multiplexing order should be determined based on the prop—

erties of the size NR X NT channel matrix. Any excess antennas should then be used to provide

beam—forming. Such combined beam—forming and spatial multiplexing can be achieved by means

ofprecoder—based spatial multiplexing. as discussed below.

5.5.2 Precuder-Based Spatial Multiplexing

Linear precoding in the case of spatial multiplexing implies that linear processing by means of a size

NT X NL preceding matrix is applied at the transmitter side, as illustrated in Figure 5.16. In line with

the discussion above, in the general case NL is equal or smaller than NT. implying that NL signals are

spatially multiplexed and transmitted using NT transmit antennas.

It should be noted that precoder—based spatial multiplexing can be seen as a generalization of pre—

coder—based beam—forming as described in Section 5.4.2. with the preeoding vector of size NT X I

replaced by a precoding matrix of size NT X NL.

The precoding of Figure 5.16 can serve two purposes:

0 In the case when the number of signals to be spatially multiplexed equals the number of trans—

mit antennas {NL = NT). the precoding can be used to “orthogonalize” the parallel transmissions.

allowing for improved signal isolation at the receiver side.

I In the case when the number of signals to be spatially multiplexed is less than the number of

transmit antennas (NL <f NT). the preeoding also provides the mapping of the NL spatially mul—

tiplexed signals to the NT transmit antennas, including the combination of spatially multiplexing

and beam—forming.

To confirm that precoding can improve the isolation between the spatially multiplexed signals.

express the channel matrix H as its sinngar—value decomposition [38]:

H = W-E v”. (5.15)
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---FIGURE 5.17 

Orthogonalization of spatially multiplexed signals by means of precoding. )..i.i is 
the i th eigenvalue of the matrix HHH. 

where the columns of V and W each form an orthonormal set and E is an NL X NL diagonal matrix 
with the NL strongest eigenvalues of JlHH as its diagonal elements. By applying the matrix Vas pre
coding matrix at the transmitter side and the matrix W8 at the receiver side, one arrives at an equiva
lent channe l matrix H' = E (see Figure 5.17). As H' is a diagonal matrix, there is thus no interference 
between the spatially multiplexed signals at the receiver. At the same time, as both V and W have 
orthonormal columns, the transmit power as well as the demodulator noise level (assuming spatially 
white noise) are unchanged. 

Clearly, in the case of precoding each received signal will have a certain "quality", depending on 
the eigenvalues of the channe l matrix (see right part of Figure 5.17). This indicates potential benefits 
of applying dynamic link adaptation in the spatial domain - that is, the adaptive selection of the cod
ing rates and/or modulation schemes for each signal to be transmitted. 

As the precoding matrix will never perfectly match the channel matrix in practice, there will 
always be some residual interference between the spatially multiplexed signals. This interference can 
be taken care of by means of additional receiver-size linear processing according to Figure 5.15 or 
nonlinear processing as discussed in Section 5.5.3 below. 

To determine the precoding matrix V, knowledge about the channel matrix H is obviously needed. 
Similar to precoder-based beam-forming, a common approach is to have the receiver estimate the channel 
and decide on a suitable precoding matrix from a set of available precoding matrices (the precoder code
book). The receiver then feeds back information about the selected precoding matrix to the transmitter. 

5.5.3 Nonlinear Receiver Processing 
The previous sections discussed the use of linear receiver processing to jointly recover spatially mul
tiplexed signals. However, improved demodulation performance can be achieved if nonlinear receiver 
processing can be applied in the case of spatial multiplexing. 

The "optimal" receiver approach for spatially multiplexed signals is to apply Maximum
Likelihood (ML) detection [25]. However, in many cases ML detection is too complex to use. Thus, 
several different proposals have been made for reduced complexity, almost ML, schemes (see, for 
example, [39]). 

Another nonlinear approach to the demodulation of spatially multiplexed signals is to apply 
Successive Interference Cancellation (SIC) [40]. Successive Interference Cancellation is based on an 
assumption that the spatially multiplexed signals are separately coded before the spatial multiplexing. 
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Gnhogenalizatien of spatially multiplexed signals by means of preceding. A” is
the ith eigenvalue of the matrix H HH.

where the columns of V and W each form an orthonormal set and E is an NL X NL diagonal matrix

with the NL strongest eigenvalues of HHH as its diagonal elements. By applying the matrix Vas pre—

ceding matrix at the transmitter side and the matrix WH at the receiver side, one arrives at an equiva-

lent channel matrix H’ = E [see Figure 5.] T]. As H’ is a diagonal matrix, there is thus no interference

between the spatially multiplexed signals at the receiver. At the same time, as both V and W have

orthonormal columns. the transmit power as well as the demodulator noise level (assuming spatially

white noise) are unchanged.

Clearly, in the case of preceding each received signal will have a certain “quality", depending on

the eigenvalues of the channel matrix (see right part of Figure 5.17]. This indicates potential benefits

of applying dynamic link adaptation in the spariai domain — that is, the adaptive selection of the cod—

ing rates andior modulation schemes for each signal to be transmitted.

As the preceding matrix will never pert“ect|y match the channel matrix in practice, there will

always be some residual interference between the spatially multiplexed signals. This interference can

be taken care of by means of additional receiver—size linear processing according to Figure 5.15 or

nonlinear processing as discussed in Section 5.5.3 below.

To determine the preceding matrix V, knowledge about the channel matrix H is obviously needed.

Similar to precodersbased beam-foaming, a common approach is to have the receiver estimate the channel

and decide on a suitable preceding matrix from a set 01" available preceding matrices (the precoder code

book). The receiver then feeds back information about the selected preceding matrix to the Ltansmitter.

5.5.3 Nonlinear Receiver Processing

The previous sections discussed the use of linear receiver processing to jointly recover spatially mul—

tiplexed signals. However. improved demodulation perfonnance can be achieved if nonlinear receiver

processing can be applied in the case of spatial multiplexing.

The “optimal" receiver approach for spatially multiplexed signals is to apply Maximmm

likelihood (M) detection [25]. However, in many cases ML dete-cLion is too complex to use. Thus,

several different proposals have been made for reduced complexity. almost ML. schemes (see, for

example. [39]}.

Another nonlinear approach to the demodulation of spatially multiplexed signals is to apply

Successive interference Canceiiat‘ion (SIC) [40]. Successive Interference Cancellation is based on an

assumption that the spatially multiplexed signals are separately coded before the spatial multiplexing.
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FIGURE 5.19 

Demodulation/decoding of spatially multiplexed signals based on Successive 
Interference Cancellation. 

This is often referred to as Multi-Codeword transmission, in contrast to Single-Codeword transmis
sion where the spatially multiplexed signals are assumed to be jointly cooed (Figure 5.18). It should be 
understood that, also in the case of multi-ccxleword transmission, the data may originate from the same 
source but is then demultiplexed into different signals to be spatially multiplexed before channel coding. 

As shown in Figure 5.19, in the case of successive interference cancellation the receiver first 
demodulates and decodes one of the spatially multiplexed signals. The corresponding deccxled data 
is then, if correctly decoded, re-enccxled and subtracted from the received signals. A second spatially 
multiplexed signal can then be demodulated and decoded without, at least in the ideal case, any inter
ference from the first signal - that is, with an improved signal-to-interference ratio. The decoded data 
of the second signal is then, if correctly decoded, re-enccxled and subtracted from the received signal 
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This is often referred to as Muiri-Codewoml transmission. in contrast to Singie-Codeword transmis—

sion where the spatially multiplexed signals are assumed to be jointly coded (Figure 5.18). It should be

understood that, also in the case of multi—codeword transmission. the data may originate from the same

source but is then demultiplexed into different signals to be spatially multiplexed before channel coding.

As shown in Figure 5.19. in the case of successive interference cancellation the receiver first

demodulates and decodes one of the spatially multiplexed signals. The corresponding decoded data

is then, if correctly decoded, re—encoded and subtracted from the received signals. A second spatially

multiplexed signal can then be demodulated and decoded without, at least in the ideal case, any inter~

ference from the first signal — that is, with an improved signal~to—interference ratio. The decoded data

of the. second signal is then, if correctly decoded. re—e-ncoded and subtracted from the received signal
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before decoding of a third signal. These iterations continue until all spatially multiplexed signals have 
been demodulated and decoded.

Clearly, in the case of Successive Interference Cancellation, the first signals to be decoded are 
subject to higher interference level, compared to later decoded signals. To work properly, there should 
thus be a differentiation in the robustness of the different signals with, at least in principle, the first 
signal to be decoded being more robust than the second signal, the second signal being more robust 
than the third signal, etc. Assuming multi-codeword transmission according to Figure 5.18b, this can 
be achieved by applying different modulation schemes and coding rates to the different signals with, 
typically, lower-order modulation and lower coding rate, implying a lower data rate, for the first sig-
nals to be decoded. This is often referred to as Per-Antenna Rate Control (PARC) [41].
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Scheduling, Link Adaptation, 
and Hybrid ARQ 6

CHAPTER

One key characteristic of mobile radio communication is the typically rapid and significant variations 
in the instantaneous channel conditions. There are several reasons for these variations. Frequency-
selective fading will result in rapid and random variations in the channel attenuation. Shadow fading 
and distance-dependent path loss will also significantly affect the average received signal strength. 
Finally, the interference at the receiver due to transmissions in other cells and by other terminals will 
also impact the interference level. Hence, to summarize, there will be rapid, and to some extent ran-
dom, variations in the experienced quality of each radio link in a cell, variations that must be taken 
into account and preferably exploited.

In this chapter, some of the techniques for handling variations in the instantaneous radio-link 
quality will be discussed. Channel-dependent scheduling in a mobile-communication system deals 
with the question of how to share, between different users (different terminals), the radio resource(s) 
available in the system to achieve as efficient resource utilization as possible. Typically, this implies 
minimizing the amount of resources needed per user and thus allowing for as many users as possible 
in the system, while still satisfying whatever quality-of-service requirements that may exist. Closely 
related to scheduling is link adaptation, which deals with how to set the transmission parameters of a 
radio link to handle variations of the radio-link quality.

Both channel-dependent scheduling and link adaptation try to exploit the channel variations through 
appropriate processing prior to transmission of the data. However, due to the random nature of the vari-
ations in the radio-link quality, perfect adaptation to the instantaneous radio-link quality is never pos-
sible. Hybrid ARQ, which requests retransmission of erroneously received data packets, is therefore 
useful. This can be seen as a mechanism for handling variations in the instantaneous radio-link quality 
after transmission and nicely complements channel-dependent scheduling and link adaptation. Hybrid 
ARQ also serves the purpose of handling random errors due to, for example, noise in the receiver.

6.1 LINK ADAPTATION: POWER AND RATE CONTROL
Historically, dynamic transmit-power control has been used in CDMA-based mobile-communication 
systems such as WCDMA and CDMA2000 to compensate for variations in the instantaneous channel 
conditions.1 As the name suggests, dynamic power control dynamically adjusts the radio-link transmit 

1 Power control is also used in GSM, but operating on a much slower basis than in CDMA-based systems. In CDMA-based 
systems, power control is also essential to handle the near–far problem and the associated performance impact from non-
orthogonal uplink transmissions.
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power to compensate for variations and differences in the instantaneous channel conditions. The aim 
of these adjustments is to maintain a (near) constant Eb!N0 at the receiver to successfully transmit 
data without the error probability becoming too high. In principle, transmit-power control increases 
the power at the transmitter when the radio link experiences poor radio conditions (and vice versa). 
Thus, the transmit power is in essence inversely proportional to the channel quality, as illustrated in 
Figure 6.1 a. This results in a basically constant data rate, regardless of the channe l variations. For 
services such as circuit-switched voice, this is a desirable property. Transmit-power control can be 
seen as one type of link adaptation - that is, the adjustment of transmission parameters, in this case 
the transmit power - to adapt to differences and variations in the instantaneous channel conditions to 
maintain the received Eb!N0 at a desired level. 

However, in many cases of mobile communication, especially in the case of packet-data traffic, 
there is not a strong need to provide a certain constant data rate over a radio link. Rather, from a 
user perspective, the data rate provided over the radio interface should simply be as "high as possi
ble". Actually, even in case of typical "constant-rate" services such as voice and video, (short-term) 
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FIGURE 6.1 

(a) Power control (top). (b) Rate control (bottom ). 
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(a) Power control (tan). (b) Rate central (bottom).
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variations in the data rate are often not an issue, as long as the average data rate remains constant, 
assuming averaging over some relatively short time interval. In such cases – that is, when a con-
stant data rate is not required – an alternative to transmit-power control is link adaptation by means 
of dynamic rate control. Rate control does not aim at keeping the instantaneous radio-link data rate 
constant, regardless of the instantaneous channel conditions. Instead, with rate control, the data rate 
is dynamically adjusted to compensate for the varying channel conditions. In situations with advanta-
geous channel conditions, the data rate is increased, and vice versa. Thus, rate control maintains the 
Eb/N0 ~ P/R at the desired level, not by adjusting the transmission power P, but rather by adjusting 
the data rate R. This is illustrated in Figure 6.1b.

It can be shown that rate control is more efficient than power control [42,43]. Rate control in prin-
ciple implies that the power amplifier is always transmitting at full power and therefore efficiently 
utilized. Power control, on the other hand, results in the power amplifier in most situations not being 
efficiently utilized as the transmission power is less than its maximum.

In practice, the radio-link data rate is controlled by adjusting the modulation scheme and/or the 
channel coding rate. In the case of advantageous radio-link conditions, the Eb/N0 at the receiver is 
high and the main limitation of the data rate is the bandwidth of the radio link. Hence, in such situ-
ations higher-order modulation, for example 16QAM or 64QAM, together with a high code rate, is 
appropriate as discussed in Chapter 2. Similarly, in the case of poor radio-link conditions, QPSK and 
low-rate coding is used. For this reason, link adaptation by means of rate control is sometimes also 
referred to as Adaptive Modulation and Coding (AMC).

6.2 CHANNEL-DEPENDENT SCHEDULING
Scheduling controls the allocation of the shared resources among users at each time instant. It is 
closely related to link adaptation, and often scheduling and link adaptation is seen as one joint func-
tion. The scheduling principles, as well as which resources are shared between users, differ depend-
ing on the radio-interface characteristics – for example, whether uplink or downlink is considered and 
whether different users’ transmissions are mutually orthogonal or not.

6.2.1 Downlink Scheduling
In the downlink, transmissions to different terminals within a cell are typically mutually orthogo-
nal, implying that, at least in theory, there is no interference between the transmissions (no intra-cell 
interference). Downlink intra-cell orthogonality can be achieved in the time domain (Time-Division 
Multiplexing, TDM), in the frequency domain (Frequency-Domain Multiplexing, FDM), or in the 
code domain (Code-Domain Multiplexing, CDM). In addition, the spatial domain can also be used 
to separate users, at least in a quasi-orthogonal way, through different antenna arrangements. This is 
sometimes referred to as Spatial-Division Multiplexing (SDM), although in most cases it is used in 
combination with one or several of the above multiplexing strategies and is not discussed further in 
this chapter.

For packet data, where the traffic is often very bursty, it can be shown that TDM is preferable 
from a theoretical point of view [44,45] and is therefore typically the main component in the down-
link [46,47]. However, as discussed in Chapter 3, the TDM component is often combined with 
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sharing of the radio resource also in the frequency domain (FDM) or in the code domain (CDM). For 
example, in the case of HSPA (see Chapter 19), downlink multiplexing is a combination of TDM and  
CDM. On the other hand, in the case of LTE, downlink multiplexing is a combination of TDM  
and FDM. The reasons for sharing the resources not only in the time domain will be elaborated upon 
later in this section.

When transmissions to multiple users occur in parallel, either by using FDM or CDM, there is 
also an instantaneous sharing of the total available cell transmit power. In other words, not only are 
the time/frequency/code resources shared resources, but also the power resource in the base station. 
In contrast, in the case of sharing only in the time domain there is, by definition, only a single trans-
mission at a time and thus no instantaneous sharing of the total available cell transmit power.

For the purpose of discussion, assume initially a TDM-based downlink with a single user being 
scheduled at a time. In this case, the utilization of the radio resources is maximized if, at each time 
instant, all resources are assigned to the user with the best instantaneous channel condition:

l In the case of link adaptation based on power control, this implies that the lowest possible trans-
mit power can be used for a given data rate and thus minimizes the interference to transmissions 
in other cells for a given link utilization.

l In the case of link adaptation based on rate control, this implies that the highest data rate is 
achieved for a given transmit power or, in other words, for a given interference to other cells, the 
highest link utilization is achieved.

However, if applied to the downlink, transmit-power control in combination with TDM scheduling 
implies that the total available cell transmit power will, in most cases, not be fully utilized. Thus, rate 
control is generally preferred [42,44,47,48].

The strategy outlined above is an example of channel-dependent scheduling, where the scheduler 
takes the instantaneous radio-link conditions into account. Scheduling the user with the instantaneously 
best radio-link conditions is often referred to as max-C/I (or maximum rate) scheduling. Since the radio 
conditions for the different radio links within a cell typically vary independently, at each point in time 
there is almost always a radio link whose channel quality is near its peak (see Figure 6.2). Thus, the 
channel eventually used for transmission will typically have a high quality and, with rate control, a cor-
respondingly high data rate can be used. This translates into a high system capacity. The gain obtained 
by transmitting to users with favorable radio-link conditions is commonly known as multi-user diver-
sity; the multi-user diversity gains are larger, the larger the channel variations and the larger the number 
of users in a cell. Hence, in contrast to the traditional view that fast fading – that is, rapid variations 
in the radio-link quality – is an undesirable effect that has to be combated, the possibility of channel-
dependent scheduling implies that fading is in fact potentially beneficial and should be exploited.

Mathematically, the max-C/I (maximum rate) scheduler can be expressed as scheduling user k 
given by:

k R
i

i� argmax ,

where Ri is the instantaneous data rate for user i. Although, from a system capacity perspective, max-
C/I scheduling is beneficial, this scheduling principle will not be fair in all situations. If all termi-
nals are, on average, experiencing similar channel conditions and large variations in the instantaneous 
channel conditions are only due to, for example, fast multi-path fading, all users will experience the 
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Examples of three different scheduling behaviors for two users with d ifferent average channel quality: 

(a) max-C/1; (b) round robin; (c) proportional fair. The selected user is shown with bold lines. 

same average data rate. Any variations in the instantaneous data rate are rapid and often not even 
noticeable by the user. However, in practice different terminals will also experience differences in the 
(short-term) average channel conditions - for example, due to differences in the distance and shadow 
fading between the base station and the terminal. In this case, the channel conditions experienced by 
one terminal may, for a relatively long time, be worse than the channel conditions experienced 
by other terminals. A pure max-C/1-scheduling strategy may then, in essence, "starve" the terminal 
with the bad channe l conditions, and the terminal with bad channe l conditions will never be sched
uled. This is illustrated in Figure 6.3a, where a max-C/1 scheduler is used to schedule between two 
different users with different average channel quality. The same user is scheduled virtually all the 
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same average data rate. Any variations in the instantaneous data rate are rapid and often not even

noticeable by the user. However. in practice different terminals will also experience differences in the

(short—term) average channel conditions — for example. due to differences in the distance and shadow

fading between the base station and the terminal. In this case. the channel conditions experienced by

one terminal may, for a relatively long time, be worse than the channel conditions experienced

by other terminals. A pure max—Cfl—scheduling strategy may then. in essence. “starve" the terminal

with the bad channel conditions, and the terminal with bad channel conditions will never be scheds

uled. This is illustrated in Figure 6.3a. where a max—CH scheduler is used to schedule between two

different users with different average channel quality. The same user is scheduled virtually all the
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time. Although resulting in the highest system capacity, this situation is often not acceptable from a  
quality-of-service point of view.

An alternative to the max-C/I scheduling strategy is so-called round-robin scheduling, illustrated 
in Figure 6.3b. This scheduling strategy lets users take turns in using the shared resources, without 
taking the instantaneous channel conditions into account. Round-robin scheduling can be seen as fair 
scheduling in the sense that the same amount of radio resources (the same amount of time) is given to 
each communication link. However, round-robin scheduling is not fair in the sense of providing the 
same service quality to all communication links. In that case more radio resources (more time) must 
be given to communication links with bad channel conditions. Furthermore, as round-robin schedul-
ing does not take the instantaneous channel conditions into account in the scheduling process, it will 
lead to lower overall system performance but more equal service quality between different communi-
cation links, compared to max-C/I scheduling.

Thus, what is needed is a scheduling strategy that is able to utilize the fast channel variations to 
improve the overall cell throughput while still ensuring the same average user throughput for all users 
or at least a certain minimum user throughput for all users. When discussing and comparing different 
scheduling algorithms it is important to distinguish between different types of variations in the serv-
ice quality:

l Fast variations in the service quality corresponding to, for example, fast multi-path fading and fast 
variations in the interference level. For many packet-data applications, relatively large short-term 
variations in service quality are often acceptable or not even noticeable to the user.

l More long-term differences in the service quality between different communication links corre-
sponding to, for example, differences in the distance to the cell site and shadow fading. In many 
cases there is a need to limit such long-term differences in service quality.

A practical scheduler should thus operate somewhere in between the max-C/I scheduler and the 
round-robin scheduler – that is, try to utilize fast variations in channel conditions as much as possible 
while still satisfying some degree of fairness between users.

One example of such a scheduler is the proportional-fair scheduler [49–51], illustrated in Figure 
6.3c. In this strategy, the shared resources are assigned to the user with the relatively best radio-link 
conditions – that is, at each time instant, user k is selected for transmission according to:

k
R

Ri

i

i

� argmax ,

where Ri is the instantaneous data rate for user i and Ri  is the average data rate for user i. The average 
is calculated over a certain averaging period TPF. To ensure efficient usage of the short-term channel 
variations and, at the same time, limit the long-term differences in service quality to an acceptable 
level, the time constant TPF should be set longer than the time constant for the short-term variations. 
At the same time, TPF should be sufficiently short so that quality variations within the interval TPF are 
not strongly noticed by a user. Typically, TPF can be set to be of the order of one second.

In the above discussion, it was assumed that all the radio resources in the downlink were assigned 
to a single user at a time – that is, scheduling was done purely in the time domain using TDM 
between users. However, in several situations, TDM is complemented by CDM or FDM. In principle, 
there are two reasons for not relying solely on TDM in the downlink:
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l In the case of insufficient payload – that is, the amount of data to transfer to a user is not suf-
ficiently large to utilize the full channel capacity, and a fraction of resources could be assigned to 
another user, either through FDM or CDM.

l In the case where channel variations in the frequency domain are exploited through FDM, as dis-
cussed further below.

The scheduling strategies in these cases can be seen as generalizations of the schemes discussed 
for the TDM-only cases above. For example, to handle small payloads, a greedy filling approach can 
be used, where the scheduled user is selected according to max-C/I (or any other scheduling scheme). 
Once this user has been assigned resources matching the amount of data awaiting transmission, the 
second best user according to the scheduling strategy is selected and assigned (a fraction of) the 
residual resources and so on.

Finally, it should also be noted that the scheduling algorithm typically is a base-station- 
implementation issue and nothing that is normally specified in any standard. What need to be speci-
fied in a standard to support channel-dependent scheduling are channel-quality measurements/reports 
and the signaling needed for dynamic resource allocation.

6.2.2 Uplink Scheduling
The previous section discussed scheduling from a downlink perspective. However, scheduling is 
equally applicable to uplink transmissions and to a large extent the same principles can be considered, 
although there are some differences between the two.

Fundamentally, the uplink power resource is distributed among the users, while in the downlink 
the power resource is centralized within the base station. Furthermore, the maximum uplink transmis-
sion power of a single terminal is typically significantly lower than the output power of a base station. 
This has a significant impact on the scheduling strategy. Unlike the downlink, where pure TDMA can 
often be used, uplink scheduling typically has to rely on sharing in the frequency and/or code domain 
in addition to the time domain, as a single terminal may not have sufficient power for efficiently uti-
lizing the link capacity.

Similar to the downlink case, channel-dependent scheduling is also beneficial in the uplink case. 
However, the characteristics of the underlying radio interface, most notably whether the uplink relies 
on orthogonal or non-orthogonal multiple access and the type of link adaptation scheme used, also 
have a significant impact on the uplink scheduling strategy.

In the case of a non-orthogonal multiple-access scheme such as CDMA, power control is typically 
essential for proper operation. As discussed earlier in this chapter, the purpose of power control is to 
control the received Eb/N0 such that the received information can be recovered. However, in a non-
orthogonal multiple-access setting, power control also serves the purpose of controlling the amount 
of interference affecting other users. This can be expressed as the maximum tolerable interference 
level at the base station in a shared resource. Even if, from a single user’s perspective, it would be 
beneficial to transmit at full power to maximize the data rate, this may not be acceptable from an 
interference perspective as other terminals in this case may not be able to successfully transfer any 
data. Thus, with non-orthogonal multiple access, scheduling a terminal when the channel conditions 
are favorable may not directly translate into a higher data rate as the interference generated to other 
simultaneously transmitting terminals in the cell must be taken into account. Stated differently, the 
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received power (and thus the data rate) is, thanks to power control, in principle constant, regardless 
of the channel conditions at the time of transmission, while the transmitted power depends on the 
channel conditions at the time of transmission. Hence, even though channel-dependent scheduling 
in this example does not give a direct gain in terms of a higher data rate from the terminal, channel-
dependent scheduling will still provide a gain for the system in terms of lower intra-cell interference.

The above discussion on non-orthogonal multiple access was simplified in the sense that no 
bounds on the terminals’ transmission power were assumed. In practice, the transmission power of a 
terminal is upper bounded, due both to implementation and regulatory reasons, and scheduling a ter-
minal for transmission in favorable channel conditions decreases the probability that the terminal has 
insufficient power to utilize the channel capacity.

In the case of an orthogonal multiple-access scheme, intra-cell power control is fundamentally not 
necessary and the benefits of channel-dependent scheduling become more similar to the downlink case. 
In principle, from an intra-cell perspective, a terminal can transmit at full power and the scheduler assigns 
a suitable part of the orthogonal resources (in practice a suitable part of the overall bandwidth) to the 
terminal for transmission. The remaining orthogonal resources can be assigned to other users. However, 
implementation constraints, for example leakage between the received signals or limited dynamic range 
in the receiver circuitry, may pose restrictions on the maximum tolerable power difference between the 
signals from simultaneously transmitting terminals. As a consequence, a certain degree of power control 
may be necessary, making the situation somewhat similar to the non-orthogonal case.

The discussion on non-orthogonal and orthogonal multiple access mainly considered intra-cell 
multiple access. However, in many practical systems universal frequency reuse between cells is 
applied. In this case, the inter-cell multiple access is non-orthogonal, regardless of the intra-cell mul-
tiple access, which sets limits on the allowable transmission power from a terminal.

Regardless of whether orthogonal or non-orthogonal multiple access is used, the same basic 
scheduling principles as for the downlink can be used. A max-C/I scheduler would assign all the 
uplink resources to the terminal with the best uplink channel conditions. Neglecting any power limi-
tations in the terminal, this would result in the highest capacity (in an isolated cell) [44].

In the case of a non-orthogonal multiple-access scheme, greedy filling is one possible schedul-
ing strategy [48]. With greedy filling, the terminal with the best radio conditions is assigned as high 
a data rate as possible. If the interference level at the receiver is smaller than the maximum tolerable 
level, the terminal with the second best channel conditions is allowed to transmit as well, continu-
ing with more and more terminals until the maximum tolerable interference level at the receiver is 
reached. This strategy maximizes the air interface utilization but is achieved at the cost of potentially 
large differences in data rates between users. In the extreme case, a user at the cell border with poor 
channel conditions may not be allowed to transmit at all.

Strategies between greedy filling and max-C/I can also be envisioned – for example, different  
proportional-fair strategies. This can be achieved by including a weighting factor for each user, propor-
tional to the ratio between the instantaneous and average data rates, into the greedy filling algorithm.

The schedulers above all assume knowledge of the instantaneous radio-link conditions, knowl-
edge that can be hard to obtain in the uplink scenario, as discussed in Section 7.2.4. In situations 
when no information about the uplink radio-link quality is available at the scheduler, round-robin 
scheduling can be used. Similar to the downlink, round-robin implies terminals taking turns in trans-
mitting, thus creating a TDMA-like operation with inter-user orthogonality in the time domain. 
Although the round-robin scheduler is simple, it is far from the optimal scheduling strategy.
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However, as already discussed in Chapter 4, the transmission power in a terminal is limited and 
therefore additional sharing of the uplink resources in the frequency and/or code domain is required. 
This also impacts the scheduling decisions. For example, terminals far from the base station typically 
operate in the power-limited region, in contrast to terminals close to the base stations, which often are 
in the bandwidth-limited region (for a discussion on power-limited vs. bandwidth-limited operation, 
see Chapter 2). Thus, for a terminal far from the base station, increasing the bandwidth will not result 
in an increased data rate and it is better to only assign a small amount of the bandwidth to this termi-
nal and assign the remaining bandwidth to other terminals. On the other hand, for terminals close to 
the base station, an increase in the assigned bandwidth will provide a higher data rate.

6.2.3  Link Adaptation and Channel-Dependent Scheduling in the Frequency 
Domain

In the previous section, TDM-based scheduling was assumed and it was explained how, in this case, 
channel variations in the time domain could be utilized to improve system performance by applying 
channel-dependent scheduling, especially in combination with dynamic rate control. However, if the 
scheduler has access to the frequency domain, for example through the use of OFDM transmission, 
scheduling and link adaptation can also take place in the frequency domain.

Link adaptation in the frequency domain implies that, based on knowledge about the instantane-
ous channel conditions also in the frequency domain – that is, knowledge about the attenuation as 
well as the noise/interference level of, in the extreme case, every OFDM subcarrier – the power and/
or the data rate of each OFDM carrier can be individually adjusted for optimal utilization.

Similarly, channel-dependent scheduling in the frequency domain implies that, based on knowl-
edge about the instantaneous channel conditions also in the frequency domain, different subcarriers 
are used for transmission to or from different terminals. The scheduling gains from exploiting varia-
tions in the frequency domain are similar to those obtained from time-domain variations. Obviously, 
in situations where the channel quality varies significantly with the frequency while the channel qual-
ity only varies slowly with time, channel-dependent scheduling in the frequency domain can enhance 
system capacity. An example of such a situation is a wideband indoor system with low mobility, 
where the quality only varies slowly with time.

6.2.4 Acquiring on Channel-State Information
To select a suitable data rate, in practice a suitable modulation scheme and channel-coding rate, the 
transmitter needs information about the radio-link channel conditions. Such information is also required 
for the purpose of channel-dependent scheduling. In the case of a system based on frequency-division 
duplex (FDD), only the receiver can accurately estimate the radio-link channel conditions.

For the downlink, most systems provide a downlink signal of a predetermined structure, known as the 
downlink pilot or the downlink reference signal. This reference signal is transmitted from the base station 
with constant power and can be used by the terminal to estimate the instantaneous downlink channel con-
ditions. Information about the instantaneous downlink conditions can then be reported to the base station.

Basically, what is relevant for the transmitter is an estimate reflecting the channel conditions at the 
time of transmission. Hence, in principle, the terminal could apply a predictor, trying to predict the 
future channel conditions and report this predicted value to the base station. However, as this would 
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require specification of prediction algorithms and how they would operate when the terminal is mov-
ing at different speeds, most practical systems simply report the measured channel conditions to the 
base station. This can be seen as a very simple predictor, basically assuming the conditions in the near 
future will be similar to the current conditions. Thus, the more rapid the time-domain channel varia-
tions, the less efficient the link adaptation.

As there inevitably will be a delay between the point in time when the terminal measured the 
channel conditions and the application of the reported value in the transmitter, channel-dependent 
scheduling and link adaptation typically operates at its best at low terminal mobility. If the terminal 
starts to move at high speed, the measurement reports will be outdated once arriving at the base sta-
tion. In such cases, it is often preferable to perform link adaptation on the long-term average channel 
quality and rely on hybrid ARQ with soft combining for the rapid adaptation.

For the uplink, estimation of the uplink channel conditions is not as straightforward, as there is 
typically no reference signal transmitted with constant power from each terminal. Means to estimate 
uplink channel conditions for LTE are discussed in Chapter 11.

In the case of a system with time-division duplex (TDD), where uplink and downlink communi-
cation are time multiplexed within the same frequency band, the instantaneous uplink signal quality 
attenuation could be estimated from downlink measurements of the terminal, due to the reciprocity of 
the multi-path fading in the case of TDD. However, it should then be noted that this may not provide 
full knowledge of the downlink channel conditions. As an example, the interference situations at the 
terminal and the base station are different also in the case of TDD.

6.2.5 Traffic Behavior and Scheduling
It should be noted that there is little difference between different scheduling algorithms at low system 
load – that is, when only one or, in some cases, a few users have data waiting for transmission at the 
base station at each scheduling instant. The differences between different scheduling algorithms are 
primarily visible at high load. However, not only the load, but also the traffic behavior affects the 
overall scheduling performance.

As discussed above, channel-dependent scheduling tries to exploit short-term variations in radio 
quality. Generally, a certain degree of long-term fairness in service quality is desirable, which should 
be accounted for in the scheduler design. However, since system throughput decreases the more fair-
ness is enforced, a trade-off between fairness and system throughput is necessary. In this trade-off, 
it is important to take traffic characteristics into account as they have a significant influence on the 
trade-off between system throughput and service quality.

To illustrate this, consider three different downlink schedulers:

1. Round-robin (RR) scheduler, where channel conditions are not taken into account.
2. Proportional-fair (PF) scheduler, where short-term channel variations are exploited while main-

taining the long-term average user data rate.
3. Max-C/I scheduler, where the user with the best instantaneous channel quality in absolute terms is 

scheduled.

For a full buffer scenario when there is always data available at the base station for all terminals  
in the cell, a max-C/I scheduler will result in no, or very low, user throughput for users at the cell  
edge with a low average channel quality. The reason is the fundamental strategy of the max-C/I  
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Illustration of the principle behavior of different scheduling strategies: 

(a) for fu ll buffers; (b) for web-browsing traffic model. 

scheduler - all resources are allocated for transmission to the terminal whose channel conditions sup
port the highest data rate. Only in the rare, not to say unlikely, case of a cell-edge user having better 
conditions than a cell-center user, for example due to a deep fading dip for the cell-center user, will the 
cell-edge user be scheduled. A proportional-fair scheduler, on the other hand, will ensure some degree 
of fairness by selecting the user supporting the highest data rate relative to its average data rate. Hence, 
users tend to be scheduled on their fading peaks, regardless of the absolute quality. Thus, users on the 
cell edge will also be scheduled, thereby resulting in some degree of fairness between users. 

For a scenario with bursty packet data, the situation is different. In this case, the users' buffers will 
be finite and in many cases also empty. For example, a web page has a certain size and, after transmit
ting the page, there is no more data to be transmitted to the terminal in question until the users requests 
a new page by clicking on a link. In this case, a max-C/1 scheduler can still provide a certain degree 
of fairness. Once the buffer for the user with the highest C/I has been emptied, another user with non
empty buffers will have the highest C/I and be scheduled and so on. This is the reason for the difference 
between full buffer and web-browsing traffic illustrated in Figure 6.4. The proportional-fair scheduler 
has similar performance in both scenarios. 

Clearly, the degree of fairness introduced by the traffic properties depends heavily on the actual 
traffic; a design made with certain assumptions may be less desirable in an actual network where 
the traffic pattern may be different from the assumptions made during the design. Therefore, relying 
solely on the traffic properties for fairness is not a good strategy, but the discussion above emphasizes 
the need to design the scheduler not onl y for the full buffer case. 

6.3 ADVANCED RETRANSMISSION SCHEMES 
Transmissions over wireless channels are subject to errors, for example due to variations in the 
received signal quality. To some degree, such variations can be counteracted through link adaptation, 
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scheduler — all resources are allocated for transmission to the terminal whose channel conditions sup-

port the highest data rate. Only in the rare. not to say unlikely. case of a celledge user having better

conditions than a cell-center user. for example due to a deep fading dip for the cell—center user, will the

cell—edge user be scheduled. A proportional—fair scheduler. on the other hand. will ensure some degree

of fairness by selecting the user supporting the highest data rate relative to its average data rate. Hence.

users tend to be scheduled on their fading peaks, regardless of the absolute quality. Thus. users on the

cell edge will also be scheduled. thereby resulting in some degree of fain'tess between users.

For a scenario with bursty packet data. the situation is difterent. [n this case. the users‘ buffers will

be finite and in many cases also empty. For example. a web page has a certain size and. after transmit—

ting the page. there is no more data to be transmitted to the terminal in question until the users requests

a new page by clicking on a link. In this case. a max—CH scheduler can still provide a certain degree

of Fairness. Once the buffer for the user with the highest C7 I has been emptied. another user with non-

empty bttffers will have the highest CH and be scheduled and so on. This is the reason for the difference

between full buffer and web-browsing traffic illustrated in Figure 6.4. The proportional-fair scheduler

has siJnilau' performance in both scenarios.

Clearly. the degree of fairness introduced by the traffic properties depends heavily on the actual

traffic: a design made with certain assumptions may be less desirable in an actual network where

the traffic pattern may be different from the assumptions made during the design. Therefore. relying

solely on the traffic properties for fairness is not a good strategy. but the discussion above emphasizes

the need to design the scheduler not only for the fttll bttffer case.

 

8.3 ADVANCED RETRANSMISSIDN SCHEMES

Transmissions over wireless channels are subject to errors. for example due to variations in the

received signal quality. To some degree. such variations can be counteracted through link adaptation.
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as discussed above. However, receiver noise and unpredictable interference variations cannot be 
counteracted. Therefore, virtually all wireless communications systems employ some form of 
Forward Error Correction (FEC), tracing its roots to the pioneering work of Claude Shannon in 1948 
[11]. There is a rich literature in the area of error-correction coding (see, for example,  [52,53] and 
references therein), and a detailed description is beyond the scope of this book. In short, the basic 
principle beyond forward error-correction coding is to introduce redundancy in the transmitted signal. 
This is achieved by adding parity bits to the information bits prior to transmission (alternatively, the 
transmission could consists of parity bits alone, depending on the coding scheme used). The parity 
bits are computed from the information bits using a method given by the coding structure used. Thus, 
the number of bits transmitted over the channel is larger than the number of original information bits 
and a certain amount of redundancy has been introduced in the transmitted signal.

Another approach to handle transmissions errors is to use Automatic Repeat Request (ARQ). In an 
ARQ scheme, the receiver uses an error-detection code, typically a Cyclic Redundancy Check (CRC), 
to detect if the received packet is in error or not. If no error is detected in the received data packet, 
the received data is declared error-free and the transmitter is notified by sending a positive acknowl-
edgement (ACK). On the other hand, if an error is detected, the receiver discards the received data 
and notifies the transmitter via a return channel by sending a negative acknowledgement (NAK). In 
response to an NAK, the transmitter retransmits the same information.

Virtually all modern communication systems, including LTE, employ a combination of  
forward error-correction coding and ARQ, known as hybrid ARQ. Hybrid ARQ uses forward error-
correction codes to correct a subset of all errors and relies on error detection to detect uncorrectable 
errors. Erroneously received packets are discarded and the receiver requests retransmissions of cor-
rupted packets. Thus, it is a combination of FEC and ARQ as described above. Hybrid ARQ was first 
proposed in [54] and numerous publications on hybrid ARQ have appeared since (see [52] and refer-
ences therein). Most practical hybrid ARQ schemes are built around a CRC code for error detection 
and convolutional or Turbo codes for error correction, but in principle any error-detection and error-
correction code can be used.

6.4 HYBRID ARQ WITH SOFT COMBINING
The hybrid-ARQ operation described above discards erroneously received packets and requests 
retransmission. However, despite it not being possible to decode the packet, the received signal still 
contains information, which is lost by discarding erroneously received packets. This shortcoming is 
addressed by hybrid ARQ with soft combining. In hybrid ARQ with soft combining, the erroneously 
received packet is stored in a buffer memory and later combined with the retransmission to obtain a 
single, combined packet that is more reliable than its constituents. Decoding of the error-correction 
code operates on the combined signal. If the decoding fails (typically a CRC code is used to detect 
this event), a retransmission is requested.

Retransmission in any hybrid-ARQ scheme must, by definition, represent the same set of information 
bits as the original transmission. However, the set of coded bits transmitted in each retransmission may be 
selected differently as long as they represent the same set of information bits. Hybrid ARQ with soft com-
bining is therefore usually categorized into Chase combining and incremental redundancy, depending on 
whether the retransmitted bits are required to be identical to the original transmission or not.
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Chase combining, where the retransmissions consist of the same set of coded bits as the original 
transmission, was first proposed in [55]. After each retransmission, the receiver uses maximum-ratio 
combination to combine each received channel bit with any previous transmissions of the same bit, 
and the combined signal is fed to the decoder. As each retransmission is an identical copy of the origi
nal transmission, retransmissions with Chase combining can be seen as additional repetition coding. 
Therefore, as no new redundancy is transmitted, Chase combining does not give any additional cod
ing gain but only increases the accumulated received Eb/N0 for each retransmission (Figure 6.5). 

Several variants of Chase combining exist. For example, only a subset of the bits transmitted in 
the original transmission might be retransmitted, so-called partial Chase combining. Furthermore, 
although combination is often done after demodulation but before channel decoding, combination can 
also be carried out at the modulation symbol level before demodulation, as long as the modulation 
scheme is unchanged between transmission and retransmission. 

With Incremental Redundancy (IR), each retransmission does not have to be identical to the original 
transmission. Instead, multiple sets of coded bits are generated, each representing the same set of infor
mation bi ts [56,57]. Whenever a retransmission is required, the retransmission typically uses a different 
set of coded bits than the previous transmission. The receiver combines the retransmission with previous 
transmission attempts of the same packet. As the retransmission may contain additional parity bits not 
included in the previous transmission attempts, the resulting code rate is generally lowered by a retrans
mission. Furthermore, each retransmission does not necessarily have to consist of the same number 
of coded bits as the original and, in general, the modulation scheme can also be different for different 
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Chase combining. where the retransmissions consist of the same set of coded hits as the original

transmission, was first proposed in [55]. After each retransmission, the receiver uses maximum—ratio

combination to combine each received channel bit with any previous transmissions of the same bit,

and the combined signal is fed to the decoder. As each retransmission is an identical copy of the origi+

nal tramsmission. retransmissions with Chase combining can be seen as additional repetition coding.

Therefore. as no new redundancy is transmitted. Chase combining does not give any additional cod—

ing gain but only increases the accumulated received EbeD for each retransmission (Figure 6.5}.

Several variants of Chase combining exist. For example. only a subset of the bits transmitted in

the original transmission might be retransmitted. SOHCéllleCl partial Chase combining. Furthermore.

although combination is often done after demodulation bttt before channel decoding, combination can

also be carried out at the modulation symbol level before demodulation. as long as the modulation

scheme is unchanged between transmission and retransmission.

With Incremental Redtmdancy (IR). each retransmission does not have to be identical to the original

U'ansmission. [n stead. multiple sets of coded bits are generated. each representing the same set of infor—

mation bits [56.57]. Whenever a retransmission is required. the retransmission typically uses a different

set of coded bits than the previous transmission. The receiver combines the retransmission with previous

transmission attempts of the same packet. As the retransmission may contain additional parity bits not

included in the previous transmission attempts. the resultng code rate is generally lowered by a retrans—

mission. Furthermore. each retrruismission does not necessarily have to consist of the same number

of coded hits. as the original and. in general. the modulation scheme can also be different for diflierent
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retransmissions. Hence, incremental redundancy can be seen as a generalization of Chase combining or, 
stated diffe rently, Chase combining is a special case of incremental redundancy. 

Typically, incremental redundancy is based on a low-rate code and the different redundancy ver
sions are generated by puncturing the output of the encoder. In the first transmission only a limited 
number of coded bits are transmitted, effectively leading to a high-rate code. In the retransmissions, 
additional coded bits are transmitted. As an example, assume a bas ic rate- 1/4 code. In the first trans
mission, only every third coded bit is transmitted, effectively giving a rate-3/4 code, as illustrated in 
Figure 6.6. In the case of a decoding error and a subsequent request for a re transmission, additional 
bits are transmitted, effectively leading to a rate-3/8 code. After a second retransmission the code 
rate is 1/4. In the case of more than two re transmissions, transmitted coded bits would already be 
repeated. In addition to a gain in accumulated received Eb!N0, incremental redundancy also results 
in a coding gain for each retransmission. The gain with IR compared to Chase is larger for high ini 
tial code rates, while at lower initial coding rates Chase combining is almost as good as IR [58). 
Furthermore, as shown in [59), the performance gain of incremental redundancy compared to Chase 
combining can also depend on the re lative power difference between the transmission attempts. 

With incremental redundancy, the code used for the firs t transrnission should provide good per
forman ce not only when used alone, but also when used in combination with the code for the second 
transmission. The same holds for subsequent retrans rnissions. Thus, as the different redundancy ver
sions typically are generated through puncturing of a low-rate mother code, the puncturing patterns 
should be defined such that all the code bits used by a high-rate code should also be part of any 
lower-rate codes. In other words, the resulting code rate Ri after transmission attempt i , consisting of 
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retransmissions. Hence. incremental redundancy can be seen as a generalization of Chase combining or.

stated differently, Chase combining is a special case of incremental redundancy.

Typically, incremental redundancy is based on a low—rate code and the different redundancy ver-

sions are generated by puncturing the output of the encoder. In the first transmission only a limited

number of coded bits are transmitted. effectively leading to a high-rate code. In the retransmissions.

additional coded bits are transmitted. As an example, assume a basic rate—U4 code. In the first trans-

mission. only every third coded bit is transmitted. effectively giving a rate—3M code. as illustrated in

Figure 6.6. In the case of a decoding error and a subsequent request for a retransmission, additional

bits are transmitted, effectively leading to a rate-3B code. After a second retransmission the code

rate is ”all. [n the case of more than two retransmissions. transmitted coded bits would already be

repeated. In addition to a gain in accumulated received EbI'ND. incremental redundancy also results

ina coding gain for each retransmission. The gain with IR compared to Chase[8 larger tor highIni—

tial code rates. while at Iowei initial coding rates Chase combining15 almost as good as IR [58].

Furthermore. as shown in [59]. the performance gain of incremental redundancy compared to Chase

combining can also depend on the relative power difference between the transmission attempts.

With incremental redundancy. the code used for the first transmission should provide good per-

formance not only when used alone. but also when used in combination with the code for the second

transmission. The same holds for subsequent retransmissions. Thus, as the different redundancy ver—

sions typically are generated through puncturing of a low—rate mother code. the puncturing patterns

should be defined such that all the code bits used by a high-rate code should also be part of any

lower—rate codes. In other words, the resulting code rate R; after transmission attempt i, consisting of
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the coded bits from redundancy versions RVk, k  1, …, i, should have similar performance as a good 
code designed directly for rate Ri. Examples of this for convolutional codes are the so-called rate-
compatible convolutional codes [60].

In the discussion so far, it has been assumed that the receiver has received all the previously trans-
mitted redundancy versions. If all redundancy versions provide the same amount of information about 
the data packet, the order of the redundancy versions is not critical. However, for some code struc-
tures, not all redundancy versions are of equal importance. One example here is Turbo codes, where 
the systematic bits are of higher importance than the parity bits. Hence, the initial transmission should 
at least include all the systematic bits and some parity bits. In the retransmission(s), parity bits not in 
the initial transmission can be included. However, if the initial transmission was received with poor 
quality or not at all, a retransmission with only parity bits is not appropriate as a retransmission of 
(some of) the systematic bits provides better performance. Incremental redundancy with Turbo codes 
can therefore benefit from multiple levels of feedback, for example by using two different negative 
acknowledgements – NAK to request additional parity bits and LOST to request a retransmission of 
the systematic bits. In general, the problem of determining the amount of systematic and parity bits in 
a retransmission based on the signal quality of previous transmission attempts is non-trivial.

Hybrid ARQ with soft combining, regardless of whether Chase or incremental redundancy is used, 
leads to an implicit reduction of the data rate by means of retransmissions and can thus be seen as 
implicit link adaptation. However, in contrast to link adaptation based on explicit estimates of the instan-
taneous channel conditions, hybrid ARQ with soft combining implicitly adjusts the coding rate based 
on the result of the decoding. In terms of overall throughput this kind of implicit link adaptation can be 
superior to explicit link adaptation, as additional redundancy is only added when needed – that is, when 
previous higher-rate transmissions were not possible to decode correctly. Furthermore, as it does not try 
to predict any channel variations, it works equally well, regardless of the speed at which the terminal is 
moving. Since implicit link adaptation can provide a gain in system throughput, a valid question is why 
explicit link adaptation is necessary at all. One major reason for having explicit link adaptation is the 
reduced delay. Although relying on implicit link adaptation alone is sufficient from a system throughput 
perspective, the end-user service quality may not be acceptable from a delay perspective.
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LTE Radio Access: An Overview 7
CHAPTER

The work on LTE was initiated in late 2004 with the overall aim of providing a new radio-access 
technology focusing on packet-switched data only. The first phase of the 3GPP work on LTE was to 
define a set of performance and capability targets for LTE [10]. This included targets on peak data 
rates, user/system throughput, spectral efficiency, and control/user-plane latency. In addition, require-
ments were also set on spectrum flexibility, as well as on interaction/compatibility with other 3GPP 
radio-access technologies (GSM, WCDMA/HSPA, and TD-SCDMA).

Once the targets were set, 3GPP studies on the feasibility of different technical solutions consid-
ered for LTE were followed by development of the detailed specifications. The first release of the 
LTE specifications, release 8, was completed in the spring of 2008 and commercial network operation 
began in late 2009. Release 8 has then been followed by additional LTE releases, introducing addi-
tional functionality and capabilities in different areas, as illustrated in Figure 7.1.

In parallel to the development of LTE, there has also been an evolution of the overall 3GPP  
network architecture, termed System Architecture Evolution (SAE), including both the radio-access 
network and the core network. Requirements were also set on the architecture evolution, leading to  
a new flat radio-access-network architecture with a single type of node, the eNodeB1, as well as a new 
core-network architecture. An excellent description of the LTE-associated core-network architecture, 
the Evolved Packet Core (EPC), can be found in [9].

The remaining part of this chapter provides an overview of LTE up to and including release 10. 
The most important technologies used by LTE release 8 – including transmission schemes, schedul-
ing, multi-antenna support, and spectrum flexibility – are covered, as well as the additional features 
introduced in LTE releases 9 and 10. The chapter can either be read on its own to get a high-level 
overview of LTE, or as an introduction to the subsequent chapters.

The following chapters, Chapters 8–18, then contain a detailed description of the LTE radio-access 
technology. Chapter 8 provides an overview of the LTE protocol structure, including RLC, MAC, and 
the physical layer, explaining the logical and physical channels, and the related data flow. The time– 
frequency structure on which LTE is based is covered in Chapter 9, followed by a detailed description 
of the physical layer for downlink and uplink transmission in Chapters 10 and 11 respectively. Chapter 
12 contains a description of the retransmission mechanisms used in LTE, followed by a discussion on 
power control, scheduling, and interference management in Chapter 13. Access procedures, necessary 
for a terminal to connect to the network, are the topic of Chapter 14. Chapter 15 covers the multi-
cast/broadcast functionality of LTE and Chapter 16 describes relaying operation. Chapter 17 addresses 
how radio-frequency (RF) requirements are defined in LTE, taking into account the spectrum flexibility. 
Finally, Chapter 18 contains an assessment of the system performance of LTE.

1 eNodeB is a 3GPP term that can roughly be seen as being equivalent to a base station, see further in Chapter 8.
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Building upon the basic technologies described in the previous chapters, the main principles behind 
LTE will be described in the following. 

7 .1.1 Transmission Scheme 
The LTE downlink transmission scheme is based on conventional OFDM. As discussed in Chapter 
3, OFDM is an attractive transmission scheme for several reasons. Due to the relatively long OFDM 
symbol time in combination with a cyclic prefi x, OFDM provides a high degree of robustness against 
channel frequency selectivity. Although signal corruption due to a frequency-selective channel can, in 
principle, be handled by equalization at the receiver s ide, the complexity of such equalization starts 
to become unattractively high for implementation in a terminal at larger bandwidths and especially in 
combination with advanced multi-antenna transmission schemes such as spatial multiplexing, thereby 
making OFDM an attractive choice for LTE for which a wide bandwidth and support for advanced 
multi-antenna transmission were key requirements . 

OFDM also provides some additional benefi ts relevant for LTE: 

• OFDM provides access to the frequency domain, thereby enabling an additional degree of free
dom to the channel-dependent scheduler compared to time-domain-only scheduling used in major 
3G systems. 

• Flexible transmission bandwidth to support operation in spectrum allocations of different size 
is straightforward with OFDM, at least from a baseband perspective, by varying the number of 
OFDM subcarriers used for transmission. Note, however, that support of a flexible transmission 
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Building upon the basic technologies described in the previous chapters. the main principles behind

LTE will be described in the following.

7. I .l Transmission Scheme

The LTE downlink transmission scheme is based on conventional OFDM. As discussed in Chapter

3. OFDM is an attractive transmission scheme for several reasons. Due to the relatively long OFDM

symbol time in combination with a cyclic prefix. OFDM provides a high degree of robustness against

channel frequency selectivity. Although signal corruption due to a frequency—selective channel can. in

principle, be handled by equalization at the receiver side. the complexity of such equalization starts

to become unattractively high for implementation in a terminal at larger bandwidths and especially in

combination with advanced multi~antenna transmission schemes such as spatial multiplexing. theleby

making OFDM an attractive choice for LTE for which a wide bandwidth and support for advanced

multi—antenna transmission were key requirements.

OFDM also provides some additional benefits relevant for LTE:

- OFDM provides access to the frequency domain, thereby enabling an additional degree of free—

dom to the chzmncl—depcndent scheduler compared to time—domain—only scheduling used in major

3G systems.

I Flexible transmission bandwidth to support operation in spectrum allocations of different size

is straightfom'ard with OFDM. at least from a baseband perspective, by varying the number of

OFDM subcarriers used for transmission. Note. however. that support of a flexible transmission
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bandwidth also requires flexible RF filtering, etc., for which the exact transmission scheme is 
irrelevant. Nevertheless, maintaining the same baseband-processing structure, regardless of the 
bandwidth, eases terminal development and implementation.

l Broadcast/multicast transmission, where the same information is transmitted from multiple base 
stations, is straightforward with OFDM as already described in Chapter 3 and elaborated upon 
from an LTE perspective in Chapter 15.

Also, the LTE uplink is based on OFDM transmission. However, different means are taken 
to reduce the cubic metric of the uplink transmission, thereby enabling higher terminal power-
amplifier efficiency. More specifically, for uplink data transmission, the OFDM modulator  
is preceded by a DFT precoder, leading to DFT-spread OFDM (DFTS-OFDM) as described in 
Chapter 4. Often, the term DFTS-OFDM is used to describe the LTE uplink transmission scheme in 
general. However, it should be understood that DFTS-OFDM is only applicable to uplink data trans-
mission. Other means are used to achieve a low cubic metric for other types of uplink transmissions. 
Thus, the LTE uplink transmission scheme should be described as OFDM with different techniques, 
including DFT precoding for data transmission, being used to reduce the cubic metric of the transmit-
ted signal.

The use of DFTS-OFDM on the LTE uplink allows for orthogonal separation of uplink transmis-
sions also in the frequency domain. Orthogonal separation is in many cases beneficial as it avoids 
interference between uplink transmissions from different terminals within the cell (intra-cell interfer-
ence). As discussed in Chapter 4, allocating a very large instantaneous bandwidth for transmission 
from a single terminal is not an efficient strategy in situations where the data rate is mainly limited 
by the available terminal transmit power rather than the bandwidth. In such situations, a terminal 
can instead be allocated only a part of the total available bandwidth and other terminals within the 
cell can be scheduled to transmit in parallel on the remaining part of the spectrum. In other words, 
the LTE uplink transmission scheme allows for both time division (TDMA) and frequency division 
(FDMA) between users.

7.1.2 Channel-Dependent Scheduling and Rate Adaptation
At the core of the LTE transmission scheme is the use of shared-channel transmission with the 
overall time–frequency resource dynamically shared between users. The use of shared-channel 
transmission is well matched to the rapidly varying resource requirements posed by packet-data com-
munication and also enables several of the other key technologies on which LTE is based.

The scheduler controls, for each time instant, to which users the different parts of the shared 
resource should be assigned. The scheduler also determines the data rate to be used for each transmis-
sion. Thus, rate adaptation can be seen as a part of the scheduling functionality. The scheduler is thus 
a key element and to a large extent determines the overall system performance, especially in a highly 
loaded network. Both downlink and uplink transmissions are subject to tight scheduling in LTE. From 
Chapter 6 it is well known that a substantial gain in system capacity can be achieved if the channel 
conditions are taken into account in the scheduling decision, so-called channel-dependent schedul-
ing. Due to the use of OFDM in both the downlink and uplink transmission directions, the sched-
uler has access to both the time and frequency domains. In other words, the scheduler can, for each  
time instant and frequency region, select the user with the best channel conditions, as illustrated in 
Figure 7.2.
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Downlink channel-dependent scheduli ng in the time and frequency domains. 

The possibility of channel-dependent scheduling in the frequency domain is particularly useful 
at low terminal speeds - in other words, when the channel is varying slowly in time. As discussed in 
Chapter 6, channel-dependent scheduling relies on channel-quality variations between users to obtain 
a gain in system capacity. For delay-sensitive services, a time-domain-onl y scheduler may, due to 
the delay constraints, be forced to schedule a particular user, despite the channe l quality not being at 
its peak. In such situations, exploiting channel-quality variations also in the frequency domain will 
help to improve the overall performance of the system. For LTE, scheduling decisions can be taken 
as often as once every l ms and the granularity in the frequency domain is 180 kHz. This allows for 
relatively rapid channel variations in both the time and frequency domains to be tracked and utili zed 
by the scheduler. 

To support downlink scheduling, a terminal may provide the network with channel-state reports 
indicating the instantaneous downlink channe l quality in both the time and frequency domains. The 
channe l state is typically obtained by measuring on reference signals transmitted in the downlink. 
Based on the channel-state reports, also referred to as channel-state information (CSI), the downlink 
scheduler can assign resources for downlink transmission to different terminals, taking the channel 
quality into account in the scheduling decision. In principle, a scheduled terminal can be assigned an 
arbitrary combination of 180 kHz wide resource blocks in each I ms scheduling interval. 
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Downlink channel—dependent scheduling in the time and frequency domains.

The possibility of channeledependenl scheduling in the frequency domain is particularly useful

at low terminal speeds — in other words. when the channel is varying slowly in time. As discussed in

Chapter 6. channel—dependent scheduling relies on chzuineldquality variations between users to obtain

a gain in system capacity. For delay—sensitive selvices. a timeddomaindonly scheduler may. due to

the delay constraints. be forced to schedule a particular user. despite the channel quality not being at

its peak. In such situations. exploiting channe|~quality variations also in the frequency domain will

help to improve the overall performance of the system. For LTE. scheduling decisions can be taken

as often as once every 1 ms and the granularity in the frequency domain is 180 kHz. This allows for

relatively rapid channel variations in both the time and frequency domains to be tracked and utilized

by the scheduler.

To support downlink scheduling, a terminal may provide the network with channel-state reports

indicating the instantaneous downlink channel quality in both the time and frequency domains. The

channel state is typically obtained by measuring on reference signals transmitted in the downlink.

Based on the channel—state reports. also referred to as channelwsmre information (CSI). the downlink

scheduler can assign resources for downlink transmission to different terminals. taking the channel

quality into account in the scheduling decision. In principle. a scheduled terminal can be assigned an

arbitrary combination of 180 kHz wide resource Mocks in each lms scheduling interval.
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As already mentioned, the LTE uplink is based on orthogonal separation of different uplink transmis-
sions and it is the task of the uplink scheduler to assign resources in both the time and frequency domains 
to different terminals. Scheduling decisions, taken once per 1 ms, control what set of terminals are allowed 
to transmit within a cell during a given time interval and, for each terminal, on what frequency resources 
the transmission is to take place and what transmission parameters, including the data rate, to use.

Channel conditions can also be taken into account in the uplink scheduling process, similar to the 
downlink scheduling. However, as will be discussed in more detail in subsequent chapters, obtaining 
information about the uplink channel conditions may not be feasible or desirable in all situations. 
Therefore, different means to obtain uplink diversity are important as a complement in situations 
where uplink channel-dependent scheduling is not suitable.

7.1.3 Inter-Cell Interference Coordination
LTE is designed to operate with a one-cell frequency reuse, implying that the same time–frequency 
resources can be used in neighboring cells. In particular, the basic control channels are designed to 
operate properly also with the relatively low signal-to-interference ratio that may be experienced in a 
reuse-one deployment.

From an overall system-efficiency point-of-view, having access to the entire available spectrum in 
each cell and operating with one-cell reuse is always beneficial. However, it may also lead to relatively 
large variations in the signal-to-interference ratio, and thus also in the achievable data rates, over the 
cell area with potentially only relatively low data rates being available at the cell border. Thus, system 
performance, and especially the cell-edge user quality, can be further enhanced by allowing for some 
coordination in the scheduling between cells. The basic aim of such inter-cell interference coordina-
tion (ICIC) is to, if possible, avoid scheduling transmissions to/from terminals at the cell border simul-
taneously in neighboring cells, thereby avoiding the worst-case interference situations.

To support such interference coordination, the LTE specification includes several messages that 
can be communicated between eNodeBs using the so-called X2 interface, see Chapter 8. These mes-
sages provide information about the interference situation and/or scheduling strategies of the eNodeB 
issuing the message and can be used by an eNodeB receiving the message as input to its scheduling 
process. LTE interference coordination is discussed in more detail in Chapter 13.

An even more complicated interference situation may occur in so-called heterogeneous network 
deployments consisting of overlapping cell layers with large differences in the cell output power. This 
will be briefly discussed in Section 7.3.4 as part of the discussion on LTE release-10 features. The 
interference handling in heterogeneous network deployments will then be discussed in more detail in 
Chapter 13.

7.1.4 Hybrid ARQ with Soft Combining
Fast hybrid ARQ with soft combining is used in LTE to allow the terminal to rapidly request retrans-
missions of erroneously received transport blocks and to provide a tool for implicit rate adaptation. 
Retransmissions can be rapidly requested after each packet transmission, thereby minimizing the 
impact on end-user performance from erroneously received packets. Incremental redundancy is used 
as the soft combining strategy and the receiver buffers the soft bits to be able to perform soft combin-
ing between transmission attempts.
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7.1.5 Multi-Antenna Transmission
Already from its first release, LTE included support for different multi-antenna transmission tech-
niques as an integral part of the radio-interface specifications. In many respects, the use of multiple 
antennas is the key technology to reach many of the aggressive LTE performance targets. As dis-
cussed in Chapter 5, multiple antennas can be used in different ways for different purposes:

l Multiple receive antennas can be used for receive diversity. For uplink transmissions, this has 
been used in many cellular systems for several years. However, as dual receive antennas are the 
baseline for all LTE terminals, the downlink performance is also improved. The simplest way of 
using multiple receive antennas is classical receive diversity to collect additional energy and sup-
press fading, but additional gains can be achieved in interference-limited scenarios if the antennas 
are used not only to provide diversity, but also to suppress interference, as discussed in Chapter 5.

l Multiple transmit antennas at the base station can be used for transmit diversity and different 
types of beam-forming. The main goal of beam-forming is to improve the received SINR and, 
eventually, improve system capacity and coverage.

l Spatial multiplexing, sometimes referred to as MIMO, using multiple antennas at both the transmitter 
and receiver is supported by LTE. Spatial multiplexing results in an increased data rate, channel condi-
tions permitting, in bandwidth-limited scenarios by creating several parallel “channels”, as described 
in Chapter 5. Alternatively, by combining the spatial properties with the appropriate interference- 
suppressing receiver processing, multiple terminals can transmit on the same time–frequency resource 
in order to improve the overall cell capacity. This is sometimes referred to as multi-user MIMO.

In general, the different multi-antenna techniques are beneficial in different scenarios. As an 
example, at relatively low SINR, such as at high load or at the cell edge, spatial multiplexing pro-
vides relatively limited benefits. Instead, in such scenarios multiple antennas at the transmitter side 
should be used to raise the SINR by means of beam-forming. On the other hand, in scenarios where 
there already is a relatively high SINR, for example in small cells, raising the signal quality further 
provides relatively minor gains as the achievable data rates are then mainly bandwidth limited rather 
than SINR limited. In such scenarios, spatial multiplexing should instead be used to fully exploit the 
good channel conditions. The multi-antenna scheme used is under control of the base station, which 
therefore can select a suitable scheme for each transmission.

Up to four layers can be spatially multiplexed in release 8. Later releases further enhance the 
multi-antenna support, as described later.

7.1.6 Spectrum Flexibility
A high degree of spectrum flexibility is one of the main characteristics of the LTE radio-access tech-
nology. The aim of this spectrum flexibility is to allow for the deployment of LTE radio access in dif-
ference frequency bands with different characteristics, including different duplex arrangements and 
different sizes of the available spectrum. Chapter 17 outlines further details of how spectrum flexibil-
ity is achieved in LTE.

7.1.6.1 Flexibility in Duplex Arrangement
One important part of the LTE requirements in terms of spectrum flexibility is the possibility to 
deploy LTE-based radio access in both paired and unpaired spectrum. Therefore, LTE supports both 
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frequency- and time-division-based duplex arrangements. Frequency-Division Duplex (FDD), as 
illustrated on the left in Figure 7 .3, implies that downlink and uplink transmission take place in differ
ent, sufficiently separated, frequency bands . Time-Division Duplex (TDD), as illustrated on the right 
in Figure 7.3, implies that downlink and uplink transmission take place in different, non-overlapping 
time slots . Thus, TDD can operate in unpaired spectrum, whereas FDD requires paired spectrum. 
The required flexibility and resulting requirements to support LTE operation in different paired and 
unpaired frequency arrangements are further discussed in Chapter 17 . 

Operation in both paired and unpaired spectrum has been supported by 3GPP radio-access tech
nologies even before the introduction of LTE by means of FDD-based WCDMA/HSPA in combina
tion with TDD-based TD-SCDMA radio. However, this was then achieved by means of, at least in the 
details, relatively different radio-access technologies leading to additional effort and complexity when 
developing and implementing dual-mode terminals capable of both FDD and TDD operation. LTE, on 
the other hand, supports both FDD and TDD within a single radio-access technology, leading to a min
imum of deviation between FDD and TDD for LIB-based radio access. As a consequence of this, the 
overview of the LTE radio access provided in the following chapters is, to a large extent, valid for both 
FDD and TDD. In the case of differences between FDD and TDD, these differences will be explicitly 
indicated. Furthermore, the TDD mode, also known as TD-LTE, is designed with coexistence between 
TD-LTE and TD-SCDMA in mind to simplify a gradual migration from TD-SCDMA to TD-LTE. 

LTE also supports half-duplex FDD at the terminal (illustrated in the middle of Figure 7 .3). In 
half-duplex FDD, transmission and reception at a specific terminal are separated in both frequency 
and time. The base station still uses full -duplex FDD as it simultaneously may schedule different ter
minals in uplink and downlink; this is similar to, for example, GSM operation. The main benefit with 
half-duplex FDD is the reduced terminal complexity as no duplex filter is needed in the terminal. This 
is especially benefi cial in the case of multi-band terminals which otherwise would need multiple sets 
of duplex filters. 
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Frequency- and time-division duplex.

frequency- and time-division-based duplex an‘angements. Frequency-Division Dupiex (FDD). as
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in Figure 7.3. implies that downlink and uplink transmission take place in different. non-overlapping

time slots. Thus. TDD can operate in unpaired spectrum. whereas FDD requires paired spectrum.

The required flexibility and resulting requirements to support LTE operation in different paired and

unpaired frequency arrangements are further discussed in Chapter 17.

Operation in both paired and unpaired spectrum has been supported by 3GPP radio-access tech-

nologies even before the introduction of LT'E by means of FDD-based WCDMAiI-ISPA in combina-

tion with TDD-based TD—SCDMA radio. However, this was then achieved by means of. at least in the

details. relatively different radio-access technologies leading to additional effort and complexity when

developing and implementing dual-mode terminals capable of both FDD and TDD operation. LTE. on

the other hand. supports both FDD and TDD within a singie radio-access teehnoiogy. leading to a min-

imum of deviation between FDD and TDD for LTE-based radio access. As a consequence of this. the

overview of the LTE radio access provided in the following chapters is, to a large extent. valid for both

FDD and TDD. In the case of differences between FDD and TDD. these differences will be explicitly

indicated. Furthermore, the TDD mode. also known as TD-LTE. is designed with coexistence between

TD-LTE and TD-SCDMA in mind to simplify a gradual migration from TD-SCDMA to TD—LTE.

LTE also supports halfdapfex FDD at the terminal (illustrated in the middle of Figure 7.3). [n

half—duplex FDD. transmission and reception at (I speetfie terminal! are separated in both frequency

and time. The base station still uses full-duplex FDD as it simultaneously may schedule dificerem ter-

minals in uplink and downlink; this is similar to. for example. GSM operation. The main benefit will)

half—duplex FDD is the reduced terminal complexity as no duplex filter is needed in the terminal. This

is especially beneficial in the case of multi-band terminals which otherwise would need multiple sets

of duplex filters.
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7.1.6.2 Bandwidth Flexibility
An important characteristic of LTE is the possibility for different transmission bandwidths on both 
downlink and uplink. The main reason for this is that the amount of spectrum available for LTE 
deployment may vary significantly between different frequency bands and also depending on the 
exact situation of the operator. Furthermore, the possibility of operating in different spectrum allo-
cations gives the possibility for gradual migration of spectrum from other radio-access technologies  
to LTE.

LTE supports operation in a wide range of spectrum allocations, achieved by a flexible trans-
mission bandwidth being part of the LTE specifications. To efficiently support very high data rates 
when spectrum is available, a wide transmission bandwidth is necessary, as discussed in Chapter 2. 
However, a sufficiently large amount of spectrum may not always be available, either due to the band 
of operation or due to a gradual migration from another radio-access technology, in which case LTE 
can be operated with a more narrow transmission bandwidth. Obviously, in such cases, the maximum 
achievable data rates will be reduced accordingly. As discussed below, the spectrum flexibility is fur-
ther improved in later releases of LTE.

The LTE physical-layer specifications [61–64] are bandwidth agnostic and do not make any par-
ticular assumption on the supported transmission bandwidths beyond a minimum value. As will be 
seen in the following, the basic radio-access specification, including the physical-layer and proto-
col specifications, allows for any transmission bandwidth ranging from roughly 1 MHz up to around 
20 MHz. At the same time, at an initial stage, radio-frequency requirements are only specified for a 
limited subset of transmission bandwidths, corresponding to what is predicted to be relevant spec-
trum-allocation sizes and relevant migration scenarios. Thus, in practice the LTE radio-access tech-
nology supports a limited set of transmission bandwidths, but additional transmission bandwidths can 
easily be introduced by updating only the RF specifications.

7.2 LTE RELEASE 9
After completing the first release of LTE, work continued in 3GPP with introducing additional func-
tionality in the second release of the LTE specifications, release 9. The main enhancements seen 
in release 9, completed in late 2009, were support for multicast transmission, support for network-
assisted positioning services, and enhancements to beam-forming in the downlink.

7.2.1 Multicast and Broadcast Support
Multi-cell broadcast implies transmission of the same information from multiple cells, as described in 
Chapter 3. By exploiting this at the terminal, effectively using signal power from multiple cell sites at 
the detection, a substantial improvement in coverage (or higher broadcast data rates) can be achieved. 
By transmitting not only identical signals from multiple cell sites (with identical coding and modula-
tion), but also synchronizing the transmission timing between the cells, the signal at the terminal will 
appear exactly as a signal transmitted from a single cell site and subject to multi-path propagation. 
Due to the OFDM robustness to multi-path propagation, such multi-cell transmission, in 3GPP also 
referred to as Multicast/Broadcast Single-Frequency Network (MBSFN) transmission, will then not 
only improve the received signal strength, but also eliminate the inter-cell interference as described in 
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Chapter 3. Thus, with OFDM, multi-cell broadcast/multicast throughput may eventually be limited by 
noise only and can then, in the case of small cells, reach extremely high values.

It should be noted that the use of MBSFN transmission for multi-cell broadcast/multicast assumes 
the use of tight synchronization and time alignment of the signals transmitted from different cell sites.

7.2.2 Positioning
Positioning, as the name implies, refers to functionality in the radio-access network to determine the 
location of individual terminals. Determining the position of a terminal can, in principle, be done by 
including a GPS receiver in the terminal. Although this is a quite common feature, not all terminals 
include the necessary GSP receiver and there may also be cases when the GPS service is not avail-
able. LTE release 9 therefore introduces positioning support inherent in the radio-access network. By 
measuring on special reference signals transmitted regularly from different cell sites, the location of 
the terminal can be determined.

7.2.3 Dual-Layer Beam-Forming
Release 9 enhances the support for combining spatial multiplexing with beam-forming. Although the 
combination of beam-forming and spatial multiplexing was already possible in release 8, this was 
then restricted to so-called codebook-based precoding (see Chapter 10). In release 9, spatial multi-
plexing can be combined with so-called non-codebook-based precoding, thereby improving the flex-
ibility in deploying various multi-antenna schemes. The enhancements can also be seen as the basis 
for a further improvement in the area in LTE release10.

7.3 LTE RELEASE 10 AND IMT-ADVANCED
As described in Chapter 1, IMT-Advanced is the term used by the ITU for radio-access technologies 
beyond IMT-2000. As a first step in defining IMT-Advanced, the ITU defined a set of requirements 
that any IMT-Advanced compliant technology should fulfill [65]. Examples of these requirements 
are support for at least 40 MHz bandwidth, peak spectral efficiencies of 15 bit/s/Hz in downlink and 
6.75 bit/s/Hz in uplink (corresponding to peak rates of at least 600 and 270 Mbit/s respectively), and 
control and user plane latency of less than 100 and 10 ms respectively.

One of the main targets of LTE release 10 was to ensure that the LTE radio-access technology 
would be fully compliant with the IMT-Advanced requirements, thus the name LTE-Advanced is 
often used for LTE release 10. However, in addition to the ITU requirements, 3GPP also defined its 
own targets and requirements [66] for LTE release 10 (LTE-Advanced). These targets/requirements 
extended the ITU requirements both in terms of being more aggressive as well as including additional 
requirements. One important requirement was backwards compatibility. Essentially this means that 
an earlier-release LTE terminal should always be able to access a carrier supporting LTE release-10 
functionality, although obviously not being able to utilize all the release-10 features of that carrier.

LTE release 10 was completed in late 2010 and enhances LTE spectrum flexibility through carrier 
aggregation, further extends multi-antenna transmission, introduces support for relaying, and provides 
improvements in the area of inter-cell interference coordination in heterogeneous network deployments.
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As mentioned earlier, the first release of LTE already provided extensive support for deployment in spec
trum allocations of various characteristics, with bandwidths ranging from roughly I MHz up to 20 MHz 
in both paired and unpaired bands. In LTE release IO the transmission bandwidth can be further extended 
by means of so-called carrier aggregation (CA), where multiple component carriers are aggregated and 
jointly used for transmission to/from a single terminal. Up to fi ve component carriers, possibly each of 
different bandwidth, can be aggregated, allowing for transmission bandwidths up to JOOMHz. Backwards 
compatibility is catered for as each component carrier uses the release-8 structure. Hence, to a release-8/9 
terminal each component carrier will appear as an LTE release-8 carrier, while a carrier-aggregation
capable terminal can exploit the total aggregated bandwidth, enabling higher data rates. In the general 
case, a different number of component carriers can be aggregated for the downlink and uplink. 

Component carriers do not have to be contiguous in frequency, which enables exploitation of frag
mented spectrum; operators with a fragmented spectrum can provide high-data-rate services based on 
the availability of a wide overall bandwidth even though they do not posses a s ingle wideband spectrum 
allocation. From a baseband perspective, there is no difference between the cases in Figure 7.4 and they 
are all supported by LTE release JO. However, the RF-implementation complexity is vastly different 
with the first case being the least complex. Thus, although spectrum aggregation is supported by the 
basic specifications, the actual release- IO RF requirements will be strongly constrained, including spec
ification of only a limited number of aggregation scenarios and including support of inter-band aggre
gation only for the most advanced terminals, but excluding non-contiguous intra-band aggregation. 

7 .3.2 Extended Multi-Antenna Transmission 
In release JO, downlink spatial multiplexing is expanded to support up to eight transmission layers. 
Along with this, and as discussed in more detail in Chapter JO an enhanced reference-signal struc
ture is introduced to improve the support of various beam-forming solutions. This can be seen as an 
extension of the release-9 dual-layer beam-forming to support up to eight antenna ports and eight cor
responding layers. Together with the support for carrier aggregation, this enables downlink data rates 
up to 3 Gbit/s or 30 bit/s/Hz. 
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Uplink spatial multiplexing of up to four layers is also part of re lease JO. It consists of a code
book-based scheme under control of the base station, which means that the structure can also be used 
for uplink transmit-side beam-forming. Together with the possibility for uplink carrier aggregations, 
this allows for uplink data rates up to 1.5 Gbit/s or 15 bit/s/Hz. 

7 .3.3 Relaying 
Relaying implies that the terminal communicates with the network via a relay node that is wirelessly 
connected to a donor cell using the LTE radio-interface technology (Figure 7.5). From a terminal point 
of view, the relay node will appear as an ordinary cell. This has the important advantage of simplifying 
the terminal implementation and making the relay node backwards compatible - that is, also accessi 
ble to LTE release-8/9 terminals. In essence, the relay is a low-power base station wirelessly connected 
to the remaining part of the network. One of the attractive features of a relay is the LTE-based wireless 
backhaul, as this could provide a simple way of improving coverage, for example in indoor environ
ments, by simply placing relays at the problematic locations. At a later stage, if motivated by the traffic 
situation, the wireless donor-relay link could be replaced by an optical fiber in order to use the pre
cious radio resources in the donor cell for terminal communication instead of serving the relay. 

7 .3.4 Heterogeneous Deployments 
Heterogeneous deployments refer to deployments with a mixture of cells with different downlink 
transmission power, operating on (partially) the same set of frequencies and with overlapping geo
graphical coverage (Figure 7.6). A typical example is a pico cell placed within the coverage area of 
a macro cell. Although such deployments were already supported in release 8, release 10 introduced 
improved inter-cell interference handling focusing on scenarios with large power differences between 
overlapping cells. 

7.4 TERMINAL CAPABILITIES 
To support different scenarios, which may call for different terminal capabilities in terms of data 
rates, as well as to allow for market differentiation in terms of low- and high-end terminals with a 
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Uplink spatial multiplexing of up to four layers is also part of release 10. It consists of a code-
book~based scheme under control of the base station. which means that the structure can also be used

for uplink transmit-side beam-forming. Together with the possibility for uplink can'ier aggregations.
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7.3.3 Relaying

Relm-‘r'ng implies that the terminal communicates with the network via a relay node that is aimlessly

connected to a donor cell using the LTE radio-interface technology (Figure 7.5). From a terminal point

of view. the relay node will appear as an ordinary cell. This has the important advantage of simplifying

the terminal implementation and making the relay node backwards compatible — that is. also accessi-

ble to LTE release—8r“) terminals. In essence. the relay is a low—power base station wireless]y connected

to the remaining part of the network. One of the attractive features ofa relay is the LT'E—based wireless

backhaul. as this could provide a simple way of improving coverage. for example in indoor environ—

ments. by simply placing relays at the problematic locations. At a later stage. if motivated by the traffic

situation. the wireless donor-relay link could be replaced by an optical fiber in order to use the pre—

cious radio resources in the donor cell for terminal communication instead of serving the relay.

13.4 Heterogeneous Deployments

Heterogeneous deployments refer to deployrnenls with a mixture of cells with different downlink

transmission power. operating on (partially) the same set of frequencies and with overlapping geo-

graphical coverage (Figure 7.o]. A typical example is a pico cell placed within the coverage area of

a macro cell. Although such deployments were already supported in release 3. release 10 introduced

improved interecell interference handling focusing on scenarios with large power differences between

overlapping cells.

 

7.4 TERMINAL CAPABILITIES

To support dilferent scenarios. which may call for different terminal capabilities in terms of data
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FIGURE 7.6 

Example of heterogeneous deployment with a pico cell inside a macro cell. 

Table 7 .1 UE Categories 

Category 

Release 8/9/10 Release 10 only 

1 2 3 4 5 6 7 8 
- - -

Downlink peak rate i 0 50 i 00 i 50 300 300 300 3000 
(Mbit/s) 

Uplink peak rate (Mbit/s) 5 25 50 50 75 50 i 50 i 500 

Maximum downlink 64QAM 
modulation 

Maximum uplink i 6QAM 64QAM i 6QAM 64QAM 
modulation 

Max. number of layers i 2 4 Signaled separately 
for downlink spatial 
multiplexing 

corresponding difference in price, not all terminals support all capabilities. Furthermore, terminals 
from an earlier re lease of the standard will not support features introduced in late r versions of LTE. 
For example, a release-8 terminal will obviously not support carrie r aggregation as this feature was 
introduced in re lease I 0. Therefore, as part of the connection setup, the terminal indicates not only 
which re lease of LTE it supports, but also its capabi Ii ties within the re lease. 

In principle, the different parameters could be specified separate ly, but to limit the number of 
combinations and avoid a parameter combination that does not make sense, a set of physical-layer 
capabilities are lumped together to form a UE category (UE, User Equipment, is the term used in 
3GPP to denote a terminal). In total fi ve different UE categories have been specified for LTE release 
8/9, ranging from the low-end category I not supporting spatial multiplexing to the high-end category 
5 supporting the full set of features in the re lease-8/9 physical layer specifications. The categories are 
summarized in Table 7.1 ( in simplified form; for the full set of details, see [67]). Note that, regardless 
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con‘esponding difference in price. not all terminals support all capabilities. Furthermore, terminals

from an earlier release of the standard will not support features introduced in later versions of LTE.

For example. a release-8 terminal will obviously not support carrier aggregation as this feature was

inlroduced in release 10. Therefore. as part of the connection setup. the terminal indicates not only

which release of LTE it supports. but also its capabilities within the release.

In principle. the different parameters could be specified separately. but to limit the number of

combinations and avoid a parameter combination that does not make sense. a set of physical—layer

capabilities are lumped together to form a UE category (UE. User Equipment. is the term used in

3GPP to denote a terminal). In total five different UE categories have been specified for LTE release

8i“). ranging from the low—end category 1 not supporting spatial multiple-sing to the highuend category

5 supporting the full set of features in the release~8f9 physical layer specifications. The categories are

summarized in Table 7,] (in simplified form; for the full set of details. see [07]). Note. that, regardless
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of the category, a terminal is always capable of receiving transmissions from up to four antenna ports. 
This is necessary as the system information can be transmitted on up to four antenna ports.

In LTE release 10, features such as carrier aggregation and uplink spatial multiplexing are intro-
duced, which calls for additional capability signaling compared to release 8/9, either in the form of 
additional UE categories or as separate capabilities. Defining new categories for each foreseen com-
bination of the maximum number of component carriers and maximum degree of spatial multiplexing 
could be done in principle, although the number of categories might become very large and which 
categories a terminal support may be frequency-band dependent. Therefore, in release 10, three addi-
tional UE categories were defined as seen in Table 7.1, and the maximum number of component 
carriers and degree of spatial multiplexing supported, both in uplink and downlink, are signaled sepa-
rately from the category number. A release-10 terminal may therefore declare itself as, for example, 
category 4 but capable of uplink spatial multiplexing. Hence, categories 1–5 may have a slightly dif-
ferent meaning for a release-8/9 and a release-10 terminal, depending on the value of the separately 
declared capabilities. Furthermore, in order to be able to operate in release-8/9 networks, a release-10 
UE has to be able to declare both release-8/9 and release-10 categories.

In addition to the capabilities mentioned in the different UE categories, there are some capabilities 
specified outside the categories. The duplexing schemes supported is one such example, the support 
of UE-specific reference signals for FDD in release 8 is another. Whether the terminal supports other 
radio-access technologies, for example GSM and WCDMA, is also declared separately.
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Radio-Interface Architecture 8
CHAPTER

This chapter contains a brief overview of the overall architecture of an LTE radio-access network 
and the associated core network, followed by descriptions of the radio-access network user-plane and 
control-plane protocols.

8.1 OVERALL SYSTEM ARCHITECTURE
In parallel to the work on the LTE radio-access technology in 3GPP, the overall system architecture 
of both the Radio-Access Network (RAN) and the Core Network (CN) was revisited, including the 
split of functionality between the two network parts. This work was known as the System Architecture 
Evolution (SAE) and resulted in a flat RAN architecture, as well as a new core network architecture 
referred to as the Evolved Packet Core (EPC). Together, the LTE RAN and the EPC can be referred to 
as the Evolved Packet System (EPS).1

The RAN is responsible for all radio-related functionality of the overall network including, for 
example, scheduling, radio-resource handling, retransmission protocols, coding and various multi-
antenna schemes. These functions will be discussed in detail in the subsequent chapters.

The EPC is responsible for functions not related to the radio interface but needed for providing a 
complete mobile-broadband network. This includes, for example, authentication, charging functional-
ity, and setup of end-to-end connections. Handling these functions separately, instead of integrating 
them into the RAN, is beneficial as it allows for several radio-access technologies to be served by the 
same core network.

Although this book focuses on the LTE RAN, a brief overview of the EPC, as well as how it con-
nects to the RAN, is useful. For an excellent in-depth discussion of EPC, the reader is referred to [9].

8.1.1 Core Network
The EPC is a radical evolution from the GSM/GPRS core network used for GSM and WCDMA/
HSPA. EPC supports access to the packet-switched domain only, with no access to the circuit-
switched domain. It consists of several different types of nodes, some of which are briefly described 
below and illustrated in Figure 8.1.

1 UTRAN, the WCDMA/HSPA radio-access network, is also part of the EPS.
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Radio-access-network interfaces. 

The Mobility Management Entity (MME) is the control-plane node of the EPC. Its responsibili 
ties include connection/release of bearers to a ternu nal, handling of IDLE to ACTIVE transitions, and 
handling of security keys. The functionality operating between the EPC and the terminal is some
times referred to as the Non-Access Stratum (NAS), to separate it from the Access Stratum (AS) 
which handles functionality operating between the terminal and the radio-access network. 

The Serving Gateway (S-GW) is the user-plane node connecting the EPC to the LTE RAN. The 
S-GW acts as a mobility anchor when terminals move between eNodeBs (see next section), as well 
as a mobility anchor for other 3GPP technologies (GSM/GPRS and HSPA). Collection of information 
and statistics necessary for charging is also handled by the S-GW. 

The Packet Data Network Gateway (PDN Gateway, P-GW) connects the EPC to the internet. 
Allocation of the IP address for a specific terminal is handled by the P-GW, as well as quality-of
service enforcement according to the policy controlled by the PCRF (see below). The P-GW is also 
the mobility anchor for non-3GPP radio-access technologies, such as CDMA2000, connected to the 
EPC. 

In addition, the EPC also contains other types of nodes such as Policy and Charging Rules 
Function (PCRF) responsible for quality-of-service (QoS) handling and charging, and the Home 
Subscriber Service (HSS) node, a database containing subscriber information. There are also some 
additional nodes present as regards network support of Multimedia Broadcast Multicast Services 
(MBMS) (see Chapter 15 for a more detailed description of MBMS, including the related architecture 
aspects). 

It should be noted that the nodes discussed above are logical nodes. In an actual physical imple
mentation, several of them may very well be combined. For example, the MME, P-GW, and S-GW 
could very well be combined into a single physical node. 
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could very well be eomhincd into a single physical node.

Samsung Ex. 1015



1118.2 Radio Protocol Architecture

8.1.2 Radio-Access Network
The LTE radio-access network uses a flat architecture with a single type of node2 – the eNodeB. 
The eNodeB is responsible for all radio-related functions in one or several cells. It is important to 
note that an eNodeB is a logical node and not a physical implementation. One common implemen-
tation of an eNodeB is a three-sector site, where a base station is handling transmissions in three 
cells, although other implementations can be found as well, such as one baseband processing unit to 
which a number of remote radio heads are connected. One example of the latter is a large number of 
indoor cells, or several cells along a highway, belonging to the same eNodeB. Thus, a base station is a  
possible implementation of, but not the same as, an eNodeB.

As can be seen in Figure 8.2, the eNodeB is connected to the EPC by means of the S1 interface, 
more specifically to the S-GW by means of the S1 user-plane part, S1-u, and to the MME by means 
of the S1 control-plane part, S1-c. One eNodeB can be connected to multiple MMEs/S-GWs for the 
purpose of load sharing and redundancy.

The X2 interface, connecting eNodeBs to each other, is mainly used to support active-mode 
mobility. This interface may also be used for multi-cell Radio Resource Management (RRM) func-
tions such as Inter-Cell Interference Coordination (ICIC) discussed in Chapter 13. The X2 interface 
is also used to support lossless mobility between neighboring cells by means of packet forwarding.

8.2 RADIO PROTOCOL ARCHITECTURE
With the overall network architecture in mind, the RAN protocol architecture for the user as well as 
the control planes can be discussed. Figure 8.3 illustrates the RAN protocol architecture (the MME is, 
as discussed in the previous section, not part of the RAN but is included in the figure for complete-
ness). As seen in the figure, many of the protocol entities are common to the user and control planes. 
Therefore, although this section mainly describes the protocol architecture from a user-plane perspec-
tive, the description is in many respects also applicable to the control plane. Control-plane-specific 
aspects are discussed in Section 8.3.

The LTE radio-access network provides one or more Radio Bearers to which IP packets are 
mapped according to their Quality-of-Service requirements. A general overview of the LTE (user-
plane) protocol architecture for the downlink is illustrated in Figure 8.4. As will become clear in the 
subsequent discussion, not all the entities illustrated in Figure 8.4 are applicable in all situations. For 
example, neither MAC scheduling nor hybrid ARQ with soft combining is used for broadcast of the 
basic system information. The LTE protocol structure related to uplink transmissions is similar to the 
downlink structure in Figure 8.4, although there are some differences with respect to, for example, 
transport-format selection.

The different protocol entities of the radio-access network are summarized below and described in 
more detail in the following sections.

l Packet Data Convergence Protocol (PDCP) performs IP header compression to reduce the 
number of bits to transmit over the radio interface. The header-compression mechanism is based 

2 The introduction of MBMS (see Chapter 15) in release 9 and relaying (see Chapter 16) in release 10 brings additional 
node types to the RAN.
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on Robust Header Compression (ROHC) [68], a standardized header-compression algorithm also 
used for several mobile-communication technologies. PDCP is also responsible for ciphering and, 
for the control plane, integrity protection of the transmitted data, as well as in-sequence delivery 
and duplicate removal for handover. At the receiver side, the PDCP protocol performs the corre-
sponding deciphering and decompression operations. There is one PDCP entity per radio bearer 
configured for a terminal.

l Radio-Link Control (RLC) is responsible for segmentation/concatenation, retransmission hand-
ling, duplicate detection, and in-sequence delivery to higher layers. The RLC provides services to 
the PDCP in the form of radio bearers. There is one RLC entity per radio bearer configured for a 
terminal.

l Medium-Access Control (MAC) handles multiplexing of logical channels, hybrid-ARQ retrans-
missions, and uplink and downlink scheduling. The scheduling functionality is located in the 
eNodeB for both uplink and downlink. The hybrid-ARQ protocol part is present in both the trans-
mitting and receiving ends of the MAC protocol. The MAC provides services to the RLC in the 
form of logical channels.

l Physical Layer (PHY) handles coding/decoding, modulation/demodulation, multi-antenna map-
ping, and other typical physical-layer functions. The physical layer offers services to the MAC 
layer in the form of transport channels.

To summarize the flow of downlink data through all the protocol layers, an example illustration 
for a case with three IP packets, two on one radio bearer and one on another radio bearer, is given in 
Figure 8.5. The data flow in the case of uplink transmission is similar. The PDCP performs (optional) 
IP-header compression, followed by ciphering. A PDCP header is added, carrying information 
required for deciphering in the terminal. The output from the PDCP is forwarded to the RLC.

The RLC protocol performs concatenation and/or segmentation of the PDCP SDUs3 and adds an 
RLC header. The header is used for in-sequence delivery (per logical channel) in the terminal and 
for identification of RLC PDUs in the case of retransmissions. The RLC PDUs are forwarded to 
the MAC layer, which multiplexes a number of RLC PDUs and attaches a MAC header to form a 
transport block. The transport-block size depends on the instantaneous data rate selected by the link- 
adaptation mechanism. Thus, the link adaptation affects both the MAC and RLC processing. Finally, 
the physical layer attaches a CRC to the transport block for error-detection purposes, performs coding 
and modulation, and transmits the resulting signal, possibly using multiple transmit antennas.

The remainder of the chapter contains an overview of the RLC, MAC, and physical layers. A 
more detailed description of the LTE physical-layer processing is given in Chapters 10 (downlink) 
and 11 (uplink), followed by descriptions of some specific uplink and downlink radio-interface func-
tions and procedures in the subsequent chapters.

8.2.1 Radio-Link Control
The RLC protocol is responsible for segmentation/concatenation of (header-compressed) IP pack-
ets, also known as RLC SDUs, from the PDCP into suitably sized RLC PDUs. It also handles 

3 In general, the data entity from/to a higher protocol layer is known as a Service Data Unit (SDU) and the corresponding 
entity to/from a lower protocol layer entity is called a Protocol Data Unit (PDU).
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Example of LTE data flow. 
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retransmission of erroneously received PDUs, as well as removal of duplicated PDUs. Finally, the 
RLC ensures in-sequence delivery of SDUs to upper layers. Depending on the type of service, the 
RLC can be configured in different modes to perform some or all of these functions. 

Segmentation and concatenation, one of the main RLC functions, is illustrated in Figure 8.6. 
Depending on the scheduler decision, a certain amount of data is selected for transmission from the 
RLC SDU buffer and the SDUs are segmented/concatenated to create the RLC PDU. Thus, for LTE 
the RLC PDU size varies dynamically. For high data rates, a large PDU size results in a smaller rela
tive overhead, while for low data rates, a small PDU size is required as the payload would otherwise 
be too large. Hence, as the LTE data rates may range from a few kbit/s up to 3 Gbit/s, dynamic PDU 
sizes are motivated for LTE in contrast to earlier mobile-communication technologies, which typi 
cally use a fi xed PDU size. Since the RLC, scheduler, and rate adaptation mechanisms are all located 
in the eNodeB, dynamic PDU sizes are easily supported for LTE. In each RLC PDU, a header is 
included, containing, among other things, a sequence number used for in-sequence delivery and by 
the retransmission mechanism. 

The RLC retransmission mechanism is also responsible for providing error-free delivery of data 
to higher layers. To accomplish this, a retransmission protocol operates between the RLC entities in 
the receiver and transmitter. By monitoring the sequence numbers of the incoming PDUs, the receiv
ing RLC can identify missing PDUs. Status reports are then fed back to the transmitting RLC entity, 
requesting retransmission of missing PDUs. Based on the received status report, the RLC entity at the 
transmitter can take the appropriate action and retransmit the missing PDUs if needed. 

Although the RLC is capable of handling transmission errors due to noise, unpredictable channel 
variations, etc., error-free delivery is in most cases handled by the MAC-based hybrid-ARQ protocol. 
The use of a retransmission mechanism in the RLC may therefore seem superfluous at first. However, 
as will be discussed in Section 8.2.2.3, this is not the case and the use of both RLC- and MAC-based 
retransmission mechanisms is in fact well motivated by the differences in the feedback signaling. 

The details ofRLC are further described in Chapter 12. 

8.2.2 Medium-Access Control 
The MAC layer handles logical-channel multiplexing, hybrid-ARQ retransmissions, and uplink and 
downlink scheduling. It is also responsible for multiplexing/demultiplexing data across multiple com
ponent carriers when carrier aggregation is used. 
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8.2.2.1 Logical Channels and Transport Channels
The MAC provides services to the RLC in the form of logical channels. A logical channel is defined 
by the type of information it carries and is generally classified as a control channel, used for transmis-
sion of control and configuration information necessary for operating an LTE system, or as a traffic 
channel, used for the user data. The set of logical-channel types specified for LTE includes:

l The Broadcast Control Channel (BCCH), used for transmission of system information from the 
network to all terminals in a cell. Prior to accessing the system, a terminal needs to acquire the 
system information to find out how the system is configured and, in general, how to behave prop-
erly within a cell.

l The Paging Control Channel (PCCH), used for paging of terminals whose location on a cell level 
is not known to the network. The paging message therefore needs to be transmitted in multiple 
cells.

l The Common Control Channel (CCCH), used for transmission of control information in conjunc-
tion with random access.

l The Dedicated Control Channel (DCCH), used for transmission of control information to/from a 
terminal. This channel is used for individual configuration of terminals such as different handover 
messages.

l The Multicast Control Channel (MCCH), used for transmission of control information required 
for reception of the MTCH (see below).

l The Dedicated Traffic Channel (DTCH), used for transmission of user data to/from a terminal. 
This is the logical channel type used for transmission of all uplink and non-MBSFN downlink 
user data.

l The Multicast Traffic Channel (MTCH), used for downlink transmission of MBMS services.

From the physical layer, the MAC layer uses services in the form of transport channels. A trans-
port channel is defined by how and with what characteristics the information is transmitted over the 
radio interface. Data on a transport channel is organized into transport blocks. In each Transmission 
Time Interval (TTI), at most one transport block of dynamic size is transmitted over the radio inter-
face to/from a terminal in the absence of spatial multiplexing. In the case of spatial multiplexing 
(MIMO), there can be up to two transport blocks per TTI.

Associated with each transport block is a Transport Format (TF), specifying how the transport 
block is to be transmitted over the radio interface. The transport format includes information about 
the transport-block size, the modulation-and-coding scheme, and the antenna mapping. By varying 
the transport format, the MAC layer can thus realize different data rates. Rate control is therefore also 
known as transport-format selection.

The following transport-channel types are defined for LTE:

l The Broadcast Channel (BCH) has a fixed transport format, provided by the specifications. It is 
used for transmission of parts of the BCCH system information, more specifically the so-called 
Master Information Block (MIB), as described in Chapter 14.

l The Paging Channel (PCH) is used for transmission of paging information from the PCCH logical 
channel. The PCH supports discontinuous reception (DRX) to allow the terminal to save battery 
power by waking up to receive the PCH only at predefined time instants. The LTE paging mecha-
nism is also described in Chapter 14.
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• The Downlink Shared Channel (DL-SCH) is the main transport channel used for transmission of 
downlink data in LTE. It supports key LTE features such as dynamic rate adaptation and channel
dependent scheduling in the time and frequency domains, hybrid ARQ with soft combining, and 
spatial multiplexing. It also supports DRX to reduce terminal power consumption while still pro
viding an always-on experience. The DL-SCH is also used for transmission of the parts of the 
BCCH system information not mapped to the BCH. There can be multiple DL-SCHs in a cell , 
one per termina14 scheduled in this TTI, and, in some subframes, one DL-SCH carrying system 
information. 

• The Multicast Channel (MCH) is used to support MBMS. It is characterized by a semi -static 
transport format and semi-static scheduling. In the case of multi-cell transmission using MBSFN, 
the scheduling and transport format configuration is coordinated among the transmission points 
involved in the MBSFN transmission. MBSFN transmission is described in Chapter 15. 

• The Uplink Shared Channel (UL-SCH) is the uplink counterpart to the DL-SCH - that is, the 
uplink transport channel used for transmission of uplink data. 

In addition, the Random-Access Channel (RACH) is also defined as a transport channe l, although 
it does not carry transport blocks. 

Part of the MAC functionality is multiplexing of different logical channels and mapping of the logi
cal channels to the appropriate transport channels. The supported mappings between logical-channel 
types and transport-cham1el types are given in Figure 8.7 for the downlink and Figure 8.8 for the uplink. 
The figures clearly indicate how DL-SCH and UL-SCH are the main downlink and uplink transport 
channels respectively. In the figures, the corresponding physical cham1els, described further below, are 
also included and the mapping between transport channels and physical channels is illustrated. 

To support priority handling, multiple logical channels, where each logical channel has its own 
RLC entity, can be multiplexed into one transport channel by the MAC layer. At the receiver, the 

4 For carrier aggregation, a UE may receive multiple DL-SCHs, one per component carrier. 
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0 The Downlink Shared Channel (UL-SCH) is the main transport channel used for transmission of

downlink data in LTE. It supports key LTE features such as dynamic rate adaptation and channel-

dependent scheduling in the time and h'equency domains, hybrid ARQ with soft combining, and

spatial multiplexing. It also supports DRX to reduce terminal power consumption while still pro-

viding an always—on experience. The DL-SCH is also used for transmission of the parts of the

BCCH system information not mapped to the BCl—l. There can be multiple DL-SCHs in a cell,

one per terminal‘l’ scheduled in this TTI. and. in some stlbframes, one DL—SCH carrying system
information.

0 The Matrices! Channel (MCI-I) is used to support MBMS. It is characterized by a semi-static

transport format and semi—static scheduling. In the case of multi-cell transmission using MBSPN,

the scheduling and transport format configuration is coordinated among the transmission points

involved in the MBSFN transmission. MBSFN transmission is described in Chapter IS.

0 The Uplink Shared Channel {UL-SCH) is the uplink counterpart to the DL-SCH — that is. the

uplink transport channel used for transmission of uplink data.

In addition. the Random-Access Channel (EACH) is also delined as a transport channel. although

it does not carry transport blocks.

Part of the MAC functionality is [multiplexing of different logical channels and mapping of the logi-

cal channels to the appropriate transport channels. The supported mappings between logical—channel

types and transpon-channel types are given in Figure 3.7 for the downlink and Figure 3.8 for the uplink.

The figures clearly indicate how DL-SCH and UL-SCH are the main downlink and uplink transport

channels respectively. In the figures. the corresponding physical channels, described Further below. are

also included and the mapping between transport channels and physical channels is illustrated.

To support priority handling. multiple logical channels, where each logical channel has its own

RLC entity. can be multiplexed into one transport channel by the MAC layer. At the receiver, the
 

4 For carrier aggregation. a UE may receive multiple DL—SCHB. one per component carrier.
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MAC layer handles the corresponding demultiplexing and forwards the RLC PDUs to their respec
tive RLC entity for in-sequence delivery and the other functions handled by the RLC. To support the 
demultiplexing at the receiver, a MAC header, shown in Figure 8.9, is used. To each RLC PDU, there 
is an associated sub-header in the MAC header. The sub-header contains the identity of the logical 
channe l (LCID) from which the RLC PDU originated and the length of the PDU in bytes. There is 
also a flag indicating whether this is the last sub-header or not. One or several RLC PDUs, together 
with the MAC header and, if necessary, padding to meet the scheduled transport-block size, form one 
transport block which is forwarded to the physical layer. 

In addition to multiplexing of different logical channels, the MAC layer can also insert the so-called 
MAC control elements into the transport blocks to be lransmitted over the lransport channels. A MAC 
control element is used for inband control signaling - for example, timing-advance commands and random
access response, as described in Sections 11.5 and 14.3 respectively. Control elements are identified 
with reserved values in the LCID field, where the LCID value indicates the type of conlrol information. 
Furthermore, the length field in the sub-header is removed for control elements with a fixed length. 

The MAC multiplexing functionality is also responsible for handling of multiple component car
riers in the case of carrier aggregation. The basic principle for carrier aggregation is independent 
processing of the component carriers in the physical layer, including control signaling, scheduling 
and hybrid-ARQ retransmissions, while carrier aggregation is invisible to RLC and PDCP. Carrier 
aggregation is therefore mainly seen in the MAC layer, as illustrated in Figure 8.10, where logical 
channe ls, including any MAC control elements, are multiplexed to form one (two in the case of spa
tial multiplexing) transport block(s) per component carrier with each component carrier having its 
own hybrid-ARQ entity. 

8.2.2.2 Scheduling 
One of the basic principles of LTE radio access is shared-channel transm1ss1on - that is, time
frequency resources are dynamically shared between users. The scheduler is part of the MAC layer 
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MAC layer handles the corresponding demultiplexing and forwards the RLC PDUs to their respec-

Live RLC entity for iii—sequence delivery and the other functions lnmdled by the RLC. To support the

demultiplexing at the receiver. a MAC. header. shown in FigLU'e 8.9, is used. To each RLC PDU. there

is an associated sub—header in the MAC header. The sub~hcader contains the identity of the logical

channel (LCID) from which the RLC PDU originated and the length of the PDU in bytes. There is

also a flag indicating whether this is the last sub—header or not. One or several RLC PDUs. together

with the MAC. header and. if necessary. padding to meet the scheduled transport—block size, form one

transport block which is forwarded to the physical layer.

In addition to multiplexing of different logical channels. the MAC layer can also insert the so—called

WC comm! element‘s into the transport blocks to be trsmsmitted over the transport channels. A MAC

control element is used for inband control signaling — for example. timing—advance commands and random—

access response. as described in Sections 11.5 and 14.3 respectively. Control elements are identified

with reserved values in the LCD field. where the LCD value indicates the type of control information.

Furthermore. the length field in the subheader is removed for conllol elements with a fixed length.

The MAC multiplexing functionality is also responsible for handling of multiple component car—

riers in the case of carrier aggregation. The basic principle for carrier aggregation is independent

processing of the component carriers in the physical layer, including control signaling, scheduling

and hybrid—ARQ retransmissions. while can'ier aggregation is invisible to RLC and PDCP. Carrier

aggregation is therefore mainly seen in the MAC layer. as illustrated in Figure 3.10. where logical

channels. including any MAC control elements. are multiplexed to form one (two in the case ofspa—

tial multiplexing) transport block(s) per component carrier with each component carrier having its

own hybrid—ARQ entity.

3H.) Scheduling
One of the basic principles of LTE radio access is sharedachannel transmission — that is. time—

frequcncy resources are dynamically shared between users. The scheduler is part of the MAC layer
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(although often better viewed as a separate entity as illustrated in Figure 8.4) and controls the assign
ment of uplink and downlink resources in terms of so-called resource-block pairs. Resource blocks 
correspond to a time- frequency unit of l ms times 180kHz, as described in more detail in Chapter 9. 

The basic operation of the scheduler is so-called dynamic scheduling, where the eNodeB in 
each I ms interval takes a scheduling decision and sends scheduling information to the selected set 
of terminals. However, there is also a possibility for semi-persistent scheduling where a semi -static 
scheduling pattern is signaled in advance to reduce the control-signaling overhead. Coordination of 
scheduling decisions across multiple cells residing in different eNodeBs is supported using signaling 
over the X2 interface. 
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(although often better viewed as a separate entity as illuerated in Figure 8.4) and controls the assign—

ment of uplink and downlink resources in terms of so~called resourr'ebl'ock pairs. Resource blocks

correspond to a time—frequency unit of 1 ms times ISOkHz, as described in more detail in Chapter 9.

The basic operation of the scheduler is so~called dynamic scheduling. where Ihe e-NodeB in

each 1 ms interval takes a scheduling decision and sends scheduling information to the selected set

of terminals. However. there is also a possibility for semi—persistent scheduling where a semidstal'jc

scheduling pattern is signaled in advance to reduce the control—signaling overhead. Coordination of

scheduling decisions across multiple cells residing in different eNodeBs is supported using signaling
over the X2 interface.
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Uplink and downlink scheduling are separated in LTE, and uplink and downlink scheduling deci
sions can be taken independently of each other (within the limits set by the uplink/downlink split in 
the case of half-duplex FDD operation). 

The downlink scheduler is responsible for (dynamically) controlling which terminal(s) to transmit 
to and, for each of these terminals, the set of resource blocks upon which the terminal's DL-SCH 
should be transmitted. Transport-format selection (selection of transport-block size, modulation 
scheme, and antenna mapping) and logical-channel multiplexing for downlink transmissions are con
trolled by the eNodeB, as illustrated in the left part of Figure 8.11. As a consequence of the scheduler 
controlling the data rate, the RLC segmentation and MAC multiplexing will also be affected by the 
scheduling decision. The outputs from the downlink scheduler can be seen in Figure 8.4 . 

The uplink scheduler serves a similar purpose, namely to (dynamically) control which terminals 
are to transmit on their respective UL-SCH and on which uplink time- frequency resources (includ
ing component carrier). Despite the fact that the eNodeB scheduler determines the transport format 
for the terminal, it is important to point out that the uplink scheduling decision is taken per terminal 
and not per radio bearer. Thus, although the eNodeB scheduler controls the payload of a scheduled 
terminal, the terminal is still responsible for selecting.from which radio bearer(s) the data is taken. 
The terminal autonomously handles logical-channel multiplexing according to rules, the parameters 
of which can be configured by the eNodeB. This is illustrated in the right part of Figure 8.11 , where 
the eNodeB scheduler controls the transport format and the terminal controls the logical-channel 
multiplexing. 
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Uplink and downlink scheduling are separated in LTE. and uplink and downlink scheduling deci-

sions can be taken independently of each other (within the limits set by the uplinkldownlink split in

the ease of half-duplex FDD operation).

The downlink scheduler is responsible for (dynamically) controlling which terminaltsl to transmit

to and. for each of these terminals. the set of resource blocks upon which the terminal's DL-SCH

should be transmitted. Transmit-format selection (selection of transp-on—hlock size. modulation

scheme. and antenna mapping) and logical-channel multiplexing for downlink transmissions ale con-

trolled by the eNodeB. as illustrated in the left part of Fig are 8.11. As a consequence of the scheduler

controlling the data rate. the RLC segmentation and MAC multiplexing will also be affected by the

scheduling decision. The outputs From the downlinlc scheduler can be seen in Figure 3.4.

The uplink scheduler serves a similar purpose. natnely to (dynamically) control which terminals

are to transmit on their respective [IL—SCH and on which uplink time—frequency resources (includ—

ing component carrier). Despite the fact that the eNodeB scheduler detemiines the transport format

for the terminal. it is important to point out that the uplink scheduling decision is taken per terminal

and not per radio bearer. Thus. although the eNodeB scheduler controls the payload of a scheduled

terminal. the terminal is still responsible [or selectingfrom which mafia beamrfs) the data is taken.

The terminal autonomously handles logical-channel multiplexing according to rules. the parameters

of which can be configured by the eNodeB. This is illustrated in the right pan of Figure 8.11. where

the eNodeB scheduler controls the transpon format and the terminal controls the logical—channel

multiplexing.
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Although the scheduling strategy is implementation specific and not specified by 3GPP, the over-
all goal of most schedulers is to take advantage of the channel variations between terminals and pref-
erably schedule transmissions to a terminal on resources with advantageous channel conditions. A 
benefit of the use of OFDM in LTE is the possibility to exploit channel variations in both time and 
frequency domains through channel-dependent scheduling. This was mentioned earlier in Chapter 7 
and illustrated in Figure 7.2. For the larger bandwidths supported by LTE, where a significant amount 
of frequency-selective fading will often be experienced, the possibility for the scheduler to also 
exploit frequency-domain channel variations becomes increasingly important compared to exploiting 
time-domain variations only. The possibility to also exploit frequency-domain variations is beneficial 
especially at low speeds, where the variations in the time domain are relatively slow compared to the 
delay requirements set by many services.

Downlink channel-dependent scheduling is supported through channel-state reports, transmitted 
by the UE and reflecting the instantaneous channel quality in the time and frequency domains, as 
well as information necessary to determine the appropriate antenna processing in the case of spa-
tial multiplexing. In the uplink, the channel-state information necessary for uplink channel-dependent 
scheduling can be based on a sounding reference signal transmitted from each terminal for which the 
eNodeB wants to estimate the uplink channel quality. To aid the uplink scheduler in its decisions, the 
terminal can transmit buffer-status information to the eNodeB using a MAC message. Obviously, this 
information can only be transmitted if the terminal has been given a valid scheduling grant. For situ-
ations when this is not the case, an indicator that the terminal needs uplink resources is provided as 
part of the uplink L1/L2 control-signaling structure (see Chapter 11).

Interference coordination, which tries to control the inter-cell interference on a slow basis, as 
mentioned in Chapter 7, is also part of the scheduler. As the scheduling strategy is not mandated by 
the specifications, the interference-coordination scheme (if used) is vendor specific and may range 
from simple higher-order reuse deployments to more advanced schemes. The mechanisms supporting 
inter-cell interference coordination are discussed in Chapter 13.

8.2.2.3 Hybrid ARQ with Soft Combining
Hybrid ARQ with soft combining provides robustness against transmission errors. As hybrid-ARQ 
retransmissions are fast, many services allow for one or multiple retransmissions, thereby forming an 
implicit (closed loop) rate-control mechanism. The hybrid-ARQ protocol is part of the MAC layer, 
while the actual soft combining is handled by the physical layer.5

Obviously, hybrid ARQ is not applicable for all types of traffic. For example, broadcast transmis-
sions, where the same information is intended for multiple terminals, typically do not rely on hybrid 
ARQ. Hence, hybrid ARQ is only supported for the DL-SCH and the UL-SCH, although its usage is 
optional.

The LTE hybrid-ARQ protocol uses multiple parallel stop-and-wait processes. Upon reception of 
a transport block, the receiver makes an attempt to decode the transport block and informs the trans-
mitter about the outcome of the decoding operation through a single acknowledgement bit indicating 
whether the decoding was successful or if a retransmission of the transport block is required. Further 
details on transmission of hybrid-ARQ acknowledgements are found in Chapters 10–12. Clearly, the 
receiver must know to which hybrid-ARQ process a received acknowledgement is associated. This is 

5 The soft combining is done before or as part of the channel decoding, which clearly is a physical-layer functionality.
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solved by using the timing of the aclrnowledgement for association with a certain hybrid-ARQ proc
ess. Note that, in the case of TDD operation, the time relation between the reception of data in acer
tain hybrid-ARQ process and the transmission of the acknowledgement is also affected by the uplink/ 
downlink allocation. 

The use of multiple parallel hybrid-ARQ processes, illustrated in Figure 8.12, for each user can 
result in data being delivered from the hybrid-ARQ mechanism out of sequence. For example, lrans
port block 5 in the fi gure was successfully decoded before lransport block I which required relrans
missions. In-sequence delivery of data is therefore ensured by the RLC layer. The same reordering 
mechanism in the RLC is also used to handle in-sequence de livery across multiple component carri 
ers in the case of carrier aggregation. As mentioned above, the hybrid-ARQ retransmissions are han
dled independently per component carrier, which may result in out-of-sequence delivery in a similar 
way as within a component carrier. 

Downlink retransmissions may occur at any time after the initial transmission - that is, the pro
tocol is asynchronous - and an explicit hybrid-ARQ process number is used to indicate which proc
ess is being addressed. In an asynchronous hybrid-ARQ protocol, the relransmissions are in principle 
scheduled similarly to the initial lransmissions. Uplink retransmissions, on the other hand, are based 
on a synchronous protocol, the retransmission occurs at a predefined time after the initial lransmis
sion and the process number can be implicitly derived. In a synchronous protocol the time instant 
for the retransmissions is fi xed once the initial transmission has been scheduled, which must be 
accounted for in the scheduling operation. However, note that the scheduler knows from the hybrid
ARQ entity in the eNodeB whether a terminal will perform a retransmission or not. 

The hybrid-ARQ mechanism will rapidly correct transmission errors due to noise or unpredictable 
channe l variations. As discussed above, the RLC is also capable of requesting retransmissions, which 
at first sight may seem unnecessary. However, the reason for having two retransmission mechanisms 
on top of each other can be seen in the feedback signaling - hybrid ARQ provides fast retransmis
sions but due to errors in the feedback the residual error rate is typically too high for, for example, 

Samsung Ex. 1015 

 

122 CHAPTER 8 Radio-Interface Architecture

Tn RLC for in-eequence delivery

l

11 Ill
Block 2 Block 3 Block 4 Block 5 Block 1

 

protocol

  
FIGURE 8.12 

Multiple parallel hybrid—ARI] processes.

solved by using the timing of the acknowledgement 'for association with a certain hybrid—ARQ proc—

ess. Note that. in the case of TDD operation. the time relation between the reception of data in a cer—

tain hybrid—ARQ process and the transmission of the acknowledgement is also affected by the uplinkstI
downlink allocation.

The use of multiple parallel hybrid—ARQ processes, illustrated in Figure 8.12. for each user can

result in data being delivered from the hybriduARQ mechanism out of sequence. For example. trans—

port block 5 in the figure was successfully decoded before transport block 1 which required retrans—

missions. In-sequence delivery of data is therefore ensured by the RLC layer. The same reordering

mechanism in the RLC is also used to handle iii—sequence delivery across multiple component carri+

ers in the case of carrier aggregation. As mentioned above. the hybrid—ARQ retransmissions are han—

dled independently per component carrier. which may result in out—o‘f—sequence delivery in a similar

way as within a component carrier.

Downlink retransmissions may occur at any time after the initial transmission — that is. the pro—

tocol is asynchronous — and an explicit hybridHARQ process number is used to indicate which proc—

ess is being addressed. tn an asynchronous hybriduARQ protocol. the retransmissions are in principle

scheduled similarly to the initial transmissions. Uplink retransmissions. on the other hand. are based

on a synchronous protocol, the retransmission occurs at a predefined time after the initial transmis-

sion and the process number can be implicitly derived. tn a synchronous protocol the time instant
for the retransmissions is fixed once the initial transmission has been scheduled. which must be

accounted for in the scheduling operation. However. note that the scheduler knows from the hybrid—

ARQ entity in the eNodeB whether a terminal will perform a retransmission or not.

The hybrid~ARQ mechanism will rapidly correct transmission errors clue to noise or unpredictable

channel variations. As discussed above. the RLC is also capable of requesting retransmissions. which

at first sight may seem unnecessary. However, the reason for having two retransmission mechanisms

on top of each other can be seen in the feedback signaling — hybrid ARQ provides fast retransmis+

sions but due to errors in the feedback the residual error rate is typically too high for. for example.

Samsung Ex. 1015



1238.2 Radio Protocol Architecture

good TCP performance, while RLC ensures (almost) error-free data delivery but slower retransmis-
sions than the hybrid-ARQ protocol. Hence, the combination of hybrid ARQ and RLC provides an 
attractive combination of small round-trip time and reliable data delivery. Furthermore, as the RLC 
and hybrid ARQ are located in the same node, tight interaction between the two is possible, as dis-
cussed in Chapter 12.

8.2.3 Physical Layer
The physical layer is responsible for coding, physical-layer hybrid-ARQ processing, modulation, multi-
antenna processing, and mapping of the signal to the appropriate physical time–frequency resources. It 
also handles mapping of transport channels to physical channels, as shown in Figures 8.7 and 8.8.

As mentioned in the introduction, the physical layer provides services to the MAC layer in the 
form of transport channels. Data transmission in downlink and uplink use the DL-SCH and UL-SCH 
transport-channel types respectively. There is at most one or, in the case of spatial multiplexing, two 
transport blocks per TTI on a DL-SCH or UL-SCH. In the case of carrier aggregation, there is one 
DL-SCH (or UL-SCH) per component carrier.

A physical channel corresponds to the set of time–frequency resources used for transmission 
of a particular transport channel and each transport channel is mapped to a corresponding physical 
channel, as shown in Figures 8.7 and 8.8. In addition to the physical channels with a corresponding 
transport channel, there are also physical channels without a corresponding transport channel. These 
channels, known as L1/L2 control channels, are used for downlink control information (DCI), pro-
viding the terminal with the necessary information for proper reception and decoding of the down-
link data transmission, and uplink control information (UCI) used for providing the scheduler and the 
hybrid-ARQ protocol with information about the situation at the terminal.

The physical-channel types defined in LTE include the following:

l The Physical Downlink Shared Channel (PDSCH) is the main physical channel used for unicast 
data transmission, but also for transmission of paging information.

l The Physical Broadcast Channel (PBCH) carries part of the system information, required by the 
terminal in order to access the network.

l The Physical Multicast Channel (PMCH) is used for MBSFN operation.
l The Physical Downlink Control Channel (PDCCH) is used for downlink control information, 

mainly scheduling decisions, required for reception of PDSCH, and for scheduling grants ena-
bling transmission on the PUSCH.

l The Physical Hybrid-ARQ Indicator Channel (PHICH) carries the hybrid-ARQ acknowledgement 
to indicate to the terminal whether a transport block should be retransmitted or not.

l The Physical Control Format Indicator Channel (PCFICH) is a channel providing the terminals 
with information necessary to decode the set of PDCCHs. There is only one PCFICH per compo-
nent carrier.

l The Physical Uplink Shared Channel (PUSCH) is the uplink counterpart to the PDSCH. There is 
at most one PUSCH per uplink component carrier per terminal.

l The Physical Uplink Control Channel (PUCCH) is used by the terminal to send hybrid-ARQ 
acknowledgements, indicating to the eNodeB whether the downlink transport block(s) was success-
fully received or not, to send channel-state reports aiding downlink channel-dependent scheduling, 
and for requesting resources to transmit uplink data upon. There is at most one PUCCH per terminal.
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l The Physical Random-Access Channel (PRACH) is used for random access, as described in 
Chapter 14.

Note that some of the physical channels, more specifically the channels used for downlink control 
information (PCFICH, PDCCH, PHICH) and uplink control information (PUCCH), do not have a 
corresponding transport channel.

The remaining downlink transport channels are based on the same general physical-layer process-
ing as the DL-SCH, although with some restrictions in the set of features used. This is especially 
true for PCH and MCH transport channels. For the broadcast of system information on the BCH, a 
terminal must be able to receive this information channel as one of the first steps prior to accessing 
the system. Consequently, the transmission format must be known to the terminals a priori and there 
is no dynamic control of any of the transmission parameters from the MAC layer in this case. The 
BCH is also mapped to the physical resource (the OFDM time–frequency grid) in a different way, as 
described in more detail in Chapter 14.

For transmission of paging messages on the PCH, dynamic adaptation of the transmission param-
eters can, to some extent, be used. In general, the processing in this case is similar to the generic 
DL-SCH processing. The MAC can control modulation, the amount of resources, and the antenna 
mapping. However, as an uplink has not yet been established when a terminal is paged, hybrid ARQ 
cannot be used as there is no possibility for the terminal to transmit a hybrid-ARQ acknowledgement.

The MCH is used for MBMS transmissions, typically with single-frequency network operation, as 
described in Chapter 3, by transmitting from multiple cells on the same resources with the same for-
mat at the same time. Hence, the scheduling of MCH transmissions must be coordinated between the 
cells involved and dynamic selection of transmission parameters by the MAC is not possible.

8.3 CONTROL-PLANE PROTOCOLS
The control-plane protocols are, among other things, responsible for connection setup, mobility, and 
security. Control messages transmitted from the network to the terminals can originate either from 
the MME, located in the core network, or from the Radio Resource Control (RRC), located in the 
eNodeB.

NAS control-plane functionality, handled by the MME, includes EPS bearer management, authen-
tication, security, and different idle-mode procedures such as paging. It is also responsible for assign-
ing an IP address to a terminal. For a detailed discussion about the NAS control-plane functionality, 
see [9].

The RRC is located in the eNodeB and is responsible for handling the RAN-related procedures, 
including:

l Broadcast of system information necessary for the terminal to be able to communicate with a cell. 
Acquisition of system information is described in Chapter 14.

l Transmission of paging messages originating from the MME to notify the terminal about incom-
ing connection requests. Paging, discussed further in Chapter 14, is used in the RRC_IDLE state 
(described further below) when the terminal is not connected to a particular cell. Indication of 
system-information update is another use of the paging mechanism, as is public warning systems.
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• Connection management, including setting up bearers and mobility within LTE. This includes 
establishing an RRC context - that is, configuring the parameters necessary for communication 
between the terminal and the radio-access network. 

• Mobility fun ctions such as cell (re)selection. 
• Measurement configuration and reporting. 
• Handling of UE capabilities; when connection is established the terminal will announce its capa

bilities as all terminals are not capable of supporting all the functionality described in the LTE 
specifications, as brie fly discussed in Chapter 7. 

RRC messages are transmitted to the terminal using signaling radio bearers (SRBs), using the 
same set of protocol layers (PDCP, RLC, MAC and PHY) as described in Section 8.2. The SRB is 
mapped to the common control channel (CCCH) during establishment of connection and, once a con
nection is established, to the dedicated control channel (DCCH). Control-plane and user-plane data 
can be multiplexed in the MAC layer and transmitted to the terminal in the same TTL The aforemen
tioned MAC control e lements can also be used for control of radio resources in some specific cases 
where low latency is more important than ciphering, integrity protection, and reliable transfer. 

8.3.1 State Machine 
In LTE, a terminal can be in two different states, as illustrated in Figure 8.13, RRC_CONNECTED 
and RRC_IDLE. 

In RRC_CONNECTED, there is an RRC context established - that is, the parameters necessary 
for communication between the terminal and the radio-access network are lrnown to both entities. 
The cell to which the terminal is belongs is known and an identity of the terminal, the Cell Radio
Network Temporary Identifier (C-RNTI), used for signaling purposes between the terminal and the 
network, has been configured. RRC_CONNECTED is intended for data transfer to/from the terminal , 
but discontinuous reception (DRX) can be configured in order to reduce terminal power consumption 
(DRX is described in further detail in Chapter 13). Since there is an RRC context established in the 
eNodeB in RRC_CONNECTED, leaving DRX and starting to receive/transmit data is relatively fas t 
as no connection with its associated signaling is needed. 

-
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LTE states. 
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Although expressed differently in the specifications, RRC_CONNECTED can be thought of as 
having two substates, IN_SYNC and OUT_OF_SYNC, depending on whether the uplink is synchro-
nized to the network or not. Since LTE uses an orthogonal FDMA/TDMA-based uplink, it is nec-
essary to synchronize the uplink transmission from different terminals such that they arrive at the 
receiver at (approximately) the same time. The procedure for obtaining and maintaining uplink syn-
chronization is described in Chapter 11, but in short the receiver measures the arrival time of the 
transmissions from each actively transmitting terminal and sends timing-correction commands in the 
downlink. As long as the uplink is synchronized, uplink transmission of user data and L1/L2 con-
trol signaling is possible. If no uplink transmission has taken place within a configurable time win-
dow, timing alignment is obviously not possible and the uplink is declared to be non-synchronized. In 
this case, the terminal needs to perform a random-access procedure to restore uplink synchronization 
prior to transmission of uplink data or control information.

In RRC_IDLE, there is no RRC context in the radio-access network and the terminal does not 
belong to a specific cell. No data transfer may take place as the terminal sleeps most of the time 
in order to reduce battery consumption. Uplink synchronization is not maintained and hence the 
only uplink transmission activity that may take place is random access, discussed in Chapter 14, to 
move to RRC_CONNECTED. When moving to RRC_CONNECTED the RRC context needs to be 
established in both the radio-access network and the terminal. Compared to leaving DRX this takes 
a somewhat longer time. In the downlink, terminals in RRC_IDLE periodically wake up in order to 
receive paging messages, if any, from the network, as described in Chapter 14.

Samsung Ex. 1015



127
4G LTE/LTE-Advanced for Mobile Broadband.
© 2011 Erik Dahlman, Stefan Parkvall & Johan Sköld. Published by Elsevier Ltd. All rights reserved.2011

Physical Transmission 
Resources 9

CHAPTER

In Chapter 8, the overall LTE architecture was discussed, including an overview of the different 
protocol layers. Prior to discussing the detailed LTE downlink and uplink transmission schemes, a 
description of the basic time- and frequency-domain structure of LTE will be provided in this chapter.

9.1 OVERALL TIME–FREQUENCY STRUCTURE
OFDM is the basic transmission scheme for both the downlink and uplink transmission directions in 
LTE although, for the uplink, specific means are taken to reduce the cubic metric of the transmitted 
signal, thereby allowing for improved efficiency for the terminal transmitter power amplifier. Thus, 
for data transmission, DFT precoding is applied before OFDM modulation, leading to DFT-spread 
OFDM or DFTS-OFDM, as described in Chapter 4. It should be noted though that DFTS-OFDM is 
only applied to uplink data transmission – that is, for the transmission of the UL-SCH transport chan-
nel. As will be seen in Chapter 11, for other uplink transmissions, such as the transmission of L1/L2 
control signaling and different types of reference-signal transmissions, other means are taken to limit 
the cubic metric of the transmitted signal.

The LTE OFDM subcarrier spacing equals 15 kHz for both downlink and uplink. As discussed in 
Chapter 3, the selection of the subcarrier spacing in an OFDM-based system needs to carefully bal-
ance overhead from the cyclic prefix against sensitivity to Doppler spread/shift and other types of 
frequency errors and inaccuracies. The choice of 15 kHz for the LTE subcarrier spacing was found to 
offer a good balance between these two constraints.

Assuming an FFT-based transmitter/receiver implementation, 15 kHz subcarrier spacing corre-
sponds to a sampling rate fs  15 000  NFFT, where NFFT is the FFT size. It is important to under-
stand though that the LTE specifications do not in any way mandate the use of FFT-based transmitter/
receiver implementations and even less so a particular FFT size or sampling rate. Nevertheless, 
FFT-based implementations of OFDM are common practice and an FFT size of 2048, with a cor-
responding sampling rate of 30.72 MHz, is suitable for the wider LTE carrier bandwidths, such as 
bandwidths of the order of 15 MHz and above. However, for smaller carrier bandwidths, a smaller 
FFT size and a correspondingly lower sampling rate can very well be used. The sampling rate above 
illustrates another factor influencing the choice of the LTE subcarrier spacing, namely a desire to sim-
plify implementation of dual-mode LTE/HSPA terminals. Assuming a power-of-two FFT size and a 
subcarrier spacing of 15 kHz, the sampling rate Δf  NFFT will be a multiple or sub-multiple of the 
HSPA chip rate of 3.84 Mchip/s.
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In addition to the 15 kHz subcarrier spacing, a reduced subcarrier spacing of 7.5 kHz, with a cor-
responding OFDM symbol time that is twice as long, is also defined for LTE. The introduction of 
the reduced subcarrier spacing specifically targeted MBSFN-based multicast/broadcast transmissions 
(see Chapter 15). However, currently the 7.5 kHz subcarrier numerology is only partly implemented 
in the LTE specifications. Thus, at least for LTE up to and including release 10, only the 15 kHz sub-
carrier spacing is fully supported. The remaining discussions within this and the following chapters 
will assume the 15 kHz subcarrier spacing unless explicitly stated otherwise.

In the time domain, LTE transmissions are organized into (radio) frames of length 10 ms, each 
of which is divided into ten equally sized subframes of length 1 ms, as illustrated in Figure 9.1. Each 
subframe consists of two equally sized slots of length Tslot  0.5 ms, with each slot consisting of a 
number of OFDM symbols including cyclic prefix.1

To provide consistent and exact timing definitions, different time intervals within the LTE speci-
fications are defined as multiples of a basic time unit Ts  1/(15 000  2048). The basic time unit 
Ts can thus be seen as the sampling time of an FFT-based transmitter/receiver implementation with 
an FFT size equal to 2048. The time intervals outlined in Figure 9.1 can thus also be expressed as 
Tframe  307 200  Ts, Tsubframe  30 720  Ts, and Tslot  15 360  Ts for the frame, subframe, and slot 
durations respectively.

On a higher level, each frame is identified by a System Frame Number (SFN). The SFN is used to 
control different transmission cycles that may have a period longer than one frame, such as paging 
sleep-mode cycles and periods for channel-status reporting. The SFN period equals 1024, thus the 
SFN repeats itself after 1024 frames or roughly 10 seconds.

The 15 kHz LTE subcarrier spacing corresponds to a useful symbol time Tu  2048  Ts or 
approximately 66.7 μs. The overall OFDM symbol time is then the sum of the useful symbol time and 
the cyclic-prefix length TCP. As illustrated in Figure 9.1, LTE defines two cyclic-prefix lengths, the 
normal cyclic prefix and an extended cyclic prefix, corresponding to seven and six OFDM symbols 
per slot respectively. The exact cyclic-prefix lengths, expressed in the basic time unit Ts, are given 
in Figure 9.1. It can be noted that, in the case of the normal cyclic prefix, the cyclic-prefix length 
for the first OFDM symbol of a slot is somewhat larger compared to the remaining OFDM symbols. 
The reason for this is simply to fill the entire 0.5 ms slot, as the number of basic time units Ts per slot 
(15 360) is not divisible by seven.

The reasons for defining two cyclic-prefix lengths for LTE are twofold:

l A longer cyclic prefix, although less efficient from a cyclic-prefix-overhead point of view, may be 
beneficial in specific environments with extensive delay spread, for example in very large cells. It 
is important to have in mind, though, that a longer cyclic prefix is not necessarily beneficial in the 
case of large cells, even if the delay spread is very extensive in such cases. If, in large cells, link 
performance is limited by noise rather than by signal corruption due to residual time dispersion 
not covered by the cyclic prefix, the additional robustness to radio-channel time dispersion, due to 
the use of a longer cyclic prefix, may not justify the corresponding additional energy overhead of 
a longer cyclic prefix.

1 This is valid for the “normal” downlink subframes. As described in Section 9.5.2, the special subframe present in the case 
of TDD operation is not divided into two slots but rather into three fields. However, the number of OFDM symbols in the 
special subframe is the same as for the normal subframes illustrated in Figure 9.1.

Samsung Ex. 1015



9.1 Overall Time-Frequency Structure 129 

One frame, T..,m.= 10ms 

One subframe, T...,.,,.m• = 1 ms 

#3 #4 #5 

' 

: One slot, T.bt = 0.5 ms , 

' 
:OFDM symbol, 

------------ ...... __ _ ------------------

II II II ___ ____ .... ___ _ 
-------------------

:+------------------------------------------------------• 
' 7'c:p T,, ~ 66.7 }IS (2048-T,.) 

........ ........ ......... 

#6 

------------
II 

#7 #8 

----.... .... ___ _ ------
II 

TcP: 160· T. ~ 5.1 }IS (firstOFDM symbol), 144·T. ~ 4.7 µs (remainingOFOM symbols) 

111 111 111 111 -- ...... ---........ --- .... -...... .. .... __ _ _ .. .... ____ _ 
111 111 

... ----------- - ------------ - ------------ - ------------ - ---. 
I TcP-e r.~ 66.7 }IS (2048-T.) 

7i:p_9: 512·T. ~ 16.7 }IS 

FIGURE 9.1 

LTE time-domain structure. 
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• As already discussed in Chapter 3, in the case ofMBSFN-based multicast/broadcast transmission, 
the cyclic prefi x should not only cover the main part of the actual channel time dispersion, but also 
the timing difference between the transmissions received from the cells involved in the MBSFN 
transmission. In the case of MBSFN operation, the extended cyclic prefi x is therefore used. 

It should be noted that different cyclic-prefi x lengths may be used for different subframes within 
a frame. As an example, to be discussed further in Chapter 15, MBSFN-based multicast/broadcast 
transmission is always confined to a limited set of subframes, in which case the use of the extended 
cyclic pre fi x, with its associated additional cyclic-prefix overhead, may only be applied to these 
subframes.2 

A resource element, consisting of one subcarrier during one OFDM symbol, is the smallest physi
cal resource in LTE. Furthermore, as illustrated in Figure 9.2, resource elements are grouped into 
resource blocks, where each resource block consists of 12 consecutive subcarriers in the frequency 
domain and one 0.5 ms s lot in the time domain. Each resource block thus consists of 7 · 12 = 84 

2The extended cyclic prefix is then actually applied only to the so-called MBSFN part of the MBSFN subframes (see 
Section 9.2). 
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the cyclic prefix should not only cover the main part of the actual channel time dispersion. but also

the timing difference between the transmissions received from the cells involved in the MBSFN

transmission. In the case of MBSFN operation. the extended cyclic prefix is therefore used.

It should be noted that different cyclic—prefix lengths may be used for different subl'rames within

a frame. As an example, to be discussed further in Chapter 15. MBSFNabased multicastfbroadcast

transmission is always confined to a limited set of subframes. in which case the use of the extended

cyclic prefix. with its associated additional cyclic—prefix overhead. may only be applied to these
subframes.2

A resource element. consisting of one subcarrier during one OFDM symbol. is the smallest physi—

cal resourcc in LTE. Furthermore, as illustrated in Figure 9.2, resource elements are grouped into

resource blocks. where each resource block consists of 12 consecutive subcarriers in the frequency
domain and one 0.5ms slot in the time domain. Each resource block thus consists of 7 - 12 = 84
 

2The extended cyclic prefix is then actually applied ordy to the so—called MBSFN part of the MBSFN subframes (see
Section 9.2).
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The LTE physical time- frequency resource. 

resource elements in the case of a normal cyclic prefi x and 6 • 12 = 72 resource elements in the case 
of an extended cyclic prefix. 

Although resource blocks are defined over one slot, the basic time-domain unit for dynamic 
scheduling in LTE is one subframe, consisting of two consecutive slots. The reason for defining the 
resource blocks over one slot is that distributed downlink transmission, as described in Chapter 10 
and uplink frequency hopping (described in Chapter 11) are defined on a slot or resource-block basis. 
The minimum scheduling unit, consisting of two time-consecutive resource blocks within one sub
frame (one resource block per slot), can be referred to as a resource-block pair. 

The LTE physical -layer specification allows for a carrier to consist of any number of resource 
blocks in the frequency domain, ranging from a minimum of six resource blocks up to a maximum 
of 110 resource blocks. This corresponds to an overall transmission bandwidth ranging from roughly 
l MHz up to in the order of 20MHz with very fine granularity and thus allows for a very high degree 
of LTE bandwidth fl exibility, at least from a physical -layer-specification point of view. However, as 
mentioned in Chapter 7, LTE radio-frequency requirements are, at least initially, only specified for 
a limited set of transmission bandwidths, corresponding to a limited set of possible values for the 
number of resource blocks within a carrier. Also note that, in LTE release 10, the total bandwidth of 
the transmitted signal can be as large as 100MHz by aggregating multiple carriers, as mentioned in 
Chapter 7 and further described in Section 9.3 . 

The resource-block definiti on above applies to both the downlink and uplink transmission direc
tions. However, there is a minor difference between the downlink and uplink in terms of where the 
carrier center frequency is located in relation to the subcarriers. 

In the downlink (upper part of Figure 9.3), there is an unused DC-subcarrier that coincides with the 
carrier center frequency. The reason why the DC-subcarrier is not used for downlink transmission is that 
it may be subject to disproportionately high interference due, for example, to local-oscillator leakage. 

On the other hand, in the uplink (lower part of Figure 9.3), no unused DC-subcarrier is defined 
and the center frequency of an uplink carrier is located between two uplink subcarriers. The presence 
of an unused DC-carrier in the center of the spectrum would have prevented the assignment of the 
entire cell bandwidth to a single terminal and still retain the assumption of mapping to consecutive 
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number of resource blocks within a carrier. Also note that. in LTE release 10. the total bandwidth of

the transmitted signal can be as large as 100MHz by aggregating multiple carriers. as mentioned in

Chapter 7’ and further described in Section 9.3.
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On the other hand. in the uplink (lower part of Figure 9.3), no unused DC—subcarrier is defined

and the center frequency of an uplink carrier is located benveen two uplink subcarriers. The presence

of an unused DC—carrier in the center of the spectrum worrld have prevented the assignment of the

entire cell bandwidth to a single terminal and still retain the assumption of mapping to consecutive
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inputs of the OFDM modulator, something that is needed to retain the low-cubic-metric property of 
the DFTS-OFDM modulation used for uplink data transmission. 

9.2 NORMAL SUBFRAMES AND MBSFN SUBFRAMES 
In LTE, each downlink subframe (and the DwPTS in the case of TDD; see Section 9.5.2 for a discus
sion of the TDD frame structure) is normally divided into a control region, consisting of the first few 
OFDM symbols, and a data region, consisting of the remaining part of the subframe. The detailed 
usage of the resource e lements in the two regions will be discussed in detail in Chapter 10; at this 
stage all we need to know is that the control region carries Ll/L2 signaling necessary to control 
uplink and downlink data transmissions. 

Additionally, already from the first release of LTE, so-called MBSFN subframes have also been 
defined. The original intention with MBSFN subframes was, as indicated by the name, to support 
MBSFN transmission, as described in Chapter 15. However, MBSFN subframes have also been found 
to be useful in other contexts, for example as part of relaying functionality, as discussed in Chapter 
16. Hence, MBSFN subframes are therefore better seen as a generic tool and not related only to 
MBSFN transmission. 

An MBSFN subframe, illustrated in Figure 9.4 , consists of a control region of length one or two 
OFDM symbols, which is in essence identical to its counterpart in a normal subframe, followed by an 
MBSFN region whose contents depend on the usage of the MBSFN subframe. The reason for keeping 
the control region also in MBSFN subframes is, for example, to transmit control signaling necessary 
for uplink transmissions. All terminals, from LTE release 8 and onwards, are capable of receiving the 
control region of an MBSFN subframe. This is the reason why MBSFN subframes have been found 
useful as a generic tool to introduce, in a backwards-compatible way, new types of signaling and 
transmission not part of an earlier release of the LTE radio-access specification. Terminals not capa
ble of receiving transmissions in the MBSFN region will simply ignore those transmissions. 
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inputs of the OFDM modulator. something that is needed to retain the low—cubic—melric property of

the DFTS~UFDM modulalion used for uplink data transmission.

 

8.2 NORMAL SUBFRAMES AND MBSFN SUBFRAMES

ln LTE. each downlink subframe [and the DwPTS in the case ofTDD: see Section 9.5.2 for a discus—

sion of the TDD frame structure) is normally divided into a control region. consisting of Ihe first few

OFDM symbols. and a (flare region. consisting of the remaining part of the subframe. The detailed

usage of the resource elements in the two regions will be discussed in detail in Chapter 10; at this

stage all we need to know is that the control region carries LHLE signaling necessary to control

uplink and downlink data transmissions.

Additionally. already from the first release of LTE, so~called MBSFN subframes have also been

defined. The original intention with MBSFN subframes was. as indicated by the name. to support

M'BSFN transmission. as described in Chapter 15. However. MBSFN subframes have also been found

to be useful in other contexts, for example as part of relaying functionality. as discussed in Chapter

lo. Hence. MBSFN subframes are therefore better seen as a generic tool and not related only to
M'BSFN transmission.

An MBSFN subframe. illustrated in Figtue 9.4. consists of a control region of length one or two

OFDM symbols. which is in essence identical to its counterpart in a normal subframe. followed by an

MBSFN region whose contents depend on the usage of the MB SFN subframe. The reason for keeping

the control region also in MBSFN subframes is. for example. to transmit control signaling necessary

for uplink IJ'ansmissions. All terminals. from LTE release 8 and onwards. are capable of receiving Ihe

control region of an M'BSFN subframe. This is the reason why MBSFN subframes have been found

useful as a generic tool to introduce. in a backwards—compatible way. new types of signaling and

IIansmission not part of an earlier release of the LTE radio~access specification. Terminals not capa—

ble of receiving transmissions in the MBSFN region will simply ignore those transmissions.
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Resource-block structure for MBSFN subframes, assuming normal cycl ic prefix for the control 
region and extended cycl ic prefix for the MBSFN region. 

Information about the set of subframes that are configured as MBSFN subframes in a cell is pro
vided as part of the system information. In principle, an arbitrary pattern of MBSFN subframes can 
be configured with the pattern repeating after 40ms.3 However, as information necessary to operate 
the system (to be more specific, synchronization signals, system information and paging, all of which 
will be discussed in detail in later chapters) needs to be transmitted in order for terminals to find and 
connect to a cell, subframes where such information is provided cannot be configured as MBSFN 
subframes. Therefore, subframes 0, 4, 5, and 9 for FDD and subframes 0, 1, 5, and 6 for TDD cannot 
be configured as MBSFN subframes, leaving the remaining six subframes as candidates for MBSFN 
subframes. 

9.3 CARRIER AGGREGATION 
The possibility for carrier aggregation was introduced in LTE release I 0. In the case of carrier aggre
gation, multiple LTE carriers, each with a bandwidth up to 20MHz, can be transmitted in parallel to/ 
from the same terminal, thereby allowing for an overall wider bandwidth and correspondingly higher 
per-link data rates. In the context of carrier aggregation, each carrier is referred to as a component 
carriel' as, from an RF point-of-view, the entire set of aggregated carriers can be seen as a single 
(RF) carrier. 

Up to five component carriers, possibly of different bandwidths up to 20MHz, can be aggregated 
allowing for overall transmission bandwidths up to 100MHz. A terminal capable of carrier aggrega
tion may receive or transmit simultaneously on multiple component carriers. Each component car
rier can also be accessed by an LTE terminal from earlier releases - that is, component carriers are 
backwards compatible. Thus, in most respects and unless otherwise mentioned, the physical-layer 
description in the following chapters applies to each component carrier separately in the case of car
rier aggregation. 

3Tbe reason for this value is that both the JOms frame length and the 8ms hybrid-ARQ round-trip time are factors in the 
40ms, which is important for relaying operation (see also Chapter 16). 
4 In the specifications, the term cell is used instead of component carrier, but as the term cell is something of a misnomer in 
the uplink case, the term component carrier is used herein. 
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Resourceblock structure for MBSFN subframes. assuming normal cyclic prefix for the control
region and extended cyclic prefix for the MBSFN region.

Information abotrt the set of subframes that are configured as MBSFN subfr'ames in a cell is pro—

vided as part of the system information. In principle, an arbitrary pattern of MBSFN subframes can

be configured with the pattern repeating after 40 ms.3 However. as information necessary to operate
the system (to be nrore specific. synchronization signals. system information and paging. all of which

will be discussed in detail in later chapters) needs to be transmitted in order for temtinals to lind and

connect to a cell, subframes where such information is provided cannot be configured as MBSFN
subli‘ames. Therefore. snbframes U. 4. S. and 9 for FDD and subframes U. l. 5. and b for TDD cannot

be configured as MBSFN subfr'ames. leaving the remaining six subfr'ames as candidates for IVIBSFN
str b frames.

 

9.3 CARRIER AGGREGATIDN

The possibility for carrier aggregation was introduced in LTE release 10. In the case of caITier aggre-

gation. multiple LTE carrier's. each with a bandwidth up to EOMHZ. can be transmitted in parallel to!

from the same terminal. thereby allowing for an overall wider bandwidth and cor'reslmndingly higher

per-link data rates. In the context of carrier aggregation. each carrier is referred to as a component

car'rrfer‘d' as. from an R]: point-of—view. the entire set of aggregated carriers can be seen as a single
(RF) carrier.

Up to live component carriers. possibly ofdift'er‘ent bandwidths tip to ZUMHZ. can be aggregated

allowing for overall transmission bandwidths up to 100MHz. A terminal capable of carrier aggrega-

tion may receive or transmit simultaneously on multiple component carriers. Each component car-

rier can also be accessed by an LTE terminal front earlier releases — that is. component carriers are

bacbvords compatible. Thus. in most respects and unless otherwise mentioned. the physical-layer

description in the following chapters applies to each component carrier separately in the case of car-

rier aggregation.

 

3The reason for this value is that both the IOnts frame length and the 8an hybrid—ARC) round-trip time are factors in the
40 ms. which is important for re laying operation [see also Chapter [6).

4In the specifications, the term ceh‘ is used instead of component carrier, but as the term cell is something of a misnomer in
the uplink case. the term component carrier is used herein.
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It should be noted that aggregated component carriers do not need to be contiguous in the fre
quency domain. Rather, with respect to the frequency location of the different component carriers, 
three different cases can be identified (see also Figure 9.5): 

• Intra-band aggregation with frequency-contiguous component carriers 
• Intra-band aggregation with non-contiguous component carriers 
• Inter-band aggregation with non-contiguous component carriers. 

The possibility to aggregate non-adjacent component carriers allows for exploitation of a frag
mented spectrum; operators with a fragmented spectrum can provide high-data-rate services based 
on the availability of a wide overall bandwidth even though they do not posses a single wideband 
spectrum allocation. Except from an RF point of view there is no difference between the three dif
ferent cases outlined in Figure 9.5 and they are all supported by the basic LTE release- IO specifica
tion. However, the complexity of RF implementation is vastl y different, with the first case being the 
least complex. Thus, although spectrum aggregation is supported by the physical-layer and protocol 
specifications, the actual implementation will be strongly constrained, including specification of only 
a limited number of aggregation scenarios and aggregation over a dispersed spectrum only being sup
ported by the most advanced terminals. 

A terminal capable of carrier aggregation has one downlink primary component carrier and an 
associated uplink primary component carrier. In addition, it may have one or several secondary com
ponent carriers in each direction. Different terminals may have different carriers as their primary 
component carrier - that is, the configuration of the primary component carrier is terminal specific. 
The association between the downlink primary carrier and the corresponding uplink primary carrier is 
cell specific and signaled as part of the system information. This is similar to the case without carrier 
aggregation, although in the latter case the association is trivial. The reason for such an association is, 
for example, to determine to which uplink component carrier a certain scheduling grant transmitted 
on the downlink relates without having to explicitly signal the component-carrier number. 

All idle mode procedures apply to the primary component carrier only or, expressed differently, car-
rier aggregation with additional secondary carriers configured only applies to terminals in the RRC_ 
CONNECTED state. Upon connection to the network, the terminal performs the related procedures such 
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Examples of carrier aggregation ("P" denotes the primary component carrier). 

as cell search and random access (see Chapter 14 for a detailed description of these procedures) following 
the same steps as in the absence of carrier aggregation. Once the communication between the network 
and the terminal is established, additional secondary component carriers can be configured. 

The fact that carrier aggregation is terminal specific - that is, different terminals may be config
ured to use different sets of component carriers - is useful not only from a network perspective to bal
ance the load across component carriers, but also to handle different capabilities between terminals. 
Some terminals may be able to transmit/ receive on multiple component carriers, while other terminals 
may do so on only a single carrier. This is an obvious consequence of being able to serve terminals 
from earlier releases at the same time as a carrier-aggregation-capable re lease- IO terminal, but it also 
allows for different capabilities in terms of carrier aggregation for different terminals as well as a dif
ferentiation between downlink and uplink carrier-aggregation capability. For example, a terminal may 
be capable of two component carriers in the downlink but of only a single component carrier - that 
is, no carrier aggregation - in the uplink, as is the case for terminal C in Figure 9.6. Note also that the 
primary component-carrier configuration can differ between terminals. Asymmetric carrier aggrega
tion can also be useful to handle different spectrum allocations, for example if an operator has more 
spectrum available for downlink transmissions than uplink transmissions. 

In release 10, only downlink-heavy asymmetries are supported - that is, the number of uplink 
component carriers configured for a terminal is always equal to or smaller than the number of config
ured downlink component carriers. Uplink-heavy asymmetries are less likely to be of practical inter
est and would also complicate the overall control signaling structure, as in such a case multiple uplink 
component carriers would need to be associated with the same downlink component carrier. 

Carrier aggregation is supported for both FDD and TDD, although all component carriers need to have 
the same duplex scheme. Furthermore, in the case of TDD, the uplink-downlink configuration should be 
the same across component carriers. The special subframe configuration can be different for the different 
components carriers though, as long as the resulting downlink- uplink switch time is sufficiently large. 

9.4 FREQUENCY-DOMAIN LOCATION OF LTE CARRIERS 
In principle, an LTE carrier could be positioned anywhere within the spectrum and, actually, the basic 
LTE physical-layer specification does not say anything about the exact frequency location of an LTE 
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as cell search and random access (see Chapter 14 for a detailed description ofthese procedures) following

the same steps as in the absence of carrier aggregation. Once the communication between the network

and the terminal is established. additional secondary component carriers can be configured.

The fact that can'ier aggregation is terminal specific — that is. different terminals may be config—

ured to Lise different sets of component carriers — is useful not only from a network perspective to bal—

ance the load across component carriers. but also to handle different capabilities between terminals.

Some- terminals may‘ be able to transmitfreceive on multiple component carriers. while other terminals

may do so on only a single carrier. This is an obvious consequence of being able to serve terminals

from earlier releases at the same time as a carrier—aggregation—capable release—ID terminal. but it also

allows for different capabilities in terms of carrier aggregation for different terminals as well as a dif—

ferentiation between downlink and uplink carrier—aggregation capability. For example. a tenninal may

be capable of two component carriers in the downlink but of only a single component carrier — that:

is. no carrier aggregation — in the uplink, as is the case for terminal C in Figure 9.6. Note also that Il‘lE‘

primary component—carrier configuration can differ between terminals. Asymmetric carrier aggrega—

tion can also be useful to handle different spectrum allocations. for example if an operator has more

spectrum available for downlink transmissions than uplink transmissions.

In release 10. only downlink—heavy asymmetries are supported — that is. the number of uplink

component carriers configured for a terminal is always equal to or smaller thzm the number of config—

ured downlink component can'iers. Uplink~heavy asymmetries are less likely to be of practical inter—

est and would also complicate the overall control signaling structure. as in such a case multiple uplink

component carriers would need to be associated with the same downlink component carrier.

Carrier aggregation is supported for both FDD and TDD. although all component carriers need to have

the same duplex Scheme. Furthermore. in the case ofTDD, llle uplink—downlink configuration should be

the same across component can'iers. The special subfi'ame configuration can be different for the different

components carriers though. as long as the resulting downlink—uplink switch time is sufficiently large.

 

9.4 FREQUENCY-DOMAIN LOCATION OF LTE CARRIERS

In principle, an LTE carrier could be positioned anywhere within the spectrum and, actually, the basic

LTE physical—layer specification does not say anything about the exact frequency location of an LTE
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LTE carrier raster. 

carrier, including the frequency band. However, in practice, there is obviously a need for restrictions 
on where an LTE carrier can be positioned in the frequency domain. 

• In the end, an LTE terminal must be implemented and RF-wise such a terminal can obviously 
only support certain frequency bands. The frequency bands for which LTE is specified to operate 
are discussed in Chapter 17. 

• After being activated, an LTE terminal has to search for a network-transmitted carrier within the 
frequency bands supported by the terminal. In order for that carrier search not to take an unrea
sonably long time, there is a need to limit the set of frequencies to be searched. 

For this reason it is assumed that, within each supported frequency band, LTE carriers may exist 
on a I 00 kHz carrier raster or carrier grid - that is, the carrier center frequency can be expressed as 
m · lOOkHz, where mis an integer (see Figure 9.7). 

In the case of carrier aggregation, multiple carriers can be transmitted to/from the same terminal. 
In order for the different component carriers to be accessible also by earlier-release terminals, each 
component carrier should fall on the lO0kHz carrier grid. However, in the case of carrier aggregation, 
there is an additional constraint that the carrier spacing between adjacent component carriers should 
be a multiple of the 15 kHz subcarrier spacing to allow transmission/reception with a single FFT.5 

Thus, in the case of carrier aggregation, the carrier spacing between the different component carriers 
should be a multiple of 300kHz, the smallest carrier spacing being a multiple of both lO0kHz (the 
raster grid) and 15 kHz (the subcarrier spacing). A consequence of this is that there wi II always be a 
small number of unused subcarriers between two component carriers, even when they are located as 
close as possible to each other, as illustrated in Figure 9.8. 

9.5 DUPLEX SCHEMES 
Spectrum fl exibility is one of the key features of LTE. In addition to the flexibility in transmission 
bandwidth, LTE also supports operation in both pai red and unpaired spectrum by supporting both 
FDD- and TDD-based duplex operation with the time- frequency structures illustrated in Figure 9.9. 
Although the time-domain structure is, in most respects, the same for FDD and TDD, there are some 
differences, most notably the presence of a special subframe in the case of TDD. The special sub
frame is used to provide the necessary guard time for downlink- uplink switching, as discussed below. 

5Tbis is obviously only relevant for component carriers that are contiguous in the frequency domain. Furthermore , in the 
case of independent frequency errors between component carriers, separate FFfs may be needed at the receiver. 
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In the case of FDD operation (upper part of Figure 9.9), there are two carrier frequencies, one for 
uplink transmission Uud and one for downlink transmission UoL). During each frame, there are thus 
ten uplink subframes and ten downlink subframes, and uplink and downlink transmission can occur 
simultaneously within a cell. Isolation between downlink and uplink transmissions is achieved by 
transmission/reception filters, known as duplex filters, and a suffi ciently large duplex separation in 
the frequency domain. 

Even if uplink and downlink transmission can occur simultaneously within a cell in the case of 
FDD operation, a terminal may be capable of full-duplex operation or onl y half-duplex operation for 
a certain frequency band, depending on whether or not it is capable of s imultaneous transmission/ 
reception. In the case of full -duplex capability, transmission and reception may also occur simultane
ously at a terminal, whereas a terminal capable of onl y half-duplex operation cannot transmit and 
receive simultaneously. As mentioned in Chapter 7, supporting only half-duplex operation allows for 
simplified terminal implementation due to relaxed duplex-filter requirements. This applies especia lly 
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9.5.1 Frequency-Division Duplex (FDD)

In the case of FDD operation (upper part of Figure 9.9}. there are two carrier frequencies. one for

uplink Iransmission (fULJI and one for downlink transmission (fDL). During each frame. there are thus

ten uplink sub‘t‘rames and ten downlink subframes. and uplink and downlink transmission can occur

simultaneously within a cell. Isolation between downlink and uplink transmissions is achieved by

transmissionr'reception filters. known as duplex filters. and a stu’ficiently large duplex separation in

the frequency domain.

Even if uplink and downlink transmission can occur simultaneously within a cell in the case of

FDD operation, a terminal may be capable ol‘fitH—duplex operation or only hobo—duplex operaLion for

a certain frequency band. depending on whether or not it is capable of simultaneous transmission!

reception. In the case of full—duplex capability, transmission and reception may also occur simultane—

ously at a terminal. whereas a terminal capable of only half—duplex operation cannot transmit and

receive simultaneously. As mentioned in Chapter T. supporting only halt'aduplex operation allows for

simplified terminal implementation due to relaxed duplex~filter requirements. This applies especially
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for certain frequency bands with a narrow duplex gap. Hence, full duplex support is frequency-band 
dependent such that a terminal may support only half-duplex operation in certain frequency bands 
while being capable of full -duplex operation in the remaining supported bands. It should be noted 
that full/half-duplex capability is a property of the terminal; the base station is operating in full 
duplex irrespective of the terminal capabilities. Hence, as the relevant transmission structures and 
timing re lations are identical between full -duplex and half-duplex FDD, a single cell may simultane
ously support a mixture of full -duplex and half-duplex FDD terminals. Half-duplex operation has an 
impact on the sustained data rates that can be provided to/from a single mobile terminal as it cannot 
transmit in all uplink subframes, but the cell capacity is hardly affected as typically it is possible to 
schedule different terminals in uplink and downlink in a given subframe. 

Since a half-duplex terminal is not capable of simultaneous transmission and reception, the sched
uling decisions must take this into account and half-duplex operation can be seen as a scheduling 
restriction, as will be discussed in more detail in Chapter 13 . If a terminal is scheduled such that 
downlink reception in one subframe immediately precedes a subframe of uplink transmission, a guard 
time is necessary for the terminal to switch from reception to transmission. This is created in such 
cases by allowing the terminal to skip receiving6 the last OFDM symbol(s) in the downlink subframe, 
as illustrated in Figure 9.10. 

9.5.2 Time-Division Duplex (TDD) 
In the case of TDD operation (lower part of Figure 9 .9), there is a single carrier frequency only and 
uplink and downlink transmissions are separated in the time domain on a cell basis. As seen in the 
fi gure, some subframes are allocated for uplink transmissions and some subframes for downlink 
transmission, with the switch between downlink and uplink occurring in the special subframe (sub
frame I and, in some cases, subframe 6). Different asymmetries in terms of the amount of resources -
that is, subframes - allocated for uplink and downlink transmission respective ly are provided through 
the seven different downlink/uplink configurations illustrated in Figure 9.11. As seen in the figure, 
subframes O and 5 are always allocated for downlink transmission while subframe 2 is always allo
cated for uplink transmissions. The remaining subframes (except the special subframe; see below) 

6 The impact on the decoding performance can be accounted for by the rate adaptation mechanism. For very high data rates, 
the performance impact may be somewhat larger due to the downlink interleaving structure, in which case it may be prefer
able not to schedule an uplink transmission immediately after a downlink reception. 
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for certain frequency bands with a rumour duplex gap. Hence. full duplex support is fieqnerrcy-barrd

dependent such that a terminal may support only half-duplex operation in certain frequency bands

while being capable of full—duplex operation in the rerrraining supported bands. It should be noted

that futhalf—duplex capability is a property of the terminal; the base station is operating in full

duplex irrespective of the terminal capabilities. Hence. as the relevant transmission structures and

timing relations are identical between full-duplex and half—duplex FDD. a single cell may simultane-

ously support a mixture of full—duplex and half—duplex FDD terminals. Half—duplex operation has an

impact on the sustained data rates that can be provided tor’from a single mobile temrinal as it cannot

Lransrnit in all uplink subframes. but the cell capacity is hardly affected as typically it is possible to

schedule different terminals in uplink and downlink in a given subframe.

Since a half—duplex terminal is not capable of simultaneous transmission and reception. the sched—

uling decisions must take this into account and half—duplex operation can be seen as a scheduling

restriction. as will be discussed in more detail in Chapter l3. If a ternrinal is scheduled such that

downlink reception in one subframe imnrediately precedes a subfranre of uplink transmission, a guard

time is necessary for the terrrrinal to switch from reception to transmission. This is created in such

cases by allowing the terminal to skip receiving6 the last OFDM symboltsl in the downlink subframe.
as illustrated in Figure 9.10.

9.5.2 Time-Division Duplex (TDD)

In the case of TDD operation (lower part of Figure 9.9}. there is a single carrier Frequency only and

uplink and downlink transmissions are separated in the time domain on a cell basis. As seen in the

figure. some sublrarnes are allocated for uplink transmissions and some subframes for downlink

Lransrnission. with the switch between downlink and uplink occurring in the special subfmme (sub-

frame ] and. in some cases. subframe 6). Different asymmetries in terms of the amount of resources —

that is. subframes — allocated for uplink and down] ink transmission respectively are provided through

the seven different downlinkr’uplink configurations illustrated in Figure 9.11. As seen in the figure.

subframes 0 and 5 are always allocated for downlink transr‘nissiorr while subframe '2 is always allo—

cared for uplink transmissions. The remaining suhfr'ames (except the special subfrarne: see below)

 

6The impact on the decoding performance can be accounted for by the rate adaptation mechanism. For very high data rates.
the performance impact may be somewhat larger due to the downlink interleaving srrnct'ure. in which case it may be prefer—
able not to schedule an uplink transmission immediately after a down] ink reception.
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can then be flexibly allocated for downlink or uplink transmission depending on the configured down
link/uplink configuration. To avoid severe interference between downlink and uplink transmissions in 
different cells, neighboring cells typically have the same downlink/uplink configuration. This makes 
it difficult to change the downlink/uplink confi guration dynamically, for example on a frame-by
frame basis. Therefore, the current LTE specification assumes that the downlink/uplink configuration 
is relatively static. It can be changed on a very slow basis though, in order to adapt to changing traffic 
patterns. It could also, in principle, be different in different areas, for example to match different traf
fic patterns, although inter-cell interference needs to be carefully addressed in this case. 

As the same carrier frequency is used for uplink and downlink transmission, both the base station 
and the terminal need to switch from transmission to reception and vice versa. The switch between 
downlink and uplink occurs in the special subframe, which is split into three parts: a downlink part 
(DwPTS), a guard period (GP), and an uplink part (UpPTS). 

The DwPTS is in essence treated as a normal downlink subframe,7 although the amount of data 
that can be transmitted is smaller due to the reduced length of the DwPTS compared to a normal sub
frame. The UpPTS, however, is not used for data transmission due to the very short duration. Instead, 
it can be used for channel sounding or random access. It can also be left empty, in which case it 
serves as extra guard period. 

An essential aspect of any TDD system is the possibility to provide a sufficiently large guard period 
(or guard time), where neither downlink nor uplink transmissions occur. This guard period is neces
sary for switching from downlink to uplink transmission and vice versa and, as already mentioned, is 

7 For the shortest DwPTS duration of three OFDM symbols, DwPTS cannot be used for POSCH transmission. 
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Different downlinkfuplink configurations in the case of TDD.

can then be flexibly allocated for down link or uplink transmission depending on the configured down—

Iinkl'uplink configuration. To avoid severe interference between downlink and uplink transmissions in

different cells. neighboring cells typically have the same downlinkr'uplink configuration. This makes

it diflicull to change the downlinkfuplink configuration dynamically. for example on a frame—hy—

frame basis. Therefore. the current LTE specification assumes that the downlinlduplink configuration

is relatively static. It can he changed on a very slow basis though. in order to adapt to changing traffic

patterns. It could also. in principle. be different in different areas. for example to match different traf—

fic patterns. although inter—cell interference needs to be carefully addressed in this case.

As the same carrier frequency is used for uplink and downlink transmission. both the base station

and the terminal need to switch from transmission to reception and vice versa. The switch between

downlink and nplink occurs in the special subframe. which is split into three parts: a downlink part

(DwPTS). a guard period (GP). and an uplink part (UpPTS).

The DwPTS is in essence treated as a normal downljnk subframej although the amount of data
that can be transmitted is smaller due to the reduced length of the DwPTS compared to a normal sub-

frame. The UpPTS. however. is not used for data transmission due to the very short duration. Instead.

it can be used for channel sounding or random access. It can also be left empty. in which case it

serves as extra guard period.

An essential aspect of any TDD system is the possibility to provide a sufficiently large guardperiod

for guard time). where neither downlink nor uplink transmissions occur. This guard period is neces—

sary for switching from downljnk to uplink transmission and vice versa and. as already mentioned. is 

7 For the shortest DwP'TS duration of three OFDM symbols. DWPTS cannot be used for PDSCH transmission.
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Timing relation for TDD operation. 

obtained from the special subframe. The required length of the guard period depends on several factors. 
First, it should be sufficiently large to provide the necessary time for the circuitry in base stations and 
the terminals to switch from downlink to uplink. Switching is typically relatively fast, of the order of 20 
microseconds, and in most deployments does not significantly contribute to the required guard time. 

Secondly, the guard time should also ensure that uplink and downlink transmissions do not inter
fere at the base station. This is handled by advancing the uplink tirning at the terminals such that, at 
the base station, the last uplink subframe before the uplink-to-downlink switch ends before the start 
of the first downlink subframe. The uplink tirning of each terrninal can be controlled by the base sta
tion by using the timing advance mechanism, as will be elaborated upon in Chapter 11. Obviously, 
the guard period must be large enough to allow the terrninal to receive the downlink transmission and 
switch to transmission before it starts the (timing-advanced) uplink transmission. In essence, some 
of the guard period of the special subframe is " moved" from the downlink-to-uplink switch to the 
uplink-to-downlink switch by the timing-advance mechanism. This is illustrated in Figure 9. 12. As 
the timing advance is proportional to the distance to the base station, a larger guard period is required 
when operating in large cells compared to small cells. 

Finally, the selection of the guard period also needs to take interference between base stations into 
account. In a multi-cell network, inter-cell interference from downlink transmissions in neighboring 
cells must decay to a suffi ciently low level before the base station can start to receive uplink transmis
sions. Hence, a larger guard period than is motivated by the cell size itself may be required as the 
last part of the downlink transrnissions from distant base stations otherwise may interfere with uplink 
reception. The amount of guard period depends on the propagation environments, but in some cases 
the inter-base-station interference is a non-negligible factor when determining the guard period. 
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Table 9 .1 Result ing Guard Period in OFDM Symbols for Different DwPTS and UpPTS Lengths 
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Coexistence between TD-SCOMA and LTE. 

From the above discussion, it is clear that a sufficient amount of configurability of the guard 
period is needed to meet different deployment scenarios. Therefore, a set of DwPTS/GP/UpPTS 
configurations is supported as shown in Table 9.1 , where each configuration corresponds to a given 
length of the three fie lds in the special subframes. The DwPTS/GP/UpPTS configuration used in the 
cell is signaled as part of the system information. 

9.5.3 LTE and TD-SCOMA Coexistence 
In addition to supporting a wide range of different guard periods, an important aspect in the design 
of TDD in LTE was to simplify coexistence with and migration from systems based on the 3GPP 
TD-SCDMA standard (see Chapter 19 for details on TD-SCDMA). Basically, to handle inter-system 
interference from two different but co-sited TDD systems operating close in frequency, it is necessary 
to align the switch-points between the two systems. Since LTE supports confi gurable lengths of the 
DwPTS fi eld, the switch-points of LTE and TD-SCDMA (or any other TDD system) can be aligned, 
despite the different subframe lengths used in the two systems. Aligning the switch-points between 
TD-SCDMA and LTE is the technical reason for splitting the special subframe into the three fie lds 
DwPTS/GP/UpPTS instead of locating the switch-point at the subframe boundary. An example of 
LTEffD-SCDMA coexistence is given in Figure 9. 13 . 
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8 The smallest DwPTS length is motivated by the location of the primary synchronization signal in the DwPTS (see Chapter 14).

The set of possible lengths of DwPTS/GP/UpPTS is selected to support common coexistence 
deployments, as well as to provide a high degree of guard-period flexibility for the reasons discussed 
earlier. The UpPTS length is one or two OFDM symbols and the DwPTS length can vary from three8 
to twelve OFDM symbols, resulting in guard periods ranging from one to ten OFDM symbols. The 
resulting guard period for the different DwPTS and UpPTS configurations supported is summarized 
in Table 9.1 for the case of normal cyclic prefix. As discussed earlier, the DwPTS can be used for 
downlink data transmission, while the UpPTS can be used for sounding or random access only, due to 
its short duration.
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Downlink Physical-Layer 
Processing 10

CHAPTER

In Chapter 8, the LTE radio-interface architecture was discussed with an overview of the functions 
and characteristics of the different protocol layers. Chapter 9 then gave an overview of the basic 
time–frequency structure of LTE transmissions, including the structure of the OFDM time–frequency 
grid being the fundamental physical resource on both uplink and downlink.

This chapter will provide a more detailed description of the downlink physical-layer functionality, 
including the transport-channel processing (Section 10.1), downlink reference signals (Section 10.2), 
details on downlink multi-antenna transmission (Section 10.3), and downlink L1/L2 control signal-
ing (Section 10.4). Chapter 11 will provide a corresponding description for the uplink transmission 
direction. The later chapters will then go further into the details of some specific uplink and downlink 
functions and procedures.

10.1 TRANSPORT-CHANNEL PROCESSING
As described in Chapter 8, transport channels provide the interface between the MAC layer and the physi-
cal layer. As also described, for the LTE downlink there are four different types of transport channels 
defined, the Downlink Shared Channel (DL-SCH), the Multicast Channel (MCH), the Paging Channel 
(PCH), and the Broadcast Channel (BCH). This section provides a description of the physical-layer 
processing applied to DL-SCH transport channels, including the mapping to the physical resource – that 
is, to the resource elements of the OFDM time–frequency grid. DL-SCH is the main downlink transport-
channel type in LTE and is used for transmission of user-specific higher-layer information, both user data 
and dedicated control information, as well as part of the downlink system information. The DL-SCH  
physical-layer processing is to a large extent applicable also to MCH and PCH transport channels, 
although with some additional constraints. On the other hand, the physical-layer processing, and the trans-
mission structure in general, for the BCH is quite different. BCH transmission is described in Chapter 14 
as part of the discussion on LTE system information.

10.1.1 Processing Steps
The different steps of the DL-SCH physical layer processing are outlined in Figure 10.1. In the case 
of carrier aggregation – that is, transmission on multiple component carriers in parallel to the same 
terminal – the transmissions on the different carriers correspond to separate transport channels with 
separate and more or less independent physical-layer processing. The transport-channel processing 
outlined in Figure 10.1 and the discussion below is thus valid also in the case of carrier aggregation.
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Physical-layer processing for DL-SCH. 

Within each Transmission Time Interval (m), corresponding to one subframe of length l ms, up 
to two transport blocks of dynamic size are delivered to the physical layer and transmitted over the 
radio interface for each component carrier. The number of transport blocks transmitted within a TTI 
depends on the configuration of the multi-antenna transmission scheme, as described in Section 10.3 . 

• In the case of no spatial multiplexing there is at most a single transport block in a TTL 
• In the case of spatial multiplexing, with transmission on multiple layers in parallel to the same ter

minal, there are two transport blocks within a TTI. 1 

10.1. 1.1 CRC Insertion Per Transport Block 
In the first step of the physical-layer processing, a 24-bit CRC is calculated for and appended to each 
transport block. The CRC allows for receiver-side detection of errors in the decoded transport block. 
The corresponding error indication can, for example, be used by the downlink hybrid-ARQ protocol 
as a trigger for requesting retransmissions. 

1This is true for initial transmissions. In the case of hybrid-ARQ retransmissions there may also be cases when a single 
transport block is transmitted over multiple layers, as discussed, for example, in Section 10.3.2. 
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Physical—layer processing for DL-SCH.

Witlun each Transmission lime Interval (TTI), corresponding to one subframe of length I ms. up

to two transport blocks of dynamic size are delivered to the physical layer and transmitted over the

radio interface For each component carrier. The number of transport blocks transmitted within a TTI

depends on the configuration ofthe multi—antenna transmission scheme, as described in Section 10.3.

In the case of no Spatial multiplexing there is at most a single transport block in a TTI.

0 In the case of spatial multiplexing, with transmission on multiple layers in parallel to the same ter—

Ininal. there are two transport blocks within a "I'TI.l

to. t. r. t ERG insertion Per Transport Stock
In the first step of the physical—layer processing. a 24-bit CRC is calculated for and appended to each

transport block. The CRC allows for receiver—side detection of errors in the decoded transport block.

The corresponding error indication can, for example, be used by the downlink hybrid—ARQ protocol

as a trigger for requesting retransmissions.

 

IThis is true for initial transmissions. In the case of hybrid—ARI} retransmissions there may also be cases when a single
transport block is transmitted over multiple layers, as discussed, for example, in Section 10.3.2.
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Code-block segmentation and per-code-block CRC insertion. 

10.1.1.2 Code-Block Segmentation and Per-Code-Block CRC Insertion 
The LTE Turbo-coder internal interleaver is only defined for a limited number of code-block sizes, 
with a maximum block size of 6144 bits. If the transport block, including the transport-block CRC, 
exceeds this maximum code-block size, code-block segmentation , illustrated in Figure 10.2, is 
applied before the Turbo coding. Code-block segmentation implies that the transport block is seg
mented into smaller code blocks, the sizes of which should match the set of code-block sizes sup
ported by the Turbo coder. 

In order to ensure that a transport block of arbitrary size can be segmented into code blocks 
that match the set of available code-block sizes, the specification includes the possibility to insert 
"dummy" filler bits at the head of the first code block. However, the set of transport-block sizes cur
rently defined for LTE has been selected so that filler bits are not needed. 

As can be seen in Figure 10.2, code-block segmentation also implies that an additional CRC (also 
of length 24 bits, but different compared to the transport-block CRC described above) is calculated 
for and appended to each code block. Having a CRC per code block allows for earl y detection of cor
rectly decoded code blocks and correspondingly early termination of the iterative decoding of that 
code block. This can be used to reduce the terminal processing effort and corresponding energy con
sumption. In the case of a single code block no additional code-block CRC is applied. 

One could argue that, in case of code-block segmentation, the transport-block CRC is redundant 
and implies unnecessary overhead as the set of code-block CRCs should indirectly provide informa
tion about the correctness of the complete transport block. However, code-block segmentation is only 
applied to large transport blocks for which the relative extra overhead due to the additional transport
block CRC is small. The transport-block CRC also adds additional error-detection capabilities and 
thus further reduces the risk for undetected errors in the decoded transport block. 

Information about the transport-block size is provided to the terminal as part of the scheduling 
assignment transmitted on the PDCCH control channel, as described in Section 10.4.4. Based on this 
information, the terminal can determine the code-block size and number of code blocks. The terminal 
receiver can thus, based on the information provided in the scheduling assignment, straightforwardly 
undo the code-block segmentation and recover the decoded transport blocks. 
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10.1. 1.3 Channel Coding 
Channel coding for DL-SCH (as well as for PCH and MCH) is based on Turbo coding [53], with 
encoding according to Figure 10.3 . The encoding consists of two rate-1/2, eight-state constituent 
encoders, implying an overall code rate of 1/3, in combination with QPP-based2 interleaving [69]. As 
illustrated in Figure 10.4 , the QPP interleaver provides a mapping from the input (non-interleaved) 
bits to the output (interleaved) bits according to the function: 

c(i) = ft · i + f 1 · i2 mod K, 

where i is the index of the bit at the output of the interleaver, c(i) is the index of the same bit at the 
input of the interleaver, and K is the code-block/interleaver size. The values of the parameters f 1 and 
Ji depend on the code-block size K. The LTE specification lists all supported code-block sizes, rang
ing from a mini mum of 40 bits to a maxi mum of 6144 bits, together with the associated values for the 
parameters f 1 andfi. Thus, once the code-block size is known, the Turbo-coder inner interleaving, as 
well as the corresponding de-interleaving at the receiver side, can straightforwardly be carried out. 

A QPP-based interleaver is maximum contention free [70], implying that the decoding can be 
parallelized without the risk for contention when the different parallel processes are accessing the 

2QPP = Quadrature Permutation Polynomial. 
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It}. I. r. 3 Channel coding

Channel coding for DL—SCH (as well as for PCH and MCI-I) is based on Turbo coding [53]. with

encoding according to Figure 10.3. The encoding consists. of two rate—H2, eight—state constituent

encoders. implying an overall code rate of H3. in combination with QPP—based2 interleaving [69]. As
illustrated in Figure [0.4. the OFF interleaver provides. a mapping frotn the input (non—interleaved)

bits to the output (interleaved) bits according to the function:

CU] = f; 4+5 -r'EmodK.

where r' is the index of the bit at the output of the interleaver, cti) is the index of the same bit at the

input of the interleaver, and K is the code—blocHinterleaver size. The values of the parameters f, and

f; depend on the code—block size K. The LTE specification lists all supported code~block sizes, rang—

ing from a minimum 01’40 bits to a maximum of'6144 bits. together with the associated values for the

parameters f. and f3. Thus. once the code—block size is known. the Turbo—coder inner interleaving. as

well as the corresponding de—interleav ing at the receiver side. can straightforwardly be carried out.

A OPP—based interleaver is maximum contention figs [70]. implying that the decoding can be

parallelized without the risk for contention when the different parallel processes are accessing the
 

ZQPP = Quadrature Permutation Polynomial.
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interleaver memory. For the very high data rates supported by LTE, the improved possibilities for 
parallel processing offered by QPP-based interleaving can substantially simplify the Turbo-encoder/ 
decoder implementation. 

10.1. 1.4 Rate Matching and Physical-Layer Hybrid-ARQ Functionality 
The task of the rate-matching and physical-layer hybrid-ARQ functionality is to extract, from the 
blocks of code bi ts delivered by the channel encoder, the exact set of code bi ts to be transmitted 
within a given TTl/subframe. 

As illustrated in Figure 10.5, the outputs of the Turbo encoder (systematic bits, first parity bits, 
and second parity bits) are fi rst separately interleaved. The interleaved bits are then inserted into what 
can be described as a circular buffer with the systematic bits inserted first, foll owed by al ternating 
insertion of the first and second parity bits. 

The bit selection then extracts consecutive bits from the circular buffer to an extent that matches 
the number of available resource elements in the resource blocks assigned for the transmission. The 
exact set of bits to extract depends on the redundancy version (RV) corresponding to different starting 
points for the extraction of coded bits from the circular buffer. As can be seen, there are four different 
alternatives for the redundancy version. The transmitter/scheduler selects the redundancy version and 
provides information about the selection as part of the scheduling assignment (see Section I 0.4.4 ). 

Note that the rate-matching and hybrid-ARQ fun ctionality operates on the full set of code bits 
corresponding to one transport block and not separately on the code bi ts corresponding to a single 
code block. 

10.1. 1.5 Bit-Level Scrambling 
LTE downlink scrambling implies that the block of code bi ts delivered by the hybrid-ARQ functionality 
is multiplied (exclusive-or operation) by a bit-level scrambling sequence. Without downlink scrambling, 
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interleaver memory. For the very high data rates supported by LTE. the improved possibilities for

parallel processing offered by OPP—based interleaving can substantially simplify the TUTbOHEDCOClETf

decoder implementation.

it}. I. '_4 Rate Matching and Physicai—Layer Hybrid-ARE Functionality
The task of the rate—matching and physical—layer hybrid—ARQ functionality is to extract. from the

blocks of code bits delivered by the channel encoder. the exact set of code bits to be transmitted

within a given TTLI’subframe.

As illustrated in Figure 10.5. the outputs of the Turbo encoder (systematic bits. first parity bits.

and second parity bits) are first separately interleave-d. The interleaved bits are then inserted into what

can be described as a circular buffer with the systematic hits inserted first. followed by altemating

insertion of the first and second parity bits.
The bit selection then extracts consecutive bits from the circular buffer to an extent that matches

the number of available resource elements in the resource blocks assigned for the transmission. The

exact set of bits to extract depends on the redundancy version (RV) corresponding to different starting

points for the extraction of coded bits from the circular bufi‘er. As can be seen. there are four different

alternatives for the redundancy version. The transmitterlscheduler selects the redundancy version and

provides information about the selection as part of the scheduling assignment (see Section 10.4.4).

Note that the rate—matching and hybrid—ARQ functionality operates on the full set of code bits

corresponding to one transport block and not separately on the code bits corresponding to a single
code block.

Jo. .f. it? Bit—Lave! Scrambiing
LTE downlink scrambling implies that the block of code bits delivered by the hybrid-ARC} functionality

is multiplied tercinsive—orope ration) by a bit~level scrambling sequence. Without downlink scrambling,
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the channel decoder at the terminal could, at least in principle, be equally matched to an interfering 
signal as to the target signal, thus being unable to properly suppress the interference. By applying dif-
ferent scrambling sequences for neighboring cells, the interfering signal(s) after descrambling is (are) 
randomized, ensuring full utilization of the processing gain provided by the channel code. Thus, the 
bit scrambling essentially serves the same purpose as the scrambling applied at chip level after the 
direct-sequence spreading in DS-CDMA-based systems such as WCDMA/HSPA. Fundamentally, chan-
nel coding can be seen as “advanced” spreading providing processing gain similar to direct-sequence 
spreading but also additional coding gain.

In LTE, downlink scrambling is applied to all transport channels as well as to the downlink  
L1/L2 control signaling. For all downlink transport-channel types except MCH, as well as for the  
L1/L2 control signaling, the scrambling sequences differ between neighboring cells (cell-specific 
scrambling) to ensure interference randomization between the cells. This is achieved by having the 
scrambling sequences depend on the physical-layer cell identity (Chapter 14). In contrast, in the case 
of MBSFN-based transmission using MCH, the same scrambling should be applied to all cells taking 
part in the MBSFN transmission – that is, all cells within the so-called MBSFN area (see Chapter 15).

10.1.1.6 Data Modulation
The downlink data modulation transforms the block of scrambled bits to a corresponding block 
of complex modulation symbols. The set of modulation schemes supported for the LTE downlink 
includes QPSK, 16QAM, and 64QAM, corresponding to two, four, and six bits per modulation sym-
bol respectively.

10.1.1.7 Antenna Mapping
The antenna mapping jointly processes the modulation symbols corresponding to the one or two 
transport blocks and maps the result to different antenna ports. The antenna mapping can be con-
figured in different ways corresponding to different multi-antenna transmission schemes, includ-
ing transmit diversity, beam-forming, and spatial multiplexing. As indicated in Figure 10.1, LTE 
supports transmission using up to eight antenna ports depending on the exact multi-antenna trans-
mission scheme. More details about LTE downlink multi-antenna transmission are provided in 
Section 10.3.

Note that the antenna ports referred to above do not necessarily correspond to specific physi-
cal antennas. Rather, an antenna port is a more general concept introduced, for example, to allow 
for beam-forming using multiple physical antennas without the terminal being aware of the beam- 
forming carried out at the transmitter side.

At least for the downlink, an antenna port can be seen as corresponding to the transmission of a 
reference signal (Section 10.2). Any data transmission from the antenna port can then rely on that ref-
erence signal for channel estimation for coherent demodulation. Thus, if the same reference signal is 
transmitted from multiple physical antennas, these physical antennas correspond to a single antenna 
port. Similarly, if two different reference signals are transmitted from the same set of physical anten-
nas, this corresponds to two separate antenna ports.

It should be noted that the LTE specification actually has a somewhat more general definition of 
an antenna port, essentially just saying that two received signals can be assumed to have experienced 
the same overall channel, including any joint processing at the transmitter side, if and only if they 
have been transmitted on the same antenna port.
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10.1.1.8 Resource-Block Mapping
The resource-block mapping takes the symbols to be transmitted on each antenna port and maps them 
to the resource elements of the set of resource blocks assigned by the MAC scheduler for the trans-
mission. As described in Chapter 9, each resource block consists of 84 resource elements (twelve sub-
carriers during seven OFDM symbols).3 However, some of the resource elements within a resource 
block will not be available for the transport-channel transmission as they are occupied by:

l different types of downlink reference signals, as described in Section 10.2;
l downlink L1/L2 control signaling (one, two, or three OFDM symbols at the head of each sub-

frame), as described in Section 10.44.

Furthermore, as will be described in Chapter 14, within some resource blocks, additional resource 
elements are reserved for the transmission of synchronization signals as well as for the transmission 
of the BCH transport channel.

In the TDD special subframe (Section 9.5.2), mapping is limited to the DwPTS.

10.1.2 Localized and Distributed Resource Mapping
As already discussed in Chapter 7, when deciding what set of resource blocks to use for transmission 
to a specific terminal, the network may take the downlink channel conditions in both the time and 
frequency domains into account. Such time/frequency-domain channel-dependent scheduling, taking 
channel variations – for example, due to frequency-selective fading – into account, may significantly 
improve system performance in terms of achievable data rates and overall cell throughput.

However, in some cases downlink channel-dependent scheduling is not suitable to use or is not 
practically possible:

l For low-rate services such as voice, the feedback signaling associated with channel-dependent 
scheduling may lead to extensive relative overhead.

l At high mobility (high terminal speed), it may be difficult or even practically impossible to track 
the instantaneous channel conditions to the accuracy required for channel-dependent scheduling to 
be efficient.

In such situations, an alternative means to handle radio-channel frequency selectivity is to achieve 
frequency diversity by distributing a downlink transmission in the frequency domain.

One way to distribute a downlink transmission in the frequency domain, and thereby achieve fre-
quency diversity, is to assign multiple non-frequency-contiguous resource blocks for the transmis-
sion to a terminal. LTE allows for such distributed resource-block allocation by means of resource 
allocation types 0 and 1 (see Section 10.4.4). However, although sufficient in many cases, distributed 
resource-block allocation by means of these resource-allocation types has certain drawbacks:

l For both types of resource allocations, the minimum size of the allocated resource can be as large 
as four resource-block pairs and may thus not be suitable when resource allocations of smaller 
sizes are needed.

l In general, both these resource-allocation methods are associated with a relatively large PDCCH 
payload.

3 72 resource elements in the case of extended cyclic prefix.
4 In MBSFN subframes, the control region is limited to a maximum of two OFDM symbols.
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In contrast, resource-allocation type 2 (Section 10.4.4) always allows for the allocation of a sin
gle resource-block pair and is also associated with a relatively small PDCCH payload size. However, 
resource allocation type 2 only allows for the allocation of resource blocks that are contiguous in the 
frequency domain. In addition, regardless of the type of resource allocation, frequency diversity by 
means of distributed resource-block allocation will only be achieved in the case of resource alloca
tions larger than one resource-block pair. 

In order to provide the possibility for distributed resource-block allocation in the case of 
resource-allocation type 2, as well as to allow for distributing the transmission of a sing le resource
block pair in the frequency domain, the notion of a Virtual Resource Block (VRB) has been intro
duced for LTE. 

What is being provided in the resource allocation is the resource allocation in terms ofVRB pairs. 
The key to distributed transmission then lies in the mapping from VRB pairs to Physical Resource 
Block (PRB) pairs - that is, to the actual physical resource used for lransmission. 

The LTE specification defines two types of VRBs: localized VRBs and distributed VRBs. In the 
case of locali zed VRBs, there is a direct mapping from VRB pairs to PRB pairs, as illustrated in 
Figure 10.6. However, in the case of distributed VRBs, the mapping from VRB pairs to PRB pairs is 
more elaborate in the sense that: 

• consecutive VRBs are not mapped to PRBs that are consecutive in the frequency domain ; and 
• even a single VRB pair is distributed in the frequency domain. 

The basic principle of distributed transmission is outlined in Figure 10.7 and consists of two 
steps: 

• A mapping from VRB pairs to PRB pairs such that consecutive VRB pairs are not mapped to 
frequency-consecutive PRB pairs (first step of Figure 10.7). This provides frequency diversity 
between consecutive VRB pairs . The spreading in the frequency domain is done by means of a 
block-based "interleaver" operating on resource-block pairs. 

One resource-block pair 

\.---0-~_1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

VRB, 11···11 l · I ,·I· ,·!···I l···l··l ··l···l l···l···l··l···l··l···l··l···l···l l···l···I 
-..:; ____ ....,, ' + ' 

i i i D oirect VRB-to-PRB mapping 

PRB, l···l···l ·I ; I·: l·· l+··l+·l···l ·l···l···l··l··l+··l+·l···l l ··l···I 
FIGURE 10.6 

VRB-to-PRB mapping in the case of localized VRBs. A cell bandwidth corresponding to 25 
resource blocks is assumed. 
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• A split of each resource-block pair such that the two resource blocks of the resource-block pair 
are transmitted with a certain frequency gap in between (second step of Figure 10.7). This also 
provides frequency diversity for a s ingle VRB pair. This step can be seen as the introduction of 
frequency hopping on a slot basis. 

Whether the VRBs are localized (and thus mapped according to Figure 10.6) or distributed (mapped 
according to Figure 10.7) is indicated on the associated PDCCH in the case of type 2 resource alloca
tion. Thus, it is possible to dynamically switch between distributed and localized transmission and also 
mix distributed and localized transmission for different terminals within the same subframe. 

The exact size of the frequency gap in Figure 10.7 depends on the overall downlink cell band
width according to Table IO. I . These gaps have been chosen based on two criteria: 

1. The gap should be of the order of half the downlink cell bandwidth in order to provide good fre
quency diversity also in the case of a single VRB pair. 

2 . The gap should be a multiple of P2, where P is the size of a resource-block group as defined in 
Section 10.4.4 and used for resource allocation types O and I. The reason for this constraint is to 
ensure a smooth coexistence in the same subframe between distributed transmission as described 
above and transmissions based on downlink allocation types O and I. 

Due to the constraint that the gap size should be a multiple of P2, the gap size will in most cases 
deviate from exactly half the cell bandwidth. In these cases, not all resource blocks within the cell 
bandwidth can be used for distributed transmission. As an example, for a cell bandwidth correspond
ing to 25 resource blocks (the example in Figure 10.7) and a corresponding gap size equal to 12 
according to Table IO.I , the 25th resource-block pair cannot be used for distributed transmission. 

One resource-block pair 

\,--.0-., .1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

VRB, IHl+l l !LI++++++1+1+1+++++1 \. .~ : \ . --~~ / -.__ ··-------n-RS.~~ interleaving 

l···I' [ I··· l··l·· I·. ·1 ---l· l···l·· l··l··· I l·••1---rr ··l··l···l···l···l·· I I 
.(].Rs distribution 

PRB, IHl+l ~ ++++++l+I EW ++++I • ---------- ----------- ----------- ----------- --------• 
Gap (12 for 25 RB bandwidth) 

FIGURE 10.7 

VRB-to-PRB mapping in the case of distributed VRBs. A cell bandwidth corresponding to 
25 resource blocks is assumed. 
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As another example, for a cell bandwidth corresponding to 50 resource blocks (gap size equal to 27 
according to Table 10.1), only 46 resource blocks would be available for distributed transmission.

In addition to the gap size outlined in Table 10.1, for wider cell bandwidths (50 RBs and beyond), 
there is a possibility to use a second, smaller frequency gap with a size of the order of one-fourth of 
the cell bandwidth (see Table 10.2). The use of the smaller gap enables restriction of the distributed 
transmission to only a part of the overall cell bandwidth. Selection between the larger gap accord-
ing to Table 10.1 and the smaller gap according to Table 10.2 is indicated by an additional bit in the 
resource allocation on PDCCH.

10.2 DOWNLINK REFERENCE SIGNALS
Downlink reference signals are predefined signals occupying specific resource elements within the 
downlink time–frequency grid. The LTE specification includes several types of downlink refer-
ence signals that are transmitted in different ways and used for different purposes by the receiving 
terminal:

l Cell-specific reference signals (CRS) are transmitted in every downlink subframe and in every 
resource block in the frequency domain, thus covering the entire cell bandwidth. The cell-specific 
reference signals can be used by the terminal for channel estimation for coherent demodulation 
of any downlink physical channel except for PMCH and for PDSCH in the case of transmission 
modes 7, 8, or 9. As described in Section 10.3, these transmission modes correspond to so-called 
non-codebook-based precoding. The cell-specific reference signals can also be used by the termi-
nal to acquire channel-state information (CSI). Finally, terminal measurements on cell-specific 
reference signals are used as the basis for cell-selection and handover decisions.

Table 10.1 Gap Size for Different Cell Bandwidths (Number of Resource Blocks)

Bandwidth

6 7–8 9–10 11 12–19 20–26 27–44 45–63 64–79 80–110

P 1 1 1 2 2  2  3  3  4  4

Gap size 3 4 5 4 8 12 18 27 32 48

Table 10.2 Second Gap Size for Different Cell 
Bandwidths (Only Applicable for Cell Bandwidths of  
50 RBs and Beyond)

Bandwidth

50–63 64–110

Gap size 9 16
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l Demodulation reference signals (DM-RS), also sometimes referred to as UE-specific reference 
signals, are specifically intended to be used by terminals for channel estimation for PDSCH in 
the case of transmission modes 7, 8, or 9. The label “UE-specific” relates to the fact that each 
demodulation reference signal is intended for channel estimation by a single terminal. That spe-
cific reference signal is then only transmitted within the resource blocks assigned for PDSCH 
transmission to that terminal.

l CSI reference signals (CSI-RS) are specifically intended to be used by terminals to acquire 
channel-state information (CSI) in the case when demodulation reference signals are used for 
channel estimation.5 CSI-RS have a significantly lower time/frequency density, thus implying less 
overhead, compared to the cell-specific reference signals.

l MBSFN reference signals are intended to be used for channel estimation for coherent demodula-
tion in the case of MCH transmission using so-called MBSFN (see Chapter 15 for more details on 
MCH transmission).

l Positioning reference signals were introduced in LTE release 9 to enhance LTE positioning func-
tionality, more specifically to support the use of terminal measurements on multiple LTE cells to 
estimate the geographical position of the terminal. The positioning reference symbols of a certain 
cell can be configured to correspond to empty resource elements in neighboring cells, thus ena-
bling high-SIR conditions when receiving neighbor-cell positioning reference signals.

10.2.1 Cell-Specific Reference Signals
Cell-specific reference signals, introduced in the first release of LTE (release 8), are the most basic 
downlink reference signals in LTE. There can be one, two, or four cell-specific reference signals in a 
cell, defining one, two, or four corresponding antenna ports.

10.2.1.1 Structure of a Single Reference Signal
Figure 10.8 illustrates the structure of a single cell-specific reference signal. As can be seen, it con-
sists of reference symbols of predefined values inserted within the first and third last6 OFDM symbol 
of each slot and with a frequency-domain spacing of six subcarriers. Furthermore, there is a fre-
quency-domain staggering of three subcarriers for the reference symbols within the third last OFDM 
symbol. Within each resource-block pair, consisting of 12 subcarriers during one 1 ms subframe, there 
are thus eight reference symbols.

In general, the values of the reference symbols vary between different reference-symbol posi-
tions and also between different cells. Thus, a cell-specific reference signal can be seen as a two-
dimensional cell-specific sequence. The period of this sequence equals one 10 ms frame. Furthermore, 
regardless of the cell bandwidth, the reference-signal sequence is defined assuming the maximum 
possible LTE carrier bandwidth corresponding to 110 resource blocks in the frequency domain. Thus, 
the basic reference-signal sequence has a length of 8880 symbols.7 For cell bandwidths less than the 
maximum possible value, only the reference symbols within that bandwidth are actually transmit-
ted. The reference symbols in the center part of the band will therefore be the same, regardless of the 
actual cell bandwidth. This allows for the terminal to estimate the channel corresponding to the center 

5 More specifically, CSI-RS are only used in the case of transmission mode 9.
6 This corresponds to the fifth and fourth OFDM symbols of the slot for normal and extended cyclic prefixes respectively.
7 Four reference symbols per resource block, 110 resource blocks per slot, and 20 slots per frame.
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Structure of cell -specific reference signal with in a pair of resource blocks. 
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part of the carrier, where, for example, the basic system information of the cell is transmitted on the 
BCH transport channe l, without knowing the cell bandwidth. Information about the actual cell band
width, measured as number of resource blocks, is then provided on the BCH. 

There are 504 different reference-signal sequences defined for LTE, where each sequence cor
responds to one of 504 different physical-layer cell identities. As will be described in more detail in 
Chapter 14, during the so-called cell-search procedure the terminal detects the physical-layer identity 
of the cell as well as the cell frame timing. Thus, from the cell -search procedure, the terminal knows 
the reference-signal sequence of the cell (given by the physical-layer cell identity) as well as the start 
of the reference-signal sequence (given by the frame timing). 

The set of reference-symbol positions outlined in Figure 10.8 is only one of six possible fre
quency shifts of the reference symbols, as illustrated in Figure 10.9. The frequency shift to use in a 
cell depends on the physical-layer identity of the cell such that each shift corresponds to 84 different 
cell identities. Thus, the six different frequency shifts jointly cover all 504 different cell identities. By 
properly assigning physical-layer cell identities to different cells, different reference-signal frequency 
shifts may be used in neighboring cells. This can be beneficial, for example, if the reference symbols 
are transmitted with higher energy compared to other resource elements, also referred to as reference
signal power boosting, in order to improve the reference-signal SIR. If reference signals of neighbor
ing cells were transmitted using the same time/frequency resource, the boosted reference symbols 
of one cell would be interfered by equally boosted reference symbols of all neighboring cells,8 

implying no gain in the reference-signal SIR. However, if different frequency shifts are used for the 
reference-signal transmissions of neighboring cells, the reference symbols of one cell will at least 
partly be interfered by non-reference symbols of neighboring cells, implying an improved reference
signal SIR in the case of reference-signal boosting. 

8Tbis assumes that the cell transmissions are frame-timing aligned. 
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part of the carrier, where, for example, the basic system information of the cell is transmitted on the

BCH transport channel, without knowing the cell bandwidth. Information about the actual cell band-

width, measured as number of resource blocks. is then provided on the BCH.

There are 504 different reference—signal sequences defined for LTE. where each sequence cor—

responds to one of 504 different physical-layer eel! identities. As will be described in more detail in

Chapter 14, during the so«called cell-search procedure the terminal detects the physical—layer identity

of the cell as well as the cell frame timing. Thus. from the cell—search procedure. the telrninal knows

the reference—signal sequence of the cell (given by the physical-layer cell identity) as well as the start

of the reference-signal sequence (given by the frame timing).

The set of reference-symbol positions outlined in Figure 10.3 is only one of six possible fre-

quem‘y shifts of the reference symbols, as illustrated in Figure IOF). The frequency shift to use in a

cell depends on the physicaHayer identity of the cell such that each shift corresponds to 84 different

cell identities. Thus. the six different frequency shifts jointly cover all 504 different cell identities. By

properly assigning physicalwlayer cell identities to different cells, different reference—signal frequency

shifts may be used in neighboring cells. This can be beneficial. for example. if the reference symbols

are transmitted with higher energy compared to other resource elements. also referred to as refErence-

Signal power boosting. in order to improve the reference—signal SIR. If reference signals of neighbor—

ing cells were transmitted using the same timeffrequency resource. the boosted reference symbols

of one cell would be interfered by equally boosted reference symbols of all neighboring cells.8
implying no gain in the reference—signal SIR. However. if different frequency shifts are used for the

reference—signal transmissions of neighboring cells, the reference symbols of one cell will at least

partly be interfered by non—reference symbols of neighboring cells. implying an improved reference—

signal SIR in the case of reference-signal boosting.

 

sThis assumes that the cell transmissions are frame-liming aligned.
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FIGURE 10.10 

Structure of cell-specific reference signals in the case of multiple reference signals. Two reference signals 
corresponding to two antenna ports (left). Four reference signals corresponding to four antenna ports (right). 

10.2.1.2 Multiple Reference Signals 
Figure 10. IO illustrates the reference-signal structure in the case of multiple, more specifically two 
and four, cell-specific reference signals, and corresponding multiple antenna ports, within a cell:9 

• In the case of two reference signals within a cell (left part of Figure 10. 10), the second reference 
signal is frequency multiplexed with the first reference signal, with a frequency-domain offset of 
three subcarriers. 

• In the case of four reference signals (right part of Figure 10. 10), the third and fourth reference 
signals are frequency multiplexed and transmitted within the second OFDM symbol of each slot, 
thus being time multiplexed with the first and second reference signals. 

Obviously, the reference-symbol density for the third and fourth reference signals is lower, com
pared to the density of the first and second reference signals. The reason for this is to reduce the 
reference-signal overhead in the case of four reference signals. More specifically, while the first and 
second reference signals each correspond to a relative overhead of approximately 5% (four reference 
symbols within a resource block consisting of a total of 84 resource elements), the relative overhead 
of the third and fourth reference signals is only half of that or approximately 2.5%. This obviously 
has an impact on the potential of the terminal to track very fast channel variations. However, this can 
be justified based on an expectation that, for example, high-order spatial multiplexing will mainly be 
applied to scenarios with low mobility. 

It can also be noted that in a resource element carrying reference signals for a certain transmission 
port, nothing is being transmitted on the antenna ports corresponding to the other reference signals. 
Thus, a cell-specific reference signal is not interfered by transmissions on other antenna ports . Multi 
antenna transmission schemes, such as spatial multiplexing, to a large extent rely on good channel 

9 It is not possible to configure a cell with three cell-specific reference signals. 
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Figure 10.10 illustrates the reference-signal structure in the case of multiple. more specifically two

and four. cell—specific reference signals. and corresponding multiple antenna ports. within a cell:9

0 In the case of two reference signals within a cell (left part of Figure 10.10). the second reference

signal is frequency multiplexed with the first reference signal. with a frequency—domain offset of
three subcarri ers.

I In the case of four reference signals (right part of Figure lO.lO_l. the third and fourth reference

signals are frequency multiplexed and transmitted within the second OFDM symbol of each slot.

thus being time multiplexed with the first and second reference signals.

Obviously, the reference—symbol density for the third and fourth reference signals is lower. com-

pared to the density of the first and second reference signals. The reason for this is to reduce the

reference-signal overhead in the case of four reference signals. More specifically. while the first and

second reference signals each correspond to a relative overhead of approximately 5% (four reference

symbols within a resource block consisting of a total of 84 resource elements}. the relative overhead

of the third and fourth reference signals is only half of that or approximately 2.5%. This obviously

has an impact on the potential of the terminal to track very fast channel variations. However. this can

be justified based on an expectation that. for example. high-order spatial multiplexing will mainly be

applied to scenarios with low mobility.

It can also be noted that in a resource element carrying reference signals for a certain transmission

port. nothing is being transmitted on the antenna ports corresponding to the other reference signals.

Thus. a cell—specific reference signal is not interfered by transmissions on other antenna ports. Multi-

tmtelma transmission schemes. such as spatial multiplexing. to a large extent rely on good channel

 

9H is not possible to configure a cell with three cell-specific reference signals.
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estimates to suppress interference between the different layers at the receiver side. However, in the 
channel estimation itself there is obviously no such suppression. Reducing the interference to the ref-
erence signals of an antenna port is therefore important in order to allow for good channel estimation, 
and corresponding good interference suppression, at the receiver side.

Note that, in MBSFN subframes, only the reference signals in the two first OFDM symbols of 
the subframe, corresponding to the control region of the MBSFN subframe, are actually transmit-
ted. Thus, there is no transmission of cell-specific reference signals within the MBSFN part of the 
MBSFM subframe.

10.2.2 Demodulation Reference Signals
In contrast to cell-specific reference signals, a demodulation reference signal (DM-RS) is intended 
for a specific terminal and is only transmitted in the resource blocks assigned for transmission to that 
terminal. Demodulation reference signals are intended to be used for channel estimation for PDSCH 
transmissions for the case when cell-specific reference signals are not to be used – that is, for non-
codebook-based precoding (see Section 10.3.3).

Demodulation reference signals were introduced in the first release of LTE (release 8). However, 
use of demodulation reference signals was then limited to single-layer transmission – that is, no 
spatial multiplexing – with at most one reference signal for each terminal. In LTE release 9, trans-
mission based on demodulation reference signals was extended to support also dual-layer transmis-
sion, requiring up to two simultaneous reference signals (one for each layer). Transmission based on 
demodulation reference signals was then further extended in LTE release 10 to support up to eight-
layer transmission, corresponding to up to eight reference signals.

Actually, the DM-RS structure introduced in LTE release 9 was not a straightforward extension 
of the release-8 demodulation reference signals but rather a new structure, supporting both single-
layer and dual-layer transmission. Already at the time of LTE release 9, it was relatively clear that 
the LTE radio-access technology should be further extended to support up to eight-layer spatial mul-
tiplexing in release 10. It was also quite clear that this extension would be difficult to achieve based 
on the release-8 DM-RS structure. Rather than extending the release-8 structure to support two refer-
ence signals and then introduce a completely new structure for release 10, it was decided instead to 
introduce a new, more future-proof structure already in release 9. Here we will focus on the DM-RS 
structure introduced in LTE release 9, including the release-10 extension to support up to eight simul-
taneous reference signals.

Figure 10.11 illustrates the DM-RS structure for the case of one or two reference signals.10 As 
can be seen, there are 12 reference symbols within a resource-block pair. In contrast to cell-specific 
reference signals, for which the reference symbols of one antenna port correspond to unused resource 
elements for the other antenna ports (see Figure 10.10), in the case of two demodulation reference 
signals all 12 reference symbols in Figure 10.11 are transmitted for both reference signals – that is, 
on both antenna ports. Interference between the reference signals is instead handled by applying 
mutually orthogonal patterns, also referred to as orthogonal cover codes (OCC), to pairs of consecu-
tive reference symbols, as illustrated in the lower right corner of the figure.

10 In the case of TDD, the DM-RS structure is slightly modified in the DwPTS due to the shorter duration of the DwPTS 
compared with normal downlink subframes.
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Structure of demodulation reference signals (OM-RS) for the case of one or 
two reference signals, including orthogonal cover codes to separate the two 
reference signals. 
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Demodulation-reference-signal structure for the case of more than two reference signals. 

In addition to the mutually orthogonal patterns, one can also apply a pseudo-random sequence to 
the reference symbols. This sequence is the same for both reference signals and thus does not impact 
the orthogonality between the transmitted reference signals. Rather, the pseudo-random sequence is 
intended to separate different demodulation reference signals targeting different terminals in the case 
of so-called MU-MIMO transmission, as described in Section 10.3 .4.1. 

Figure 10.12 illustrates the extended DM-RS structure introduced in LTE release 10 to support 
more than two reference signals. In this case, there are 24 reference symbols within a resource-block 
pair. The reference signals are frequency multiplexed in groups of four reference signals while, within 
each group, the reference signals are separated by means of mutually orthogonal patterns covering 
four reference symbols (two pairs of consecutive reference symbols). It should be noted that orthogo
nality between the full set of eight reference signals requires that the channel does not vary over the 
set of reference symbols over which the orthogonal pattern spans. As the four reference symbols are 
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Demodulation—reterencesignat structure for the case of more than two reference signals.

In addition to the mutually orthogonal patterns, one can also apply a pseudo—random sequence to

the reference sytnbols. This sequence is the same for both reference signals and thus does not impact

the orthogonality between the transmitted reference signals. Rather. the pSEUClOel'flTIlIlOITI sequence is

intended to separate different demodulation reference signals targeting different temtinals in the case
of sowcalled MU—MEMO transmission. as described in Section 10.3.4.1.

Figure 10.12 illustrates the extended DMJRS structure introduced in LTE release 10 to support

more than two reference signals. In this case, there are 24 reference symbols within a resource—block

pair. The reference signals are frequency multiplexed in groups of four reference signals while, within

each group, the reference signals are separated by means of mutually orthogonal patterns covering

four reference symbols (two pairs of consecutive reference symbols). It should be noted that orthogo—

nality between the full set of eight reference signals requires that the channel does not vary over the

set of reference symbols over which the orthogonal pattern spans. As the four reference symbols are
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not consecutive in time, this implies somewhat stronger limitations on the amount of channel varia-
tions that can be tolerated without losing the reference-signal orthogonality. However, more than four 
demodulation reference signals is only applicable to the case of spatial multiplexing with more than 
four layers, a transmission configuration that is typically anyway only applicable to low-mobility sce-
narios. Also note that the orthogonal patterns are selected such that, for four or less reference signals, 
orthogonality is achieved already over pairs of reference symbols. Thus, for three and four reference 
signals, the constraints on channel variations are the same as for two reference signals according to 
Figure 10.11.

When demodulation reference signals are transmitted within a resource block, PDSCH mapping 
to the time–frequency grid of the resource block will be modified to avoid the resource elements in 
which the reference signals are transmitted. Although this modified mapping is not “understood” 
by earlier-release terminals not supporting demodulation reference signals, this is not a problem as 
demodulation reference signals will only be transmitted in resource blocks that are scheduled for 
PDSCH transmission to terminals of later releases supporting demodulation reference signals and 
thus “understanding” the modified PDSCH mapping. As will be seen below, the situation is somewhat 
different in the case of CSI-RS.

As the number of transmitted layers may vary dynamically, the number of transmitted demodula-
tion reference signals may also vary. Thus, the transmission may dynamically change between the 
DM-RS structures in Figures 10.11 and 10.12. The terminal is informed about the number of trans-
mitted layers (the “transmission rank”) as part of the scheduling assignment and will thus know the 
DM-RS structure and associated PDSCH mapping for each subframe.

10.2.3 CSI Reference Signals
Support for CSI reference signals (CSI-RS) was introduced in LTE release 10. CSI-RS is intended to 
be used by terminals to acquire channel-state information when demodulation reference signals are 
used for channel estimation. More specifically, CSI-RS are to be used in transmission mode 9.11

As described in Section 10.2.1, the cell-specific reference signals, already available in the first 
release of LTE, can also be used to acquire channel-state information. There are at least two reasons 
why CSI-RS was introduced in release 10 as a complement to the already supported cell-specific ref-
erence signals:

l In LTE release 8 there could be at most four cell-specific reference signals in a cell. As already 
mentioned, multi-antenna transmission was extended in LTE release 10 to support downlink spa-
tial multiplexing with up to eight layers, corresponding to eight transmit antennas at the base sta-
tion. Thus, there was a need to extend the LTE CSI capabilities beyond what was possible with the 
release 8 cell-specific reference signals.

l The time-frequency density of the cell-specific reference signals was selected to allow for chan-
nel estimation for coherent demodulation even with the most extreme channel conditions, includ-
ing very fast channel variations in both the time and frequency domains. As a consequence, each 

11 The reason why CSI-RS are not used for transmission modes 7 and 8 is simply that these transmission modes were intro-
duced in LTE releases 8 and 9 respectively, and CSI-RS was not introduced until LTE release 10, together with the intro-
duction of transmission mode 9.
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Examples of reference-signal positions for different number of CSI-RS with in a cell. In the case of a single 

CSI-RS, the same structure as for two CSI-RS is used. 

cell -specific reference signal implies a relatively high overhead (approximately 5% and 2 .5% for 
the first/second and third/fourth reference signals respectively). On the other hand, in the case of a 
reference signal only targeting CSI, such high time-frequency density, and correspondingly rela
tively large overhead, is not necessary. Thus, rather than extending the cell-specific reference sig
nals it was found to be more effi cient to introduce a new type of reference signals (CSI-RS) only 
targeting CSI, with a flexible and, in general, lower time/frequency density and corresponding 
lower overhead per reference signal. 

10.2.3.1 CSI-RS Structure 
A cell can be configured with one, two, four, or eight CSI-RS. The exact CSI-RS structure, includ
ing the exact set of resource elements used for CSI-RS in a resource block, depends on the number 
of CSI-RS configured within the cell and may also be different for different cells. More specifically, 
within a resource-block pair there are 40 possible positions for the reference symbols of CSI-RS and, 
in a given cell, a subset of the corresponding resource elements is used for CSI-RS transmission, as 
described below and exemplified in Figure 10.13 .12 

• In the case of two CSI-RS within a cell, the CSI-RS consists of two consecutive reference sym
bols per resource-block pair, as illustrated in the upper part of Figure 10.13. The two CSI-RS are 
separated by applying mutually orthogonal cover codes (OCC) to the two reference symbols, sim
ilar to demodulation reference signals described in Section 10.2.2. Thus, there is a possibility for 
20 different CSI-RS configurations, two of which are shown in Figure 10.13, based on the 40 pos
sible reference-symbol positions. 

12 For TDD, there are additional possible locations for reference symbols for CSI-RS beyond what is illustrated in 
Figure 10.13. 
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the lirsti’second and thirdl'fottrth reference signals respectively}. On the olher hand. in the case of a
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Figure [0.13.
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l In the case of four/eight CSI-RS, the CSI-RS are pair-wise frequency multiplexed, as illustrated 
in the middle/lower part of Figure 10.13. Thus, there is a possibility for ten/five different CSI-RS 
configurations, each supporting four/eight CSI-RS.

In the case of a single CSI-RS, the same structure as for two CSI-RS (upper part of Figure 10.13) 
is used, although with only one of the orthogonal cover codes. The overhead of a single CSI-RS, in 
terms of occupied resource elements, is thus the same as for two CSI-RS.

In the time domain, the CSI-RS can be transmitted with different periods, ranging from a period 
of 5 ms (every fifth subframe) to 80 ms (every eighth frame). With a 5 ms period, the overhead per 
CSI-RS is thus roughly 0.12% per CSI-RS (one resource element per CSI-RS per resource-block pair, 
but only in every fifth subframe), with longer periods implying correspondingly less overhead.

The exact subframe in which CSI-RS is transmitted in a cell can also be configured, allowing for 
separation of CSI-RS transmissions between cells also in the time domain, in addition to using differ-
ent sets of resource elements within the same subframe, as illustrated in Figure 10.13.

In subframes in which CSI-RS is transmitted, it is transmitted in every resource block in the fre-
quency domain. In other words, a CSI-RS transmission covers the entire cell bandwidth.

As mentioned above, when demodulation reference signals are transmitted within a resource 
block, the corresponding resource elements on which the reference signals are transmitted are explic-
itly avoided when mapping PDSCH symbols to the resource block. This “modified” PDSCH mapping, 
which is obviously not “understood” by earlier-release terminals, is possible as demodulation reference 
signals can be assumed to be transmitted only in resource blocks in which terminals supporting such 
reference signals are scheduled – that is, terminals of release 10 or later.13 Expressed alternatively, an 
earlier-release terminal can be assumed never to be scheduled in a resource block in which demodula-
tion reference signals are transmitted and thus in which the modified PDSCH mapping is used.

The situation is somewhat different for CSI-RS. As CSI-RS is transmitted within all resource 
blocks in the frequency domain, it would imply a strong scheduler constraint to assume that 
release-8/9 terminals could never be scheduled in a resource block in which CSI-RS is transmitted. 
If the PDSCH mapping were modified to explicitly avoid the resource elements in which CSI-RS 
is transmitted, the mapping would not be recognized by a release-8/9 terminal. Instead, in the case 
of resource blocks scheduled to release-8/9 terminals, the PDSCH is mapped exactly according to 
release 8 – that is, the mapping is not modified to avoid the resource elements on which CSI-RS is 
to be transmitted. The CSI-RS is then simply transmitted on top of the corresponding PDSCH sym-
bols.14 This will obviously impact the PDSCH demodulation performance, as some PDSCH sym-
bols will be highly corrupted. However, the remaining PDSCH symbols will not be impacted and the 
PDSCH will still be decodable, although with somewhat reduced performance.

On the other hand, if a release-10 terminal is scheduled in a resource block in which CSI-RS is 
transmitted, the PDSCH mapping is modified to explicitly avoid the resource elements on which the 
CSI-RS is transmitted, similar to demodulation reference signals. Thus, if CSI-RS is transmitted in a 
resource block, the PDSCH mapping to that resource block will be somewhat different depending on 
the release of the terminal being scheduled in the resource block.

13 Partly also for terminals of release 9, but then only for a maximum of two DM-RS.
14 In practice, the base station would probably not transmit PDSCH in these resource elements in order to avoid interference 
to the CSI-RS transmission. The key thing is that the mapping of the remaining PDSCH symbols is in line with release 8.

Samsung Ex. 1015



16110.3 Multi-Antenna Transmission

It should be noted that release-8 mapping also has to be used for transmission of, for example, 
system information and paging messages, as such transmissions must be possible to receive also by 
release-8/9 terminals.

10.2.3.2 Muted CSI-RS
Figure 10.13 illustrated the set of resource elements that can potentially be used for CSI-RS, a sub-
set of which is used to create the different CSI-RS within a cell. In normal operation, the remaining 
resource elements highlighted in Figure 10.13 are used for PDSCH transmission within the cell.

However, it is also possible to additionally configure one or several subsets of the resource ele-
ments outlined in Figure 10.13 as muted CSI-RS. A muted CSI-RS has the same structure as a normal 
(non-muted) CSI-RS except that nothing is actually transmitted on the corresponding resource ele-
ments. A muted CSI-RS can thus be seen as a normal (non-muted) CSI-RS with zero power.

The intention with muted CSI-RS is to be able to create “transmission holes” corresponding to 
actual CSI-RS transmissions in other (neighboring) cells. This serves two purposes:

1. To make it possible for a terminal to receive CSI-RS of neighboring cells, without being severely 
interfered by transmissions in its own cell. CSI estimation on neighboring cells would be of inter-
est if support for different multi-cell-transmission techniques such as CoMP (see Chapter 20) 
were introduced in future LTE releases.

2. To reduce the interference to CSI-RS transmissions in other cells. This is especially applicable to 
so-called heterogeneous network deployments where overlapping cell layers with cells of substan-
tially different power are to coexist in the same spectrum. Interference handling in heterogeneous 
deployments is further discussed in Chapter 13.

There can be one or multiple sets of muted CSI-RS in a cell. In the case of interference avoidance 
to neighboring cells (corresponding to point 2 above), there is typically sufficient with a single set of 
muted CSI-RS as one should typically avoid interference to a single lower-power cell layer. When 
muted CSI-RS are used to remove own-cell interference in order to be able to better receive CSI-RS 
from neighboring cells (point 1 above), multiple sets of muted CSI-RS are typically needed as differ-
ent neighboring cells can be assumed to use mutually different CSI-RS configurations.

10.3 MULTI-ANTENNA TRANSMISSION
As illustrated in Figure 10.14, multi-antenna transmission in LTE can, in general, be described as a 
mapping from the output of the data modulation to the different antennas ports. The input to the antenna 
mapping thus consists of the modulation symbols (QPSK, 16QAM, 64QAM) corresponding to the one 
or two transport blocks. To be more specific, there is one transport block per TTI except for spatial mul-
tiplexing, in which case there may be two transport blocks per TTI (see also Section 10.3.2).

The output of the antenna mapping is a set of symbols for each antenna port. The symbols of each 
antenna port are subsequently applied to the OFDM modulator – that is, mapped to the basic OFDM 
time–frequency grid corresponding to that antenna port.

The different multi-antenna transmission schemes correspond to different so-called transmission 
modes. There are currently nine different transmission modes defined for LTE. They differ in terms 
of the specific structure of the antenna mapping of Figure 10.14 but also in terms of what reference 
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General structure for LTE downlink multi-antenna transmission. Modulation 
symbols corresponding to one or two transport blocks mapped to up to eight 
antenna ports. 

signals are assumed to be used for demodulation (cell-specific reference signals or demodulation ref
erence signals respectively) and the type of CSI feedback they rely on. Transmission mode I cor
responds to single-antenna transmission while the remaining transmission modes correspond to 
different multi -antenna transmission schemes, including transmit diversity, beam-forming, and spa
tial multiplexing. Actually, LTE supports both beam-forming and spatial multiplexing as part of more 
general antenna precoding. There are two approaches to downlink antenna precoding, which differ 
depending on whether cell-specific reference signals or demodulation reference signals are used for 
channe l estimation. These two approaches can also be referred to as codebook-based precoding and 
non-codebook-based precoding respectively, the reason for these specific names being further clari 
fied below. 

The list below summarizes the currently defined transmission modes and the associated multi-antenna 
transmission schemes. The different multi-antenna transmission schemes are described in more detail in 
the sections below. 

• Transmission mode 1: Single-antenna transmission. 
• Transmission mode 2: Transmit diversity. 
• Transmission mode 3: Open-loop codebook-based precoding in the case of more than one layer, 

transmit diversity in the case of rank-one transmission. 
• Transmission mode 4: Closed-loop codebook-based precoding. 
• Transmission mode 5: Multi -user-MIMO version of transmission mode 4. 
• Transmission mode 6: Special case of closed-loop codebook-based precoding limited to single

layer transmission. 
• Transmission mode 7: Re lease-8 non-codebook-based precoding supporting only single-layer 

transmission. 
• Transmission mode 8: Re lease-9 non-codebook-based precoding supporting up to two layers. 
• Transmission mode 9: Re lease- IO non-codebook-based precoding supporting up to eight layers. 

Strictly speaking, transmission modes are only applicable for DL-SCH transmission. Thus, acer-
tain transmission mode should not be seen as identical to a certain multi -antenna transmission con
fi guration. Rather, a certain multi-antenna transmission scheme is applied to DL-SCH transmission 
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according to the list above when the corresponding transmission mode is configured for DL-SCH 
transmission. However, the same multi-antenna transmission scheme may also be applied to other 
types of transmissions, such as transmission of BCH and L1/L2 control signaling.15 However, this 
does not mean that the corresponding transmission mode is applied to such transmissions.

It should also be mentioned that, although a certain multi-antenna transmission scheme can be 
seen as being associated with a certain transmission mode, for transmission modes 3–9 there is a pos-
sibility for fall-back to transmit diversity without implying that the configured transmission mode is 
changed.

10.3.1 Transmit Diversity
Transmit diversity can be applied to any downlink physical channel. However, it is especially applica-
ble to transmissions that cannot be adapted to varying channel conditions by means of link adaptation 
and/or channel-dependent scheduling, and thus for which diversity is more important. This includes 
transmission of the BCH and PCH transport channels, as well as L1/L2 control signaling. Actually, 
as already mentioned, transmit diversity is the only multi-antenna transmission scheme applicable 
to these channels. Transmit diversity is also used for transmission of DL-SCH when transmission 
mode 2 is configured. Furthermore, as also already mentioned, transmit diversity is a fall-back 
“mode” for transmission mode 3 and higher. More specifically, a scheduling assignment using DCI 
format 1A (see Section 10.4.4) implies the use of transmit diversity regardless of the configured trans-
mission mode.

Transmit diversity assumes the use of cell-specific reference signals for channel estimation. Thus, 
a transmit-diversity signal is always transmitted on the same antenna ports as the cell-specific refer-
ence signals. Actually, if a cell is configured with two cell-specific reference signals, transmit diver-
sity for two antenna ports must be used for BCH and PCH, as well as for the L1/L2 control signaling. 
Similarly, if four cell-specific reference signals are configured for the cell, transmit diversity for four 
antenna ports has to be used for the transmission of these channels. In this way, a terminal does not 
have to be explicitly informed about what multi-antenna transmission scheme is used for these chan-
nels. Rather, this is given implicitly from the number of cell-specific reference signals configured for 
a cell.16

10.3.1.1 Transmit Diversity for Two Antenna Ports
In the case of two antenna ports, LTE transmit diversity is based on Space-Frequency Block Coding 
(SFBC), as described in Chapter 5. As can be seen from Figure 10.15, SFBC implies that two consecu-
tive modulation symbols Si and Si1 are mapped directly to frequency-adjacent resource elements on the 
first antenna port. On the second antenna port the frequency-swapped and transformed symbols Si 1

*  
and Si

* are mapped to the corresponding resource elements, where “*” denotes complex conjugate.
Figure 10.15 also indicates how the antenna ports on which a transmit-diversity signal is being 

transmitted correspond to the cell-specific reference signals, more specifically CRS 0 and CRS 1 in 

15 Actually, only single-antenna transmission and transmit diversity is applicable to BCH and L1/L2 control signaling.
16 Actually, the situation is partly the opposite, i.e. the terminal blindly detects the number of antenna ports used for BCH 
transmission and, from that, decides on the number of cell-specific reference signals configured within the cell.
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the case of two antenna ports. Note that one should not interpret this such that the CRS is specifically 
transmitted for this transmit-diversity s ignal. The cell-specific reference signals are always transmit
ted and can be jointly used by multiple transmissions within a cell. 

10.3. 1.2 Transmit Di versity for Four Antenna Ports 
In the case of four antenna ports, LTE transmit diversity is based on a combination of SFBC and 
Frequency-Switched Transmit Diversity (FSTD). As can be seen in Figure 10.16, combined SFBC/ 
FSTD implies that pairs of modulation symbols are transmitted by means of SFBC with transmis
sion alternating between pairs of antenna ports (antenna ports O and 2 and antenna ports l and 3 
respectively). For the resource elements where transmission is on one pair of antenna ports, there is 
no transmission on the other pair of antenna ports. Thus, combined SFBC/FSTD in some sense oper
ates on groups of four modulation symbols and corresponding groups of four frequency-consecutive 
resource elements on each antenna port. As mentioned in Section 10.4.1 , this is the reason for the use 
of resource-element groups, each consisting of four resource elements, when defining the mapping of 
the Ll/L2 control s ignaling to the physical resource. 
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Transmit diversity for two antenna ports — SFBC.

Ute case of two antenna ports. Note that one should not interpret this such that the CRS is specifically

Lransmitted for this transmit—diversity signal. The cellespecific reference signals are always transmit—

ted and can be jointly used by multiple transmissions within a cell.

res. LZ Transmit Diversity for Four Antenna Ports
In the case 01" four antenna ports. LTE transmit diversity is based on a combination of SFBC and
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FSTD implies that pairs of modulation symbols are transmitted by means of SFBC with transmis—

sion allemaling between pairs of antenna ports [antenna ports 0 and 2 and antenna ports I and 3

respectively). For the resource elements where transmission is on one pair of antenna ports. there is

no transmission on the other pair of antenna ports. Thus. combined SFBCIFSTD in some sense oper—

ates on groups of four modulation symbols and corresponding groups of four t'tequeney—consecutiwe

resource elements on each antenna port. As mentioned in Section 10.4.]. this is the reason for the use
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the LNLZ control signaling to the physical resource.
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Transmit diversity for four antenna ports - combined SFBC/FSTD. 
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FIGURE 10.17 

The basic structure of LTE codebook-based antenna precoding. The figure a lso 
indicates how cell-specific reference signals (CRS) are applied afte r precoding. 

10.3.2 Codebook-Based Precoding 
The bas ic processing for codebook-based precodi ng is illustrated in Figure 10.17 . The modulation 
symbols corresponding to one or two transport blocks are firs t mapped to NL layers. The number 
of layers may range from a minimum of one layer up to a maximum number of layers equal to the 
number of antenna ports .17 The layers are then mapped to the antenna ports by means of the precoder 
functionality. As codebook-based precoding re lies on the cell-specific reference signals for channel 
estimation, and there are at most four cell-specific reference signals in a cell, codebook-based precod
ing allows for a maximum of four antenna ports and, as a consequence, a maximum of four layers. 

The mapping to layers is outlined in Figure 10.18 for the case of an initial transmission. There is 
one transport block in the case of a single layer (NL = I ) and two transport blocks for two or more 

17In practice, the number of layers is also limited by, and should not exceed, the number of receive antennas available at the 
terminal. 
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Transmit diversity for four antenna ports — combined SFBCIFSTD.
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FIGURE 10.17 

The basic structure of LTE codebook~based antenna preceding. The figure also

indicates how cell—specific reference signals {CR8} are applied after preceding.

10.3.2 Gndehuok-Based Preceding

The basic processing for codebook-based precoding is illustrated in Figure 10.17. The modulation

symbols corresponding to one or two transport blocks are lirst mapped to NL layers. The number

of layers may range from a minimum of one layer up to a maximum number of layers equal to the

number of antenna ports.” The layers are then mapped to the antenna port's by means ofthe pretender
fimcrionaiio‘. As codebook-based precoding relies on the cell-specific reference signals for channel

estimation, and [here are at most four cell-specific reference signals in a cell, codebook—based pi'ccod—

ing allows for a maximum of from antenna ports and. as a consequence. a maximum of Four layers.

The mapping to layers is outlined in Figure 10.13 for the case of an initial transmission. There is

one transport block in the case ol'a single layer ('NL = l} and two transport blocks For two or more
 

I7'In practice the number of layers is also limited by. and should not exceed. the number of receive antennas available at the
terminal.
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Transport-block-to-layer mapping for codebook-based antenna precoding (initial transmission). 

layers (NL > 1). In the case of a hybrid-ARQ retransmission, if only one of two transport blocks 
needs to be retransmitted and that transport block was mapped to two layers for the initial transmis
sion, the retransmission may also be carried out on two layers. Thus, in the case of a retransmission, a 
single transport block may also be transmitted using two layers. 

The mapping to layers is such that the number of modulation symbols on each layer is the same 
and equal to the number of symbols to be transmitted on each antenna port. Thus, in the case of 
three layers, there should be twice as many modulation symbols corresponding to the second trans
port block (mapped to the second and third layers) compared to the first transport block (mapped to 
the first layer). This is ensured by the selection of an appropriate transport-block size in combination 
with the rate-matching functionality. In the case of four layers, the fi rst transport block is mapped to 
the fi rst and second layers while the second transport block is mapped to the third and fourth layers. 
In this case, the number of modulation symbols should thus be the same for the two transport blocks. 
For one transport block being mapped to two layers, the modulated symbols corresponding to the 
transport block are mapped to the layers in an alternating fashion - that is, every second modulation 
symbol is mapped to the fi rst and second layer respectively. 

In the case of multi-antenna precoding the number of layers is also often referred to as the trans
mission rank. 18 The transmission rank can vary dynamically, for example based on the number of lay
ers that can be supported by the channel. The latter is sometimes also referred to as the channel rank. 

After layer mapping, a set of NL symbols (one symbol from each layer) is linearly combined and 
mapped to the antenna ports . This combination/ mapping can be described by a precoder matrix W of 
size NA X NL, where NA is the number of antenna ports . More specifically, the vector Y; of size NA, 
consisting of one symbol for each antenna port, is given by Yi = W · xi, where the vector xi of size 
NL consists of one symbol from each layer. As the number of layers can vary dynamically, also the 
number of columns of the precoder matrix will vary dynamically. Specifically, in the case of a sin
gle layer, the precoder matrix W is a vector of size NA X I that provides beam-forming for a single 
modulation symbol. 

Figure 10.17 also indicates how the cell-specific reference signals are applied after antenna pre
coding . Channel estimation based on the cell-specific reference signals will thus reflect the channel 
for each antenna port not including the precoding. As a consequence, the terminal receiver must have 

18In the LTE specification, transmit divers ity is actually also described as transmission using multiple layers. However, 
transmit diversity is still a single-rank transmiss ion scheme. 
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explicit knowledge about what precoding has been applied at the transmitter side in order to prop-
erly process the received signal and recover the different layers. Once again, the figure should not 
be interpreted such that cell-specific reference signals are inserted specifically for a given PDSCH 
transmission.

There are two operational modes for codebook-based precoding, closed-loop operation and open-
loop operation. These two modes differ in terms of the exact structure of the precoder matrix and how 
the matrix is selected by the network and made known to the terminal.

10.3.2.1 Closed-Loop Operation
In case of closed-loop precoding it is assumed that the network selects the precoder matrix based on 
feedback from the terminal.

Based on measurements on the cell-specific reference signals, the terminal selects a suitable trans-
mission rank and corresponding precoder matrix. Information about the selected rank and precoder 
matrix is then reported to the network in the form of a Rank Indication (RI) and a Precoder-Matrix 
Indication (PMI), as described in Section 11.4. It is important to understand though that the RI and 
PMI are only recommendations and the network does not need to follow the RI/PMI provided by the 
terminal when selecting the actual transmission rank and precoder matrix to be used for transmission 
to the terminal. When not following the terminal recommendation, the network must explicitly inform 
the terminal what precoder matrix is used for the downlink transmission. On the other hand, if the 
network uses the precoder matrix recommended by the terminal, only a confirmation that the network 
is using the recommended matrix is signaled.

To limit the signaling on both uplink and downlink only a limited set of precoder matrices, also 
referred to as the codebook, is defined for each transmission rank for a given number of antenna 
ports. Both the terminal (when reporting PMI) and the network (when selecting the actual precoder 
matrix to use for the subsequent downlink transmission to the terminal) should select a precoder 
matrix from the corresponding codebook. Thus, for terminal PMI reporting, as well as when the net-
work informs the terminal about the actual precoder matrix used for the downlink transmission, only 
the index of the selected matrix needs to be signaled.

As LTE supports multi-antenna transmission using two and four antenna ports, codebooks are 
defined for:

l Two antenna ports and one and two layers, corresponding to precoder matrices of size 2  1 and 
2  2 respectively.

l Four antenna ports and one, two, three, and four layers, corresponding to precoder matrices of size 
4  1, 4  2, 4  3, and 4  4 respectively.

As an example, the precoder matrices specified for the case of two antenna ports are illustrated 
in Table 10.3. As can be seen, there are four 2  1 precoder matrices for single-layer transmis-
sion and three 2  2 precoder matrices for two-layer transmission. In the same way, sets of 4  1, 
4  2, 4  3, and 4  4 matrices are defined for the case of four antenna ports and one, two, three, 
and four layers respectively. It should be pointed out that the first rank-2 (2  2) matrix in Table 
10.3 is not used in closed-loop operation but only for open-loop precoding, as described in the next 
section.

Even if the network is following the precoder-matrix recommendation provided by the terminal, 
the network may, for different reasons, decide to use a lower rank for the transmission, so-called rank 
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override. In that case the network will use a subset of the columns of the recommended precoder 
matrix. The network precoder confirmation will then include explicit information about the set of col-
umns being used or, equivalently, about the set of layers being transmitted.

There is also a possibility to apply closed-loop precoding strictly limited to single-layer  
(rank-1) transmission. This kind of multi-antenna transmission is associated with transmission mode 
6. The reason for defining an additional transmission mode limited to single-layer transmission rather 
than relying on the general closed-loop precoding associated with transmission mode 4 is that, by 
strictly limiting to single-layer transmission, the signaling overhead on both downlink and uplink can 
be reduced. Transmission mode 6 can, for example, be configured for terminals with low SINR for 
which multi-layer transmission would anyway not apply.

10.3.2.2 Open-Loop Operation
Open-loop precoding does not rely on any detailed precoder recommendation being reported by 
the terminal and does not require any explicit network signaling of the actual precoder used for the 
downlink transmission. Instead, the precoder matrix is selected in a predefined and deterministic 
way known to the terminal in advance. One use of open-loop precoding is in high-mobility scenarios 
where accurate feedback is difficult to achieve due to the latency in the PMI reporting.

The basic transmission structure for open-loop precoding is aligned with the general codebook-
based precoding outlined in Figure 10.17 and only differs from closed-loop precoding in the structure 
of the precoding matrix W.

In the case of open-loop precoding, the precoder matrix can be described as the product of two 
matrices W and P, where W and P are of size NA  NL and NL  NL respectively:

 W W P⋅ ⋅ (10.1)

In the case of two antenna ports, the matrix W is the normalized 2  2 identity matrix:19
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Table 10.3 Precoder Matrices for Two Antenna Ports and One and Two Layers 
(the First 2    2 Matrix Is Only Used for Open-Loop Precoding)
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19 As non-codebook-based precoding is not used for rank-1 transmission (see below), there is no need for any matrix W of 
size 2  1.
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In the case of four antenna ports, W is given by cycling through four of the defined 4  NL pre-
coder matrices and is different for consecutive resource elements.

The matrix P can be expressed as P  Di  U, where U is a constant matrix of size NL  NL and 
Di is a matrix of size NL  NL that varies between subcarriers (indicated by the index i). As an exam-
ple, the matrices U and Di for the case of two layers (NL  2) are given by:
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(10.3)

The basic idea with the matrix P is to average out any differences in the channel conditions as 
seen by the different layers.

Similar to closed-loop precoding, the transmission rank for open-loop precoding can also vary 
dynamically down to a minimum of two layers. Transmission mode 3, associated with open-loop pre-
coding, also allows for rank-1 transmission. In that case, transmit diversity as described in Section 
10.3.1 is used – that is, SFBC for two antenna ports and combined SFBC/FSTD for four antenna ports.

10.3.3 Non-Codebook-Based Precoding
Similar to codebook-based precoding, non-codebook-based precoding is only applicable to DL-SCH 
transmission. Non-codebook-based precoding was introduced in LTE release 9 but was then limited 
to a maximum of two layers. The extension to eight layers was then introduced as part of release 10. 
The release-9 scheme, associated with transmission mode 8, is a subset of the extended release-10 
scheme (transmission mode 9).

There is also a release-8 non-codebook-based precoding defined, associated with transmission 
mode 7. Transmission mode 7 relies on the release-8 demodulation reference signals mentioned but 
not described in detail in Section 10.2.2 and only supports single-layer transmission. In this descrip-
tion we will focus on non-codebook-based precoding corresponding to transmission modes 8 and 9.

The basic principles for non-codebook-based precoding can be explained based on Figure 10.19 
(where the precoder is intentionally shaded; see below). As can be seen, this figure is very simi-
lar to the corresponding figure illustrating codebook-based precoding (Figure 10.17), with layer 
mapping of modulation symbols corresponding to one or two transport blocks followed by pre-
coding. The layer mapping also follows the same principles as that of codebook-based precoding 
(see Figure 10.18) but is extended to support up to eight layers. In particular, at least for an initial 
transmission, there are two transport blocks per TTI except for the case of a single layer, in which 
case there is only one transport block within the TTI. Similar to codebook-based precoding, for 
hybrid-ARQ retransmissions there may in some cases be a single transport block also in the case of 
multi-layer transmission.

The main difference in Figure 10.19 compared to Figure 10.17 (codebook-based precoding) is 
the presence of demodulation reference signals (DM-RS) before the precoding. The transmission 
of precoded reference signals allows for demodulation and recovery of the transmitted layers at the 
receiver side without explicit receiver knowledge of the precoding applied at the transmitter side. Put 
simply, channel estimation based on precoded demodulation reference signals will reflect the chan-
nel experienced by the layers, including the precoding, and can thus be used directly for coherent 
demodulation of the different layers. There is thus no need to signal any precoder-matrix information 
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Basic principles for non-codebook-based antenna precoding. 

to the terminal, which only needs to know the number of layers - that is, the transmission rank. As a 
consequence, the network can select an arbitrary precoder and there is no need for any explicit code
book to select from. This is the reason for the term non-codebook-based precoding. It should be noted 
though that non-codebook-based precoding may still rely on codebooks for the terminal feedback, as 
described below. 

The possibility to select an arbitrary precoder matrix for the transmission is also the reason why 
the precoder is shaded in Figure 10. 19. The precoder part of Figure 10.19 is not visible in the LTE 
specification and, strictly speaking, in the case of non-codebook-based precoding the antenna map
ping defined according to Figure 10.14 consists of only the layer mapping. This also means that the 
antenna ports defined in Figure 10.14 correspond to the different layers in Figure 10.19 or, expressed 
differently, precoding occurs after the antenna ports. 

Still, there must be a way for the network to select a suitable precoder matrix for the transmis
sion. There are essentially two ways by which this can be done in the case of non-codebook-based 
precoding. 

The network may estimate the uplink channel state, for example based on transmission of uplink 
sounding reference signals as described in the next chapter, and rely on uplink/downlink channe l reci
procity when selecting the precoder matrix to use for the downlink transmission. This is especially of 
interest for TDD operation for which the use of the same frequency for uplink and downlink trans
mission typically leads to a higher degree of downlink/uplink channel reciprocity. It should be noted 
though that if the terminal uses multiple receive antennas, it also has to transmit on multiple antennas 
in order for uplink measurements to fully reflect the downlink channel state. 

Alternatively, the network may rely on terminal feedback for precoder-matrix selection. For 
transmission modes 8 and 9, this feedback is actually very similar to the corresponding feedback for 
closed-loop codebook-based precoding. In particular, the feedback is based on the same precoder 
matrices as for codebook-based precoding (see Table 10.3 for an example) but extended to handle up 
to eight antenna ports. Furthermore, for transmission mode 9, the terminal measurements should be 
based on CSI-RS, as described in Section 10.2 .3, rather than the cell -specific reference signals. 

Thus, despite the name, non-codebook-based precoding may also use defined codebooks. 
However, in contrast to codebook-based precoding, the codebooks are then only used for the terminal 
PMI reporting and not for the actual downlink transmission. 
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10.3.4 Downlink Multi-User MIMO
Spatial multiplexing implies the transmission of multiple layers – that is, multiple parallel transmis-
sions on the same time–frequency resource, to the same terminal. The presence of multiple anten-
nas at both the transmitter and receiver sides in combination with transmitter and/or receiver signal 
processing is then used to suppress interference between the different layers.

Spatial multiplexing is also often referred to as Multi-Input-Multi-Output (MIMO) transmission, 
reflecting the fact that the channel in the case of spatial multiplexing can be seen as having multiple 
inputs, corresponding to the multiple transmit antennas, and multiple outputs, corresponding to the 
multiple receive antennas. The more specific term Single-User MIMO (SU-MIMO) is also often used 
for reasons that will become obvious below.

The term Multi-User MIMO (MU-MIMO) is, in 3GPP, used to denote transmission to different 
terminals using the same time–frequency resource, in practice relying on multiple antennas at the 
transmitter (network) side to separate the two transmissions.

In principle, one could realize MU-MIMO as a direct extension to spatial multiplexing, with the 
different layers simply being intended for different terminals. The set of terminals would demodulate 
and perhaps also decode the full set of layers. The data on a layer not intended for a specific terminal 
would then just be discarded by that terminal after demodulation/decoding.

However, such an approach would imply that all terminals involved in the MU-MIMO trans-
mission would need to know about the full set of layers being transmitted. It would also imply 
that one would need to have exactly the same resource assignment for all terminals involved in the 
MU-MIMO transmission. All terminals would also need to include the full set of receive antennas 
necessary to receive the overall multi-layer transmission.

Instead, 3GPP has chosen an MU-MIMO approach that does not require terminal knowledge 
about the presence of the other transmissions, allows for only partly overlapping resource assign-
ments, and, at least in principle, does not require the presence of multiple receive antennas at the 
mobile terminal.20 There are two approaches to MU-MIMO specified in 3GPP, one being an inte-
grated part of transmission modes 8 and 9 corresponding to non-codebook-based precoding, and one 
being based on codebook-based precoding but associated with a special transmission mode, transmis-
sion mode 5.

10.3.4.1 MU-MIMO within Transmission Modes 8/9
The only thing that is needed to support MU-MIMO as part of transmission modes 8 and 9 – that is, 
within the concept of non-codebook precoding – is to be able to assign different demodulation reference 
signals for the transmissions to the different terminals. As discussed in Section 10.2.2, for transmission 
mode 8 it is possible to define two orthogonal reference signals by means of two mutually orthogonal 
patterns, or orthogonal cover codes (OCC). In the case of spatial multiplexing, these OCC and cor-
responding reference signals are used for the transmission of the two layers. However, they can also be 
assigned to different users to enable MU-MIMO transmission within transmission mode 8.

In addition, as also mentioned in Section 10.2.2, a pseudo-random sequence is applied to the 
demodulation reference signals. This sequence is not terminal specific in the sense that each terminal 

20 Note, though, that the LTE performance requirements in general assume the presence of at least two receive antennas at 
the mobile terminal.
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has its own sequence. Rather, there are only two sequences available and information on what 
pseudo-random sequence is used for a certain demodulation reference signal to a certain terminal is 
provided in the scheduling assignment together with information about the OCC.

In total, this allows for four different reference signals that can be assigned for four different trans-
missions being transmitted in parallel to different terminals using MU-MIMO. This assumes no spatial 
multiplexing on a per-link basis – that is, the transmission to each terminal consists of a single layer. 
One can also combine MU-MIMO with spatial multiplexing by transmitting two layers to a single ter-
minal, in which case the number of multiplexed terminals is reduced correspondingly as the OCC are 
then used to separate the two layers transmitted to a single terminal. Obviously, the transmission of 
multiple layers to the same terminal requires the use of multiple receive antennas at the terminal.

Finally, although MU-MIMO does not rely on any terminal knowledge of the other, parallel, trans-
missions, nothing prevents a terminal from assuming that there are transmissions on the other “layers”, 
corresponding to the other demodulation reference signals, and applying receiver-side signal process-
ing to suppress the potential interference from those possibly present transmissions. Such suppression 
would then, once again, be based on the presence of multiple receive antennas at the mobile terminal.

10.3.4.2 MU-MIMO Based on CRS
The above-described MU-MIMO transmission is part of transmission modes 8 and 9 and thus became 
available in LTE release 9, with further extension in release 10. However, already in LTE release 8,  
MU-MIMO was possible by a minor modification of transmission mode 4 – that is, closed-loop 
codebook-based beam-forming, leading to transmission mode 5. The only difference between trans-
mission modes 4 and 5 is the signaling of an additional power offset between PDSCH and the cell-
specific reference signals (CRS).

In general, for transmission modes relying on CRS (as well as when relying on DM-RS) for chan-
nel estimation the terminal will use the reference signal as a phase reference but also as a power/
amplitude reference for the demodulation of signals transmitted by means of higher-order modula-
tion (16QAM and 64QAM). Thus, for proper demodulation of higher-order modulation, the terminal 
needs to know the power offset between the CRS and the PDSCH.

The terminal is informed about this power offset by means of higher-layer signaling. However, 
what is then provided is the offset between CRS power and the overall PDSCH power, including all 
layers. In the case of spatial multiplexing, the overall PDSCH power has to be divided between the 
different layers, and it is the relation between the CRS power and the per-layer PDSCH power that is 
relevant for demodulation.

In the case of pure spatial multiplexing (no MU-MIMO) – that is, transmission modes 3 and 4 – 
the terminal knows about the number of layers and thus indirectly about the offset between the CRS 
power and the per-layer PDSCH power.

In the case of MU-MIMO, the total available power will typically also be divided between the 
transmissions to the different terminals, with less PDSCH power being available for each transmis-
sion. However, terminals are not aware of the presence of parallel transmissions to other terminals 
and are thus not aware of any per-PDSCH power reduction. For this reason, transmission mode 5 
includes the explicit signaling of an additional power offset of  3 dB to be used by the terminal in 
addition to the CRS/PDSCH power offset signaled by higher layers.

Transmission mode 5 is limited to single-rank transmission and, in practice, limited to two users 
being scheduled in parallel, as there is only a single  3 dB offset defined.
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Note that the above power-offset signaling is not needed for MU-MIMO based on demodulation 
reference signals (transmission modes 8 and 9) as, in this case, each transmission has its own set of 
reference signals. The power per reference signal will thus scale with the number of layers and trans-
missions, similar to the PDSCH power and the reference-signal to per-layer PDSCH power ratio will 
remain constant.

10.4 DOWNLINK L1/L2 CONTROL SIGNALING
To support the transmission of downlink and uplink transport channels, there is a need for certain 
associated downlink control signaling. This control signaling is often referred to as downlink L1/L2 
control signaling, indicating that the corresponding information partly originates from the physical 
layer (Layer 1) and partly from Layer 2 MAC. Downlink L1/L2 control signaling consists of down-
link scheduling assignments, including information required for the terminal to be able to properly 
receive, demodulate, and decode the DL-SCH21 on a component carrier, uplink scheduling grants 
informing the terminal about the resources and transport format to use for uplink (UL-SCH) trans-
mission, and hybrid-ARQ acknowledgements in response to UL-SCH transmissions. In addition, 
the downlink control signaling can also be used for the transmission of power-control commands for 
power control of uplink physical channels, as well as for certain special purposes such as MBSFN 
notifications.

As illustrated in Figure 10.20, the downlink L1/L2 control signaling is transmitted within the first 
part of each subframe. Thus, each subframe can be said to be divided into a control region followed 
by a data region, where the control region corresponds to the part of the subframe in which the L1/L2 
control signaling is transmitted. To simplify the overall design, the control region always occupies an 
integer number of OFDM symbols, more specifically one, two, or three OFDM symbols (for narrow 
cell bandwidths, 10 resource blocks or less, the control region consists of two, three, or four OFDM 
symbols to allow for a sufficient amount of control signaling). In the case of carrier aggregation, there 
is one control region per component carrier.

The size of the control region expressed in number of OFDM symbols, or, equivalently, the start 
of the data region, can be dynamically varied on a per-subframe basis independently for each com-
ponent carrier.22 Thus, the amount of radio resources used for control signaling can be dynamically 
adjusted to match the instantaneous traffic situation. For a small number of users being scheduled in 
a subframe, the required amount of control signaling is small and a larger part of the subframe can be 
used for data transmission (larger data region).

The reason for transmitting the control signaling at the beginning of the subframe is to allow for 
terminals to decode downlink scheduling assignments as early as possible. Processing of the data 
region – that is, demodulation and decoding of the DL-SCH transmission – can then begin before the 
end of the subframe. This reduces the delay in the DL-SCH decoding and thus the overall downlink 
transmission delay. Furthermore, by transmitting the L1/L2 control channel at the beginning of the 
subframe – that is, by allowing for early decoding of the L1/L2 control information – terminals that 

21 L1/L2 control signaling is also needed for the reception, demodulation, and decoding of the PCH transport channel.
22 The start of the data region is semi-statically configured when using cross-carrier scheduling (see Section 10.4.1).
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are not scheduled in the subframe may power down the receiver circuitry for a part of the subframe, 
allowing for a reduced terminal power consumption. 

The downlink Ll/L2 control signaling consists of four different physical-channe l types: 

• The Physical Control Format Indicator Channel (PCFICH), informing the terminal about the size 
of the control region (one, two, or three OFDM symbols). There is one and only one PCFICH on 
each component carrier or, equivalently, in each cell. 

• The Physical Downlink Control Channel (PDCCH), used to signal downlink scheduling assign
ments and uplink scheduling grants. Each PDCCH typicall y carries signaling for a single termi
nal, but can also be used to address a group of terminals. Multiple PDCCHs can exist in each cell. 

• The Physical Hybrid-ARQ Indicator Channel (PRICH), used to signal hybrid-ARQ acknowledge
ments in response to uplink UL-SCH transmissions. Multiple PHICHs can exist in each cell. 

• The Relay Physical Downlink Control Channel (R-PDCCH), used for relaying. A detailed discus
sion can be found in Chapter I 6 in conjunction with the overall description of relays; at this stage 
it suffices to note that the R-PDCCH is not transmitted in the control region. 

The maximum size of the control region is normally three OFDM symbols (four in the case of 
narrow cell bandwidths), as mentioned above. However, there are a few exceptions to this rule. When 
operating in TDD mode, the control region in subframes l and 6 is restricted to at most two OFDM 
symbols since, for TDD, the primary synchroni zation signal (see Chapter 14) occupies the third 
OFDM symbol in those subframes. Similarly, for MBSFN subframes (see Chapter 9), the control 
region is restricted to a maximum of two OFDM symbols. 

10.4.1 Physical Control Format Indicator Channel 
The PCFICH indicates the s ize of the control region in terms of the number of OFDM symbols - that 
is, indirectly where in the subframe the data region starts. Correct decoding of the PCFICH infor
mation is thus essential. If the PCFICH is incorrectly decoded, the terminal will neither know how 
to process the control channels nor where the data region starts for the corresponding subframe.23 

23Tbeoretically, the terminal could blindly try to decode all possible control channel formats and, from which format that 
was correctly decoded, deduce the starting position of the data region, but this can be a very complex procedure. 
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ments in response to uplink ULaSCl-I transmissions. Multiple Pl-HCHs can exist in each cell.

0 The Reiay Physical Downiink Contra! Channel (R—PDCCH}. used for relaying. A detailed discus—

sion can be found in Chapter to in conjunction with the overall description of relays: at this stage

it suffices to note that the R—PDCCH is not transmitted in the control region.

The maximum size of the control region is normally three OFDM symbols (four in the case of

narrow cell bandwidths]. as mentioned above. However. there are a few exceptions to this rule. When

operating in TDD mode, the control region in subframes l and 6 is restricted to at most two OFDM

symbols since. for TDD. the primary synchronization signal (see Chapter [4) occupies the third

OFDM symbol in those subl'rames. Similarly. for MBSFN subtramc-s (see Chapter 9). the control

region is restricted to a maximum of two OFDM symbols.

t0.4.l Physical Control Format Indicator Channel

The PCFICH indicates the size of the control region in terms ofthe number of ()FDM symbols — that

is. indirectly where in the subt'rame the data region starts. Correct decoding of the PCFICH infor—

mation is thus essential. If the PCFIC‘l-I is incorrectly decoded. the terminal will neither know how

to process the control channels nor where the data region starts for the corresponding suht'rame.23
 

23Theoretically, the terminal could blindly try to decode all possible control channel formats and, from which format that
was correctly decoded, deduce the starting position of the data region, but this can be a very complex procedure.
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The PCFICH consists of two bits of information, corresponding to the three24 control-region sizes of 
one, two, or three OFDM symbols (two, three or four for narrow bandwidths), which are coded into a 
32-bit codeword. The coded bits are scrambled with a cell- and subframe-specific scrambling code to 
randomize inter-cell interference, QPSK modulated, and mapped to 16 resource e lements. As the size 
of the control region is unlrnown until the PCFICH is decoded, the PCFICH is always mapped to the 
first OFDM symbol of each subframe. 

The mapping of the PCFICH to resource e lements in the first OFDM symbol in the subframe is 
done in groups of four resource elements, with the four groups being well separated in frequency to 
obtain good diversity. Furthermore, to avoid collisions between PCFICH transmissions in neighbor
ing cells, the location of the four groups in the frequency domain depends on the physical-layer cell 
identity. 

The transmission power of the PCFICH is under control of the eNodeB. If necessary for cover
age in a certain cell , the power of the PCFICH can be set higher than for other channels by "borrow
ing" power from, for example, simultaneously transmitted PDCCHs. Obviously, increasing the power 
of the PCFICH to improve the performance in an inte rference- limited system depends on the neigh
boring cells not increasing their transmit power on the interfering resource e lements . Otherwise, the 
interference would increase as much as the signal power, implying no gain in received SIR. However, 
as the PCFICH-to-resource-element mapping depends on the cell identity, the probability of (partial) 
collisions with PCFICH in neighboring cells in synchroni zed networks is reduced, thereby improving 
the performance of PCFICH power boosting as a tool to control the error rate. 

The overall PCFICH processing is illustrated in Figure 10.2 1. 
To describe the mapping of the PCFICH, and LJ/L2 control signaling in general, to resource 

e lements, some terminology is required. As mentioned above, the mapping is specified in terms 
of groups of four resource e lements, so-called resource-element groups. To each resource-element 
group, a symbol quadruplet consisting of four (QPSK) symbols is mapped. The main motivation 
behind this, instead of simply mapping the symbols one by one, is the support of transmit diversity. 
As discussed in Section 10.3, transmit diversity with up to four antenna ports is specified for LJ/L2 

24Tbe fourth combination is reserved for future use. 
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Numbering of resource-element groups in the control region (assuming a size of three OFDM 
symbols). 

control signaling. Transmit diversity for four antenna ports is specified in terms of groups of four 
symbols (resource elements) and, consequently, the Ll/L2 control-channel processing is also defined 
in terms of symbol quadruplets. 

The definiti on of the resource-element groups assumes that reference symbols corresponding to 
two antenna ports are present in the first OFDM symbol, regardless of the actual number of antenna 
ports configured in the cell. This simplifies the definiti on and reduces the number of different struc
tures to handle. Thus, as illustrated in Figure 10.22, in the first OFDM symbol there are two resource
element groups per resource block, as every third resource element is reserved for reference signals 
(or non-used resource elements corresponding to reference symbols on the other antenna port). As 
also illustrated in Figure 10.22, in the second OFDM symbol (if part of the control region) there are 
two or three resource-element groups depending on the number of antenna ports configured. Finally, 
in the third OFDM symbol (if part of the control region) there are always three resource-element 
groups per resource block. Figure 10.22 also illustrates how resource-element groups are numbered in 
a time-first manner within the size of the control region. 

Returning to the PCFICH, four resource-element groups are used for the transmission of the 16 
QPSK symbols. To obtain good frequency diversity the resource-element groups should be well 
spread in frequency and cover the full downlink cell bandwidth. Therefore, the four resource-element 
groups are separated by one-fourth of the downlink cell bandwidth in the frequency domain, with the 
starting position given by physical-layer cell identity. This is illustrated in Figure 10.23, where the 
PCFICH mapping to the first OFDM symbol in a subframe is shown for three different physical-layer 
cell identities in the case of a downlink cell bandwidth of eight resource blocks. As seen in the fi g
ure, the PCFICH mapping depends on the physical-layer cell identity to reduce the risk of inter-cell 
PCFICH collisions. The cell-specific shifts of the reference symbols, described in Section 10.2. l , are 
also seen in the fi gure. 

For terminals capable of carrier aggregation, there is one PCFICH per component carrier. 
Independent signaling of the control -region size on the different component carriers is used, implying 
that the control region may be of different size on different component carriers. Hence, in principle 
the terminal needs to receive the PCFICH on each of the component carriers it is scheduled upon. 
Furthermore, as different component carriers may have different physical-layer cell identities, the 
location and scrambling may differ across component carriers. 
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Numbering of resource-element groups in the control region {assuming a size of three OFDM

symbols).

control signaling. Transmit diversity for four antenna ports is specified in terms of groups of four

symbols (re-source elements) and. consequently. the L lt’LE control—channel processing is also defined

in terms of symbol quadrupletzs.

The definition of the resource—element groups assumes that reference symbols corresponding to

two antenna ports are present in the first OFDM symbol. regardless of the actual number of antenna

ports configured in the cell. This simplifies the definition and reduces the number of different struc—

tures to handle. Thus. as illustrated it] Figure 10.22. in the first OFDM symbol there are two resource—

element groups per resource block. as every third resource element is reserved for reference signals

(or non~used resource elements corresponding to reference symbols on the other antenna port). As

also illustrated in Figure 10.22. it] the second OFDM symbol (if part of the control region] there are

two or three resourceaelement groups depending on the number of antenna ports configure-d. Finally.

in the third OFDM symbol (if part of the control region) there are always three resource-element

groups per resource block. Figure 10.22 also illustrates how resource—element groups are numbered in

a time—first manner within the size of the control region.

Returning to the PCFICH. four resourceaelement groups are used for the transmission of the 16

QPSK symbols. To obtain good frequency diversity the resourceaelement groups should be well

spread in frequency and cover the full downlink cell bandwidth. Therefore. the four resource-element

groups are separated by one—fourth of the downlink cell bandwidth in the frequency domain. with the

starting position given by physical—layer cell identity. This is illustrated in Figure I033. where the

PCFICH mapping to the first OFDM symbol in a subfi'ame is shown for three ditferent physical—layer

ccll identities in the case of a downlink cell bandwidth of eight resource blocks. As seen in the fig

ure. the PCFICH mapping depends on the physicalalayer cell identity to reduce the risk of inter—cell

PCFICH collisions. The cellaspecifie shifts of the reference symbols. described in Section 10.2.1. are

also seen in the figure.

For terminals capable of carrier aggregation. the re is one PC'FICH per component carrier.

Independent signaling of the control—region size on the dilferent component carriers is used. implying

that the control region may be of different size on different component carriers. Hence. in principle

the terminal needs to receive the PCFICH on each of the component carriers it is scheduled upon.

Furthermore. as different component can'iers may have dilferent physical—layer cell identities. the

location and scrambling may differ across component carriers.
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Example of PCFICH mapping in the first OFDM symbol for three d ifferent physical-layer cell identit ies. 

If cross-carrier scheduling is used (see Section 10.4.6) - that is, control signaling related to a certain 
PDSCH transmission is transmitted on a component carrier other than the PDSCH itself - the terminal 
needs to know the starting position for the data region on the carrier upon which the PDSCH is trans
mitted. Using the PCFICH on the component carrier carrying the PDSCH would be possible in princi
ple, although it would increase the probability of incorrectly decoding the PDSCH since there are two 
PCFICH instances, one for the PDCCH decoding on one component carrier and one for PDSCH recep
tion on the other component carrier. This would be problematic, especially since the main use of cross
carrier scheduling is enhanced support of heterogeneous deployments (see Chapter 13), where some 
of the component carriers may be subject to strong interference. Therefore, for cross-carrier scheduled 
transmissions, the start of the data region is not obtained from the PCFICH on that component carrier, 
but is configured on a semi -static basis. The semi -statically configured value may differ from the value 
signaled on the PCFICH on the component carrier carrying the PDSCH transmission. 

10.4.2 Physical Hybrid-ARQ Indicator Channel 
The PRICH is used for transmission of hybrid-ARQ acknowledgements in response to UL-SCH 
transmission. There is one PRICH transmitted per received transport block and TTI - that is, when 
uplink spatial multiplexing is used on a component carrier, two PRICHs are used to aclrnowledge the 
transmission, one per transport block. 

For proper operation of the hybrid-ARQ protocol, as discussed in Chapter 12, the error rate of 
the PRICH should be sufficiently low. The operating point of the PRICH is not specified and is up to 
the network operator to decide upon, but typically ACK-to-NAK and NAK-to-ACK error rates of the 
order of 10- 2 and 10- 3- 10- 4 respectively are targeted. The reason for the asymmetric error rates is 
that an NAK-to-ACK error would imply loss of a transport block at the MAC level, a loss that has to 
be recovered by RLC retransmissions with the associated delays, while an ACK-to-NAK error only 
implies an unnecessary re transmission of an already correctly decoded transport block. To meet these 
error-rate targets without excessive power, it is benefi cial to control the PRICH transmission power as 
a fun ction of the radio-channel quality of the terminal to which the PRICH is directed. This has influ
enced the design of the PRICH structure. 
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If cross—carrier scheduling is used (see Section 10.4.0) — that is. control signaling related to a certain

PDSCI-l transmission is transmitted on a component carrier other than the PDSCH itself — the terlninal

needs to know the starting position for the data region on the carrier upon which the PDSCH is trans—

mitted. Using the PCFICH on the component carrier carrying the PDSCH would be possible in princi—

ple. although it would increase the probability of incorrectly decoding the PDSCH since there are two

PCFTCH instances. one for the PDCCH decoding on one component carrier and one for PDSCH recep—

tion on the other component can'ier. This would be problematic. especially since the main use of cross—

carrier scheduling is enhanced support of heterogeneous deployments (see Chapter 13). where some

of the component carriers may be subject to strong interference. Therefore, for cross~carrier scheduled

transmissions. the start of the data region is not obtained From the PCFTCI—l on that component carrier.

but is configured on a semi~staLic basis. The. semi~staLically configured value may diITer from the value

signaled on the PCFICH on the component carrier carrying the PDSC‘H transmission.

10.4.2 Physical Hybrid-ARR lndicator Channel

The PHICH is used for transmission of hybrid~ARQ acknowledgements in response to LIL-SCH

transmission. There is one PHIC‘H transmitted per received transport block and TTI — that is. when

uplink spatial multiplexing is used on a component carrier. two PHICHs are used to acknowledge the

transmission. one per transport block.

For proper operation of the hybrid+ARQ protocol. as discussed in Chapter 12, the error rate of

the PHICH should be sufficiently low. The operating point of the PHICH is not specified and is up to

the network operator to decide upon. but typically ACKato-NAK and NAK—to-ACK error rates ol‘ the

order of 10—2 and lO‘j—llT‘l respectively are targeted. The reason for the asymmetric error rates is
that an NAI‘Lto-ACK error would imply loss of a transport block at the MAC level, a loss that has to

be recovered by RLC retransmissions with the associated delays. while an ACKdto~NAK error only

implies an unnecessary retransmission of an already correctly decoded transport block. To meet these

errorerate targets without excessive power. it is beneficial to control the PHICH transmission power as

a function of the radio~channel quality of the terminal to which the PHIC‘I-I is directed. This has Infill;

enced the design of the PHICH structure.
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In principle, a PRICH could be mapped to a set of resource elements exclusively used by this 
PRICH. However, taking the dynamic PRICH power setting into account, this could result in sig
nificant variations in transmission power between resource elements, which can be challenging from 
an RF implementation perspective. Therefore, it is preferable to spread each PRICH on multiple 
resource elements to reduce the power differences while at the same time providing the energy neces
sary for accurate reception. To fulfill this, a structure where several PRICHs are code multiplexed on 
to a set of resource elements is used in LTE. The hybrid-ARQ acknowledgement (one single bit of 
information per transport block) is repeated three times, fo llowed by BPSK modulation on either the 
I or the Q branch and spreading with a length-four orthogonal sequence. A set of PHICHs transmit
ted on the same set of resource elements is called a PRICH group, where a PRICH group consists of 
eight PHICHs in the case of normal cyclic prefi x. An individual PRICH can thus be uniquely repre
sented by a single number from which the number of the PRICH group, the number of the orthogonal 
sequence within the group, and the branch, I or Q, can be derived. 

For extended cyclic prefi x, which is typically used in time-dispersive environments, the radio 
channel may not be flat over the frequency spanned by a length-four sequence. A non-flat channel 
would negatively impact the orthogonality between the sequences. Hence, for extended cyclic prefi x, 
orthogonal sequences of length two are used for spreading, implying only four PHICHs per PRICH 
group. However, the general structure remains the same as for the normal cyclic prefi x. 

After forming the composite signal representing the PHICHs in a group, cell-specific scrambling 
is applied and the 12 scrambled symbols are mapped to three resource-e lement groups. Similarly to 
the other LJ/L2 control channe ls, the mapping is described using resource-element groups to be com
patible with the transmit diversity schemes defined for LTE. 

The overall PRICH processing is illustrated in Figure 10.24. 
The requirements on the mapping of PRICH groups to resource elements are similar to those for 

the PCFICH, namely to obtain good frequency diversity and to avoid collisions between neighbor
ing cells in synchronized networks. Hence, each PRICH group is mapped to three resource-element 
groups, separated by approximately one-third of the downlink cell bandwidth. In the first OFDM 
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In principle. a PHICH could be mapped to a set of resource elements exclusively used by this

PHICH. However. taking the dynamic PHICH power setting into account. this could restllt in sig—

nificant variations in transmission power between resource elements. which can be challenging froln

an RF implementation perspective. Therefore. it is preferable to spread each PHICH on multiple

resource elements to reduce the power differences while at the same lime providing the energy neces—

sary for accurate reception. To fulfill this. a structure where several Pl-HCHs are code multiplexed on

to a set of resource elements is used in LTE. The hybrid-ARQ acknowledgement (one single bit of

information per transport block) is repeated three times. followed by BPSK modulation on either the

l or the Q branch and spreading with a lengfl'I—four orthogonal sequence. A set of PHICHs transmit—

ted on the same set of resource elements is called a PHICH group. where a PHICH group consists of

eight PHICHs in the case of normal cyclic prefix. An individual PHICH can thus be uniquely repre—

sented by a single number From which the number of the PHICH group. the number of the orthogonal

sequence within the group. and the branch. I or Q. can be derived.

For extended cyclic prefix. which is typically used in t'imewdispersive environments. the radio

channel may not be flat over the frequency spanned by a length—four sequence. A non-flat channel
would negatively impact the orthogonality between the sequences. Hence. for extended cyclic prefix.

orthogonal sequences of length two are used for spreading. implying only four PHICHs per PHICH

group. However. the general structure remains the same as for the normal cyclic prefix.

After forming the composite signal representing the. PHICHs in a group. cell—specific scrambling

is applied and the IE scrambled symbols are mapped to three resource—element groups. Similarly to

the other LIILE control channels. the mapping is described using resource—element groups to be com—

patible with the transmit dive Isily schemes defined for LTE.

The overall PHICH processing is illustrated in Figure 10.24.

The requirements on the mapping of PHICH groups to resource elements are similar to those for

the PCFICH. namely to obtain good frequency diversity and to avoid collisions between neighbor—

ing cells in synchronize-d networks. Hence, each PHICH group is mapped to three resource—element

groups. separated by approximately one—third of the downlink cell bandwidth. in the first OFDM
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symbol in the control region, resources are first allocated to the PCFICH, the PHICHs are mapped 
to resource elements not used by the PCFICH, and finally, as will be discussed further below, the 
PDCCHs are mapped to the remaining resource elements.

Typically, the PHICH is transmitted in the first OFDM symbol only, which allows the terminal 
to attempt to decode the PHICH even if it failed decoding of the PCFICH. This is advantageous 
as the error requirements on the PHICH typically are stricter than for PCFICH. However, in some 
propagation environments, having a PHICH duration of a single OFDM symbol would unnecessarily 
restrict the coverage. To alleviate this, it is possible to semi-statically configure a PHICH duration of 
three OFDM symbols. In this case, the control region is three OFDM symbols long in all subframes 
to fulfill the general principle of separating the control region from data in the time domain only. 
Obviously, the value transmitted on the PCFICH will be fixed (and can be ignored) in this case. For 
narrow bandwidths, where the control region can be up to four OFDM symbols long, there is still a 
need to use the PCFICH to differentiate between a size-three and size-four control region.

As a general principle, LTE transmits the PHICH on the same component carrier that was used for 
the scheduling grant for the corresponding uplink data transmission. Not only is this principle general 
in the sense that it can handle symmetric as well as asymmetric carrier aggregation scenarios, it is 
also beneficial from a terminal power consumption perspective as the terminal only need monitor the 
component carriers it monitors for uplink scheduling grants (especially as the PDCCH may override 
the PHICH to support adaptive retransmissions, as discussed in Chapter 12).

The association between PUSCH transmission in an uplink subframe and the corresponding 
downlink PHICH resource is discussed in Chapter 12. At this stage, it is sufficient to note that, for 
TDD configuration zeros, uplink transmissions in multiple subframes may need to be acknowledged 
in one downlink subframe. Consequently, the amount of resources for PHICH may differ between 
subframes in the case of TDD.

The PHICH configuration is part of the system information transmitted on the PBCH; one bit indi-
cates whether the duration is one or three OFDM symbols and two bits indicate the amount of resources 
in the control region reserved for PHICHs, expressed as a fraction of the downlink cell bandwidth in 
terms of resource blocks. Having the possibility to configure the amount of PHICH resources is use-
ful as the PHICH capacity depends on, for example, whether the network uses multi-user MIMO or 
not. The PHICH configuration must reside on the PBCH, as it needs to be known in order to properly 
process the PDCCHs for reception of the part of the system information on the DL-SCH. For TDD, the 
PHICH information provided on the PBCH is not sufficient for the terminal to know the exact set of 
resources used by PHICH, as there is also a dependency on the uplink/downlink allocation, provided as 
part of the system information transmitted on the PDSCH. In order to receive the system information on 
the DL-SCH, which contains the uplink/downlink allocation, the terminal therefore has to blindly proc-
ess the PDCCHs under different PHICH configuration hypotheses.

10.4.3 Physical Downlink Control Channel
The PDCCH is used to carry downlink control information (DCI) such as scheduling decisions and 
power-control commands. More specifically, the DCI includes:

l Downlink scheduling assignments, including PDSCH resource indication, transport format, hybrid-
ARQ information, and control information related to spatial multiplexing (if applicable). A downlink 
scheduling assignment also includes a command for power control of the PUCCH used for transmis-
sion of hybrid-ARQ acknowledgements in response to downlink scheduling assignments.
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l Uplink scheduling grants, including PUSCH resource indication, transport format, and hybrid-
ARQ-related information. An uplink scheduling grant also includes a command for power control 
of the PUSCH.

l Power-control commands for a set of terminals as a complement to the commands included in the 
scheduling assignments/grants.

The different types of control information, both between the groups above as well as within the 
groups, correspond to different DCI message sizes. For example, supporting spatial multiplexing with 
non-contiguous allocation of resource blocks in the frequency domain requires a larger scheduling 
message in comparison with an uplink grant allowing for frequency-contiguous allocations only. The 
DCI is therefore categorized into different DCI formats, where a format corresponds to a certain mes-
sage size and usage. The DCI formats are summarized in Table 10.4, sorted in approximate order of 
the relative size. The actual message size depends on, among other factors, the cell bandwidth as, for 
larger bandwidths, a larger number of bits is required to indicate the resource-block allocation. The 
number of cell-specific reference signals in the cell and whether cross-carrier scheduling is config-
ured or not will also affect the absolute size of most DCI formats. Hence, a given DCI format may 
have different sizes depending on the overall configuration of the cell. This will be discussed further 
below; at this stage it suffices to note that formats 0, 1A, 3, and 3A have the same message size.25

Table 10.4 DCI Formats

Usage

Size Uplink Grant Downlink Assignment Power Control

Small – 1C Special purpose compact 
assignment

–

0 Single layer 1A Contiguous allocations only 3, 3A

… – 1B Codebook-based beam-forming 
using CRS

–

– 1D Multi-user MIMO using CRS –

4 Spatial 
multiplexing

– –

– 1 Flexible allocations –

– 2A Open-loop spatial multiplexing 
using CRS

–

– 2B Dual-layer transmission using 
DM-RS

–

– 2C Multi-layer transmission using 
DM-RS

–

Large – 2 Closed-loop spatial multiplexing 
using CRS

–

25 The smaller of DCI formats 0 and 1A is padded to ensure the same payload size. Which of 0 and 1A is padded depends 
on the uplink and downlink cell bandwidths; in the case of identical uplink and downlink bandwidths in a cell there is a 
single bit of padding in format 0.
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One PDCCH carries one DCI message with one of the formats above. As multiple terminals can 
be scheduled simultaneously, on both downlink and uplink, there must be a possibility to transmit 
multiple scheduling messages within each subframe. Each scheduling message is transmitted on a 
separate PDCCH, and consequently there are typically multiple simultaneous PDCCH transmissions 
within each cell. Furthermore, to support different radio-channel conditions, link adaptation can be 
used, where the code rate of the PDCCH is selected to match the radio-channel conditions.

For carrier aggregation, scheduling assignments/grants are transmitted individually per component 
carrier. PDCCH transmission for carrier aggregation is further elaborated upon in Section 10.4.6.

10.4.4 Downlink Scheduling Assignment
Downlink scheduling assignments are valid for the same subframe in which they are transmitted. The 
scheduling assignments use one of the DCI formats 1, 1A, 1B, 1C, 1D, 2, 2A, 2B, or 2C and the DCI 
formats used depend on the transmission mode configured (the relation between transmission modes 
and DCI formats is further described in Section 10.4.9). The reason for supporting multiple formats 
with different message sizes for the same purpose is to allow for a trade-off in control-signaling over-
head and scheduling flexibility. Parts of the contents are the same for the different DCI formats, as 
seen in Table 10.5, but obviously there are also differences due to the different capabilities.

DCI format 1 is the basic downlink assignment format in the absence of spatial multiplexing 
(transmission modes 1, 2, and 7). It supports non-contiguous allocations of resource blocks and the 
full range of modulation-and-coding schemes.

DCI format 1A, also known as the “compact” downlink assignment, supports allocation of fre-
quency-contiguous resource blocks only and can be used in all transmission modes. Contiguous 
allocations reduce the payload size of the control information with a somewhat reduced flexibility in 
resource allocations. The full range of modulation-and-coding schemes is supported.

DCI format 1B is used to support codebook-based beam-forming described in Section 10.3.2, 
with a low control-signaling overhead (transmission mode 6). The content is similar to DCI format 
1A with the addition of bits for signaling of the precoding matrix. As codebook-based beam-forming 
can be used to improve the data rates for cell-edge terminals, it is important to keep the related DCI 
message size small so as not to unnecessarily limit the coverage.

DCI format 1C is used for various special purposes such as random-access response, paging, and 
transmission of system information. Common for these applications is simultaneous reception of 
a relatively small amount of information by multiple users. Hence, DCI format 1C supports QPSK 
only, has no support for hybrid-ARQ retransmissions, and does not support closed-loop spatial multi-
plexing. Consequently, the message size for DCI format 1C is very small, which is beneficial for cov-
erage and efficient transmission of the type of system messages for which it is intended. Furthermore, 
as only a small number of resource blocks can be indicated, the size of the corresponding indication 
field in DCI format 1C is independent of the cell bandwidth.

DCI format 1D is used to support multi-user MIMO (transmission mode 5) scheduling of one 
codeword with precoder information. To support dynamic sharing of the transmission power between 
the terminals sharing the same resource block in multi-user MIMO, one bit of power offset informa-
tion is included in DCI format 1D, as described in Section 10.3.4.2.

DCI format 2 is an extension for DCI format 1 to support closed-loop spatial multiplexing (trans-
mission mode 4). Thus, information about the number of transmission layers and the index of the 

Samsung Ex. 1015



Table 10.5 DCI Formats Used for Downlink Scheduling

Field DCI Format

1 1A 1B 1C 1D 2 2A 2B 2C

Resource information Carrier indicator • • • • • • • •

Resource block assignment 
type

0/1 2 2 2 2 0/1 0/1 0/1 0/1

HARQ process number • • • • • • • •

First transport block MCS • • • • • • • • •

RV • • • • • • • •

NDI • • • • • • • •

Second transport block MCS • • • •

RV • • • •

NDI • • • •

Multi-antenna 
information

PMI confirmation •

Precoding information • • • •

Transport block swap flag • •

Power offset •

DM-RS scrambling •

# Layers/DM-RS scrambling •

Downlink assignment 
index

• • • • • • • •

PUCCH power control • • • • • • • •

Flag for 0/1A 
differentiation

•

Padding (only if needed) (•) (•) (•) (•) (•) (•) (•) (•)

Identity • • • • • • • • •
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precoder matrix used are jointly encoded in the precoding information field. Some of the fields in 
DCI format 1 have been duplicated to handle the two transport blocks transmitted in parallel in the 
case of spatial multiplexing.

DCI format 2A is similar to DCI format 2 except that it supports open-loop spatial multiplexing 
(transmission mode 3) instead of closed-loop spatial multiplexing. The precoder information field is 
used to signal the number of transmission layers only, hence the field has a smaller size than in DCI 
format 2. Furthermore, since DCI format 2A is used for scheduling of multi-layer transmissions only, 
the precoder information field is only necessary in the case of four transmit antenna ports (a two-
antenna-port setup cannot be used for more than two transmission layers).

DCI format 2B was introduced in release 9 in order to support dual-layer spatial multiplexing 
in combination with beam-forming using DM-RS (transmission mode 8). Since scheduling with 
DCI format 2B relies on DM-RS, precoding/beam-forming is transparent to the terminal and there 
is no need to signal a precoder index. The number of layers can be controlled by disabling one of the 
transport blocks. Two different scrambling sequences for the DM-RS can be used, as described in  
Section 10.2.2.

DCI format 2C was introduced in release 10 and is used to support spatial multiplexing using 
DM-RS (transmission mode 9). To some extent, it can be seen as a generalization of format 2B to 
support spatial multiplexing of up to eight layers. DM-RS scrambling and the number of layers are 
jointly signaled by a single three-bit field.

Many information fields in the different DCI formats are, as already mentioned, common among 
several of the formats, while some types of information exist only in certain formats. The information 
in the DCI formats used for downlink scheduling can be organized into different groups, as shown 
in Table 10.5, with the fields present varying between the DCI formats. The contents of the different 
DCI formats are explained in more detail below:

l Resource information, consisting of:
l Carrier indicator (0 or 3 bit). This field is only present if cross-carrier scheduling is enabled 

via RRC signaling and is used to indicate the component carrier the downlink control informa-
tion relates to (see Section 10.4.6).

l Resource-block allocation. This field indicates the resource blocks on one component carrier 
upon which the terminal should receive the PDSCH. The size of the field depends on the cell 
bandwidth and on the DCI format, more specifically on the resource indication type, as dis-
cussed in Section 10.4.4.1. Resource allocation types 0 and 1, which are the same size, support 
non-contiguous resource-block allocations, while resource allocation type 2 has a smaller size 
but supports contiguous allocations only. DCI format 1C uses a restricted version of type 2 in 
order to further reduce control signaling overhead.

l Hybrid-ARQ process number (3 bit for FDD, 4 bit for TDD), informing the terminal about the 
hybrid-ARQ process to use for soft combining. Not present in DCI format 1C.

l For the first (or only) transport block:26

l Modulation-and-coding scheme (5 bit), used to provide the terminal with information about 
the modulation scheme, the code rate, and the transport-block size, as described further below. 
DCI format 1C has a restricted size of this field as only QPSK is supported.

26 A transport block can be disabled by setting the modulation-and-coding scheme to zero and the redundancy version to 
one in the DCI.
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l New-data indicator (1 bit), used to clear the soft buffer for initial transmissions. Not present in 
DCI format 1C as this format does not support hybrid ARQ.

l Redundancy version (2 bit).
l For the second transport block (only present in DCI format supporting spatial multiplexing):

l Modulation-and-coding scheme (5 bit).
l New-data indicator (1 bit).
l Redundancy version (2 bit).

l Multi-antenna information. The different DCI formats are intended for different multi-antenna 
schemes and which of the fields below that are included depends on the DCI format shown in 
Table 10.5.
l PMI confirmation (1 bit), present in format 1B only. Indicates whether the eNodeB uses the 

(frequency-selective) precoding matrix recommendation from the terminal or if the recommen-
dation is overridden by the information in the PMI field.

l Precoding information, provides information about the index of the precoding matrix used for 
the downlink transmission and, indirectly, about the number of transmission layers.

l Transport block swap flag (1 bit), indicating whether the two codewords should be swapped 
prior to being fed to the hybrid-ARQ processes. Used for averaging the channel quality 
between the codewords.

l Power offset between the PDSCH and cell-specific reference signals used to support dynamic 
power sharing between multiple terminals for multi-user MIMO.

l Reference-signal scrambling sequence, used to control the generation of quasi-orthogonal ref-
erence-signal sequences, as discussed in Section 10.2.2.

l Number of layers and reference-signal scrambling sequence (jointly encoded information in 
release 10).

l Downlink assignment index (2 bit), informing the terminal about the number of downlink trans-
missions for which a single hybrid-ARQ acknowledgement should be generated according to 
Section 12.1.3. Present for TDD only.

l Transmit-power control for PUCCH (2 bit). For scheduling of a secondary component carrier in the 
case of carrier aggregation, these bits are reused as acknowledgement resource indicator (ARI) – see 
Chapter 11.

l DCI format 0/1A indication (1 bit), used to differentiate between DCI formats 1A and 0 as the 
two formats have the same message size. This field is present in DCI formats 0 and 1A only. DCI 
formats 3 and 3A, which have the same size, are separated from DCI formats 0 and 1A through 
the use of a different RNTI.

l Padding; the smaller of DCI formats 0 and 1A is padded to ensure the same payload size irrespec-
tive of the uplink and downlink cell bandwidths. Padding is also used to ensure that the DCI size 
is different for different DCI formats (this is rarely required in practice as the payload sizes are 
different due to the different amounts of information). Finally, padding is used to avoid certain 
DCI sizes that may cause ambiguous decoding.27

27 For a small set of specific payload sizes, the control signaling may be correctly decoded at an aggregation level other than 
the one used by the transmitter. Since the PHICH resource is derived from the first CCE used for the PDCCH, this may 
result in incorrect PHICH being monitored by the terminal. To overcome this, padding is used if necessary to avoid the 
problematic payload sizes.
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l Identity (RNTI) of the terminal for which the PDSCH transmission is intended (16 bit). As 
described in Section 10.4.8, the identity is not explicitly transmitted but implicitly included in the 
CRC calculation. There are different RNTIs defined depending on the type of transmission (uni-
cast data transmission, paging, power-control commands, etc.).

10.4.4.1 Signaling of Downlink Resource-Block Allocations
Focusing on the signaling of resource-block allocations, there are three different possibilities, types 
0, 1, and 2, as indicated in Table 10.5. Resource-block allocation types 0 and 1 both support non-
contiguous allocations of resource blocks in the frequency domain, whereas type 2 supports con-
tiguous allocations only. A natural question is why multiple ways of signaling the resource-block 
allocations are supported, a question whose answer lies in the number of bits required for the sig-
naling. The most flexible way of indicating the set of resource blocks the terminal is supposed to 
receive the downlink transmission upon is to include a bitmap with size equal to the number of 
resource blocks in the cell bandwidth. This would allow for an arbitrary combination of resource 
blocks to be scheduled for transmission to the terminal but would, unfortunately, also result in 
a very large bitmap for the larger cell bandwidths. For example, in the case of a downlink cell 
bandwidth corresponding to 100 resource blocks, the downlink PDCCH would require 100 bits for 
the bitmap alone, to which the other pieces of information need to be added. Not only would this 
result in a large control-signaling overhead, but it could also result in downlink coverage prob-
lems as more than 100 bits in one OFDM symbol correspond to a data rate exceeding 1.4 Mbit/s. 
Consequently, there is a need for a resource allocation scheme requiring a smaller number of bits 
while keeping sufficient allocation flexibility.

In resource allocation type 0, the size of the bitmap has been reduced by pointing not to individual 
resource blocks in the frequency domain, but to groups of contiguous resource blocks, as shown at 
the top of Figure 10.25. The size of such a group is determined by the downlink cell bandwidth; for 
the smallest bandwidths there is only a single resource block in a group, implying that an arbitrary set 
of resource blocks can be scheduled, whereas for the largest cell bandwidths groups of four resource 
blocks are used (in the example in Figure 10.25, the cell bandwidth is 25 resource blocks, implying a 
group size of two resource blocks). Thus, the bitmap for the system with a downlink cell bandwidth 
of 100 resource blocks is reduced from 100 to 25 bits. A drawback is that the scheduling granularity 
is reduced; single resource blocks cannot be scheduled for the largest cell bandwidths using alloca-
tion type 0.

However, also in large cell bandwidths, frequency resolution of a single resource block is some-
times useful, for example to support small payloads. Resource allocation type 1 addresses this by 
dividing the total number of resource blocks in the frequency domain into dispersed subsets, as 
shown in the middle of Figure 10.25. The number of subsets is given from the cell bandwidth with 
the number of subsets in type 1 being equal to the group size in type 0. Thus, in Figure 10.25, there 
are two subsets, whereas for a cell bandwidth of 100 resource blocks there would have been four dif-
ferent subsets. Within a subset, a bitmap indicates the resource blocks in the frequency domain upon 
which the downlink transmission occurs.

To inform the terminal whether resource allocation type 0 or 1 is used, the resource allocation field 
includes a flag for this purpose, denoted “type” to the left in Figure 10.25. For type 0, the only addi-
tional information is the bitmap discussed above. For type 1, on the other hand, in addition to the bitmap 
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FIGURE 10.25 

Illustration of resource-block allocation types (cell bandwidth corresponding to 25 resource blocks used in this 
example). 

itself, information about the subset for which the bitmap relates is also required. As one of the require
ments in the design of resource allocation type I was to maintain the same number of bits in the alloca
tion as for type O without adding unnecessary overhead,28 the bitmap in resource allocation type l is 
smaller than in type O to allow for the signaling of the subset number. However, a consequence of a 
smaller bitmap is that not all resource blocks in the subset can be addressed simultaneously. To be able 
to address all resources with the bitmap, there is a flag indicating whether the bitmap relates to the " left' ' 
or "right'' part of the resource blocks, as depicted in the middle part of Figure 10.25. 

Unlike the other two types of resource-block allocation signaling, type 2 does not re ly on a 
bitmap. Instead , it encodes the resource allocation as a start position and length of the resource
block allocation. Thus, it does not support arbitrary allocati ons of resource blocks but only fre
quency-contiguous allocations, thereby reducing the number of bits required for signaling the 
resource-block allocation. The number of bits required for resource-signaling type 2 compared 
to type O or I is shown in Figure 10.26 and, as shown, the difference is fairly large for the larger 
cell bandwidths. 

All three resource-allocation types refer to virtual resource blocks (see Section I 0. I. I .8 for a dis
cussion of resource-block types). For resource-allocation types O and I, the virtual resource blocks 
are of localized type and the virtual resource blocks are directly mapped to physical resource blocks. 
For resource-allocation type 2, on the other hand, both localized and distributed virtual resource 
blocks are supported. One bit in the resource allocation fie ld indicates whether the allocation signal
ing refers to localized or distributed resource blocks. 

28 Allowing different sizes would result in an increase in the number of blind decoding attempts required in the terminal. 
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Illustration of resource-block allocation types {cell bandwidth corresponding to 25 resource blocks used in this

example).
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28Allowing different sizes would result in an increase in the number of blind decoding attempts required in the terminal.
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10.4.4.2 Signaling of Transport-Block Sizes
Proper reception of a downlink transmission requires, in addition to the set of resource blocks, knowl-
edge about the modulation scheme and the transport-block size, information (indirectly) provided  
by a five-bit field in the different DCI formats. Of the 32 combinations, 29 are used to signal the 
modulation-and-coding scheme whereas three are reserved, the purpose of which is described later. 
Together, the modulation-and-coding scheme and the number of resource blocks assigned provide 
the transport-block size on the DL-SCH. Thus, the possible transport-block sizes can be described 
as a table with 29 rows and 110 columns, one column for each number of resource blocks possible 
to transmit upon (the number of columns follows from the maximum downlink component carrier  
bandwidth of 110 resource blocks).

Each modulation-and-coding scheme represents a particular combination of modulation scheme 
and channel-coding rate or, equivalently, a certain spectral efficiency measured in the number of 
information bits per modulation symbol. Although the 29-by-110 table of transport-block sizes in 
principle could be filled directly from the modulation-and-coding scheme and the number of resource 
blocks, this would result in arbitrary transport-block sizes, which is not desirable. First, as all the 
higher-layer protocol layers are byte aligned, the resulting transport-block sizes should be an integer 
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number of bytes. Secondly, common payloads, for example RRC signaling messages and VoIP, 
should be possible to transmit without padding. Aligning with the QPP interleaver sizes is also benefi-
cial, as this would avoid the use of filler bits (see Section 10.1.1.3). Finally, the same transport-block 
size should ideally appear for several different resource-block allocations, as this allows the number 
of resource blocks to be changed between retransmission attempts, providing increased scheduling 
flexibility. Therefore, a “mother table” of transport-block sizes is first defined, fulfilling the require-
ments above. Each entry in the 29-by-110 table is picked from the mother table such that the resulting 
spectral efficiency is as close as possible to the spectral efficiency of the signaled modulation-and-
coding scheme. The mother table spans the full range of transport-block sizes possible, with an 
approximately constant worst-case padding.

From a simplicity perspective, it is desirable if the transport-block sizes do not vary with the 
configuration of the system. The set of transport-block sizes is therefore independent of the actual 
number of antenna ports and the size of the control region.29 The design of the table assumes a con-
trol region of three OFDM symbols and two antenna ports, the “reference configuration”. If the actual 
configuration is different, the resulting code rate for the DL-SCH will be slightly different as a result 
of the rate-matching procedure. However, the difference is small and of no practical concern. Also, 
if the actual size of the control region is smaller than the three-symbol assumption in the reference  
configuration, the spectral efficiencies will be somewhat smaller than the range indicated by the 
modulation-and-coding scheme signaled as part of the DCI. Thus, information about the modulation 
scheme used is obtained directly from the modulation-and-coding scheme, whereas the exact code 
rate and rate matching is obtained from the implicitly signaled transport-block size together with the 
number of resource elements used for DL-SCH transmission.

For bandwidths smaller than the maximum of 110 resource blocks, a subset of the table is used. 
More specifically, in case of a cell bandwidth of N resource blocks, the first N columns of the table 
are used. Also, in the case of spatial multiplexing, a single transport block can be mapped to up to 
four layers. To support the higher data rates this facilitates, the set of supported transport-block sizes 
needs to be extended beyond what is possible in the absence of spatial multiplexing. The additional 
entries are in principle obtained by multiplying the sizes with the number of layers to which a trans-
port block is mapped and adjusting the result to match the QPP interleaver size.

The 29 combinations of modulation-and-coding schemes each represent a reference spectral effi-
ciency in the approximate range of 0.1–5.9 bits/s/symbol.30 There is some overlap in the combina-
tions in the sense that some of the 29 combinations represent the same spectral efficiency. The reason 
is that the best combination for realizing a specific spectral efficiency depends on the channel proper-
ties; sometimes higher-order modulation with a low code rate is preferable over lower-order modula-
tion with a higher code rate, sometimes the opposite is true. With the overlap, the eNodeB can select 
the best combination, given the propagation scenario. As a consequence of the overlap, two of the 
rows in the 29-by-110 table are duplicates and result in the same spectral efficiency but with different 
modulation schemes, and there are only 27 unique rows of transport-block sizes.

Returning to the three reserved combinations in the modulation-and-coding field mentioned at the 
beginning, those entries can be used for retransmissions only. In the case of a retransmission, the 

29 For DwPTS, the transport-block size is scaled by a factor of 0.75 compared to the values found in the table, motivated by 
the DwPTS having a shorter duration than a normal subframe.
30 The exact values vary slightly with the number of resource blocks allocated due to rounding.
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transport-block size is, by definiti on, unchanged and fundamentally there is no need to signal this 
piece of information. Instead, the three reserved values represent the modulation scheme, QPSK, 
16QAM or 64QAM, which allows the scheduler to use an (almost) arbitrary combination of resource 
blocks for the retransmission. Obviously, using any of the three reserved combinations assumes that 
the terminal properly received the control signaling for the initial transmission; if this is not the case, 
the retransmission should explicitly indicate the transport-block size. 

The derivation of the transport-block size from the modulation-and-coding scheme and the 
number of scheduled resource blocks is illustrated in Figure 10.27. 

10.4.5 Uplink Scheduling Grants 
Uplink scheduling grants use one of DCI formats O or 4, where DCI format 4 was added in release 
10 to support uplink spatial multiplexing. The basic resource-allocation scheme for the uplink is sin
gle-cluster allocations where the resource blocks are contiguous in the frequency domain, although 
release IO added support for multi-cluster transmissions of up to two clusters on a single component 
earner. 

DCI format O is used for scheduling uplink transmissions not using spatial multiplexing on one 
component carrier. It has the same size control-signaling message as the "compact" downlink assign
ment (DCI format lA). A flag in the message is used to inform the terminal whether the message is 
an uplink scheduling grant (DCI format 0) or a downlink scheduling assignment (DCI format IA). 
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transport—block size is. by definition. unchanged and fundamentally there is no need to signal this

piece of information]. Instead. the three reserved values represent the modulation scheme. QPSK,

lfiQAM or 64QAM. which allows the scheduler to use all (almost) arbitrary combination of resource

blocks for the retransmission. Obviously, using any of the three reserved combinations assumes that

the terminal properly received the control signaling for the- initial transmission; it’ this is not the case.

the retransmission should explicitly indicate the transport—block size.

The derivation of the transport—block size from the modulation—and—coding scheme and the

number of scheduled resource blocks is illustrated in Figure 10.27.

“14.5 Uplink Scheduling Grants

Uplink scheduling grants use one of DCl formats 0 or 4. where DCI format 4 was added in release

10 to support uplink spatial multiplexing. The basic resource—allocation scheme for the uplink is sin—

gleacluster allocations where the- resource blocks are contiguous in the Frequency domain. although

release 10 added support for mulli-cluster transmissions of up to two clusters on a single component
carrier.

DCI format 0 is used for scheduling uplink transmissions not using spatial multiplexing on one

component carrier. It has the same size controlasignaling message as the "compact" downlink assign—

ment (DCI format 1A). A flag in the message is used to infonn the terminal whether the message is

an uplink scheduling grant (DCI format 0) or a downlink scheduling assignment (DCI format 1A).
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DCI format 4 is used for uplink transmissions using spatial multiplexing on one component car-
rier. Consequently, the size of DCI format 4 is larger than that of DCI format 0, as additional informa-
tion fields are required.

Many information fields are common to the two DCI formats, but there are also differences, as 
shown in Table 10.6. The contents of the different DCI formats are explained in more detail below:

l Resource information, consisting of:
l Carrier indicator (0 or 3 bit). This field is only present if cross-carrier scheduling is enabled 

via RRC signaling and is used to indicate the uplink component carrier the grant relates to (see 
Section 10.4.6).

l Multi-cluster flag (1 bit), indicating whether one or two clusters of resource blocks are used 
for the uplink transmission. This flag is not present in releases prior to release 10. In previous 
releases, the downlink bandwidth is, in practice, always at least as large as the uplink band-
width, implying that one padding bit is used for DCI format 0 in those releases to align with 
the size of format 1A. The padding bit could therefore be replaced by the multi-cluster flag in 
release 10 without sacrificing backwards compatibility. In DCI format 4, supported in release 
10 only, the multi-cluster flag is always present.

l Resource-block allocation, including hopping indication. This field indicates the resource 
blocks upon which the terminal should transmit the PUSCH using uplink resource-allocation 
type 0 (DCI format 0) or type 1 (DCI format 4), as described in Section 10.4.5.1. The size of 

Table 10.6 DCI Formats for Uplink Scheduling Grants

Field DCI Format

0 4

Resource information Carrier indicator • •

Multi-cluster flag • •

Resource block assignment 0 1

First transport block MCS/RV • •

NDI • •

Second transport block MCS/RV •

NDI •

DMRS phase rotation • •

Precoding information •

CSI request • •

SRS request •

Uplink index/DAI • •

PUSCH power control • •

Flag for 0/1A differentiation •

Padding (only if needed) (•) (•)

Identity • •
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the field depends on the cell bandwidth. For single-cluster allocations, uplink frequency hop-
ping, as described in Chapter 11, can be applied to the uplink PUSCH transmission.

l For the first (or only) transport block:
l Modulation-and-coding scheme including redundancy version (5 bit), used to provide the ter-

minal with information about the modulation scheme, the code rate, and the transport-block 
size. The signaling of the transport-block size uses the same transport-block table as for the 
downlink – that is, the modulation-and-coding scheme together with the number of sched-
uled resource blocks provides the transport-block size. However, as the support of 64QAM in 
the uplink is not mandatory for all terminals, terminals not capable of 64QAM use 16QAM 
when 64QAM is indicated in the modulation-and-coding field. The use of the three reserved 
combinations is slightly different than for the downlink; the three reserved values are used for 
implicit signaling of the redundancy version, as described below. A transport block can be dis-
abled by signaling a specific combination of modulation-and-coding scheme and number of 
resource blocks. Disabling one transport block is used when retransmitting a single transport 
block only.

l New-data indicator (1 bit), used to indicate to the terminal whether transmission of a new 
transport block or retransmission of the previous transport block is granted.

l For the second transport block (DCI format 4 only):
l Modulation-and-coding scheme including redundancy version (5 bit).
l New-data indicator (1 bit).

l Phase rotation of the uplink demodulation reference signal31 (3 bit), used to support multi-user 
MIMO, as described in Chapter 11. By assigning different reference-signal phase rotations to 
terminals scheduled on the same time–frequency resources, the eNodeB can estimate the uplink 
channel response from each terminal and suppress the inter-terminal interference by the appropri-
ate processing.

l Precoding information, used to signal the precoder to use for the uplink transmission.
l Channel-state request flag (1 or 2 bit). The network can explicitly request an aperiodic channel-

state report to be transmitted on the UL-SCH by setting this bit(s) in the uplink grant. In the case 
of carrier aggregation, two bits are used to indicate which downlink component carrier the CSI 
should be reported for (see Chapter 12).

l SRS request (2 bit), used to trigger aperiodic sounding using one of up to three preconfigured set-
tings, as discussed in Chapter 11.

l Uplink index/DAI (2 bit). This field is present only when operating in TDD. For uplink–down-
link configuration 0 (uplink-heavy configuration), it is used as an uplink index to signal for which 
uplink subframe(s) the grant is valid, as described in Chapter 13. For other uplink–downlink con-
figurations, it is used as downlink assignment index to indicate the number of downlink transmis-
sions the eNodeB expects hybrid-ARQ acknowledgement for.

l Transmit-power control for PUSCH (2 bit).
l DCI format 0/1A indication (1 bit), used to differentiate between DCI formats 1A and 0 as the 

two formats have the same message size. This field is present in DCI formats 0 and 1A only.

31 In release 10, this field can also be used to select the orthogonal cover sequence used for uplink reference signals (see 
Chapter 11 for details).
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l Padding; the smaller of DCI formats 0 and 1A is padded to ensure the same payload size irrespec-
tive of the uplink and downlink cell bandwidths. Padding is also used to ensure that the DCI size 
is different for different DCI formats (this is rarely required in practice as the payload sizes are 
different due to the different amounts of information). Finally, padding is used to avoid certain 
DCI sizes that may cause ambiguous decoding.

l Identity (RNTI) of the terminal for which the grant is intended (16 bit). As described in Section 
10.4.8, the identity is not explicitly transmitted but implicitly included in the CRC calculation.

There is no explicit signaling of the redundancy version in the uplink scheduling grants. This is 
motivated by the use of a synchronous hybrid-ARQ protocol in the uplink; retransmissions are nor-
mally triggered by a negative acknowledgement on the PHICH and not explicitly scheduled as for 
downlink data transmissions. However, as described in Chapter 12, there is a possibility to explic-
itly schedule retransmissions. This is useful in a situation where the network will explicitly move the 
retransmission in the frequency domain by using the PDCCH instead of the PHICH. Three values 
of the modulation-and-coding field are reserved to mean redundancy versions one, two, and three. If 
one of those values is signaled, the terminal should assume that the same modulation and coding as 
the original transmission is used. The remaining entries are used to signal the modulation-and-coding 
scheme to use and also imply that redundancy version zero should be used. The difference in usage 
of the reserved values compared to the downlink scheduling assignments implies that the modulation 
scheme, unlike the downlink case, cannot change between uplink (re)transmission attempts.

10.4.5.1 Signaling of Uplink Resource-Block Allocations
The basic uplink resource-allocation scheme is single-cluster allocations – that is, allocations con-
tiguous in the frequency domain – but release 10 also provides the possibility for multi-cluster uplink 
transmissions.

Single-cluster allocations use uplink resource-allocation type 0, which is identical to downlink 
resource allocation type 2 described in Section 10.4.4.1 except that the single-bit flag indicating local-
ized/distributed transmission is replaced by a single-bit hopping flag. The resource allocation field in 
the DCI provides the set of virtual resource blocks to use for uplink transmission. The set of physical 
resource blocks to use in the two slots of a subframe is controlled by the hopping flag, as described in 
Chapter 11.

Multi-cluster allocations with up to two clusters were introduced in release 10, using uplink 
resource-allocation type 1. In resource-allocation type 1, the starting and ending positions of two clus-
ters of frequency-contiguous resource blocks are encoded into an index. Uplink resource-allocation type 
1 does not support frequency hopping (diversity is achieved through the use of two clusters instead). 
Indicating two clusters of resources naturally requires additional bits compared to the single-cluster 
case. At the same time, the total number of bits used for resource-allocation type 1 should be identical to 
that of type 0 (this is similar to the situation for the downlink allocation types 0 and 1; without aligning 
the sizes a new DCI format with a corresponding negative impact on the number of blind decodings is 
necessary). Since frequency hopping is not supported for allocation type 1, the bit otherwise used for the 
hopping flag can be reused for extending the resource-allocation field. However, despite the extension of 
the resource-allocation field by one bit, the number of bits is not sufficient to provide a single-resource-
block resolution in the two clusters for all bandwidths. Instead, similar to downlink resource allocation 
type 0, groups of resource blocks are used and the starting and ending positions of the two clusters are 
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FIGURE 10.28 

Illustration of uplink resource-block allocation types (uplink bandwidth corresponding to 25 resource blocks 
used in this example). 

given in terms of group numbers. The size of such a group is determined by the uplink carrier band
width in a similar way as for the downlink; for the smallest bandwidths there is only a single resource 
block in a group, implying that an arbitrary (as long as the limit of at most two clusters is observed) set 
of resource blocks can be scheduled, whereas for the largest cell bandwidths groups of four resource 
blocks are used (in the example in Figure 10.28, the cell bandwidth is 25 resource blocks, implying a 
group size of two resource blocks). 

10.4.6 Carrier Aggregation and Cross-Carrier Scheduling 
Carrier aggregation, where a terminal receives or transmits on multiple component carriers, is an inte
gral part ofLTE from release 10 onwards. Clearly, for a terminal supporting multiple component car
riers, the terminal needs to know to which component carrier a certain DCI relates. This information 
can either be implicit or explicit, depending on whether cross-carrier scheduling is used or not, as 
illustrated in Figure 10.29. Enabling cross-carrier scheduling is done individually via RRC signaling 
on a per-terminal and per-component-carrier basis. 

In the absence of cross-carrier scheduling, downlink scheduling assignments are valid for the 
component carrier upon which they are transmitted . Similarly, for uplink grants, there is an associa
tion between downlink and uplink component carriers such that each uplink component carrier has an 
associated downlink component carrier. The association is provided as part of the system information. 
Thus, from the uplink-downlink association, the terminal will )mow to which uplink component car
rier the downlink control information relates to. 

In the presence of cross-carrier scheduling, where downlink PDSCH or uplink PUSCH is trans
mitted on an (associated) component carrier other than the PDCCH, the carrier indicator in the 
PDCCH provides information about the component carrier used for the PDSCH or PUSCH 

Whether cross-carrier scheduling is used or not is, as already mentioned, configured using 
higher-layer signaling; if cross-carrier scheduling is not configured then no carrier indication field 
is included in the DCI. Thus, most of the DCI formats come in two " flavors", with and without the 
carrier indication fie ld, and which " flavor" the terminal is supposed to monitor is determined by ena
bling/disabling support for cross-carrier scheduling. 

To signal which component carrier a grant relates to, the component carriers are numbered. The 
primary component carrier is always given the number zero, while the different secondary component 
carriers are assigned a unique number each through DE-specific RRC signaling. Hence, even if the 
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Cross-carrier scheduling. 
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Example of scheduling of multiple component carriers (search spaces are discussed in Section 10.4.9). 

terminal and the eNodeB may have different understandings of the component carrier numbering dur
ing a brief period of reconfiguration, at least transmissions on the primary component carrier can be 
scheduled. 

Irrespective of whether cross-carrier scheduling is used or not, PDSCH/PUSCH on a component 
carrier can only be scheduled from one component. Thus, for each PDSCH/PUSCH component car
rier there is an associated component carrier, configured via DE-specific RRC signaling, where the 
corresponding DCI can be transmitted. Figure 10.30 illustrates one example hereof, where PDSCH/ 
PUSCH transmissions on component carrier l are scheduled using PDCCHs transmitted on compo
nent carrier l. In this case, as cross-carrier scheduling is not used, there is no carrier indicator in 
the corresponding DCI formats. PDSCH/PUSCH transmissions on component carrier 2 are cross
carrier scheduled from PDCCHs transmitted on component carrier l. Hence, the DCI formats in the 
DE-specific search space for component carrier 2 include the carrier indicator. 

Note also, as transmissions on a component carrier can be scheduled by PDCCHs on one compo
nent carrier only, component carrier 4 cannot be scheduled by PDCCHs on component carrier 5 as the 
semi-static association between the component carriers used for PDCCH transmission and the actual 
data transmission has associated data on component carrier 4, with PDCCHs on component carrier 3 
in this example. 
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Example of scheduling of multiple component carriers (search spaces are discussed in Section 10.4.9].

terminal and the eNodeB may have dill’erent Lmderstandings of the component carrier numbering dur-

ing a brief period of reconfiguration. at least transmissions on the primary component carrier can be
scheduled.

Irrespective of whether cross-carrier scheduling is used or not. PDSCHHPUSCH on a component

carrier can only be scheduled from one component. Thus. for each PDSCHIPUSC‘H component car—

rier there is an associated component carrier. configured Via LIE-specific RRC signaling. where [he

con'esponding DCI can be transmitted. Figure [0.30 illustrates one example hereof. where PDSCI—LI"

PUSCH transmissions on component carrier l are scheduled using PDCCHs transmitted on compo-

nent carrier I. In this case. as cross-carrier scheduling is not used. there is no carrier indicator in

the corresponding DC] formats. PDSCI-UPUSCH transmissions on component carrier 2 are cross-

carrier scheduled from PDCCHs transmitted on component carrier l. Hence. the DC I Formats in [he

UE-specific search space for component carrier '2 include the carrier indicator.

Note also. as transmissions on a component carrier can be scheduled by PDCCHs on one compo-

nent carrier on 1y. component carrier 4 cannot be scheduled by PDCCHs on component carrier 5 as [he

semi—static association between the component carriers used for PDCCH transmission and the actual

data transmission has associated data on component carrier 4. with PDCCI-ls on component can'ier 3

in [his example.
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10.4.7 Power-Control Commands
As a complement to the power-control commands provided as part of the downlink scheduling 
assignments and the uplink scheduling grants, there is the potential to transmit a power-control com-
mand using DCI formats 3 (single-bit command per terminal) or 3A (two-bit command per terminal). 
The main motivation for DCI format 3/3A is to support power control for semi-persistent scheduling. 
The power-control message is directed to a group of terminals using an RNTI specific for that group. 
Each terminal can be allocated two power-control RNTIs, one for PUCCH power control and the 
other for PUSCH power control. Although the power-control RNTIs are common to a group of ter-
minals, each terminal is informed through RRC signaling which bit(s) in the DCI message it should 
follow. No carrier indicator is used for formats 3 and 3A.

10.4.8 PDCCH Processing
Having discussed the contents of L1/L2 control signaling in terms of the different DCI formats, the 
transmission of the DCI message on a PDCCH can be described. The processing of downlink control 
signaling is illustrated in Figure 10.31. A CRC is attached to each DCI message payload. The identity 
of the terminal (or terminals) addressed – that is, the RNTI – is included in the CRC calculation and 
not explicitly transmitted. Depending on the purpose of the DCI message (unicast data transmission, 
power-control command, random-access response, etc.), different RNTIs are used; for normal unicast 
data transmission, the terminal-specific C-RNTI is used.

Upon reception of DCI, the terminal will check the CRC using its set of assigned RNTIs. If the 
CRC checks, the message is declared to be correctly received and intended for the terminal. Thus, the 
identity of the terminal that is supposed to receive the DCI message is implicitly encoded in the CRC 
and not explicitly transmitted. This reduces the amount of bits necessary to transmit on the PDCCH 
as, from a terminal point of view, there is no difference between a corrupt message whose CRC will 
not check and a message intended for another terminal.

After CRC attachment, the bits are coded with a rate-1/3 tail-biting convolutional code and rate-
matched to fit the amount of resources used for PDCCH transmission. Tail-biting convolutional 
coding is similar to conventional convolutional coding with the exception that no tail bits are used. 
Instead, the convolutional encoder is initialized with the last bits of the message prior to the encod-
ing process. Thus, the starting and ending states in the trellis in an MLSE (Viterbi) decoder are 
identical.

After the PDCCHs to be transmitted in a given subframe have been allocated to the desired 
resource elements (the details of which are given below), the sequence of bits corresponding to all the 
PDCCH resource elements to be transmitted in the subframe, including the unused resource elements, 
is scrambled by a cell- and subframe-specific scrambling sequence to randomize inter-cell interfer-
ence, followed by QPSK modulation and mapping to resource elements.

To allow for simple yet efficient processing of the control channels in the terminal, the map-
ping of PDCCHs to resource elements is subject to a certain structure. This structure is based on so-
called Control-Channel Elements (CCEs), which in essence is a convenient name for a set of 36 
useful resource elements (nine resource-element groups as defined in Section 10.4.1). The number 
of CCEs, one, two, four, or eight, required for a certain PDCCH depends on the payload size of the 
control information (DCI payload) and the channel-coding rate. This is used to realize link adapta-
tion for the PDCCH; if the channel conditions for the terminal to which the PDCCH is intended are 
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disadvantageous, a larger number o f CCEs needs to be used compared to the case o f advantageous chan
ne l conditions. The number of CCEs used for a PDCCH is also re ferred to as the aggregatio n leve l. 

The number of CCEs available for PDCCHs depends on the size of the contro l regio n, the cell 
bandwidth, the numbe r of downlink antenna ports, and the amount of resources occupied by PRICH. 
The size o f the control region can vary d ynamically from subframe to subframe as indicated by the 
PCFICH, whe reas the o ther quantities are semi -statically configured. The CCEs available for PDCCH 
trans mission can be numbe red from zero and upward, as illustrated in Figure 10.32. A specific 
PDCCH can thus be identified by the numbers o f the correspo nding CCEs in the control regio n. 

As the number of CCEs for eac h of the PDCCHs may vary and is not signaled , the terminal has 
to blindl y determine the numbe r o f CCEs used for the PDCCH it is addressed upo n. To reduce the 
complexity of this process somewhat, certain restrictio ns o n the aggregation of contig uo us CCEs have 
been specified. For example , an aggregation of e ight CCEs can only start o n CCE numbers eve nly 
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disadvantageous. a larger number of CCEs needs to be used compared to the case of advzmtageous chan—

nel conditions. The number of CCEs used For a PDCCH is also referred to as the aggregation level.

The number 01‘ CCEs available for PDCCHs depends on the size of the control region, the cell

bandwidth. the number of downlink antenna ports, and the amount of resources occupied by Pl-HCH.

The size of the control region can vary dynamically from subtrame to subl‘rame as indicated by the

PCFICH. whereas the other quantities are semi—statically configtu'ed. The CCEs available for PDCCH

transmission can be numbered from zero and upward. as illustrated in Figure 10.32. A specific

PDCCH can thus be identified by the numbers of the corresponding CCEs in the control region.

As the number of CCEs for each of the PDC’CI—ls may vary and is not signaled, the terminal has

to blindly determine the number of CCEs used for the PDCCH it is addressed upon. To reduce the

complexity of this process somewhat. certain restrictions on the aggregation oi’contiguous CCEs have

been specified. For example. an aggregation of eight CCEs can only start on CCE numbers evenly
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divisible by 8, as illustrated in Figure 10.32. The same principle is applied to the other aggregation 
levels. Furthermore, some combinations of DCI formats and CCE aggregations that result in exces
sively high channel-coding rates are removed. 

The sequence of CCEs should match the amount of resources available for PDCCH transmission 
in a given subframe - that is, the number of CCEs varies according to the value transmitted on the 
PCFICH. In many cases, not all the PDCCHs that can be transmitted in the control region are used. 
Nevertheless, unused PDCCHs are part of the interleaving and mapping process in the same way as 
any other PDCCH. At the terminal, the CRC will not check for those "dummy" PDCCHs. Preferably, 
the transmission power is set to zero for those unused PDCCHs; the power can be used by other con
trol channels. 

The mapping of the modulated composite control information is, for the same reason as for the 
other control channels, described in terms of symbol quadruplets being mapped to resource-element 
groups. Thus, the first step of the mapping stage is to group the QPSK symbols into symbol quadruplets, 
each consisting of four consecutive QPSK symbols. In principle, the sequence of quadruplets could be 
mapped di rectly to the resource elements in sequential order. However, this would not exploit all the fre
quency diversity available in the channel and diversity is important for good performance. Furthermore, 
if the same CCE-to-resource-element mapping is used in all neighboring cells, a given PDCCH will 
persistently collide with one and the same PDCCH in the neighboring cells assuming a fi xed PDCCH 
format and inter-cell synchronization. In practice, the number of CCEs per PDCCH varies in the cell as 
a fw1 ction of the scheduling decisions, which gives some randomization to the interference, but further 
randomization is desirable to obtain a robust control-channel design. Therefore, the sequence of quad
ruplets is fi rst interleaved using a block interleaver to allow exploitation of the frequency diversity, fol
lowed by a cell-specific cyclic shift to randomi ze the interference between neighboring cells. The output 
from the cell-specific shift is mapped to resource-element groups in a time-first manner, as illustrated 
in Figure 10.22, skipping resource-element groups used for PCFICH and PRICH. Time-first mapping 
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preserves the interleaving properties; with frequency-first over multiple OFDM symbols, resource
element groups that are spread far apart after the interleaving process may end up close in frequency, 
although on different OFDM symbols. 

The interleaving operation described above, in addition to enabling exploitation of the frequency 
diversity and randomizing the inter-cell interference, also serves the purpose of ensuring that each CCE 
spans virtually all the OFDM symbols in the control region. This is beneficial for coverage as it allows 
fl exible power balancing between the PDCCHs to ensure good performance for each of the terminals 
addressed. In principle, the energy available in the OFDM symbols in the control region can be balanced 
arbitrarily between the PDCCHs. The alternative of restricting each PDCCH to a single OFDM symbol 
would imply that power cannot be shared between PDCCHs in different OFDM symbols. 

Similarly to the PCFICH, the transmission power of each PDCCH is under the control of the 
eNodeB. Power adjustments can therefore be used as a complementary link adaptation mechanism 
in addition to adjusting the code rate. Relying on power adjustments alone might seem a tempting 
solution but, although possible in principle, it can result in relatively large power differences between 
resource elements. This may have implications on the RF implementation and may violate the out
of-band emission masks specified. Hence, to keep the power differences between the resource ele
ments reasonable, link adaptation through adjusting the channel code rate, or equivalently the number 
of CCEs aggregated for a PDCCH, is necessary. The two mechanisms for link adaptation, power 
adjustments and different code rates, complement each other. 

To summarize and to illustrate the mapping of PDCCHs to resource elements in the control 
region, consider the example shown in Figure 10.33 . In this example, the size of the control region 
in the subframe considered equals three OFDM symbols. Two downlink antenna ports are configured 
(but, as explained above, the mapping would be identical in the case of a single antenna port). One 
PRICH group is configured and three resource-element groups are therefore used by the PHICHs. 
The cell identity is assumed to be identical to zero in this case. 
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elenrent groups that are spread far apart after the interleaving process may end up close in Frequency.

although on different OFDM symbols.

The interleaving operation described above. in addition to enabling exploitation of the frequency

diversity and randomizing the inter—cell interference, also serves the purpose of ensuring llrat each CCE

spans virtually all the OFDM symbols in the control region. This is beneficial for coverage as it allows
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addressed. In principle. the energy available in the OFDM symbols in the control region can be balanced

arbitrarily between the PDCCHs. The alternative of restricting each PDCCH to a single OFDM symbol

would imply that power cannot be shared between PDCCHs in different DFDM symbols.

Similarly to the PCFICH. the transmission power of each PDCCH is under the control of the

eNodeB. Power adjustments can therefore be used as a complementary link adaptation mechanism

in addition to adjusting the code rate. Relying on power adjustments alone might seem a tempting
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of—band emission masks specified. Hence. to keep the power differences between the resource ele-

ments reasonable. link adaptation through adjusting the channel code rate. or equivalently the number

of CCEs aggregated for a PDCCH. is necessary. The two nrechanisms for link adaptation, power

adjustments and different code rates. complement each other.

To summarize and to illustrate the mapping of PDCCHs to resource elements in the control

region. consider the example shown in Figure 10.33. in this example. the size of the control region
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PHICH group is con figured and three resource—element groups are therefore used by the PHICHs.

The cell identity is assumed to be identical to zero in this case.
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The mapping can then be understood as follows: First, the PCFICH is mapped to four resource-
element groups, followed by allocating the resource-element groups required for the PHICH. The 
resource-element groups left after the PCFICH and PHICH are used for the different PDCCHs in the 
system. In this particular example, one PDCCH is using CCE numbers 0 and 1, while another PDCCH 
is using CCE number 4. Consequently, there is a relatively large amount of unused resource-element 
groups in this example; either they can be used for additional PDCCHs or the power otherwise used for 
the unused CCEs could be allocated to the PDCCHs in use (as long as the power difference between 
resource elements is kept within the limits set by the RF requirements). Furthermore, depending on the 
inter-cell interference situation, fractional loading of the control region may be desirable, implying that 
some CCEs are left unused to reduce the average inter-cell interference.

10.4.9 Blind Decoding of PDCCHs
As described above, each PDCCH supports multiple formats and the format used is a priori unknown 
to the terminal. Therefore, the terminal needs to blindly detect the format of the PDCCHs. The CCE 
structure described in the previous section helps in reducing the number of blind decoding attempts, 
but is not sufficient. Hence, it is required to have mechanisms to limit the CCE aggregations that the 
terminal is supposed to monitor. Clearly, from a scheduling point of view, restrictions in the allowed 
CCE aggregations are undesirable as they may influence the scheduling flexibility and require addi-
tional processing at the transmitter side. At the same time, requiring the terminal to monitor all possi-
ble CCE aggregations, also for the larger cell bandwidths, is not attractive from a terminal-complexity 
point of view. To impose as few restrictions as possible on the scheduler while at the same time limit 
the maximum number of blind decoding attempts in the terminal,32 LTE defines so-called search 
spaces, which describe the set of CCEs the terminal is supposed to monitor for scheduling assign-
ments/grants relating to a certain component carrier. Search spaces are discussed below, starting with 
the case of a single component carrier and later extended to the case of multiple component carriers.

A search space is a set of candidate control channels formed by CCEs on a given aggregation 
level, which the terminal is supposed to attempt to decode. As there are multiple aggregation lev-
els, corresponding to one, two, four, and eight CCEs, a terminal has multiple search spaces. In each 
subframe, the terminals will attempt to decode all the PDCCHs that can be formed from the CCEs 
in each of its search spaces. If the CRC checks, the content of the control channel is declared as 
valid for this terminal and the terminal processes the information (scheduling assignment, scheduling 
grants, etc.). Clearly, the network can only address a terminal if the control information is transmitted 
on a PDCCH formed by the CCEs in one of the terminal’s search spaces. For example, terminal A in 
Figure 10.34 cannot be addressed on a PDCCH starting at CCE number 20, whereas terminal B can. 
Furthermore, if terminal A is using CCEs 16–23, terminal B cannot be addressed on aggregation level 
4 as all CCEs in its level-4 search space are blocked by the use for the other terminals. From this it 
can be intuitively understood that for efficient utilization of the CCEs in the system, the search spaces 
should differ between terminals. Each terminal in the system therefore has a terminal-specific search 
space at each aggregation level.

32 In release 8/9, the number of blind decoding attempts is 44 per subframe, while for release 10 with uplink spatial multi-
plexing the number is 60 (assuming a single component carrier).

Samsung Ex. 1015



200 CHAPTER 10 Downlink Physical-Layer Processing 

Common search space T erminal-6pecific search space 

16 32 

12 16 28 32 36 

0 6 10 12 14 16 18 20 22 26 28 30 32 34 36 38 

Lifi t ~ t: z: E~@~E:i1£3C~~f:...A..J!.3::;cd! Z iLGi!GZ.:i! :tZt!J 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 Z1 28 29 30 31 32 33 34 35 36 37 38 39 

16 24 32 

12 16 24 28 32 36 

0 4 6 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 

( it l 1'. .:Z::Cdt I.: E::E::Z: Z r'I! it IE IE iCiC?t::::? '! ¢;> > it . kd 1'. 1'. cz:;;z:;;;rr?' 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 Z1 28 29 30 31 32 33 34 35 36 37 38 39 

FIGURE 10.34 

Principal illustration of search spaces in two terminals. 

As the terminal -specific search space is typically smaller than the number of PDCCHs the net
work could transmit at the corresponding aggregation level, there must be a mechanism determin
ing the set of CCEs in the terminal-specific search space for each aggregation level. One possibility 
would be to le t the network configure the terminal-specific search space in each terminal. However, 
this would require explicit s ignaling to each of the terminals and possibly reconfiguration at hando
ver. Instead, the terminal-specific search spaces in LTE are defined without explicit signaling through 
a function of the terminal identity and implicitly the subframe number. Dependence on the subframe 
number results in the terminal-specific search spaces being time varying, which helps resolve block
ing between terminals. If a given terminal cannot be scheduled in a subframe as all the CCEs that the 
terminal is monitoring have already been used for scheduling other terminals in the same subframe, 
the time-varying definiti on of the terminal-specific search spaces is like ly to resolve the blocking in 
the next subframe. 

In several situations, there is a need to address a group of, or all , terminals in the system. One 
example hereof is dynamic scheduling of system information, another is transmission of paging mes
sages, both described in Chapter 14. Transmission of explicit power-control commands to a group 
of terminals is a third example. To allow all terminals to be addressed at the same time, LTE has 
defined common search spaces in addition to the terminal-specific search spaces. A common search 
space is, as the name implies, common, and all terminals in the cell monitor the CCEs in the com
mon search spaces for control information. Although the motivation for the common search space is 
primarily transmission of various system messages, it can be used to schedule individual terminals 
as we ll. Thus, it can be used to resolve situations where scheduling of one terminal is blocked due to 
lack of available resources in the terminal-specific search space. Unlike unicast transmissions, where 
the transmission parameters of the control s ignaling can be tuned to match the channel conditions of a 
specific terminal, system messages typically need to reach the cell border. Furthermore, the data rate 
of the associated DL-SCH transmission is typically modest. Consequently, the common search spaces 
are only defined for aggregation levels of four and eight CCEs and only for the smallest DCI formats, 
0/IA/3/3A and IC. There is no support for DCI formats with spatial multiplexing in the common 
search space. This he lps to reduce the number of blind decoding attempts in the terminal used for 
monitoring the common search space. 
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FIGURE 10.34 

Principal illustration of search spaces in two terminals.

As the terminaldspecific search space is typically smaller than the number of PDCCHs the net+

work could transtnit at the con‘esponding aggregation level. there must be a mechanism determin+

ing the set of CCEs in the terminal~specitic search space for each aggregation level. One possibility

would be to let the network configure the terminal—specific search space in each terminal. However.

this would require explicit signaling to each of the terminals and possibly reconfiguration at hando~

ver. Instead. the terminal—specific search spaces in LTE are defined without explicit signaling through

a function of the terminal identity and implicitly the subframe number. Dependence on the subframe

number results in the terminalespecific search spaces being time varying. which helps resolve block—

ing between terminals. If a given terminal cannot be scheduled in a subframe as all the CCEs that the

terminal is monitoring have already been used for scheduling other terminals in the same subframe.

the time~varying definition of the terminal~specific search spaces is likely to resolve the blocking in
the next subl'rame.

In several situations. tltere is a need to address a group of. or all. terminals in the system. One

example hereof is dynamic scheduling of system infonnation. another is transmission of paging mes—

sages. both described in Chapter 14. Transmission of explicit power—control comtnands to a group

of terminals is a third example. To allow all terminals to be addressed at the same time. LTE has

defined common search spaces in addition to the terminal-specific search spaces. A common search

space is, as the name implies. common. and all terminals in the cell monitor the CCEs in the com—

tnon search spaces for control information. Although the motivation for the common search space is

primarily transmission of various system messages. it can be used to schedule individual terminals

as well. Thus. it can be used to resolve situations where scheduling of one terminal is blocked due to

lack of available resources in the terminal-specific search space. Unlike unicast transmissions. where

the transmission parameters of the control signaling can be tuned to match the channel conditions of a

specific terminal. system messages typically need to reach the cell bolder. Furthermore. the data rate

of the associated DL—SCH transmission is typically modest. Consequently. the common search spaces

are only defined for aggregation levels of four and eight CCEs zutd only for the smallest DC] formats.

UIIABBA and 1C. There is no support for DCI formats with spatial multiplexing in the common

search space. This helps to reduce the number of blind decoding attempts in the terminal used for

monitoring the common search space.

Samsung Ex. 1015



20110.4 Downlink L1/L2 Control Signaling

Figure 10.34 illustrates the terminal-specific and common search spaces in two terminals in a 
certain subframe. The terminal-specific search spaces are different in the two terminals and will, as 
described above, vary from subframe to subframe. Furthermore, the terminal-specific search spaces 
partially overlap between the two terminals in this subframe (CCEs 24–31 on aggregation level 8) 
but, as the terminal-specific search space varies between subframes, the overlap in the next subframe 
is most likely different.

The downlink DCI formats to decode in the terminal-specific search space depend on the transmis-
sion mode configured for the terminal. Transmission modes are described in Section 10.3 and, in princi-
ple, correspond to different multi-antenna configurations. As an example, there is no need to attempt to 
decode DCI format 2 when the terminal has not been configured for spatial multiplexing, which helps 
to reduce the number of blind decoding attempts. Configuration of the transmission mode is done via 
RRC signaling. As the exact subframe number when this configuration takes effect in the terminal is not 
specified and may vary depending on, for example, RLC retransmissions, there is a (short) period when 
the network and the terminal may have different understandings of which transmission mode is config-
ured. Therefore, in order not to lose the possibility of communicating with the terminal, it is necessary 
to have at least one DCI format that is decoded irrespective of the transmission mode. For downlink 
transmissions, DCI format 1A serves this purpose and the network can therefore always transmit data to 
the terminal using this DCI format. Another function of format 1A is to reduce overhead for transmis-
sions when full flexibility in resource-block assignment is not needed.

In Table 10.7, the DCI monitoring is described for the case of a single component carrier. For 
multiple component carriers, the above procedures are applied in principle to each of the activated33 
downlink component carriers. Hence, in principle there is one UE-specific search space per aggre-
gation level and per (activated) component carrier upon which PDSCH can be received (or PUSCH 
transmitted), although there are some carrier-aggregation-specific modifications. Clearly, for termi-
nals configured to use carrier aggregation, this results in an increase in the number of blind decoding 

33 Individual component carriers can be activated/deactivated as discussed in Chapter 12.

Table 10.7 Downlink DCI Formats Monitored in Different Search Spaces for C-RNTI

Mode Monitored DCI Formats in Search Space Description

Common UE-Specific UE-Specific

1 1A 1A 1 Single antenna transmission

2 1A 1A 1 Transmit diversity

3 1A 1A 2A Open-loop spatial multiplexing

4 1A 1A 2 Closed-loop spatial multiplexing

5 1A 1A 1D Multi-user MIMO

6 1A 1A 1B Single layer codebook-based precoding

7 1A 1A 1 Single-layer transmission using DM-RS

8 1A 1A 2B Dual-layer transmission using DM-RS

9 1A 1A 2C Multi-layer transmission using DM-RS
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attempts compared to a terminal not using carrier aggregation, as scheduling assignments/grants for 
each of the component carriers need to be monitored.

The common search space is only defined for transmissions on the primary component carrier. 
As the main function of the common search space is to handle scheduling of system information 
intended for multiple terminals, and such information must be receivable by all terminals in the cell, 
scheduling in this case uses the common search space. For this reason, the carrier indication field is 
never present in DCI formats monitored in the common search space.

As mentioned before, there is one UE-specific search space per aggregation level and component 
carrier34 used for the PDSCH/PUSCH. This is illustrated in Figure 10.30, where PDSCH/PUSCH 
transmissions on component carrier 1 are scheduled using PDCCHs transmitted on component car-
rier 1. No carrier indicator is assumed in the UE-specific search space for component carrier 1 as 
cross-carrier scheduling is not used. For component carrier 2, on the other hand, a carrier indicator 
is assumed in the UE-specific search space as component carrier 2 is cross-carrier scheduled from 
PDCCHs transmitted on component carrier 1.

Search spaces for different component carriers may overlap in some subframes. In Figure 10.30, 
this happens for the UE-specific search spaces for component carriers 3 and 4. The terminal will han-
dle the two search spaces independently, assuming (in this example) a carrier indicator for component 
carrier 4 but not for component carrier 3. If the UE-specific and common search spaces relating to 
different component carriers happen to overlap for some aggregation level when cross-carrier sched-
uling is configured, the terminal only needs to monitor the common search space. The reason for this 
is to avoid ambiguities; if the component carriers have different bandwidths a DCI format in the com-
mon search space may have the same payload size as another DCI format in the UE-specific search 
space relating to another component carrier.

34 If the DCI formats for two different component carriers have the same size, then search spaces can be shared such that, 
in the example in Figure 10.30, component carrier 2 can be scheduled from search spaces 2 and 1. This comes “for free” as 
the DCI formats in search space 1 need to be monitored anyway and the carrier-indicator field points to the component car-
rier for which the grant/assignment is intended.

Samsung Ex. 1015



203
4G LTE/LTE-Advanced for Mobile Broadband.
© 2011 Erik Dahlman, Stefan Parkvall & Johan Sköld. Published by Elsevier Ltd. All rights reserved.2011

Uplink Physical-Layer 
Processing 11

CHAPTER

This chapter provides a description of the basic physical-layer functionality of the LTE uplink. It essen-
tially follows the same outline as the corresponding downlink description provided in the previous 
chapter with detailed descriptions regarding transport-channel processing (Section 11.1), the reference-
signal structure (Section 11.2), multi-antenna transmission (Section 11.3), and the uplink L1/L2 control-
channel structure (Section 11.4). Physical aspects directly related to some specific uplink functions and 
procedures such as random access will be provided in later chapters. The chapter ends with a discussion 
on the uplink timing-alignment procedure in Section 11.5.

11.1 TRANSPORT-CHANNEL PROCESSING
This section describes the physical-layer processing applied to the uplink shared channel (UL-SCH) 
and the subsequent mapping to the uplink physical resource in the form of the basic OFDM time– 
frequency grid. The UL-SCH is the only uplink transport-channel type in LTE1 and is used for the 
transmission of all uplink higher-layer information (both data and control).

11.1.1 Processing Steps
Figure 11.1 outlines the different steps of the UL-SCH physical-layer processing. Similar to the down-
link, in the case of uplink carrier aggregation the different component carriers correspond to separate 
transport channels with separate physical-layer processing. Also, most of the uplink processing steps 
outlined in Figure 11.1 are identical to the corresponding steps for the downlink transport-channel 
processing outlined in Section 10.1.

The different steps of the uplink transport-channel processing are summarized below. For a more 
detailed overview of the different steps, the reader is referred to the corresponding downlink descrip-
tion in Section 10.1.

l CRC insertion per transport block. A 24-bit CRC is calculated for and appended to each uplink 
transport block.

l Code-block segmentation and per-code-block CRC insertion. In the same way as for the downlink, 
code-block segmentation, including per-code-block CRC insertion, is applied for transport blocks 
larger than 6144 bits.

1 Strictly speaking, the LTE Random-Access Channel is also defined as a transport-channel type, see Chapter 8. However, 
RACH only includes a layer-1 preamble and carries no actual transport-channel data.
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CRC insertion per transport block 
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Physical-layer processing for UL-SCH. 
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• Channel coding. Rate-1/3 Turbo coding with QPP-based inner interleaving is also used for the 
uplink. 

• Rate matching and physical-layer hybrid-ARQ functionality. The physical-layer part of the uplink 
rate-matching and hybrid-ARQ fw1ctionality is essentially the same as the corresponding downlink 
functionality, with sub-block interleaving and insertion into a circular buffer followed by bit selec
tion with four redw1dancy versions. Note that there are some important differences between the 
downlink and uplink hybrid-ARQ protocols, such as asynchronous versus synchronous operation 
as described in Chapter 12. However, these differences are not visible in terms of the physical-layer 
processing. 

• Bit-level scrambling. The aim of uplink scrambling is the same as for the downlink - that is, to 
randomize the interference and thus ensure that the processing gai n provided by the channel code 
can be fully utilized. 
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Physical—layer processing for ULSCH.

0 Channel coding. Rate—Ll?! Turbo coding with QPP—based inner interleaving is also used for the

uplink.

0 Rate matching and physicaiviayer hybrid~ARQ fincrionaiity. The physical—layer part of the uplink

rate—matching and hybrid—ARQ functionality is essentially the same as the corresponding downlink

functionality. with sub—block interleaving and insertion into a circular buffer followed by bit selec—

tion with four redundancy versions. Note that there are some important differences between the

downlink and uplink hybrid-ARQ protocols, such as asynchronous versus synchronous operation

as described in Chapter 12. However, these differences are not visible in terms of the physical—layer

processing.

0 Bit-fave! scrambling. The aim of uplink scrambling is the same as for the downlink — mat is, to

randomize the interference and thus ensure that the processing gain provided by the channel code

can be fully utilized.
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• Data modulation. Simi lar to the downlink, QPSK, 16QAM, and 64QAM modulation can also be 
used for uplink transport-channel transmission. 

• DFT precoding. As illustrated in Figure 11.2, the modulation symbols, in blocks of M symbols, 
are fed through a size-M DFT, where M corresponds to the number of subcarriers assigned for the 
transmission. The reason for the precoding is to reduce the cubic metric for the transmitted signal. 
From an implementation-complexity point of view, the DFT size should preferably be constrained 
to a power of 2 . However, such a constraint would limit the scheduler flexibility in terms of the 
amount of resources that can be assigned for an uplink transmission and, from a flexibili ty point of 
view, all possible DFT sizes should preferably be allowed. For LTE, a middle way has been adopted 
where the DFT size, and thus also the size of the resource allocation, is limited to products of the 
integers 2, 3, and 5. Thus, for example, DFT sizes of 60, 72, and 96 are allowed but a DFT size of 
84 is not allowed.2 In this way, the DFT can be implemented as a combination of relatively low
complex radi x-2, radix-3, and radix-5 FFT processing. 

• Antenna mapping. The antenna mapping maps the output of the DFT precoder to antenna ports for 
subsequent mapping to the physical resource (the OFDM time- frequency grid). In the first releases 
of LTE (release 8 and 9), only single-antenna transmission was supported for the uplink.3 However, 
as part of LTE release 10, multi -antenna transmission, more specifically antenna precoding with 
up to four antennas ports, is supported in the uplink. More details about LTE uplink multi-antenna 
transmission are provided in Section 11.3. 

11.1.2 Mapping to the Physical Resource 
The scheduler assigns a set of resource-block pairs to be used for the uplink transmission, more spe
cifically for transmission of the PUSCH physical channel that carries the UL-SCH transport channel. 
Each such resource-block pair spans 14 OFDM symbols (one subframe) in time.4 However, as will 
be described in Section 11.2. l , two of these symbols are used for uplink demodula tion reference sig
nals and are thus not available for PUSCH transmission. Furthermore, one additional symbol may be 

2 As uplink resource assignments are always done in terms of resource blocks of size 12 subcarriers, the DFf size is always 
a multiple of 12. 
3 Actually, uplink an.ten.na selection has been part of the LTE specification since release 8. However, it is an optional termi
nal feature that has, as of today, not been implemented in any commercial terminals. 
4Twelve symbols in the case of extended cyclic prefix. 
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0 Data modulation. Similar to the downlink. QFSK. IOQAM. and 64QAM modulation can also be

used for uplink transport—channel transmission.

0 DFT preceding. As illustrated in Figure 11.2, the modulation symbols. in blocks of M symbols.

are led through a size-M DFT. where M corresponds to the number of subcarriers assigned for the

tramsmission. The reason for the preceding is to reduce the cubic metric for the transmitted signal.

From an implementation—complexity point of view. the DFT size should preferably be constrained

to a power of 2. However. such a constraint would limit the scheduler flexibility in terms of the

amount of resources that can be assigned for an uplink transmission and. from a flexibility point of

view. all possible DFT sizes should preferably be allowed. For LTE. a middle way has been adopted

where the DFT size. and thus also the size of the resource allocation. is limited to products of the

integers 2. 3. and 5. Thus. for example. DFT sizes of 60. 72. and 96 are allowed but a DFT size of

34 is not allowed.2 In this way, the DFT can be implemented as a combination of relatively low—
comples radix—2. radix—3. and rad ill-5 FFT processing.

0 Antenna mapping. The antenna mapping maps the output of the DFT precoder to antenna parts ior

subsequent mapping to the physical resource (the OFDM time—frequency grid). In the first releases

ol‘LTE'. (release 8 and 9'). only sin gle—antenna transmission was supported for the Lrplink} However.
as part of LTE release 10. multi—antenna transmission. more specifically antenna preceding with

up to four antennas ports. is supported in the uplink. More details about LTE Lrplink multi—antenna

trmrsmission are provided in Section I 1.3.

t t. t.2 Mapping to the Physical Resource

The scheduler assigns a set of resource-block pairs to be used for the uplink transmission. more spe—

cifically for transmission of the PUSCl-l physical channel that carries the ULrSCH transport channel.

Each such resource—block pair spans 14 OFDM symbols (one sublrame) in t'ime.'4 However. as will
be described in Section | 1.2.]. two olthese symbols are trsed for rrplink demodulation reference sig—

nals and are thus not available for PUSCH transmission. Furthermore. one additional symbol may be

 

2A5 upllnlt resource assignments are always done in terms of resource blocks of size 12 subcan'iers, the DFT size is always
a multiple of 12.
3Acrualty, uplink antenna selection has been part of the LTE specification since release 3. However. it is an optional termi-
nal feature that has, as of today. not been implemented in any commercial terminals.
4'Iinehn': symbols in the case of extended cyclic prefix.
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reserved for the transmission of sounding reference signals (Section 11.2 .2). Thus, 11 or 12 OFDM 
symbols are available for PUSCH transmission within each resource-block pair. 

Figure 11.3 illustrates how K · M OFT-precoded symbols at the output of the antenna mapping are 
mapped to the basic OFDM time- frequency grid, where K is the number of available OFDM symbols 
within a subframe (11 or 12 according to above) and Mis the assigned bandwidth in number of sub
carriers. As there are 12 subcarriers within a resource-block pair, M = N · 12, where N is the number 
of assigned resource-block pairs. 

Figure 11.3 assumes that the set of assigned resource-block pairs are contiguous in the frequency 
domain. This is the typical assumption for OFTS-OFDM and was strictly the case for LTE release 
8 and 9. Mapping of the OFT-precoded signal to frequency-contiguous resource elements is preferred 
in order to retain good cubic-metric properties of the uplink transmission. At the same time, such a 
restriction implies an additional constraint for the uplink scheduler, something which may not always 
be desirable. Therefore, LTE release 10 introduced the possibili ty to also assign partly frequency
separated resources for PUSCH transmission. More specifically, in release JO the assigned uplink 
resource may consist of a maximum of two frequency-separated clusters, as illustrated in Figure 11.4 , 
where each cluster consists of a number of resource-block pairs (NJ and N2 resource-block pairs respec
tively). In the case of such multi-cluster transmission, a single OFT precoding spans the overall assigned 
resource in the freq uency domain - that is, both clusters. This means that the total assigned bandwidth 
in number of subcarriers (M = Ml + M2) should be aligned with the restrictions on available OFT sizes 
described above. 
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resented for the transmission of sounding reference signals (Section 11.2.2). Thus. 11 or 12 OFDM

symbols are available for PUSCH transmission within each resource~block pair.

Figure 11.3 illuerates how K . M DFT~precoded symbols at the output of the antenna mapping are

mapped to the basic OFDM time—frequency grid. where K is the number of available OFDM symbols

within a subframe (1 1 or 12 according to above) and M is the assigned bandwidth in number of sub-

carriers. As there are 12 subcarriers within a resource—block pair. M = N - 12. where N is the number

of assigned resource—block pairs.

Figure 11.3 assumes Ihal the set of assigned resource—block pairs are contiguous in the frequency

domain. This is the typical assumption for DFTS—OFDM and was strictly the case for LTE release

8 and 9. Mapping of the DFT—precoded signal to lreqtlencyuconliguous resource elements is preferred

in order to retain good cubic—metric properties of the uplink transmission. At the same time. such a

restriction implies an additional constraint for the uplink scheduler. something which may not always

be desirable. Therefore. LTE release 10 introduced the possibility to also assign partly frequency—

separated resources for PUSCH mmsmission. More specifically. in release 10 Ihe assigned uplink

resource may consist of a maximum of two frequency—separated clusters. as illustrated in Figure 1 1.4.

where each cluster consists of a number of resource—block pairs (N! and N2 resourceeblock pairs respec~

Lively). In the case of such mulri-cfuster transmission. a single DFT precoding spans the overall assigned

resource in the frequency domain — Ihal is, both clusters. This means that the total assigned bandwidth

in number of subcarriers (M = M! + M21 should be aligned with the restrictions on available DPT sizes
described above.
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11.1.3 PUSCH Frequency Hopping
In Chapter 10 it was described how the notion of virtual resource blocks (VRBs) in combination 
with the mapping from VRBs to physical resource blocks (PRBs) allowed for downlink distributed 
transmission – that is, the spreading of a downlink transmission in the frequency domain. As described, 
downlink distributed transmission consists of two separate steps: (1) a mapping from VRB pairs pro-
vided as part of the uplink scheduling grant to PRB pairs such that frequency-consecutive VRB pairs 
are not mapped to frequency-consecutive PRB pairs and (2) a split of each resource-block pair such 
that the two resource blocks of the resource-block pair are transmitted with a certain frequency gap in 
between. This second step can be seen as frequency hopping on a slot basis. In the absence of uplink 
frequency hopping, each VRB is directly mapped to a PRB.

The notion of VRBs can also be used for the LTE uplink, allowing for frequency-domain-distributed  
transmission for the uplink. However, in the uplink, where transmission from a terminal should always 
be over a set of consecutive subcarriers in the absence of multi-cluster transmission, distributing 
resource-block pairs in the frequency domain, as in the first step of downlink distributed transmission, 
is not possible. Rather, uplink distributed transmission is similar to the second step of downlink distrib-
uted transmission – that is, a frequency separation of the transmissions in the first and second slots of a 
subframe. Uplink distributed transmission for PUSCH can thus more directly be referred to as uplink 
frequency hopping.

There are two types of uplink frequency hopping defined for PUSCH:

l Sub-band-based hopping according to cell-specific hopping/mirroring patterns.
l Hopping based on explicit hopping information in the scheduling grant.

Uplink frequency hopping is not supported for multi-cluster transmission as, in that case, suffi-
cient diversity can be obtained by the proper location of the two clusters.

11.1.3.1 Hopping Based on Cell-Specific Hopping/Mirroring Patterns
To support sub-band-based hopping according to cell-specific hopping/mirroring patterns, a set of 
consecutive sub-bands of a certain size is defined from the overall uplink frequency band, as illus-
trated in Figure 11.5. It should be noted that the sub-bands do not cover the total uplink frequency 

0 5 10 15 20 25 30 35 40 45

Sub-band #0 Sub-band #1 Sub-band #2 Sub-band #3

Overall uplink bandwidth (50 resource blocks)

Hopping bandwidth (4 X 11 resource blocks)

FIGURE 11.5

Definition of sub-bands for PUSCH hopping. The figure assumes a total of four sub-bands, each 
consisting of 11 resource blocks.
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FIGURE 11.6 

Hopping according to predefined hopping pattern. 

band, mainly due to the fact that a number of resource blocks at the edges of the uplink frequency 
band are used for transmission of Ll/L2 control signaling on the PUCCH. For example, in Figure 
11.5 the overall uplink bandwidth corresponds to 50 resource blocks and there are a total of four sub
bands, each consisting of I I resource blocks. Six resource blocks are not included in the hopping 
bandwidth and could, for example, be used for PUCCH transmission. 

In the case of sub-band-based hopping, the set of virtual resource blocks provided in the schedul
ing grant are mapped to a corresponding set of physical resource blocks according to a cell-specific 
hopping pattern. The resource to use for transmission, the PRBs, is obtained by shifting the VRBs pro
vided in the scheduling grant by a number of sub-bands according to the hopping pattern, where the 
hopping pattern can provide different shifts for each slot. As illustrated in Figure 11.6, a terminal is 
assigned VRBs 27, 28, and 29. In the firs t slot, the predefined hopping pattern takes the value 1, imply
ing transmission using PRBs one sub-band to the right - that is, PRBs 38, 39, and 40. In the second 
slot, the predefined hopping pattern takes the value 3, implying a shift of three sub-bands to the right in 
the fi gure and, consequently, transmission using resource blocks I 6, 17, and 18. Note that the shifting 
"wraps-around" - that is, in the case of four sub-bands, a shift of three sub-bands is the same as a neg
ative shift of one sub-band. As the hopping pattern is cell specific - that is, the same for all terminals 
within a cell - different terminals will transmit on non-overlapping physical resources as long as they 
are assigned non-overlapping virtual resources. 

In addition to the hopping pattern, there is also a cell-specific mirroring pattern de fined in a cell. 
The mirroring pattern controls, on a slot basis, whether or not mirroring within each sub-band should 
be applied to the assigned resource. In essence, mirroring implies that the resource blocks within each 
sub-band are numbered right to left instead of left to right. Figure 11.7 illustrates mirroring in combi 
nation with hopping . Here, the mirroring pattern is such that mirroring is not applied to the first slot 
while mirroring is applied to the second slot. 

Both the hopping pattern and the mirroring pattern depend on the physical-layer cell identi ty and 
are thus typically different in neighboring cells. Furthermore, the period of the hopping/mirroring pat
terns corresponds to one frame. 
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Hopping according to predefined hopping pattern.

band. mainly due to the fact that a number of resource blocks at the edges of the uplink fi'equency

band are used for translnission of LII—L2 control signaling on the PUCCH. For example. in Figure

[1.5 the overall uplink bandwidth corresponds to 50 resource blocks and there are a total 0]" four sub—

bands. each consisting of 1] resource blocks. Six resource blocks are not included in the hopping

bandwidth and could, For example, be used for PUCCH transmission.

In the case of sub-band—based hopping. the set of virtual resource blocks provided in the schedul—

ing grant are mapped to a corresponding set of physical resource blocks according to a cell-specific

hopping pattem. The resource to use l‘or transmission= the PRES, is obtained by shi t‘tin g the VRBs pro—

vided in the scheduling grant by a number of sub—bands according to the hopping pattern. when-3 the

hopping pattem can provide dichrent shifts for each slot. As illustrated in Figure 11.6. a terminal is

assigned VRBs 27, 23. and '29. In the first slot, the predefined hopping pattern takes the value I. imply-

ing transmission using PRBs one sub—band to the right — that is, PRBs 33. 39. and 4110. In the second

slot, the predefined hopping pattern takes the value 3, implying a shift of three sub—bands to the right in

the figure and. consequently. transmission using resource blocks I6, [I and IS. Note that the shifting

"wraps—around" — that is. in the case of four sub-hands, a shift of three sub—bands is the same as a neg-

ative shift 01" one sub—band. As the hopping pattern is cell specific — that is, the same l‘or all terminals

within a cell — difl’erent tenninals will transmit on non-overlapping physical resources as long as they

are assigned non-overlapping virtual resources.

In addition to the hopping pattern. there is also a cell-specific mirroring pattern defined in a cell.

The mirroring pattern controls. on a slot basis. whether or not mirroring within each sub-band should

be applied to the assigned resource. In essence, mirroring implies that the resource blocks within each

sub-band are numbered right to left instead of left to right. Figure l 1.7 illustrates mirroring in combi—

nation with hopping. Here, the mirroring pattern is such that mirroring is not applied to the first slot

while mirroring is applied to the second slot.

Both the hopping pattern and the mirroring pattern depend on the physical-layer cell identity and

are thus typically different in neighboring cells. Furthermore. the period ol" the hoppingt'miiroring pat—

tems corresponds to one frame.
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FIGURE 11.7 

Hopping/mirroring according to predefined hopping/mirroring patterns. Same hopping pattern as in 
Figure 11.6. 

11.1.3.2 Hopping Based on Explicit Hopping Information 
As an alternative to hopping/mirroring according to cell-specific hopping/mirroring patterns 
as described above, uplink s lot-based frequency hopping for PUSCH can also be controlled by 
explicit hopping information provided in the scheduling grant. In such a case the scheduling grant 
includes: 

• information about the resource to use for uplink transmission in the first s lot, exactly as in the 
non-hopping case; and 

• additional information about the offset of the resource to use for uplink transmission in the second 
s lot, relative to the resource of the first s lot. 

Selection between hopping according to cell-specific hopping/mirroring patterns as described 
above or hopping according to explicit information in the scheduling grant can be done dynamically. 
More specifically, for cell bandwidths less than 50 resource blocks, there is a s ingle bit in the sched
uling grant indicating if hopping should be according to the cell-specific hopping/mirroring patterns 
or should be according to information in the scheduling grant. In the latter case, the hop is always 
half of the hopping bandwidth. In the case of larger bandwidths (50 resource blocks and beyond), 
there are two bits in the scheduling grant. One of the combinations indicates that hopping should 
be according to the cell -specific hopping/mirroring patterns while the three remaining alternatives 
indicate hopping of 1/2, + 1/4, and - 1/4 of the hopping bandwidth. Hopping according to informa
tion in the scheduling grant for the case of a cell bandwidth corresponding to 50 resource blocks 
is illustrated in Figure 11.8. In the first subframe, the scheduling grant indicates a hop of one-half 
the hopping bandwidth. In the second subframe, the grant indicates a hop of one-fourth the hopping 
bandwidth (equivalent to a negative hop of three-fourths of the hopping bandwidth). Finally, in the 
third subframe, the grant indicates a negative hop of one-fourth the hopping bandwidth. 
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Hoppingirnirroring according to predefined hoppingirnirroring patterns. Same hopping pattern as in

Figure 11.6.

.' i i 3.3 Hopping Based on Expiioii Hopping information

As an alternative to hoppingimin'oring according to cell—specific hoppingimirroring patterns

as described above. tlplink slot-based frequency hopping for PUSCI—I can also be controlled by

explicit hopping information provided in the scheduling grant. In such a case the scheduling grant
includes:

0 information about the resource to use for uplink transmission in the first slot. exactly as in the

non—hopping case: and

0 additional information about the offset of the resource to use. for uplink transmission in the second
slot. relative to the resoun.e ol the first slot.

Selection between hopping according to cell—specific hoppingiminoring patterns as described

above or hopping according to explicit information in the scheduling grant can be done dynamically.

More specifically. for cell bandwidths less than 5!} resource blocks. there is a single bit in the sched—

uling grant indicating if hopping should be according to the cell—specific hoppingimirroring patterns

or should be according to information in the scheduling grant. In the latter case. the hop is always

half of the hopping bandwidth. In the case of larger bandwidths (50 resource blocks and beyond).

there are two bits in the scheduling grant. One of the combinations indicates that hopping should

be according to the cell-specific hoppingimirroring patterns while the three remaining alternatives

indicate hopping of Ii2, + ”-4. and -— |i4 of the hopping bandwidth. Hopping according to informa-

tion in the scheduling grant for the case of a cell bandwidth corresponding to 50 resource blocks

is illustrated in Figure 11.8. In the first subframe, the scheduling grant indicates a hop of one—half

the hopping bandwidth. In the second subfrarnc. the grant indicates a hop of one—fourth the hopping

bandwidth (equivalent to a negative hop of threeatourths of the hopping bandwidth). Finally. in the

third subfrarne. the grant indicates a negative hop of one—fourth the hopping bandwidth.
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Frequency hopping according to explicit hopping information. 

11.2 UPLINK REFERENCE SIGNALS 
Similar to the downlink, reference signals are also transmitted on the LTE uplink. There are two types 
of reference signals defined for the LTE uplink: 

• Uplink demodulation reference signals (DM-RS) are intended to be used by the base station 
for channel estimation for coherent demodulation of the uplink physical channe ls (PUSCH and 
PUCCH). Demodulation reference s ignals are thus only transmitted together with PUSCH or 
PUCCH and are then transmitted with the same bandwidth as the corresponding physical channel. 

• Uplink sounding reference signals (SRS) are intended to be used by the base station for channel
state estimation to support uplink cham1el-dependent scheduling and link adaptation. The SRS can 
also be used in cases when uplink transmission is needed, although there is no data to transmit. 
One example is when uplink transmission is needed for the network to be able to control the uplink 
transmit timing by means of the uplink-timing-alignment procedure (Section l 1.5). Finally, the 
uplink SRS can also be used to estimate the downlink channel-state assuming sufficient uplink/ 
downlink reciprocity. This is especially of interest for TDD, where the operation of downlink and 
uplink on the same carrier frequency typically implies a higher degree of short-term downlink/ 
uplink reciprocity compared to FDD. 

11.2.1 Uplink Demodulation Reference Signals 
Uplink demodulation reference signals are used for channel estimation for coherent demodulation of 
the Physical Uplink Shared Channel (PUSCH) to which the UL-SCH transport channel is mapped, 
as well as for the Physical Uplink Control Channel (PUCCH), which carries different types of 
Ll/L2 control signaling (see Section 11.4). The basic structure for demodulation reference signals is 
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Transmission of uplink reference signals within a slot in the case of PUSCH 
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Generation of uplink reference signal from a frequency-domain reference-signal sequence. 

the same for PUSCH and PUCCH transmission, although there are some differences - for example, 
in terms of the exact set of OFDM symbols in which the reference signals are transmitted. 

11.2. 1.1 Basic Principles of Uplink OM-RS 
Due to the importance of low cubic metric and corresponding high power-amplifier effi ciency for 
uplink transmissions, the principles for uplink reference-signal transmission are different compared 
to the downlink. In essence, transmitting reference signals in parallel with other uplink transmissions 
from the same terminal is not suitable for the uplink. Instead, certain OFDM symbols are used exclu
sively for DM-RS transmission - that is, the reference signals are time multiplexed with other uplink 
transmissions from the same terminal. The structure of the reference signal itself then ensures a low 
cubic metric in these symbols. 

More specifically, in the case of PUSCH transmission a demodulation reference signal is transmit
ted within the fourth symbol of each uplink slot5 (Figure 11.9). Within each subframe, there are thus 
two reference-signal transmissions, one in each slot. 

In the case of PUCCH transmission, the number of OFDM symbols used for reference-signal 
transmission in a slot, as well as the exact position of these symbols, differs between different PUCCH 
f ormats, as described in Section 11.4. 

Regardless of the kind of uplink transmission (PUSCH or PUCCH), the basic structure of each 
reference-signal transmission is the same. As illustrated in Figure 11.10, an uplink reference signal 

5Tbe third symbol in the case of extended cyclic prefix. 
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Generation of uplink reference signal from a frequency-domain reference-signal sequence.

the same for PUSCI—l and PUCCI—l transmission. although there are some differences — for example.

in terms of the exact set of OFDM symbols in which the reference signals are transmitted.

r 3' . .T. P. r Basic Principles of Uprfnk DM-RS
Due to the importance of low cubic metric and con‘espondiug high power-amplifier efficiency for

uplink transmissions, the principles for uplink reference-signal transmission are different compared

to the downlink. In essence. transmitting reference signals in parallel with other uplink transmissions

from the same terminal is not suitable for the uplink. Instead. certain OFDM symbols are used exclu-

sively for DM-RS transmission — that is. the reference signals are time multiplexed with other uplink

Lransmissions from the same terminal. The structure of the reference signal itself then ensures a low

cubic metric in these symbols.

More specifically, in the case of PUSCH transmission a demodulation reference signal is transmit—

ted within the fourth symbol of each uplink slot5 (Figure l 1.9). Within each subframe. there are thus
two reference—signal transmissions. one in each slot.

In the case of PUCCH transmission. the number of OFDM symbols used for reference—signal

U'ansmission in a slot. as well as the exact position of these symbols. differs between dilferent PUCCH

fommt‘s. as described in Section I 1.4.

Regardless of the kind of uplink transmission [PUSC‘H or PUCCH), the basic structure of each

reference-signal transmission is the same. As illustrated in Figure 11.10, an upljnk reference signal

 

5The third symbol in the ease of extended cyclic prefix.
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can be defi ned as a  frequency-domain reference-signal sequence  applied to consecutive inputs of the 
OFDM modulator – that is, to consecutive subcarriers. 

 In general, there is no reason to estimate the channel outside the frequency band of the corre-
sponding PUSCH/PUCCH transmission that is to be coherently demodulated. The bandwidth of 
the reference signal, corresponding to the length of the reference-signal sequence in  Figure 11.10 , 
should thus be equal to the bandwidth of the corresponding PUSCH/PUCCH transmission measured 
in number of subcarriers. This means that, for PUSCH transmission, it should be possible to gen-
erate reference-signal sequences of different length, corresponding to the possible bandwidths of a 
PUSCH transmission. Note, however, that the length of the reference-signal sequence will always be 
a multiple of 12, as uplink resource allocations for PUSCH transmission are always done in terms of 
resource blocks consisting of 12 subcarriers. 

 As will be described in  Section 11.4 , PUCCH transmission from a terminal is always carried out 
over a single resource block in the frequency domain. In the case of PUCCH transmission, the length 
of the reference-signal sequence is thus always equal to 12. 

 Uplink reference signals should preferably have the following properties:

   ●     Limited power variations in the frequency domain to allow for similar channel-estimation quality 
for all frequencies. Note that this is equivalent to good time-domain cross-correlation properties of 
the transmitted reference signal.  

  ●     Limited power variations in the time domain, leading to low cubic metric of the transmitted 
signal.  

   Furthermore, suffi cient reference-signal sequences of a given length, corresponding to a certain 
reference-signal bandwidth, should be available in order to avoid an unreasonable planning effort 
when assigning reference-signal sequences to cells. 

 So-called  Zadoff–Chu  sequences [71] have the property of constant power in both the frequency 
and time domains. The elements of a Zadoff–Chu sequence of length  M  ZC  can be expressed as:

  
 

X k Mk

j u
k k

MZC
ZCe ZC

π
1

0

( )

,  
 

(11.1) 
    

where  u  is the  index  of the Zadoff–Chu sequence within the set of Zadoff–Chu sequences of length 
 M  ZC . From the point of view of small power variations in both the frequency and time domains, 
Zadoff–Chu sequences would thus be excellent as uplink reference-signal sequences. However, there 
are two reasons why Zadoff–Chu sequences are not suitable for direct use as uplink reference-signal 
sequences in LTE:

   ●     The number of available Zadoff–Chu sequences of a certain length, corresponding to the number of 
possible values of the index  u  in the expression above, equals the number of integers that are relative 
prime to the sequence length. This implies that to maximize the number of Zadoff–Chu sequences 
and thus, in the end, to maximize the number of available uplink reference signals, prime-length 
Zadoff–Chu sequences would be preferred. At the same time, the length of the uplink reference-
signal sequences should be a multiple of 12, which is obviously not a prime number.  

  ●     For short sequence lengths, corresponding to narrow uplink transmission bandwidths, relatively 
few reference-signal sequences would be available even if they were based on prime-length 
Zadoff–Chu sequences.  
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Instead, for sequence lengths larger than or equal to 36, corresponding to transmission bandwidths 
larger than or equal to three resource blocks, the reference-signal sequences are defined as cyclic exten
sions of Zadoff-Chu sequences of length Mzc, where Mzc is the largest prime number smaller than 
or equal to the desired reference-signal sequence length. For example, the largest prime number less 
than or equal to 36 is 31, implying that reference-signal sequences of length 36 are defined as cyclic 
extensions of Zadoff- Chu sequences of length 31. The number of avai fabl e sequences is then equal to 
30 - that is, one less than the length of the Zadoff-Chu sequence. For larger sequence lengths, more 
sequences are available. For example, for a reference-signal sequence length equal to 72, there are 
70 sequences available.6 

For sequence lengths equal to 12 and 24, corresponding to transmission bandwidths of one and 
two resource blocks respectively, special QPSK-based sequences have instead been found from com
puter searches and are explicitly listed in the LTE specifications. For each of the two sequence lengths, 
30 sequences are available. 

11.2. 1.2 Phase-Rotated Reference-Signal Sequences 
In the previous section it was described how different reference-signal sequences (a minimum of 
30 sequences for each sequence length) can be derived, primarily by cyclically extending different 
prime-length Zadoff- Chu sequences. Additional reference-signal sequences can be derived by apply
ing different linear phase rotations to the same basic reference-signal sequence, as illustrated in 
Figure 11.11, where the basic reference-signal sequence is defined according to the above - that is, a 
cyclically extended Zadoff-Chu sequence for sequence lengths larger than or equal to 36 and a "spe
cial" sequence for shorter sequence lengths. 

Applying a linear phase rotation in the frequency domain is equivalent to applying a cyclic shift 
in the time domain. Thus, although being defined as different frequency-domain phase rotations, in 

Basic ~• 
reference-signal : 

sequence i 

e,U•I 

eJa,(,v- 1) 

OFDM 
modulator 

XM_,-----00-- 1+--i 

FIGURE 11.11 

Phase-rotated 
reference-signal 

sequence 

Generation of uplink reference-signal sequence from linear phase rotation of a basic 
reference-signal sequence. 

6Tbe largest prime number smaller than or equal to 72 is 7 I. The number of sequences is then one Jess than the length of 
the Zadoff-Chu sequence, i.e. 70. 
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Instead. l'or sequence lengths larger than or equal to 36. corresponding to transmission bandwidths

larger them or equal to three resource blocks. the referenceesignal sequences are defined as cyclic exten-

sions of Zadol’lLChu sequences of length 11420 where MIC is the largest prime number smaller than

or equal to the desired reference—signal sequence length. For example. the largest prime number less

than or equal to 36 is 3|. implying that refeltence—signal sequences of length 36 are defined as cyclic

extensions ol‘ZadolT—Chu sequences of length 3 l. The number of available sequences is then equal to

30 — that is. one less than the length of the Zadoff—Chu sequence. For larger sequence lengths. more

sequences are available. For example. for a referencensignal sequence length equal to 72. there are

7’0 sequences available.6
For sequence lengths equal to 1'2 and 24. corresponding to transmission bandwidths of one and

two resource blocks respectively. special QPSK—based sequences have instead been found from com-

puter searches and are explicitly listed in the LTE speci lications. For each of the two sequence lengths.

30 sequences see available.

1.2. LE Phase-Rotated Reference-Signal Sequences

In the previous section it was described how different reference—signal sequences (a minimum of

30 sequences for each sequence length) can be derived. primarily by cyclically extending (referent

prime-length Zadofi—Chn sequences. Additional reference—signal sequences can be derived by apply-

ing different linear phase rotations to the same basic reference-signal sequence. as illustrated in

Figure 1 LI l. where the basic reference-signal sequence is defined according to die above — that is. a

cyclically extended ZadolT—Chu sequence for sequence lengths larger than or equal to 30 and a “spe—

cial" sequence for shorter sequence lengths.

Applying a linear phase rotation in die frequency domain is equivalent to applying a cyclic shil't

in the time domain. Thus. although being defined as differentfrequerreyvdomain phase rotations, in
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Generation of uplink reference-signal sequence from linear phase rotation of a basic

reference—signal sequence.

 

a"The largest prime number smaller than or equal to 1'2 15 T1. The number of sequences is then one less than the length of
the Zadoff—Chu sequence, Le. 1'0.
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the LTE specification this is often referred to as applying different cyclic shifts7 to the same basic 
reference-signal sequence. Here the term “phase rotation” will be used. However, it should be borne in 
mind that what is referred to here as “phase rotation” is often referred to as “cyclic shift” in the 3GPP-
related literature.

Demodulation reference signals defined from different reference-signal sequences typically have 
relatively low but still non-zero mutual correlation. In contrast, reference signals defined from different 
phase rotations of the same basic reference-signal sequence can be made completely orthogonal, thus 
causing no interference to each other, assuming the parameter α in Figure 11.11 takes a value mπ/6, 
where m ranges from 0 to 11.8 Up to 12 orthogonal reference signals can thus be defined from each 
basic reference-signal sequence.

However, to preserve the orthogonality between these reference signals also at the receiver side, 
the frequency response of the channel should essentially be constant (non-selective) over the span of 
12 subcarriers (one resource block). Alternatively expressed, the main part of the channel time disper-
sion should not extend beyond the length of the cyclic shift mentioned above. If that is not the case, 
a subset of the available values for α may be used – for example, only the values {0, 2π/6, 4π/6, …, 
10π/6} or perhaps even fewer values. Limiting the set of values for α implies orthogonality over a 
smaller number of subcarriers and thus less sensitivity to channel frequency selectivity.

Another prerequisite for orthogonality between reference signals defined from different phase 
rotations of the same basic reference-signal sequence is that the reference signals are received well 
aligned in time. Any timing misalignment between the reference signals will, in the frequency 
domain, appear as a phase rotation that may counteract the phase rotation applied to separate the  
reference-signal sequences and cause interference between them.

In general for LTE, uplink transmissions from different terminals within the same cell are typically 
well time aligned anyway, as this is a prerequisite for retaining the orthogonality between different 
frequency-multiplexed transmissions. Thus, one possible use of reference signals defined from differ-
ent phase rotations of the same basic reference-signal sequence is for the case when multiple terminals 
within the same cell simultaneously transmit on the uplink using the same frequency resource. As will 
be seen in Section 11.4, this is, for example, the case for uplink PUCCH transmissions.

Multiple reference signals are also needed for PUSCH transmission in the case of spatial multi-
plexing (Section 11.3.1) and multi-user MIMO (Section 11.3.2). As discussed in Section 11.2.1.5, 
using different phase rotations is one approach by which multiple reference signals can be provided 
in these cases.

11.2.1.3 Reference-Signal Assignment to Cells
As described above, the design of the LTE reference-signal sequences allows for at least 30 sequences 
of each sequence length. To assign reference-signal sequences to cells, these sequences are first 
grouped into 30 sequence groups where each group consists of:

l One reference-signal sequence for each sequence length less than or equal to 60, corresponding to 
a transmission bandwidth of five resource blocks or less.

7 Not to be confused with the cyclic extension of Zadoff–Chu sequences to generate the basic reference-signal sequences. 
The cyclic shift discussed here would be a time-domain cyclic shift, equivalent to a frequency-domain phase rotation.
8 The orthogonality is due to the fact that, for α  mπ/6, there will be an integer number of full-circle rotations over 
12 subarriers – that is, over one resource block.
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FIGURE 11.12 

Grouping of reference-signal sequences into sequence groups. The number indicates the 
corresponding bandwidth in number of resource blocks. 

• Two reference-signal sequences for each sequence length larger than or equal to 72,9 correspond
ing to a transmission bandwidth of six resource blocks or more. 

The grouping of reference-signal sequences into sequence groups is illustrated in Figure 11.12. It 
can be noted that the sequence groups do not include any reference-signal sequences corresponding to 
seven resource blocks. As described in Section 11. l. I, the uplink transmission bandwidths, measured 
in number of resource blocks, should always be a product of the integers 2, 3, and 5.10 A resource 
assignment of size seven resource blocks is thus not a valid resource assignment and there is no need 
to define reference-signal sequences of the corresponding length. For the same reason, the maximum 
length of the reference-signal sequences corresponds to 108 resource blocks, rather than 110 resource 
blocks. Similarly, the second largest sequence length corresponds to 100 resource blocks. 

In a given time slot, the uplink reference-signal sequences to use within a cell are taken from one 
specific sequence group. What group to use within a cell may then be the same for all slots (fixed 
assignment). Alternatively, what group to use within a cell may vary between slots, also referred to as 
group hopping. The system information indicates if there is a fixed group assignment or if group hop
ping is to be used. 

Regardless of whether a fixed group assignment or group hopping is used, there are certain differ
ences between PUCCH and PUSCH transmission. 

In the case of a fi xed group assignment, the sequence group to use for PUCCH transmission is 
given by the physical-layer cell identity (see Chapter 14) modulo 30, where the cell identity ranges 
from Oto 503. Thus, cell identities 0, 30, 60, ... , 480 correspond to sequence group 0, cell identities 
1, 31, 61, ... , 481 correspond to sequence group I, and so on. 

In contrast, what sequence group to use for PUSCH transmission is explicitly signaled as part 
of the cell system information. The reason for explicitly indicating what sequence group to use for 

9 For sequence lengths larger than or equal to 72, there are more than 60 sequences of each length allowing for two 
sequences per group. 
10Strictly speaking, the number of subcarriers should be a product of the integers 2, 3, and 5. However, as there are 12 = 
3 · 22 subcarriers within one resource block, this is equivalent to a constraint that the number of resource blocks should be 
a product of the integers 2, 3, and 5. 
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PUSCH transmission is that it should be possible to use the same sequence group for PUSCH trans-
mission in neighboring cells, despite the fact that such cells typically have different cell identities, 
resulting in reference-signal orthogonality also between cells and a corresponding decrease in inter-
ference. In this case, the reference signals for PUSCH transmission would instead be distinguished by 
different phase rotations, as discussed in Section 11.2.1.2.

In the case of group hopping, an additional cell-specific group-hopping pattern is added to the 
sequence group. Hence, in the case of reference signals for PUCCH transmission, the sequence group 
to use in a given slot is given by the value of the group-hopping pattern for that slot plus the cell 
identity modulo 30. The group-hopping pattern is also given by the cell identity and identical group-
hopping patterns are used for PUSCH and PUCCH within a cell.

Thus, to have the same sequence group for PUSCH in two cells:

l The cell identities of the two cells should be different (to have different sequence groups for 
PUCCH, which should always be the case).

l If group hopping is enabled, the cell identities of the two cells should be such that the same 
group-hopping pattern is used in the two cells.

l The sequence group for PUSCH (indicated as part of the cell system information) should be the 
same for the two cells.

11.2.1.4 Sequence Hopping
As can be seen from Figure 11.12, for sequence lengths corresponding to six resource blocks and 
above, there are two reference-signal sequences in each sequence group. What sequence to use may 
then either be fixed (always the first sequence within the group) or vary between slots, also referred 
to as sequence hopping (not to be mixed with group hopping as described in Section 11.2.1.3). The 
purpose of sequence hopping is to randomize the inter-cell interference between reference signals. 
Sequence hopping can only be enabled if group hopping is not enabled – that is, if there is a fixed 
assignment of groups to cells.

11.2.1.5 Multiple Demodulation Reference Signals
Support for uplink multi-antenna transmission, more specifically multi-antenna precoding includ-
ing spatial multiplexing, was introduced in LTE release 10. As will be seen in Section 11.3.1, in the 
case of spatial multiplexing there is a need for one demodulation reference signal per layer. As LTE 
release 10 supports the transmission of up to four spatially multiplexed layers in parallel, there is thus 
a need to be able to transmit up to four demodulation reference signals from the same terminal. Such 
multiple reference signals can be generated by different means:

l Multiple mutually orthogonal reference signals can be generated by using different phase rota-
tions (“cyclic shifts”), as already described in Section 11.2.1.2.

l Two different reference signals can be created from the same reference signal sequence by apply-
ing mutually orthogonal patterns, similar to the downlink referred to as orthogonal cover codes 
(OCC), to the two reference-signal transmissions within a subframe, as illustrated in Figure 11.13.

Multiple orthogonal reference signals, as described above, are also used in the case of uplink 
multi-user MIMO (Section 11.3.2).
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11.2.2 Uplink Sounding Reference Signals 
The demodulation reference signals discussed in Section 11.2.1 are used for channel estimation to 
allow for coherent demodulation of uplink physical channels (PUSCH or PUCCH). A demodulation 
reference signal is always transmitted together with and covering the same frequency band as the cor
responding physical channel. 

In contrast, sounding reference signals (SRS) are transmitted on the uplink to allow for the base 
station to estimate the uplink channel state at different frequencies. The channel-state estimates can 
then, for example, be used by the network scheduler to assign resource blocks of instantaneously good 
quality for uplink PUSCH transmission (uplink channel-dependent scheduling), as well as to select dif
ferent transmission parameters such as the instantaneous data rate and different parameters related to 
uplink multi-antenna transmission. As mentioned earlier, SRS transmission can also be used for uplink 
timing estimation as well as to estimate downlink channel conditions assuming downlink/uplink chan
nel reciprocity. Thus, an SRS is not necessarily transmitted together with any physical channel and if 
transmitted together with, for example, PUSCH, the SRS may cover a different, typically larger, fre
quency span. 

There are two types of SRS transmission defined for the LTE uplink: periodic SRS transmission, 
which has been available from the first release of LTE (release 8); and aperiodic SRS transmission, 
introduced in LTE release 10. 

11.2.2.1 Periodic SRS Transmission 
Periodic SRS transmission from a terminal occurs at regular time intervals, from as often as once 
every 2 ms (every second subframe) to as infrequently as once every 160ms (every 16th frame). When 
SRS is transmitted in a subframe, it occupies the last symbol of the subframe, as illustrated in Figure 
11.14. As an alternative, in the case of TDD operation, SRS can also be transmitted within the UpPTS. 

In the frequency domain, SRS transmissions should cover the frequency band that is of interest for 
the scheduler. This can be achieved in two ways: 

• By means of a sufficiently wideband SRS transmission that allows for sounding of the entire fre
quency band of interest with a single SRS transmission, as illustrated in the upper part of Figure 11.15. 
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11.2.2 Uplink Sounding Reference Signals

The demodulation reference signals discussed in Section ll.2.l are used for channel estimation to

allow for coherent demodulation of uplink physical channels (PUSCH or PUCCH). A demodulation

reference signal is always transmitted together with and covering the same frequency band as the cor-

responding physical channel.

In contrast. sounding reference signnis (SR3) are transmitted on the uplink to allow for the base

station to estimate the uplink charmerr stare at different frequencies. The channel-state estimates can

then. for exam ple. be used by me network scheduler to assign resource blocks of instantaneously good

quality for Uplink PUSCH transmission (uplink channel—dependent scheduling). as well as to select dif—

ferent transmission parameters such as the instantaneous data rate and different parameters related to

uplink multi-antenna transmission. As mentioned earlier. SRS transmission can also be used for Uplink

timing estimation as well as to estimate downlink channel conditions assuming tlownlinkiuplink chan-

nel reciprocity. Thus. an SR5 is not necessarily transmitted together with any physical channel and if

transmitted together with, for example. PUSCH. the SRS may cover a different. typically larger, fre-
quency span.

There are two types of SRS transmission defined for the LTE uplink: periodic SRS transmission,

which has been available from the first release of LTE (release 8): and aperiodic SRS transmission,
introduced in LTE release 10.

.T .T 13 3 .' Periodic SR5 Transmission

Periodic SRS transmission froln a terminal occurs at regular time intervals. from as often as once

every Ems (every second subframe) to as infrequently as once every l60ms (every |6th frame). When

SRS is transmitted in a sttbframe. it occupies the last symbol of the subfrarne, as illustrated in Figure

l 1.1-1. As an alternative, in the case ofTDD operation, SRS can also be transmitted within the UpPTS.

In the frequency domain, SR3 transmissions should cover the frequency band that is ofinterest for

the scheduler. This can be achieved in two ways:

0 By means of a sufficiently wideband SRS transmission that allows for sounding of the entire fre—

quency band of interest with a single SR3 transtrtission, as illustrated in the upper part of Figure l [.15.
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Non-frequency-hopping (wideband) versus frequency-hopping SRS. 

• By means of more narrowband SRS transmission - that is, hopping in the frequency domain - in 
such a way that a sequence of SRS transmissions jointly covers the frequency band of interest, as 
illustrated in the lower part of Figure 11.15. 

The main benefit of wideband (non-hopping) SRS transmission according to the upper part of 
Figure 11.15 is that the enti re frequency band of interest can be sounded with a single SRS trans
mission - that is, within a single OFDM symbol. As described below, the entire OFDM symbol in 
which SRS is transmitted will be unavailable for data transmission in the cell. A single wideband SRS 
transmission is thus more efficient from a resource-utilization point of view as less OFDM symbols 
need to be used to sound a given overall bandwidth. However, in the case of a high uplink path loss, 
wideband SRS transmission may lead to relatively low received power density, which may degrade 
the channel-state estimation. In such a case it may be preferable to use a more narrowband SRS 
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0 By means of more narrowband SRS transmission — that is, hopping in the frequency domain — in

such a way that a sequence of SRS transmissions jointly covers the frequency band of interest, as

illustrated in the lower part of Figure 1 1.15.

The main benefit of wideband (non—hopping) SRS transmission according to the upper part of

Figure 11.15 is that the entire frequency band of interest can be soLmded with a single SRS trans—

mission — that is. within a single OFDM symbol. As described below. the entire OFDM symbol in

which SR3 is transmitted will be unavailable for data transmission in the cel|.A single widebantl SRS

transmission is thus more efficient from a resow'ce—utilization point of view as less OFDM symbols

need to be used to sound a given overall bandwidth. However. in the case of a high uplink path loss.

wideband SRS transmission may lead to relatively low received power density, which may degrade

the channel—state estimation. [n such a case it may be preferable to use a more naJTowband SRS
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Generation of SRS from a frequency-domain reference-signal sequence. 

transmission, thereby focusing the available transmit power in a more narrow frequency range, and 
then hop over the total band to be sounded. 

In general , different bandwidths of the SRS transmission can be available within a cell. A nar
row SRS bandwidth, corresponding to four resource blocks, is always available in all cells, regardless 
of the uplink cell bandwidth. Up to three additional, more wideband SRS bandwidths may also be 
configured within the cell. The SRS bandwidths are then always a multiple of four resource blocks. 
A terminal is then explicitl y configured to use one of the SRS bandwidths available in the cell. 

If a terminal is transmitting SRS in a certain subframe, the SRS transmission may very well over
lap, in the frequency domain, with PUSCH transmissions from other terminals within the cell. To avoid 
collision between SRS and PUSCH transmissions from different terminals, terminals should in general 
avoid PUSCH transmission in the OFDM symbols in which SRS transmission may occur. To achieve 
this, all terminals within a cell are aware of the set of subframes within which SRS may be transmit
ted by any terminal within the cell. All terminals should then avoid PUSCH transmission in the last 
OFDM symbol of those subframes.11 Information about the set of subframes in which SRS may be 
transmitted within a cell is provided as part of the cell system information. 

On a more detailed level, the structure for sounding reference signals (SRS) is similar to that of 
uplink demodulation reference signals described in Section 11.2. l. More specifically, a sounding 
reference signal is also defined as a frequency-domain reference-signal sequence derived as a cyclic 
extension of prime-length Zadoff- Chu sequences. However, in the case of SRS, the reference-signal 
sequence is mapped to every second subcarrier, creating a "comb" -like spectrum, as illustrated in 
Figure 11. 16. Taking into account that the bandwidth of the SRS transmission is always a multiple of 
four resource blocks, the lengths of the reference-signal sequences for SRS are thus always a multiple 
of 24. The reference-signal sequence to use for SRS transmission within the cell is taken from the 
same sequence group as the demodulation reference signals used for channe l estimation for PUCCH. 

11 SRS transmission in UpPTS can obviously not collide with PUSCH transmission as there is no PUSCH transmission in 
UpPTS. 
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transmission. thereby focusing the available transmit power in a more narrow frequency range. and

then hop over the total band to be sounded.

In general. different bandwidths of the SR3 transmission can be available within a cell. A nar—

row SRS bandwidth. corresponding to four resource blocks. is always available in all cells. regardless

of the uplink cell bandwidth. Up to three additional. more wideband SR3 bandwidths may also be

configured within the cell. The SRS bandwidths are then always a multiple of four resource blocks.

A terminal is then explicitly configured to use one ofthe SRS bandwidths available in the cell.

If a terminal is transmitting SRS in a certain subfirame. the SRS transmission may very well over—

lap. in the frequency domain. with PUSCH transmissions from other terminals within the cell. To avoid

collision between SRS and PUSCH transmissions from different terminals. terminals should in general

avoid PUSCH transmission in the OFDM symbols in which SRS Lransmission may occur. To achieve

this. all terminals within a cell are aware of the set of subframes within which SRS may be transmit—

ted by any terminal within the cell. All terminals should then avoid PUSCH trm‘tsmission in the last

OFDM symbol of those subframes.“ Information about the set of subframes in which SRS rmy be
transmitted within a cell is provided as part of the cell system information.

On a more detailed level, the structure for sounding reference signals (SR3) is similar to that of

uplink demodulation reference signals described in Section 11.2.1. More specifically. a sounding

reference signal is also defined as a frequency—domain reference—signal sequence derived as a cyclic

extension of prime—length Zadoff—Chu sequences. However. in the case of SR3. the relerence-signal

sequence is mapped to every second subcan'ier. creating a “eotnb”—like spectrum. as illustrated in

Figure 11.16. Taking into account that the bandwidth of the SRS transmission is always a multiple of

four resource blocks. the lengths ofthe reference~signal sequences for SRS are thus always a multiple

of 24. The reference—signal sequence to use for SR3 transmission within the cell is taken from the

same sequence group as the demodulation reference signals used forchannel estimation for PUCCH.

 

11SRS transmission in UpPTS can obviously not collide with PUSCH transmission as there is no PUSCH transmission in
UpP‘TS.
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Similar to demodulation reference signals, different phase rotations (also, for SRS, typically 
referred to as "cyclic shifts") can be used to generate different SRS that are orthogonal to each other. 
By assigning different phase rotations to different terminals, multiple SRS can thus be transmitted in 
parallel in the same subframe, as illustrated by terminals #I and #2 in the upper part of Figure 11.17 . 
However, it is then required that the reference signals span the same frequency band. 

Another way to allow for SRS to be simultaneously transmitted from different terminals is to rely 
on the fact that each SRS only occupies every second subcarrier. Thus, SRS transmissions from two 
terminals can be frequency multiplexed by assigning them to different frequency shifts or "combs", 
as illustrated by terminal #3 in the lower part of Figure 11.17 . In contrast to the multiplexing of SRS 
transmission by means of different "cyclic shifts", frequency multiplexing of SRS transmissions does 
not require the transmissions to cover identical frequency bands. 

To summarize, the following set of parameters defines the characteristics of an SRS transmission: 

• SRS transmission bandwidth - that is, the bandwidth covered by a single SRS transmission. 
• Hopping bandwidth - that is, the frequency band over which the SRS transmission is frequency 

hopping . 
• Frequency-domain position - that is, the starting point of the SRS transmission in the frequency 

domain. 
• Transmission comb, as illustrated in Figure 11.17 . 
• Phase rotation (or equivalently cyclic shift) of the reference-signal sequence. 
• SRS transmission time-domain period (from 2 to 160ms) and subframe offset. 

A terminal that is to transmit SRS is configured with these parameters by means of higher layer 
(RRC) signaling. In addition, all terminals within a cell should be informed in what subframes SRS 
may be transmitted within the cell as, within these subframes, the "SRS symbol" should not be used 
for PUSCH transmission. 

11.2.2.2 Aperiodic SRS Transmission 
In contrast to periodic SRS, aperiodic SRS are one-shot transmissions, triggered by signaling on 
PDCCH as part of the scheduling grant. The frequency-domain structure of an aperiodic SRS 

1"1"1"1"1"1----------1"1"1":! Terminal #1: Cyclic-shift #1, Comb #1 _ _ _ _ _ _ _ __ . 

+-----------------------------• 
BW1 

O"O"O"O"O"O ----------O"O"O"•:. Terminal #2: Cyclic-shift #2, Comb #1 _ _ _ _ _ _ _ __ . 

+-----------------------------• 
BW1 

Terminal #3: Cyclic-shift #1, Comb #2 rt 'f 'f '1'11 ------------------------------------ l'f I 
+--------------------------------------------------------• BW2 

FIGURE 11.17 

Multiplexing of SRS transmissions from different terminals. 
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transmission is identical to that of periodic SRS. Also, in the same way as for periodic SRS trans-
mission, aperiodic SRS are transmitted within the last symbol of a subframe. Furthermore, the time 
instants when aperiodic SRS may be transmitted are configured per terminal using higher-layer 
signaling.

The frequency-domain parameters for aperiodic SRS (bandwidth, odd or even “comb”, etc.) are 
configured by higher-layer (RRC) signaling. However, no SRS transmission will actually be carried 
out until the terminal is explicitly triggered to do so by an explicit SRS trigger on PDCCH. When such 
a trigger is received, a single SRS is transmitted in the next available aperiodic SRS instant configured 
for the terminal using the configured frequency-domain parameters. Additional SRS transmissions can 
then be carried out if additional triggers are received.

Three different parameter sets can be configured for aperiodic SRS, for example differing in 
the frequency position of the SRS transmission and/or the transmission comb. Information on what 
parameters to use when the SRS is actually transmitted is included in the PDCH information, which 
consists of two bits, three combinations of which indicate the specific SRS parameter set. The fourth 
combination simply indicates that no SRS should be transmitted.

11.3 UPLINK MULTI-ANTENNA TRANSMISSION
Downlink multi-antenna transmission was supported by the LTE specification from its first release 
(release 8). With LTE release 10, support for uplink multi-antenna transmission – that is, uplink trans-
mission relying on multiple transmit antennas at the terminal side – was also introduced for LTE. 
Uplink multi-antenna transmission can be used to improve the uplink link and/or system performance 
in different ways:

l To improve the achievable data rates and spectral efficiency for uplink data transmission by allow-
ing for antenna precoding supporting spatial multiplying with up to four layers for the uplink 
physical data channel PUSCH.

l To improve the uplink control-channel performance by allowing for transmit diversity for the 
uplink physical control channel PUCCH.

11.3.1 Precoder-Based Multi-Antenna Transmission for PUSCH
In the case of PUSCH transmission, multi-antenna transmission is based on antenna precoding, as 
illustrated in Figure 11.18. The structure of the uplink antenna precoding is very similar to that of 
downlink antenna precoding (Section 10.3), including the presence of precoded demodulation ref-
erence signals (one per layer) similar to downlink non-codebook-based precoding (Figure 10.19 in 
Section 10.3.3). Uplink antenna precoding supports transmission using up to four antenna ports, 
allowing for spatial multiplexing with up to four layers.

The principles for mapping of the modulation symbols to layers are also the same as for the down-
link. For an initial transmission, there is one transport block in the case of a single layer and two trans-
port blocks for more than one layer, as illustrated in Figure 11.19. Similar to the downlink, in the case 
of a hybrid-ARQ retransmission, a single transport block may also be transmitted on multiple layers in 
some cases.
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Precoder-based multi-antenna transmission for LTE uplink. 
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As can be seen in Figure 11. I 8, the DFf precodi ng is actually taking place after layer mapping -
that is, each layer is separately DFf precoded. To simplify the description this was not really visible 
in Figure 11.1 , outlining the overall physical -layer transport-channel processing. 

It can also be noted that, in contrast to Figure 10.19 in Section 10.3.3, the precoder in Figure 
11.18 is not shaded. As discussed in Section 10.3 .3, for downlink non-codebook-based precoding, 
the precoder part of the antenna mapping is not visible in the specification and the network can, in 
essence, apply an arbitrary precoding for the downlink transmission. Due to the use of precoded 
demodulation reference signals, the terminal can recover the different layers without lrnowledge of 
exactly what precoding has been applied at the transmitted side. 

The same is also true for the uplink - that is, the presence of precoded demodulation reference 
signals would allow for the base station to demodulate the uplink multi -antenna transmission and 
recover the different layers without lrnowledge of the precoding taking place at the transmitter side. 
However, for LTE the uplink precoder matrix is selected by the network and conveyed to the ternu 
nal as part of the scheduling grant. The terminal should then foll ow the precoder matrix selected by 
the network. Thus, in the uplink, the precoder is visible in the specification and, in order to limit the 
downlink signaling, there is a limited set of precoder matrices specified for each transmission rank. 

More specifically, for each combination of transmission rank NL and number of antennas ports 
NA, a set of precoder matrices of size NA X NL is defined, as illustrated in Tables I I.I and 11.2 for 
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As can be seen in Figure 11.18. the DFT precoding is actually taking place after layer mapping —

tltat is, each layer is separately DPT precoded. To simplify the description this was not really visible

in Figure 11.1, outlining the overall physical—layer transport—channel processing.

It can also be noted that, in contrast to Figure 10.19 in Section 10.3.3, the precoder in Figure

[1.13 is not shaded. As discussed in Section 10.3.3. for downlink non—cmlebtmk—based precoding,

the precoder part of the antenna mapping is not visible in the specification and the network can, in

essence. apply an arbitraryr precoding for the downlink transmission. Due to the use of precoded

demodulation reference signals, the terminal can recover the different layers without knowledge of

exactly what precoding has been applied at the transmitted side.

The same is also true for the uplink — that is, the presence of precoded demodulation reference

signals would allow for the base station to demodulate the uplink mLIlti-antenna transmission and

recover the different layers without knowledge of the precoding taking place at the transmitter side.

However. for LT'E the uplink precoder matrth is selected by the network and conveyed to the termi—

nal as part of the scheduling grant. The terminal should then follow the precoder matrix selected by

the network. Thus. in the uplink. the precoder is visible in the specification and. in order to limit the

downlink signaling. there is a limited set of precoder matrices specified for each transmission rank.

More specifically. for each combination of transmission rank NL and number of antennas ports

NA. a set of precoder matrices of size NA X NL is defined. as illustrated in Tables [1.1 and 11.2 for
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two and four antenna ports respectively. For full-rank transmission – that is, when the transmission 
rank or number of layers equals the number of transmit antennas – only a single precoder matrix 
is defined, namely the identity matrix of size NA  NA (not shown in the tables). Note that, for the 
case of four antenna ports, only a subset of the defined matrices is shown. In total there are 24 rank-1 
matrices, 16 rank-2 matrices, and 12 rank-3 matrices defined for four antenna ports, in addition to the 
single rank-4 matrix.

As can be seen, all the precoder matrices in Table 11.1 contain one and only one non-zero ele-
ment in each row, and this is generally true for all precoder matrices defined for the uplink. As a 
consequence, the signal transmitted on a certain antenna port (corresponding to a certain row of the 

Table 11.1 Uplink Precoder Matrices for Two Antenna Ports
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Full-rank (2  2) identity matrix is not shown in the table.

Table 11.2 Subset of Uplink Precoder Matrices for Four Antenna Ports and Different Transmission 
Ranks
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Full-rank (4  4) identity matrix is not shown in the table.
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FIGURE 11.20 

I 

ch 

Pre 
coding 

SRSO 

SRS1 

Illustration of SRS transmitted after uplink antenna precoding. 

precoder matrix) always depends on one and only one specific layer (corresponding to a specific 
column of the precoder matrix). Expressed alternatively, the precoder matrix maps the layers to the 
antenna ports with at most one layer being mapped to each antenna port. Due to this, the good cubic
metric properties of the transmitted signal are also preserved for each antenna port when antenna pre
coding is applied. The precoder matrices of Tables 11.1 and 11.2 are therefore also referred to as 
cubic-metric-preserving precoder matrices. 

In order to select a suitable precoder, the network needs information about the uplink channel. 
Such information can, for example, be based on measurements on the uplink sounding reference sig
nals (Section 11.2.2). As indicated in Figure 11.20 , sounding reference signals (SRS) are transmit
ted non-precoded - that is, directly on the different antenna ports . The received SRS thus refl ect the 
channel of each antenna port, not including any precoding. Based on the received SRS, the network 
can thus decide on a suitable uplink transmission rank and corresponding uplink precoder matrix and 
provide information about the selected rank and precoder matrix as part of the scheduling grant. 

The previous paragraph assumed the same number of antenna ports for PUSCH as for SRS. 
Clearly, this is a relevant situation and the SRS is, in this case, used to aid the selection of the precod
ing matrix, as discussed above. However, there are also situations when SRS and PUSCH use differ
ent numbers of antenna ports. One example is uplink transmission of two layers (two antenna ports), 
where the eNodeB would like to use SRS to probe the channel for potential four-layer transmission. 
In this case the SRS is transmitted on a different set of antenna ports than the PUSCH to aid the 
eNodeB in assessing the benefits, if any, of switching to four-layer transmission. 

11.3.2 Uplink Multi-User MIMO 
As described in Section 10.3.5, downlink multi -user MIMO (MU-MIMO) implies downlink transmis
sion to different terminals using the same time-frequency resource and re lying on the availability of 
multiple antennas, at least on the network side, to suppress interference between the transmissions. 
The term MU-MIMO originated from the resemblance to SU-MIMO (spatial multiplexing). 

Uplink MU-MIMO is essentially the same thing but for the uplink transmission direction - that is, 
uplink MU-MIMO implies uplink transmissions from multiple terminals using the same uplink time
frequency resource and relying on the availability of multiple receive antennas at the base station 
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FI GURE 11.21 

MU-MIMO 

Relation between uplink SU-MIMO (spatial multiplexing) and MU-MIMO (SOMA). 

to separate the two or more transmissions. Thus, MU-MIMO is really just another term for uplink 
Space-Division Multiple Access (SDMA). 

Actually, on the uplink, the relation between MU-MIMO and SU-MIMO (spatial multiplexing) is 
even closer. Uplink spatial multiplexing, for example with two antenna ports and two layers, implies 
that the terminal transmits two transport blocks with one transport block transmitted on each layer 
and thus on each antenna port,12 as illustrated in the left part of Figure 11.21. As illustrated in the 
right part of the figure, MU-MIMO is essentially equivalent to separating the two antennas into two 
different terminals and transmitting one transport block from each terminal. The base-station process
ing to separate the two transmissions could essentially be identical to the processing used to separate 
the two layers in the case of spatial multiplexing. It should be noted though that the separation of the 
two transmissions at the receiver side could be simplified, or at least the possible means to achieve 
this separation are extended, if the two terminals are well separated in space, something which is, for 
obvious reasons, not the case for two antennas attached to the same terminal. As an example, for suf
fi ciently separated terminals, classical beam-forming relying on correlated receiver antennas can be 
used to separate the uplink transmissions. Alternatively, uncorrelated receiver antennas can be used, 
and the separation means are then essentially the same as for SU-MIMO. 

One important benefit of uplink MU-MIMO is that one can get similar gains in system throughput 
as SU-MIMO (spatial multiplexing) without the need for multiple transmit antennas at the terminal 
side, allowing for less complex terminal implementation. It should be noted though that spatial mul
tiplexing could still provide substantial gains in terms of user throughput and peak data rates that 
can be provided from a single terminal. The potential system gains of uplink MU-MIMO also rely 
on more than one terminal being actually available for transmission. The process of " pairing" termi 
nals that should share the time- frequency resources is non-trivial and requires suitable radio-channel 
conditions. 

Essentially, support for uplink MU-MIMO only requires the possibility to explicitly assign a spe
cific orthogonal reference signal for the uplink transmission, thereby ensuring orthogonality between 
reference-signal transmissions from the different terminals involved in the MU-MIMO transmis
sion. The orthogonal reference signals used for MU-MIMO are the same as for spatial multiplexing 
described in the previous section - that is, based on a combination of OCC (orthogonal cover codes) 

12 Note that the 2 X 2 precoder matrix is the identity matrix (see Tobie I I.I). 
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Relation between uplink SU—MlMO (spatial multiplexing) and MU—MIMO tSDMA).

to separate the two or more transmissions. Thus, MU—MIMO is really just another term for uplink

Space-Division Multiple Access (SDMA).

Actually. on the uplink, the relation between MU—l‘vl'lMO and SU—MEMO [spatial multiplexing) is

even closer. Uplink spatial multiplexing. for example with two antenna ports and two layers. implies

that the terminal transmits two transport blocks with one transport block transmitted on each layer

and Unis on each antenna port}; as illustrated in the left part of Figure 11.2]. As illustrated in the
right part of the figure. W—MLMO is essentially equivalent to separating the two antennas into two

different terminals and transmitting one transport block from each terminal. The base—station process—

ing to separate the two transmissions could essentially be identical to the processing used to separate

the two layers in the case of spatial multiplexing. It should be noted though that the separation of the

two transmissions at the receiver side could be simplified. or at least the possible means to achieve

this separation are extended. il‘ the two terminals are well separated in space, something which is. for

obvious reasons, not the case for two antennas attached to the same terminal. As an example. for suf—

liciently separated terminals. classical beam—forming relying on correlated receiver antennas can be

used to separate the uplink transmissions. Altematively. uncorrelated receiver antennas can be used.

and the separation means are then essentially the salne as for SU—MTMD.

One important benefit of uplink MU—WO is that one can get similar gains in system throughput

as SU—MLMO (spatial multiplexing) without the need For multiple transmit antennas at the terminal

side. allowing For less complex terminal implementation. It should be noted though that spatial mul—

tiplexing could still provide substcmtial gains in terms of user throughput and peak data rates that

can be provided from a single terminal. The potential system gains ol" uplink MU—MEMO also rely

on more than one terminal being actually available for transmission. The process of“pairing" termi—

nals that should share the time—frequency resources is non—trivial and requires suitable radioechannel
conditions.

Essentially. support for uplink MU—NIIMO only requires the possibility to explicitly assign a spe—

cific orthogonal reference signal for the uplink transmission. thereby ensuring orthogonality between

reference—signal transmissions from the different terminals involved in the M‘U—MIMO transmis—

sion. The orthogonal reference signals used for MU~IV1TMO are the same as for spatial multiplexing

described in the previous section — that is. based on a combination of OCC (orthogonal cover codes)

 

”Note that the 2 X 2 preooder matrix is the identity matrix (see Table 11.1}.
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and different phase rotations. To support uplink MU-MIMO, each scheduling assignment includes a 
three-bit reference-signal indicator denoting a certain combination of OCC and phase rotation.

Also note that, similar to downlink MU-MIMO, nothing prevents the combination of spatial mul-
tiplexing and MU-MIMO – that is, multiplexing several terminals by means of MU-MIMO where 
one or several of the terminals are transmitting more than one layer. The eventual limitation is the 
number of orthogonal reference signals that can be assigned to the different users.

11.3.3 PUCCH Transmit Diversity
Precoder-based multi-layer transmission is only used for the uplink data transmission on PUSCH. 
However, in the case of a terminal with multiple transmit antennas, one obviously wants to use the full 
set of terminal antennas and corresponding terminal power amplifiers also for the L1/L2 control sign-
aling on PUCCH in order to be able to utilize the full power resource and achieve maximum diversity. 
To achieve additional diversity, LTE release 10 also introduced the possibility for two-antenna transmit 
diversity for PUCCH. More specifically, the transmit diversity supported for PUCCH is referred to as 
Spatial Orthogonal-Resource Transmit Diversity (SORTD).

The basic principle of SORTD is simply to transmit the uplink control signaling using different 
resources (time, frequency, and/or code) on the different antennas. In essence, the PUCCH transmis-
sions from the two antennas will be identical to PUCCH transmissions from two different terminals 
using different resources. Thus, SORTD creates additional diversity but achieves this by using twice 
as many PUCCH resources, compared to non-SORTD transmission.

For four physical antennas at the terminal, implementation-specific antenna virtualization is used. 
In essence, a transparent scheme is used to map the two-antenna-port signal to four physical antennas.

11.4 UPLINK L1/L2 CONTROL SIGNALING
Similar to the LTE downlink, there is also a need for uplink L1/L2 control signaling to support the 
transmission of downlink and uplink transport channels. Uplink L1/L2 control signaling consists of:

l hybrid-ARQ acknowledgements for received DL-SCH transport blocks;
l channel-state reports related to the downlink channel conditions, used to assist downlink schedul-

ing; and
l scheduling requests, indicating that a terminal needs uplink resources for UL-SCH transmissions.

There is no information indicating the UL-SCH transport format signaled on the uplink. As men-
tioned in Chapter 8, the eNodeB is in complete control of the uplink UL-SCH transmissions and the 
terminal always follows the scheduling grants received from the network, including the UL-SCH 
transport format specified in those grants. Thus, the network knows the transport format used for the 
UL-SCH transmission in advance and there is no need for any explicit transport-format signaling on 
the uplink.

Uplink L1/L2 control signaling needs to be transmitted on the uplink regardless of whether or 
not the terminal has any uplink transport-channel (UL-SCH) data to transmit and thus regardless of 
whether or not the terminal has been assigned any uplink resources for UL-SCH transmission. Hence, 
two different methods are supported for the transmission of the uplink L1/L2 control signaling, 
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depending on whether or not the terminal has been assigned an uplink resource for UL-SCH 
transmission:

l No simultaneous transmission of UL-SCH and L1/L2 control. If the terminal does not have a 
valid scheduling grant – that is, no resources have been assigned for the UL-SCH in the current 
subframe – a separate physical channel, the Physical Uplink Control Channel (PUCCH), is used 
for transmission of uplink L1/L2 control signaling. In the case of uplink carrier aggregation, the 
PUCCH can be transmitted on the primary component carrier only. A consequence of this is that 
transmissions on multiple component carriers in the downlink may need to be acknowledged on a 
single uplink component carrier.

l Simultaneous transmission of UL-SCH and L1/L2 control. If the terminal has a valid scheduling 
grant – that is, resources have been assigned for the UL-SCH in the current subframe – the uplink 
L1/L2 control signaling is time multiplexed with the coded UL-SCH on to the PUSCH prior to 
DFT precoding and OFDM modulation. Obviously, as the terminal has been assigned UL-SCH 
resources, there is no need to support transmission of the scheduling request in this case. Instead, 
scheduling information can be included in the MAC headers, as described in Chapter 12. In the 
case of carrier aggregation, all control signaling is transmitted on one of the uplink component 
carriers – that is, uplink control signaling cannot be spread across multiple UL-SCHs.

The reason to differentiate between the two cases above is to minimize the cubic metric for the 
uplink power amplifier in order to maximize coverage. However, in situations when there is sufficient 
power available in the terminal, simultaneous transmission of PUSCH and PUCCH can be used with no 
impact on the coverage. The possibility for simultaneous PUSCH and PUCCH transmission was there-
fore introduced in release 10 as one part of several features13 adding flexibility at the cost of a somewhat 
higher cubic metric. In situations where this cost is not acceptable, simultaneous PUSCH and PUCCH 
can always be avoided by using the basic mechanism introduced in the first version of LTE.

These two cases, control on PUCCH and PUSCH respectively, are described in more detail in the 
following.

11.4.1 Uplink L1/L2 Control Signaling on PUCCH
If the terminal has not been assigned an uplink resource for UL-SCH transmission, the L1/L2 con-
trol information (channel-state reports, hybrid-ARQ acknowledgements, and scheduling requests) is 
transmitted on uplink resources (resource blocks) specifically assigned for uplink L1/L2 control on 
PUCCH. As mentioned in the previous section, the PUCCH can be transmitted on the primary com-
ponent carrier only. However, as the primary component carrier is specified on a per-terminal basis, 
there may, from a network perspective, be PUCCH resources used on multiple component carriers.

Figure 11.22 illustrates the location of the PUCCH resources on one component carrier at the 
edges of the bandwidth allocated to that component carrier. Each such resource consists of 12 subcar-
riers (one resource block) within each of the two slots of an uplink subframe. To provide frequency 
diversity, the frequency resource is frequency hopping on the slot boundary – that is, one “frequency 
resource” consists of 12 subcarriers at the upper part of the spectrum within the first slot of a subframe 

13 Other examples of such features are simultaneous transmission on multiple uplink component carriers and uplink multi-
cluster transmission.
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Uplink Ll/L2 control signaling transmission on PUCCH. 

, 
, 

- - - _,II' 

and an equally sized resource at the lower part of the spectrum during the second slot of the subframe 
or vice versa. If more resources are needed for the uplink Ll/L2 control signaling, for example in the 
case of very large overall transmission bandwidth supporting a large number of users, then additional 
resource blocks can be assigned next to the previously assigned resource blocks. 

The reasons for locating the PUCCH resources at the edges of the overall available spectrum are 
twofold: 

• Together with the frequency hopping described above, this maximi zes the frequency diversity 
experienced by the control signaling. 

• Assigning uplink resources for the PUCCH at other positions within the spectrum - that is, not at 
the edges - would have fragmented the uplink spectrum, making it impossible to assign very wide 
transmission bandwidths to a single terminal and still preserve the low-cubic-metric properties of 
the uplink transmission. 

The bandwidth of one resource block during one subframe is too large for the control signaling 
needs of a single terminal. Therefore, to efficiently exploit the resources set aside for control signaling, 
multiple terminals can share the same resource block. This is done by assigning the different terminals 
to different orthogonal phase rotations of a cell-specific length-12 frequency-domain sequence, where 
the sequence is identical to a length-12 reference-signal sequence. Furthermore, as described in con
junction with the reference signals in Section 11.2, a linear phase rotation in the frequency domain is 
equivalent to applying a cyclic shift in the time domain. Thus, although the term "phase rotation" is 
used herein, the term cyclic shift is sometimes used with an implicit reference to the time domain. 

The resource used by a PUCCH is therefore not only specified in the time- frequency domain by 
the resource-block pair, but also by the phase rotation applied. Similarly to the case of reference sig
nals, there are up to 12 different phase rotations specified, providing up to 12 different orthogonal 
sequences from each cell-specific sequence. However, in the case of frequency-selective channels, not 
all the 12 phase rotations can be used if orthogonality is to be retained. Typically, up to six rotations 
are considered usable in a cell from a radio-propagation perspective, although inter-cell interference 
may result in a smaller number being useful from an overall system perspective. Higher-layer signal
ing is used to configure the number of rotations that is used in a cell. 
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As mentioned earlier, uplink L1/L2 control signaling includes hybrid-ARQ acknowledgements, 
channel-state reports, and scheduling requests. Different combinations of these types of messages are 
possible as described later, but to explain the structure for these cases it is beneficial to discuss sepa-
rate transmission of each of the types first, starting with the hybrid-ARQ acknowledgement and the 
scheduling request. There are three formats defined for PUCCH, formats 1, 2, and 3, each capable of 
carrying a different number of bits.

11.4.1.1 PUCCH Format 1
Hybrid-ARQ acknowledgements are used to acknowledge the reception of one (or two in the case of 
spatial multiplexing) transport blocks on the DL-SCH. The hybrid-ARQ acknowledgement is only 
transmitted when the terminal correctly received control signaling related to DL-SCH transmission 
intended for this terminal on one of the PDCCHs. In the case of downlink carrier aggregation, there 
can be multiple simultaneous DL-SCHs for a single terminal, one per downlink component carrier and, 
consequently, multiple acknowledgement bits need to be conveyed in the uplink. This is described fur-
ther below once the non-carrier-aggregated case has been treated.

If no valid DL-SCH-related control signaling is detected, then nothing is transmitted on the 
PUCCH (i.e. DTX). Apart from not unnecessarily occupying PUCCH resources that can be used for 
other purposes, this allows the eNodeB to perform three-state detection, ACK, NAK, or DTX, on the 
PUCCH received. Three-state detection is useful as NAK and DTX may need to be treated differently. 
In the case of NAK, retransmission of additional parity bits is useful for incremental redundancy, while 
for DTX the terminal has most likely missed the initial transmission of systematic bits and a better 
alternative than transmitting additional parity bits is to retransmit the systematic bits.

Scheduling requests are used to request resources for uplink data transmission. Obviously, a 
scheduling request should only be transmitted when the terminal is requesting resources, otherwise 
the terminal should be silent to save battery resources and not create unnecessary interference. Hence, 
unlike hybrid-ARQ acknowledgements, no explicit information bit is transmitted by the scheduling 
request; instead the information is conveyed by the presence (or absence) of energy on the corre-
sponding PUCCH. However, the scheduling request, although used for a completely different pur-
pose, shares the same PUCCH format as the hybrid-ARQ acknowledgement. This format is referred 
to as PUCCH format 1 in the specifications.14

PUCCH format 1 uses the same structure in the two slots of a subframe, as illustrated in Figure 
11.23. For transmission of a hybrid-ARQ acknowledgement, the single hybrid-ARQ acknowledge-
ment bit related to one downlink component carrier is used to generate a BPSK symbol (in the case 
of downlink spatial multiplexing the two acknowledgement bits are used to generate a QPSK sym-
bol). For a scheduling request, the same constellation point as for a negative acknowledgement is 
used. The modulation symbol is then used to generate the signal to be transmitted in each of the two  
PUCCH slots.

There are seven OFDM symbols per slot for a normal cyclic prefix (six in the case of an extended 
cyclic prefix). In each of those seven OFDM symbols, a length-12 sequence, obtained by phase rota-
tion of the cell-specific sequence as described earlier, is transmitted. Three of the symbols are used 

14 There are actually three variants in the LTE specifications, formats 1, 1A, and 1B, used for transmission of scheduling 
requests and one or two hybrid-ARQ acknowledgements respectively. However, for simplicity, they are all referred to as 
format 1 herein.
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as reference signals to enable channel estimation by the eNodeB and the remaining four15 are modu-
lated by the BPSK/QPSK symbols described earlier. In principle, the BPSK/QPSK modulation sym-
bol could directly modulate the rotated length-12 sequence used to differentiate terminals transmitting 
on the same time–frequency resource. However, this would result in unnecessarily low capacity on the 
PUCCH. Therefore, the BPSK/QPSK symbol is multiplied by a length-4 orthogonal cover sequence.16 
Multiple terminals may transmit on the same time–frequency resource using the same phase-rotated 
sequence and be separated through different orthogonal covers. To be able to estimate the channels 
for the respective terminals, the reference signals also employ an orthogonal cover sequence, with the 
only difference being the length of the sequence – three for the case of a normal cyclic prefix. Thus, 
since each cell-specific sequence can be used for up to 3 ? 12  36 different terminals (assuming all 
12 rotations are available; typically at most six of them are used), there is a threefold improvement in 
the PUCCH capacity compared to the case of no cover sequence. The cover sequences are three Walsh 
sequences of length 4 for the data part and three DFT sequences of length 3 for the reference signals 
(for an extended cyclic prefix, the reference-signal cover sequence is of length 2).

A PUCCH format 1 resource, used for either a hybrid-ARQ acknowledgement or a scheduling 
request, is represented by a single scalar resource index. From the index, the phase rotation and the 
orthogonal cover sequence are derived.

The use of a phase rotation of a cell-specific sequence together with orthogonal sequences as 
described earlier provides orthogonality between different terminals in the same cell transmitting 
PUCCH on the same set of resource blocks. Hence, in the ideal case, there will be no intra-cell inter-
ference, which helps improve the performance. However, there will typically be inter-cell interference 
for the PUCCH as the different sequences used in neighboring cells are non-orthogonal. To rand-
omize the inter-cell interference, the phase rotation of the sequence used in a cell varies on a symbol-
by-symbol basis in a slot according to a hopping pattern derived from the physical-layer cell identity. 
On top of this, slot-level hopping is applied to the orthogonal cover and phase rotation to further 
randomize the interference. This is exemplified in Figure 11.24 assuming normal cyclic prefix and 
six of 12 rotations used for each cover sequence. To the phase rotation given by the cell-specific hop-
ping a slot-specific offset is added. In cell A, a terminal is transmitting on PUCCH resource number 
3, which in this example corresponds to using the (phase rotation, cover sequence) combination  
(6, 0) in the first slot and (11, 1) in the second slot of this particular subframe. PUCCH resource number 
11, used by another terminal in cell A transmitting in the same subframe, corresponds to (11, 1) and 
(8, 2) in the first and second slots respectively of the subframe. In another cell the PUCCH resource 
numbers are mapped to different sets (rotation, cover sequence) in the slots. This helps to randomize the 
inter-cell interference.

For an extended cyclic prefix, the same structure as in Figure 11.23 is used, with the difference 
being the number of reference symbols in each slot. In this case, the six OFDM symbols in each slot 
are divided such that the two middle symbols are used for reference signals and the remaining four 
symbols used for the information. Thus, the length of the orthogonal sequence used to spread the 

16 In the case of simultaneous SRS and PUCCH transmissions in the same subframe, a length-3 sequence is used, thereby 
making the last OFDM symbol in the subframe available for the sounding reference signal.

15 The number of symbols used for reference signals and the acknowledgement is a trade-off between channel-estimation 
accuracy and energy in the information part; three symbols for reference symbols and four symbols for the acknowledge-
ment have been found to be a good compromise.
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FIGURE 11.24 

Example of phase rotation and cover hopping for two PUCCH resource indices in two different cells. 

reference symbols is reduced from 3 to 2 and the multiplexing capacity is lower. However, the general 
principles described above still apply. 

As mentioned earlier, a PUCCH resource can be represented by an index. For a hybrid-ARQ 
aclrnowledgement, the resource index to use is given as a function of the first CCE in the PDCCH 
used to schedule the downlink transmission to the terminal. In this way, there is no need to explicitly 
include information about the PUCCH resources in the downlink scheduling assignment, which of 
course reduces overhead. Furthermore, as described in Chapter 12, hybrid-ARQ aclrnowledgements 
are transmitted a fixed time after the reception of a DL-SCH transport block and when to expect a 
hybrid ARQ on the PUCCH is therefore lrnown to the eNodeB. 

In addition to dynamic scheduling by using the PDCCH, there is also, as described in Chapter 13, 
the possibility to semi-persistently schedule a terminal according to a specific pattern. In this case 
there is no PDCCH to derive the PUCCH resource index from. Instead, the configuration of the semi 
persistent scheduling pattern includes information on the PUCCH index to use for the hybrid-ARQ 
aclrnowledgement. In either of these two cases, a terminal is using PUCCH resources only when it 
has been scheduled in the downlink. Thus, the amount of PUCCH resources required for hybrid
ARQ aclrnowledgements does not necessarily increase with an increasing number of terminals in the 
cell, but, for dynamic scheduling, is rather related to the number of CCEs in the downlink control 
signaling. 

The description above was mainly concerned with the case of downlink carrier aggregation not 
being used. For downlink carrier aggregation, there can be multiple simultaneous DL-SCHs sched
uled for a single terminal, one per downlink component carrier and, consequently, multiple aclrnowl
edgement bits need to be conveyed in the uplink (one, or two in the case of spatial multiplexing, per 
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Resource selection for carrier aggregation. 

downlink component carrier). PUCCH format l can be used to support more than two bits in the 
uplink by using resource selection. Assume four bits are to be transmitted in the uplink. With resource 
selection, two bits indicate which PUCCH resource to use while the remaining two bits are transmit
ted using the normal PUCCH structure but on the resource pointed to by the first two bits. This is 
illustrated in Figure 11.25. In total , four PUCCH resources are needed. One resource is derived from 
the first CCE using the same rule as in the absence of carrier aggregation (assuming that the sched
uling assignment is transmitted on, and relating to, the primary component carrier). The remaining 
resources are semi-statically configured by RRC signaling. 

For more than four bits, resource selection is less effi cient and PUCCH format 3, described in 
a subsequent section, was therefore introduced in LTE release 10 in conjunction with carrier 
aggregation. 

Unlike the hybrid-ARQ acknowledgements, whose occurrence is lmown to the eNodeB from the 
downlink scheduling decisions, the need for uplink resources for a certain terminal is in principle 
unpredictable by the eNodeB. One way to handle this would be to have a contention-based mecha
nism for requesting uplink resources. The random-access mechanism is based on this principle and 
can, to some extent, also be used for scheduling requests, as discussed in Chapter 13. Contention
based mechanisms typically work well for low intensities, but for higher scheduling-request inten
sities, the collision rate between different terminals simultaneously requesting resources becomes 
too large. Therefore, LTE provides a contention-free scheduling-request mechanism on the PUCCH, 
where each terminal in the cell is given a reserved resource on which it can transmit a request for 
uplink resources. The contention-free resource is represented by a PUCCH resource index as 
described earlier, occurring at every nth subframe. The more frequently these time instants occur, 
the lower the scheduling-request delay at the cost of higher PUCCH resource consumption. As the 
eNodeB configures all the terminals in the cell , when and on which resources a terminal can request 
resources is lmown to the eNodeB. A single scheduling request resource is also sufficient for the case 
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downlink component caJrier). PUCCH format 1 can be used to support more than two hits in the

uplink by using resource selection. Assume four bits are to be transmitted in the uplink. With resource
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sities. the collision rate between different terminals simultaneously requesting resources becomes

too large. Therefore, LTE provides a contention—free scheduling—request mechanism on the PUCCH,

where each terminal in the cell is given a reserved resource on which it can transmit a request for

uplink resources. The contention-free resource is represented by a PUCCH resource index as
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eNodeB configures all the terminals in the cell. when and on which resources a terminal can request

resources is known to the eNodeB. A single scheduling request resource is also sufficient for the case

Samsung Ex. 1015



234 CHAPTER 11 Uplink Physical-Layer Processing 

Aci<now1edgement resou~e 

-=======--scheduNog request resource 

Subframe with scheduling 
request only 

FIGURE 11.26 

Aclmowledgemenl on 
scheduling request resource 

Subframe with acknowledgement 
and no 

scheduling request 

Subframe with 
aclmoW1edgement and 

scheduling request 

Multiplexing of scheduling request and hybrid-ARO acknowledgement from a single terminal. 

of carrier aggregation, as it only represents a request for uplink resources, which is independent of 
whether carrier aggregation is used or not. 

The discussion earlier has considered transmission of either a hybrid-ARQ aclrnowledgement 
or a scheduling request. However, there are situations when the terminal needs to transmit both of 
them. In such a situation, the hybrid-ARQ acknowledgement is transmitted on the scheduling-request 
resource (see Figure 11.26). This is possible as the same PUCCH structure is used for both of them 
and the scheduling request carries no explicit information. By comparing the amount of energy 
detected on the acknowledgement resource and the scheduling-request resource for a specific termi
nal, the eNodeB can determine whether the terminal is requesting resources or not. Once the resource 
used for transmission of the aclrnowledgement is detected, the hybrid-ARQ acknowledgement can be 
decoded. Other, more advanced methods jointly decoding hybrid ARQ and scheduling request can 
also be envisioned. 

11.4.1.2 PUCCH Format 2 
Channel-state reports, the contents of which are discussed in Chapter 13, are used to provide the 
eNodeB with an estimate of the channel properties as seen from the terminal to aid channel-dependent 
scheduling. A channel-state report consists of multiple bits transmitted in one subframe. PUCCH format 
1, which is capable of at most two bits of information per subframe, obviously cannot be used for this 
purpose. Transmission of channel-state reports on the PUCCH is instead handled by PUCCH format 2, 
which is capable of multi pie information bits per subframe.17 

PUCCH format 2, illustrated for a normal cyclic prefi x in Figure 11.27, is based on a phase rota
tion of the same cell-specific sequence as format I. After block coding using a punctured Reed
MUiier code and QPSK modulation of the channel-state information, there are JO QPSK symbols to 
transmit in the subframe: the first five symbols are transmitted in the first slot and the remaining five 
in the last slot. 

Assuming a normal cyclic prefix, there are seven OFDM symbols per slot. Of the seven OFDM 
symbols in each slot, two18 are used for reference-signal transmission to allow coherent demodula
tion at the eNodeB. In the remaining five, the respective QPSK symbol to be transmitted is multiplied 

17There are actually three variants in the LTE specifications, formats 2, 2A, and 2B, where the last two formats are used for 
simultaneous transmission of channel-state reports and hybrid-ARQ acknowledgements, as discussed later in this section. 
However, for simplicity, they are all referred to as format 2 herein. 
18Similarly to format I, the number of symbols used for reference signals and the coded channel-quality information is a 
trade-off between channel-estimation accuracy and energy in the information part. Two symbols for reference symbols and 
five symbols for the coded information part. in each slot were found to be the best compromise. 
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by a phase-rotated length-12 cell-specific sequence and the result is transmitted in the corresponding 
OFDM symbol. For an extended cyclic prefix, where there are six OFDM symbols per slot, the same 
structure is used but with one reference-signal symbol per slot instead of two.

Basing the format 2 structure on phase rotations of the same cell-specific sequence as format 1 
is beneficial as it allows the two formats to be transmitted in the same resource block. As phase-
rotated sequences are orthogonal, one rotated sequence in the cell can be used either for one PUCCH 
instance using format 2 or three PUCCH instances using format 1. Thus, the “resource consumption” 
of one channel-state report is equivalent to three hybrid-ARQ acknowledgements (assuming normal 
cyclic prefix). Note that no orthogonal cover sequences are used for format 2.

The rotation angles to use in the different symbols for PUCCH format 2 are hopping in a similar 
way as for format 1, motivated by interference randomization. Resources for PUCCH format 2 can, 
similar to format 1, be represented by a scalar index, which can be seen as a “channel number” and 
higher-layer signaling is used to configure each terminal with a resource to transmit its channel-state 
report on, as well as when those reports should be transmitted. Hence, the eNodeB has full knowledge 
of when and on which resources each of the terminals will transmit channel-state reports on PUCCH. 
The channel-state reports on PUCCH are also known as periodic reports; as will be discussed later, 
there are also aperiodic reports but those reports can only be transmitted on PUSCH.

Periodic CSI reports in combination with carrier aggregation are provided for by transmitting 
multiple periodic reports, one per component carrier, offset in time such that reports for two different 
component carriers do not collide.

11.4.1.3 PUCCH Format 3
For downlink carrier aggregation, multiple hybrid-ARQ acknowledgement bits need to be fed back in 
the case of simultaneous transmission on multiple component carriers. As discussed above, PUCCH for-
mat 1 in combination with resource selection can be used, but for more than four bits this is not an 
efficient solution from a performance perspective. To enable the possibility of transmitting more than 
four bits in an efficient way, PUCCH format 3 can be used. A terminal capable of more than two down-
link component carriers – that is, capable of more than fours bits for hybrid-ARQ acknowledgements – 
needs to support PUCCH format 3. For such a terminal, PUCCH format 3 can also be used for less than 
four bits of feedback relating to simultaneous transmission on multiple component carriers if configured 
by higher-layer signaling not to use PUCCH format 1 with resource selection.

The basis for PUCCH format 3, illustrated in Figure 11.28, is DFT-precoded OFDM – that is, the 
same transmission scheme as used for UL-SCH. The acknowledgement bits, one or two per down-
link component carrier depending on the transmission mode configured for that particular component 
carrier, are concatenated with a scheduling request bit (if present) into a sequence of bits where bits 
corresponding to unscheduled transport blocks are set to zero. Block coding is applied,19 followed by 
scrambling using a cell-specific scrambling sequence to randomize inter-cell interference. The result-
ing 48 bits are QPSK-modulated and divided into two groups, one per slot, of 12 QPSK symbols each.

Assuming a normal cyclic prefix, there are seven OFDM symbols per slot. Similarly to PUCCH 
format 2, two OFDM symbols (one in the case of an extended cyclic prefix) in each slot are used for 
reference signal transmission, leaving five symbols for data transmission. In each slot, the block of 12 
DFT-precoded QPSK symbols is transmitted in the five available DFTS-OFDM symbols. To further 

19 A (32, k) Reed–Müller code is used, but for 12 or more bits in TDD two Reed–Müller codes are used in combination.
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randomize the inter-cell interference, a cyclic shift of the 12 inputs to the DFT, varying between 
OFDM symbols in a cell-specific manner, is applied to the block of 12 QPSK symbols prior to DFT 
precoding.

To increase the multiplexing capacity, a length-5 orthogonal sequence is used with each of the 
five OFDM symbol carrying data in a slot being multiplied by one element of the sequence. Thus, 
up to five terminals may share the same resource-block pair for PUCCH format 3. Different length-5 
sequences are used in the two slots to improve the performance in high-Doppler scenarios. To facili-
tate channel estimation for the different transmissions sharing the same resource block, different  
reference-signal sequences are used.

The length-5 orthogonal cover sequences are obtained as five DFT sequences. There is also the 
possibility to use a length-4 Walsh sequence for the second slot in order to leave the last OFDM sym-
bol unused for the case when sounding is configured in the subframe.

In the same manner as for the other two PUCCH formats, a resource can be represented by a single 
index from which the orthogonal sequence and the resource-block number can be derived. A terminal 
can be configured with four different resources for PUCCH format 3. In the scheduling grant for a sec-
ondary carrier, two bits20 inform the terminal which of the four resources to use. In this was, the sched-
uler can avoid PUCCH collisions between different terminals by assigning them to different resources.

Note that, due to the differences in the underlying structure of PUCCH format 3 compared to the 
other two formats, resource blocks cannot be shared between format 3 and the other two formats.

11.4.1.4 Simultaneous Transmission of Multiple Feedback Reports
The above description has focused on transmission of hybrid-ARQ acknowledgements or channel-
state reports alone. However, there is also a need to handle the case when hybrid ARQ or scheduling 
requests need to be transmitted in the same subframe. Transmitting multiple PUCCHs simultaneously 
from the same terminal would increase the cubic metric. Therefore, a single PUCCH structure sup-
porting simultaneous transmission of multiple feedback signals is used.

In principle, the following four situations requiring simultaneous transmission of multiple feed-
back signals from a single terminal can be envisioned:

1. Hybrid-ARQ acknowledgement and scheduling request. For PUCCH format 1, this is supported by 
transmitting the hybrid-ARQ acknowledgement on the scheduling-request resource as described 
earlier. For PUCCH format 3, the transmission structure supports inclusion of a scheduling-
request bit.

2. Scheduling request and channel-state report. The eNodeB is in control of when a terminal may 
transmit a scheduling request and when the terminal should report the channel state. Hence, this 
situation can be avoided by proper configuration, but if this is not done the terminal drops the 
channel-state report and transmits the scheduling request only. Missing a channel-state report is 
not detrimental and only incurs some degradation in the scheduling and rate-adaptation accuracy, 
whereas the scheduling request is critical for uplink transmissions.

20 The power control bits in an assignment relating to a secondary component carrier are reinterpreted as an acknowledgement 
resource indicator (ARI) – see Chapter 10.
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3. Scheduling request, hybrid-ARQ acknowledgement, and channel-state report. This is similar to the 
previous situation; the channel-state report is dropped and multiplexing of hybrid ARQ and sched-
uling request is handled as described in point 1 above.

4. Hybrid-ARQ acknowledgement and channel-state report. Simultaneous transmission of acknowl-
edgement and channel-state report from the same terminal is possible, as described below. There 
is also the possibility to configure the terminal to drop the channel-state report and only trans-
mit the acknowledgement. In the case of carrier aggregation, the channel-state report is always 
dropped if it happens to collide with PUCCH format 3.

Transmission of data in the downlink implies transmission of hybrid-ARQ acknowledgements 
in the uplink. At the same time, since data is transmitted in the downlink, up-to-date channel-state 
reports are beneficial to optimize the downlink transmissions. Hence, simultaneous transmission of 
hybrid-ARQ acknowledgements and channel-state reports is supported by LTE. The basis is PUCCH 
format 2 as described earlier for both normal and extended cyclic prefixes, although the detailed solu-
tion differs between the two.

For a normal cyclic prefix, each slot in PUCCH format 2 has two OFDM symbols used for refer-
ence signals. When transmitting a hybrid-ARQ acknowledgement at the same time as a channel-state 
report, the second reference signal in each slot is modulated by the acknowledgement, as illustrated 
in Figure 11.29a. Either BPSK or QPSK is used, depending on whether one or two acknowledgement 
bits are to be fed back. The fact that the acknowledgement is superimposed on the reference signal 
needs to be accounted for at the eNodeB. One possibility is to decode the acknowledgement bit(s) 
modulated on to the second reference symbol using the first reference symbol for channel estimation. 
Once the acknowledgement bit(s) have been decoded, the modulation imposed on the second refer-
ence symbol can be removed and channel estimation and decoding of the channel-state report can be 
handled in the same way as in the absence of simultaneous hybrid-ARQ acknowledgement. This two-
step approach works well for low to medium Doppler frequencies; for higher Doppler frequencies the 
acknowledgement and channel-state reports are preferably decoded jointly.

For an extended cyclic prefix, there is only a single reference symbol per slot. Hence, it is not 
possible to overlay the hybrid-ARQ acknowledgement on the reference symbol. Instead, the acknowl-
edgement bit(s) are jointly coded with the channel-state report prior to transmission using PUCCH 
format 2, as illustrated in Figure 11.29b.

The time instances when to expect channel-state reports and hybrid-ARQ acknowledgements are 
known to the eNodeB, which therefore knows whether to expect a hybrid-ARQ acknowledgement 
along with the channel-state report or not. If the PDCCH assignment is missed by the terminal, then 
only the channel-state report will be transmitted as the terminal is not aware that it has been sched-
uled. In the absence of a simultaneous channel-state report, the eNodeB can employ DTX detection 
to discriminate between a missed assignment and a failed decoding of downlink data. However, one 
consequence of the structures above is that DTX detection is cumbersome, if not impossible. This 
implies that incremental redundancy needs to be operated with some care if the eNodeB has sched-
uled data such that the acknowledgement occurs at the same time as a channel-state report. As the 
terminal may have missed the original transmission attempt in the downlink, it may be preferable for 
the eNodeB to select the redundancy version of the retransmission such that systematic bits are also 
included in the retransmission.
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One possibility to circumvent this is to configure the terminal to drop the channel-state report in 
the case of simultaneous transmission of a hybrid-ARQ acknowledgement. In this case, the eNodeB 
can detect DTX as the acknowledgement can be transmi tted using PUCCH format I , as described 
earlie r. Obviously, there will be no channe l-state report sent in this case, which needs to be taken into 
account in the scheduling process. Dropping the channel-sta te report can also be useful for handling 
coverage-limited situations when the available transmission power is insufficient for a channel-sta te 
report in addition to the aclmowledgement. 

11.4. 1.5 Resource-Block Mapping for PUCCH 
The s ignals described above for a ll three of the PUCCH formats are, as already explained, transmit
ted on a resource-block pair with one resource block in each slot. The resource-block pair to use is 
determined from the PUCCH resource index. Multiple resource-block pairs can be used to increase 
the control-signaling capacity; when one resource-block pair is full , the next PUCCH resource index 
is mapped to the next resource-block pair in sequence. The mapping is in principle done such that 
PUCCH format 2 (channe l-state reports) is transmi tted closest to the edges of the uplink cell band
width with PUCCH format I (hybrid-ARQ acknowledgements, scheduling requests) next, as illus
trated in Figure 11.30. The location of PUCCH format 3 is configurable and it can, for example, be 
located between formats l and 2. A semi-sta tic parameter, provided as part of the system information, 
controls on which resource-block pair the mapping of PUCCH format I starts. Furthermore, the semi 
statically configured scheduling requests are located at the outermost parts of the format I resources. 
As the amount of resources necessary for hybrid-ARQ acknowledgements varies dynamically, this 
maximizes the amount of contiguous spectrum available for PUSCH. 

In many scenarios, the configuration of the PUCCH resources can be done such that the three 
PUCCH formats are transmitted on separate sets of resource blocks. However, for the smallest cell 
bandwidths, this would result in too high an overhead. Therefore, it is possible to mix the first two 
PUCCH formats in one of the resource-block pairs - for example, in Figure 11.30 this is the case for 
the resource with index 2. Although this mi xture is primarily motivated by the smaller cell bandwidths, 
it can equally well be used for the larger cell bandwidths. In the resource-block pair where PUCCH 
formats I and 2 are mixed, the rotation angles are divided between the two formats. Furthermore, 
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One possibility to circumvent this is to configure the terminal to drop the channeldstate report in
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can detect DTX as the acknowledgement can be transmitted using PUCCH formal l. as described

earlier. Obviously. there will be no channelustate report sent in this case, which needs to be taken into

account in the scheduling process. Dropping the channelastate report cart also be useful for handling

coverage—limited situations when the available transmission power is insufficient for a channelastate

report in addition to the acknowledgement.

.I' Is. t. 5 Resource-Brock Mapping for PUGBH
The signals described above for all three of the PUCCI—I formats are. as already explained, transmit—

ted on a resource—block pair with one resource block in each slot. The resource—block pair to use is

determined frotn the PUCCH resource index. Multiple resource—block pairs can be used to increase

the controldsignaling capacity: when one resource—block pair is full. the next PUCCH resource index

is mapped to the next resource—block pair in sequence. The mapping is in principle done such that

PUCCI-I format 2 (channeldstate reports]I is transmitted closest to the edges of the uplink cell band—

width with PUCCI—I fortnat l (hybrid—ARQ acknowledgements. scheduling requests) next. as illus—

trated in Figure I 1.30. The location of PUCCH format 3 is configurable and it can. for example. be

located between formats 1 and 1A semi—static parameter. provided as part of the system information.

controls on which resource—block pair the tnapping of PUCCH format 1 starts. Furthermore. the semi—

statically configured scheduling requests are located at the outermost parts of the format 1 resources.

As the amount of resources necessary for hybrid—ARQ acknowledgements varies dynamically. this

maximizes the amount of contiguous spectrum available for PUSCH.

In many scenarios, the configuration of the PUCCH resources can be done such that the three

PUCCH 'fomtats are transmitted on separate- sets of resource blocks. However. for the smallest cell

bandwidths. this would result in too high an overhead. Therefore. it is possible to mix the flI'SI two

PUCCH formats in one of the resource—block pairs — for exatnple. in Figure l [.30 this is the ease for

the resource with index 2. Although this mixture is primarily motivated by the smaller cell bandwidths,

it can equally well be used for the larger cell bandwidths. In the resource—block pair where PUCCH

formats I and 2 are mixed. the rotation angles are divided between the two fomrals. Furthermore.

w -r ff If _¢

-, PUCCH format 2I I

1 m5 subtrame '—_—""" 

FIGURE 11.30 

Allocation of resource blocks for PUCCH.
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some of the phase rotations are reserved as “guard”; hence the efficiency of such a mixed resource-
block pair is slightly lower than a resource-block pair carrying only one of the first two PUCCH 
formats.

11.4.2 Uplink L1/L2 Control Signaling on PUSCH
If the terminal is transmitting data on PUSCH – that is, has a valid scheduling grant in the subframe –  
control signaling is time multiplexed21 with data on the PUSCH instead of using the PUCCH (in 
release 10, simultaneous PUSCH and PUCCH can be used). Only hybrid-ARQ acknowledgements 
and channel-state reports are transmitted on the PUSCH. Obviously there is no need to request a 
scheduling grant when the terminal is already scheduled; instead, in-band buffer-status reports are 
sent as part of the MAC headers, as described in Chapter 12.

Time multiplexing of channel-state reports and hybrid-ARQ acknowledgements is illustrated in 
Figure 11.31. However, although they both use time multiplexing there are some differences in the 
details for the two types of uplink L1/L2 control signaling motivated by their different properties.

The hybrid-ARQ acknowledgement is important for proper operation of the downlink. For one and 
two acknowledgements, robust QPSK modulation is used, regardless of the modulation scheme used 
for the data, while for a larger number of bits the same modulation scheme as for the data is used. 
Furthermore, the hybrid-ARQ acknowledgement is transmitted near to the reference symbols as the 
channel estimates are of better quality close to the reference symbols. This is especially important at 
high Doppler frequencies, where the channel may vary during a slot. Unlike the data part, the hybrid-
ARQ acknowledgement cannot rely on retransmissions and strong channel coding to handle these 
variations.

In principle, the eNodeB knows when to expect a hybrid-ARQ acknowledgement from the termi-
nal and can therefore perform the appropriate demultiplexing of the acknowledgement and the data 
part. However, there is a certain probability that the terminal has missed the scheduling assignment 
on the PDCCH, in which case the eNodeB will expect a hybrid-ARQ acknowledgement while the ter-
minal will not transmit one. If the rate-matching pattern were to depend on whether an acknowledge-
ment is transmitted or not, all the coded bits transmitted in the data part could be affected by a missed 
PDCCH assignment, which is likely to cause the UL-SCH decoding to fail. To avoid this error, the 
hybrid-ARQ acknowledgements are therefore punctured into the coded UL-SCH bit stream. Thus, the 
non-punctured bits are not affected by the presence/absence of hybrid-ARQ acknowledgements and 
the problem of a mismatch between the rate matching in the terminal and the eNodeB is avoided.

The contents of the channel-state reports is described in Chapter 12; at this stage it suffices to note 
that a channel-state report consists of Channel-Quality Indicator (CQI), Precoding Matrix Indicator 
(PMI), and Rank Indicator (RI). The CQI and PMI are time multiplexed with the coded data bits 
from PUSCH and transmitted using the same modulation as the data part. Channel-state reports are 
mainly useful for low-to-medium Doppler frequencies for which the radio channel is relatively con-
stant, hence the need for special mapping is less pronounced. The RI, however, is mapped differently 
than the CQI and PMI; as illustrated in Figure 11.31, the RI is located near to the reference sym-
bols using a similar mapping as the hybrid-ARQ acknowledgements. The more robust mapping of 

21 In the case of spatial multiplexing, the CQI/PMI is time multiplexed with one of the codewords, implying that it is spa-
tially multiplexed with the other codeword.
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Multiplexing of control and data on to PUSCH. Note that there are two time dimensions and no 
frequency d imension in the "grid" at the bottom, the reason being that the signal prior to DFT 
precoding is illustrated. The acknowledgement (and the RI) will thus be located near but not as close 
as possible to the reference signal as possible as the "grid" is read column by column. 

the RI is motivated by the fact that the RI is required in order to correctly interpret the CQI/PMI. The 
CQI/PMI, on the other hand, is simply mapped across the full subframe duration. Modulation-wise, 
the RI is handled in the same way as the hybrid-ARQ acknowledgements. 

For uplink spatial multiplexing, in which case two transport blocks are transmitted simultaneously 
on the PUSCH, the CQI and PMI are multiplexed with the coded transport block using the highest 
modulation-and-coding scheme, fo llowed by applying the multiplexing scheme described above per 
layer (Figure 11.32). The intention behind this approach is to transmit the CQI and PMI on the (one 
or two) layers with the best quality.22 

The hybrid-ARQ acknowledgements and the rank indicator are replicated across all transmission 
layers and multiplexed with the coded data in each layer in the same way as the single layer case 

22 Assuming the MCS follows the channel quality, this holds for one, two, and four layers but not necessarily for three layers. 
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the RI is motivated by the fact that the RI is required in older to correctly interpret the CQUPMI. The

CQHPMJ. on the other hand. is simply mapped across the full subframe duration. Modulation-wise,

the R1 is handled in the same way as the hybrid—ARI}I acknowledgements.

For uplink spatial multiplexing, in which case two transport. blocks are transmitted simultaneously

on the PUSCI-I. the CQI and PMI are multiplexed with the coded transport block using the highest

modulation—and—coding scheme. followed by applying the multiplexing scheme described above per

layer (Figure 11.321. The intention behind this approach is to transmit the- CQI and PM] on the (one

or two) layers with the best quality}:
The hybridHARQ acknowledgements and the rank indicator are replicated across all transmission

layers and multiplexed with the coded data in each layer in the same way as the single layer case

 

22Assuming the MCS follows the channel quality. this holds for one. two. and four layers but not necessarily for three layers.
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CQI/PMI on one or two layers only 

FIGURE 11.32 

Hybrid-ARO acknowledgements 
and RI on a// layers 

Multi plexing of CQI/ PM I, RI, and hybrid-ARO acknowledgements in the case of uplink spatial multiplexing. 

described above. The bits may, though, have been scrambled differently on the different layers. In 
essence, as the same information is transmitted on multiple layers with different scrambling, this pro
vides diversity. 

The basis for channe l-state reports on the PUSCH is aperiodic reports, where the eNodeB 
requests a channel-state report from the terminal by setting the CSI request bit in the scheduling 
grant, as mentioned in Chapter 10. UL-SCH rate matching takes the presence of the channel-state 
reports into account; by using a higher code rate a suitable number of resource elements is made 
available for transmission of the channel-state report. Since the reports are explicitly requested by the 
eNodeB, their presence is known and the appropriate rate de-matching can be done at the receiver. If 
one of the configured transmission instances for a periodic report coincides with the terminal being 
scheduled on the PUSCH, the periodic report is "rerouted" and transmitted on the PUSCH resources. 
Also, in this case there is no risk of mismatch in rate matching; the transmission instants for peri 
odic reports are configured by robust RRC signaling and the eNodeB lrnows in which subframes such 
reports will be transmitted. 

The channel coding of the channel-state reports depends on the report size. For the smaller sizes 
such as a periodic report that otherwise would have been transmi tted on the PUCCH, the same block 
coding as used for the PUCCH reports is used . For the larger reports, a tail-biting convolutional code 
is used for CQI/PMI, whereas the RI uses a (3, 2) block code for a single component carrier. 

Unlike the data part, which relies on rate adaptation to handle different radio conditions, this can-
not be used for the Ll/L2 control-signaling part. Power control could, in principle, be used as an 
alternative, but this would imply rapid power variations in the time domain, which negatively impact 
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Multiplexing of CQUPMI. RI, and hybrid—ARC} acknowledgements in the case of uplink spatial multiplexing.

described above. The bits may. though. have been scrambled differently on the different layers. In

essence. as the same information is transmitted on multiple layers with different scrambling. this pro—

vides diversity.

The basis for cliannelsstate reports on [he PUSCH is aperiodic reports, where [he eNodeB

requests a channel-slate report from the terminal by setting the CSI request bit in the scheduling

grant. as mentioned in Chapter IO. UL—SCH rate matching takes the presence of the channel—slate

reports into account; by using a higher code rate a suitable number of resource elements is made

available for transmission of the channel—state report. Since the reports are explicitly requested by the

eNodeB, their presence is known and [he appropriate rate de—matching can be done at the receiver. If

one of the configured transmission instances for a periodic report coincides with the terminal being

scheduled on the PUSCI—l. the periodic report is “rerouted“ and transmitted on [he PUSCH resources.

Also. in [his case there is no risk of mismatch in rate matching: the transmission instants for peri—

odic reports are configured by robust RRC signaling and the eNodeB knows in which subframes such

reports will be transmitted.

The channel coding of the channel—state reports depends on the report size. For the smaller sizes

such as a periodic report that otherwise would have been transmitted on the PUCCI—I. the same block

coding as used for [he PUCCH reports is used. For [be larger reports, a [ail—biting convolutional code

is used for CQIIPMI. whereas the RI uses a (3, 2) block code for a single component can'ier.

Unlike the data part. which relies on rate adaptation to handle different radio conditions. this can—

not be used for the LUL2 conlrol—signaling part. Power control could. in principle. be used as an

altemalive. but this would imply rapid power variations in the time domain. which negatively impact
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the RF properties. Therefore, the transmission power is kept constant over the subframe and the 
amount of resource elements allocated to L1/L2 control signaling – that is, the code rate of the con-
trol signaling – is varied according to the scheduling decision for the data of the data part. High data 
rates are typically scheduled when the radio conditions are advantageous and hence a smaller amount 
of resource needs to be used by the L1/L2 control signaling compared to the case of poor radio condi-
tions. To account for different hybrid-ARQ operating points, an offset between the code rate for the 
control-signaling part and the modulation-and-coding scheme used for the data part can be configured 
via higher-layer signaling.

For carrier aggregation, control signaling is time multiplexed on one uplink component carrier 
only – that is, uplink control information cannot be split across multiple uplink component carriers. 
Apart from the aperiodic CSI reports, which are transmitted upon the component carrier that triggered 
the report, the primary component carrier is used for uplink control signaling if scheduled in the same 
subframe, otherwise one of the secondary component carriers is used.

11.5 UPLINK TIMING ALIGNMENT
The LTE uplink allows for uplink intra-cell orthogonality, implying that uplink transmissions 
received from different terminals within a cell do not cause interference to each other. A requirement 
for this uplink orthogonality to hold is that the signals transmitted from different terminals within the 
same subframe but within different frequency resources (different resource blocks) arrive approxi-
mately time aligned at the base station. More specifically, any timing misalignment between received 
signals received should fall within the cyclic prefix. To ensure such receiver-side time alignment, LTE 
includes a mechanism for transmit-timing advance.

In essence, timing advance is a negative offset, at the terminal, between the start of a received 
downlink subframe and a transmitted uplink subframe. By controlling the offset appropriately for each 
terminal, the network can control the timing of the signals received at the base station from the termi-
nals. Terminals far from the base station encounter a larger propagation delay and therefore need to 
start their uplink transmissions somewhat in advance, compared to terminals closer to the base station, 
as illustrated in Figure 11.33. In this specific example, the first terminal is located close to the base 
station and experiences a small propagation delay, TP,1. Thus, for this terminal, a small value of the 
timing advance offset TA,1 is sufficient to compensate for the propagation delay and to ensure the cor-
rect timing at the base station. However, a larger value of the timing advance is required for the sec-
ond terminal, which is located at a larger distance from the base station and thus experiences a larger 
propagation delay.

The timing-advance value for each terminal is determined by the network based on measure-
ments on the respective uplink transmissions. Hence, as long as a terminal carries out uplink data 
transmission, this can be used by the receiving base station to estimate the uplink receive timing 
and thus be a source for the timing-advance commands. Sounding reference signals can be used as a 
regular signal to measure upon, but in principle the base station can use any signal transmitted from 
the terminals.

Based on the uplink measurements, the network determines the required timing correction for 
each terminal. If the timing of a specific terminal needs correction, the network issues a timing-
advance command for this specific terminal, instructing it to retard or advance its timing relative 
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to the current uplink timing. The user-specific timing-advance command is transmitted as a MAC 
control element (see Chapter 8 for a description of MAC control elements) on the DL-SCH. The 
maximum value possible for timing advance is 0.67 ms, corresponding to a terminal-to-base-station 
distance of slightly more than I 00 km. This is also the value assumed when determining the process
ing time for decoding, as discussed in Section 12 .1. Typically, timing-advance commands to a termi 
nal are transmitted relatively infrequently - for example, one or a few times per second. 

If the terminal has not received a timing-advance command during a (configurable) period, the ter
minal assumes it has lost the uplink synchronization. In this case, the terminal must re-establish uplink 
timing using the random-access procedure prior to any PUSCH or PUCCH transmission in the uplink. 

For carrier aggregation, there may be multiple component carriers transmitted from a single termi 
nal. In principle, different timing advance commands for different component carriers could be envi 
sioned. One motivation for this could be inter-band carrier aggregation, where the different component 
carriers are received at different geographical locations, for example by using remote radio heads for 
some of the bands but not others. However, such deployments are not common and in the interest of 
simplicity LTE is using a single timing-advance command valid for all uplink component carriers. 
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distance of slightly more than 100 km. This is also the value assumed when determining the process—

ing time for decoding, as discussed in Section 12.1. Typically. timing—advance commands to a termi—

nal are transmitted relatively infrequently — for example. one or a few times per second.

If the terminal has not received a timing-advance command during a (configurable) period. the ter—

minal assumes it has lost the uplink synchronization. In this case. the terminal must redestahlish Uplink

timing using the random—access procedure prior to any PUSCH or PUCCH transmission in the uplink.

For carrier aggregation. there may be multiple component carriers transmitted from a single termi—

nal. In principle. different timing advance commands for different component carriers could be envi—

sioned. One motivation for this could be inter—hand csmier aggregation. where the difl’erent component

carriers are received at different geographical locations. for example by using remote radio heads for

some of the hands but not others. However. such deployments are not common and in the interest of

simplicity LTE is using a single timing—advance command valid for all uplink component caiTiers.
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Retransmission Protocols 12
CHAPTER

The LTE downlink and uplink transmission schemes have been described from a physical layer per-
spective in Chapters 10 and 11 respectively. In this chapter, the operation of the two mechanisms 
responsible for retransmission handling in LTE, the MAC and RLC sublayers, will be described.

Retransmissions of missing or erroneous data units are handled primarily by the hybrid-ARQ 
mechanism in the MAC layer, complemented by the retransmission functionality of the RLC proto-
col. The reasons for having a two-level retransmission structure can be found in the trade-off between 
fast and reliable feedback of the status reports. The hybrid-ARQ mechanism targets very fast retrans-
missions and, consequently, feedback on success or failure of the decoding attempt is provided to the 
transmitter after each received transport block. Although it is in principle possible to attain an arbi-
trarily low error probability of the hybrid-ARQ feedback, it comes at a cost in transmission power. 
Keeping the cost reasonable typically results in a feedback error rate of around 1%, which results in 
a hybrid-ARQ residual error rate of a similar order. Such an error rate is in many cases far too high; 
high data rates with TCP may require virtually error-free delivery of packets to the TCP protocol 
layer. As an example, for sustainable data rates exceeding 100 Mbit/s, a packet-loss probability less 
than 105 is required [72]. The reason is that TCP assumes packet errors to be due to congestion in 
the network. Any packet error therefore triggers the TCP congestion-avoidance mechanism with a 
corresponding decrease in data rate.

Compared to the hybrid-ARQ acknowledgements, the RLC status reports are transmitted rela-
tively infrequently and thus the cost of obtaining a reliability of 105 or lower is relatively small. 
Hence, the combination of hybrid-ARQ and RLC attains a good combination of small round-trip time 
and a modest feedback overhead where the two components complement each other – fast retrans-
missions due to the hybrid-ARQ mechanism and reliable packet delivery due to the RLC. As the 
MAC and RLC protocol layers are located in the same network node, a tight interaction between the 
two protocols is possible. Hence, to some extent, the combination of the two can be viewed as one 
retransmission mechanism with two feedback channels. However, note that, as discussed in Chapter 8 
and illustrated in Figure 12.1, the RLC operates per logical channel, while the hybrid-ARQ operates 
per transport channel (that is, per component carrier). One hybrid-ARQ entity may therefore retrans-
mit data belonging to multiple logical channels. Similarly, one RLC entity may handle data trans-
mitted across multiple component carriers in the presence of carrier aggregation. Finally, for carrier 
aggregation, hybrid-ARQ retransmissions must occur on the same component carrier as the original 
transmission, as each component carrier has its own independent hybrid-ARQ entity. RLC retrans-
missions, on the other hand, are not tied to a specific component carrier as, in essence, carrier aggre-
gation is invisible above the MAC layer.
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RLC and hybrid-ARQ retransmission mechanisms in LTE. 

In the following section, the principles behind the hybrid-ARQ and RLC protocols will be 
discussed in more detail. 

12.1 HYBRID ARQ WITH SOFT COMBINING 
The hybrid-ARQ functionality spans both the physical layer and the MAC layer; generation of differ
ent redundancy vers ions at the transmitter as well as the soft combining at the receiver are handled by 
the physical layer, while the hybrid-ARQ protocol is part of the MAC layer. In the presence of carrier 
aggregation, there is, as already stated, one independent hybrid-ARQ entity per component carrier 
and terminal. Unless otherw ise noted, the description below holds for one component carrier - that is, 
the description is on a per-component carrier basis. 

The basis for the LTE hybrid-ARQ mechanism is a structure with multiple stop-and-wait proto
cols, each operating on a single transport block. In a stop-and-wait protocol, the transmitter stops and 
waits for an acknowledgement after each transmitted transport block. This is a simple scheme; the 
only feedback required is a single bit indicating positive or negative acknowledgement of the trans
port block. However, since the transmitter stops after each transmission, the throughput is also low. 
LTE therefore applies multiple stop-and-wait processes operating in parallel such that, while waiting 
for acknowledgement from one process, the transmitter can transmit data to another hybrid-ARQ 
process. This is illustrated in Figure 12.2; while processing the data received in the first hybrid
ARQ process the receiver can continue to receive using the second process and so on. This structure, 
multiple hybrid-ARQ processes operating in paralle l to form one hybrid-ARQ entity, combines the 
simplicity of a stop-and-wait protocol while still allowing continuous transmission of data. 
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aggregation. there is. as already stated. one independent hybrid—ARQ entity per component carrier
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cols. each operating on a single transport block. In a stopwand—wajt protocol. the transmitter stops and

waits for an acknowledgement after each transmitted transport block. This is a simple scheme: the

only feedback required is a single bit indicating positive or negative acknowledgement of the trans—

port block. However. since the transmitter stops after each transmission. the throughput is also low.

LTE therefore applies multiple stop—andwajt processes operating in parallel such that. while waiting

for acknowledgement frotn one process. the transmitter can transmit data to another hybrid—ARQ

process. This is illustrated in Figure 12.2; while processing the data received in the first hybrid+

ARQ process the receiver can continue to receive using the second process and so on. This structure.
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simplicity ofa stop—and—wait protocol while still allowing continuous transmission of data.
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Multiple parallel hybrid-ARQ processes forming one hybrid-ARQ entity. 

There is one hybrid-ARQ entity per terminal (and per component carrier in the case of carrier 
aggregation; see Figure 12.1 ). Spatial multiplexing, where two transport blocks can be transmitted in 
parallel on the same transport channel as described in Chapter 10, is supported by one hybrid-ARQ 
entity having two sets of hybrid-ARQ processes with independent hybrid-ARQ acknowledgements. 
The details for the physical-layer transmission of the downlink and uplink hybrid-ARQ acknowledge
ments were described in Chapters 10 and 11. 

Upon receiving a transport block for a certain hybrid-ARQ process, the receiver makes an attempt 
to decode the transport block and informs the transmitter about the outcome through a hybrid-ARQ 
aclrnowledgement, indicating whether the transport block was correctly decoded or not. The time 
from reception of data until transmission of the hybrid-ARQ acknowledgement is fixed, hence the 
transmitter knows from the timing relation which hybrid-ARQ process a received aclrnowledgement 
relates to. This is beneficial from an overhead perspective as there is no need to signal the process 
number along with the acknowledgement. 

An important part of the hybrid-ARQ mechanism is the use of soft combining, which implies that the 
receiver combines the received signal from multiple transmission attempts. The principles of hybrid-ARQ 
with soft combining were outlined in Chapter 6, with incremental redundancy being the basic scheme in 
LTE. Clearly, the receiver needs to know when to perform soft combining prior to decoding and when to 
clear the soft buffer - that is, the receiver needs to differentiate between the reception of an initial trans
mission (prior to which the soft buffer should be cleared) and the reception of a retransmission. Similarly, 
the transmitter must know whether to retransmit erroneously received data or to transmit new data. 
Therefore, an explicit new-data indicator is included for each of the one or two scheduled transport blocks 
along with other downlink scheduling information on the PDCCH. The new-data indicator is present in 
both downlink assignments and uplink grants, although the meaning is slightly different for the two. 

For downlink data transmission, the new-data indicator is toggled for a new transport block - that 
is, it is essentially a single-bit sequence number. Upon reception of a downlink scheduling assign-
ment, the terminal checks the new-data indicator to determine whether the current transmission 
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FIGURE 12.2

Multiple parallel hybrid—ARQ processes forming one hybrid—ARQ entity.

There is one hybrid-ARC) entity per terminal (turd per component carrier in the case of carrier

aggregation; see Figure 12.1). Spatial multiplexing. where two transport blocks can be transmitted in

parallel on the same transport channel as described in Chapter ll). is supported by one hybrid—ARC)

entity having two sets of hybrid—ARQ processes with independent hybrid-ARQ acknowledgements.

The details for the physical—layer transmission of the dowrrlink and uplink hybrid-ARQ acknowledge-

rrrerrts were described in Chapters 10 :md I '1.

Upon receiving a transport block for a certain hybrid-ARQ process, the receiver makes an attempt

to decode the transport block and informs the transmitter about the outcome through a hybrid—ARC)

acknowledgement. indicating whether the transport block was correctly decoded or not. The time

from reception of data until transmission of the hybrid—ARQ acknowledgement is fixed. hence the

transmitter knows l‘rom the timing relation which hybrid—ARQ process a received acknowledgement

relates to. This is beneficial from an overhead perspective as there is no need to signal the process

number along with the acknowledgement.

An important part of the hybrid—ARC) mechanism is the use of sofi‘ combining. which implies that the

receiver combines the received signal from multiple transmission attempts. The principles ol’ liybrid-ARQ

with soft combining were outlined in Chapter If). with incremental redundancy being the basic scheme in

LTE. Clearly. the receiver needs to know when to perform soft combining prior to decoding and when to

clear the soft buffer — that is. the receiver needs to difl'erentiate between the reception of an initial trans-

mission tprior to which the solt buffer should be cleared) and the reception of a retrmrsmission. Similarly.

the transmitter must know whether to reb‘ansrnit erroneously received data or to transmit new data.

Therefore. an explicit new-dam indicator is included For each of the one or two scheduled transpon blocks

along with other downlink scheduling information on fire PDCCH. The new-data indicator is present in

both dowrrl'mk assignments and Lrplink grants. although the meaning is slightly different for the two.

For downlink data transmission. the new-data indicator is toggled for a new transport block — that

is. it is essentially a single—bit sequence number. Upon reception of a dowrriink scheduling assign-
rrrerrt. the terminal checks the new-data indicator to determine whether the current transmission
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should be soft combined with the received data currently in the soft buffer for the hybrid-ARQ proc
ess in question, or if the soft buffer should be cleared. 

For uplink data transmission, there is also a new-data indicator transmitted on the downlink 
PDCCH. In this case, toggling the new-data indicator requests transmission of a new transport block, 
otherwise the previous transport block for this hybrid-ARQ process should be relransmitted (in which 
case the eNodeB should perform soft combining). 

The use of multiple parallel hybrid-ARQ processes operating in parallel can result in data being 
delivered from the hybrid-ARQ mechanism out of sequence. For example, transport block 5 in Figure 
12.2 was successfull y decoded before transport block I, which required two retransmissions. Out-of
sequence delivery can also occur in the case of carrier aggregation, where transmission of a transport 
block on one component carrier could be successful while a relransmission is required on another 
component carrier. To handle out-of-sequence delivery from the hybrid-ARQ protocol, the RLC pro
tocol includes an in-sequence-delivery mechanism, as described in Section 12 .2 . 

Hybrid-ARQ protocols can be characterized as synchronous vs. asynchronous, related to the 
fl exibility in the time domain, as well as adaptive vs. non-adaptive, related to the flexibili ty in the 
frequency domain: 

• An asynchronous hybrid-ARQ protocol implies that retransmissions can occur at any time, 
whereas a synchronous protocol implies that retransmissions occur at a fi xed time after the previ
ous transmission (see Figure 12.3). The benefit of a synchronous protocol is that there is no need 
to explicitly signal the hybrid-ARQ process number as this information can be derived from the 
subframe number. On the other hand, an asynchronous protocol allows for more flexibility in the 
scheduling of retransmissions. 

• An adap tive hybrid-ARQ protocol implies that the frequency location and possibly also the more 
detailed transmission format can be changed between retransmissions. A non-adap tive protocol, 

Time between transmission and retransmission fixed and known to both UE and eNodeB 
• no need to signal hybrid ARO process number 
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I 
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FIGURE 12.3 

Retransmissions may occur at any time 
• need to explicitly signal hybrid ARO process number 
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in contrast, implies that the retransmission must occur at the same frequency resources and with 
the same transmission format as the initial transmission.

In the case of LTE, asynchronous adaptive hybrid ARQ is used for the downlink. For the uplink, syn-
chronous hybrid ARQ is used. Typically, the retransmissions are non-adaptive, but there is also the 
possibility to use adaptive retransmissions as a complement.

12.1.1 Downlink Hybrid ARQ
In the downlink, retransmissions are scheduled in the same way as new data – that is, they may occur 
at any time and at an arbitrary frequency location within the downlink cell bandwidth. Hence, the 
downlink hybrid-ARQ protocol is asynchronous and adaptive. The support for asynchronous and 
adaptive hybrid ARQ for the LTE downlink is motivated by the need to avoid collisions with, for 
example, transmission of system information and MBSFN subframes. Instead of dropping a retrans-
mission that otherwise would collide with MBSFN subframes or transmission of system information, 
the eNodeB can move the retransmission in time and/or frequency to avoid the overlap in resources.

Support for soft combining is, as described in the introduction, provided through an explicit new-
data indicator, toggled for each new transport block. In addition to the new-data indicator, hybrid-
ARQ-related downlink control signaling consists of the hybrid-ARQ process number (three bits for 
FDD, four bits for TDD) and the redundancy version (two bits), both explicitly signaled in the sched-
uling assignment for each downlink transmission.

Downlink spatial multiplexing implies, as already mentioned, transmission of two transport blocks 
in parallel on a component carrier. To provide the possibility to retransmit only one of the transport 
blocks, which is beneficial as error events for the two transport blocks can be fairly uncorrelated, each 
transport block has its own separate new-data indicator and redundancy-version indication. However, 
there is no need to signal the process number separately as each process consists of two subproc-
esses in the case of spatial multiplexing or, expressed differently, once the process number for the first 
transport block is known, the process number for the second transport block is given implicitly.

Transmissions on downlink component carriers are acknowledged independently. On each com-
ponent carrier, transport blocks are acknowledged by transmitting one or two bits on the uplink, as 
described in Chapter 11. In the absence of spatial multiplexing, there is only a single transport block 
within a TTI and consequently only a single acknowledgement bit is required in response. However, 
if the downlink transmission used spatial multiplexing, there are two transport blocks per TTI, each 
requiring its own hybrid-ARQ acknowledgement bit. The total number of bits required for hybrid-ARQ 
acknowledgements thus depends on the number of component carriers and the transmission mode for 
each of the component carriers. As each downlink component carrier is scheduled separately from its 
own PDCCH, the hybrid-ARQ process numbers are signaled independently for each component carrier.

Obviously, the terminal should not transmit a hybrid-ARQ acknowledgement in response to 
reception of system information, paging messages and other broadcast traffic. Hence, hybrid-ARQ 
acknowledgements are only sent in the uplink for “normal” unicast transmission.

12.1.2 Uplink Hybrid ARQ
Shifting the focus to the uplink, a difference compared to the downlink case is the use of synchro-
nous, non-adaptive operation as the basic principle of the hybrid-ARQ protocol, motivated by the 
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lower overhead compared to an asynchronous, adaptive structure. Hence, uplink retransm1ss1ons 
always occur at an a priori lmown subframe; in the case of FDD operation uplink retransmissions 
occur eight subframes after the prior transmission attempt for the same hybrid-ARQ process. The 
set of resource blocks used for the retransmission on a component carrier is identical to the initial 
transmission. Thus, the only control s ignaling required in the downlink for a retransmission is a 
hybrid-ARQ acknowledgement, transmitted on the PHI CH as described in Chapter I 0 . In the case of 
a negative acknowledgement on the PRICH, the data is retransmitted. 

Spatial multiplexing is handled in the same way as in the downlink - two transport blocks transmit
ted in parallel on the uplink, each with its own modulation-and-coding scheme and new-data indicator 
but sharing the same hybrid-ARQ process number. The two transport blocks are individually acknowl
edged and hence two bits of information are needed in the downlink to acknowledge an uplink trans
mission using spatial multiplexing. Uplink carrier aggregation is another example of a situation where 
multiple acknowledgements are needed - one or two acknowledgement bits per uplink component car
rier. TDD is a third example, as will be discussed further below, where uplink transmissions in different 
subframes may need to be aclmowledged in the same downlink subframe. Thus, multiple PHICHs may 
be needed as each PR ICH is capable of transmitting a single bit only. Each of the PHICHs is transmit
ted on the same downlink component carrier that was used to schedule the initial uplink transmission. 

Despite the fact that the basic mode of operation for the uplink is synchronous, non-adaptive 
hybrid ARQ, there is also the possibility to operate the uplink hybrid ARQ in a synchronous, adap
tive manner, where the resource-block set and modulation-and-coding scheme for the retransmissions 
is changed. Although non-adaptive retransmissions are typically used due to the very low overhead in 
terms of downlink control signaling, adaptive retransmissions are sometimes useful to avoid fragment
ing the uplink frequency resource or to avoid collisions with random-access resources. This is illus
trated in Figure 12.4. A terminal is scheduled for an initial transmission in subframe n ; a transmission 
that is not correctly received and consequently a retransmission is required in subframe n + 8 (assum
ing FDD; for TDD the timing obviously depends on the downlink- uplink allocation, as discussed fur
ther below). With non-adaptive hybrid ARQ, the retransmissions occupy the same part of the uplink 
spectrum as the initial transmission. Hence, in this example the spectrum is fragmented, which limits 
the bandwidth available to another terminal (unless the other terminal is capable of multi -cluster trans
mission). In subframe n + 16, an example of an adaptive retransmission is found ; to make room for 
another terminal to be granted a large part of the uplink spectrum, the retransmission is moved in the 
frequency domain. It should be noted that the uplink hybrid-ARQ protocol is still synchronous - that 
is, a retransmission should always occur eight subframes after the previous transmission. 

/ 

FIGURE 12.4 

Non-adaptive and adaptive hybrid-ARQ operation . 
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lower overhead compared to an asynchronous. adaptive structure. Hence. uplink retranstrrissions

always occur at an a priori known sublrtrnre: in the case of FDD operation uplink retransnrissions

occur eight subl‘rames after the prior transmission attempt for the sanre hybrid—ARQ process. The

set of resource blocks used for the retransmission on a component carrier is identical to the initial

transmission. Thus, the only control signaling required in the downlink for a retransmission is a

hybrid—ARC acknowledgement. transmitted on the Pl-HCH as described in Chapter 10. In the case of

a negative acknowledgement on the PHICH. the data is retransmitted.

Spatial multiplexing is handled in the same way as in the downlink — two transport blocks transmit—

ted in parallel on the uplink, each with its own modulation~and—coding scheme and new-data indicator

but sharing the satrre hybrid—ARQ process number. The two transport blocks are individually acknowl—

edged and hence two bits of information are needed in the downlink to acknowledge an uplink trans;

mission using spatial multiplexing. Uplirrk can'ier aggregation is another example of a situation where

multiple acknowledgements are needed — one or two acknowledgement bits per uplink component car—

rier. TDD is a third example, as will be discussed further below. where uplink transmissions in different

subfrarnes may need to be acknowledged iIr the same downlink subframe. Thus. multiple PHICHs rrray

be needed as each PHICH is capable of transmitting a single bit only. Each of the PHICHs is transmit—

ted orr the same downlitrk component caJTier that was used to schedule the initial uplink transmission.

Despite the fact that the basic nrode of operation for the uplink is synchronous, non~adaptive

hybrid ARQ. there is also the possibility to operate the uplink hybrid ARQ in a synchronous. adapv

rive manner. where the resourceeblock set and modulation—and—coding scheme for the retransmissions

is changed. Although non—adaptive retransmissions are typically used due to the very low overhead iIr

terms ol’downlink control signaling, adaptive retransmissions are sometimes useful to avoid tragtnenb

ing the uplink frequency resource or to avoid collisions with random~access resources. This is illus—

trated in Figure 12.4. A terminal is scheduled for an initial transmission in subframe u: a transmission

that is not correctly received atrd consequently a retransmission is required in subframe a + 8 (assum—

ing FDD; for TDD the timing obviously depends on the downlink—uplink allocation. as discussed fur—

ther below). With non~adaptive hybrid ARQ. the retransmissions occupy the same part of the uplink

spectrum as the initial transmission. Hence. it] this example the spectrum is fragmented, which limits

the bandwidth available to another terminal (unless the other terminal is capable of multi—cluster trans—

mission). In subframe n + 16. an example of an adaptive retransmission is found: to make room for

another terminal to be granted a large part of the uplink spectrum, the retransmission is nroved itr the

frequency domain. It should be noted that the uplink hybridHARQ protocol is still synchronous — that

is. a retransmission should always occur eight subframes after the previous transmission.
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Non-adaptive and adaptive hybrid-ARC} operation.
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The support for both adaptive and non-adaptive hybrid ARQ is realized by not flushing the trans-
mission buffer when receiving a positive hybrid-ARQ acknowledgement on PHICH for a given 
hybrid-ARQ process. Instead, the actual control of whether data should be retransmitted or not is 
done by the new-data indicator included in the uplink scheduling grant sent on the PDCCH. The 
new-data indicator is toggled for each new transport block. If the new-data indicator is toggled, the 
terminal flushes the transmission buffer and transmits a new data packet. However, if the new-data 
indicator does not request transmission of a new transport block, the previous transport block is 
retransmitted. Hence, clearing of the transmission buffer is not handled by the PHICH but by the 
PDCCH as part of the uplink grant. The negative hybrid-ARQ acknowledgement on the PHICH could 
instead be seen as a single-bit scheduling grant for retransmissions where the set of bits to transmit 
and all the resource information are known from the previous transmission attempt. In Figure 12.4 an 
example of postponing a transmission is seen in subframe n  24. The terminal has received a posi-
tive acknowledgement and therefore does not retransmit the data. However, the transmission buffer is 
not flushed, which later is exploited by an uplink grant requesting retransmission in subframe n  32.

A consequence of the above method of supporting both adaptive and non-adaptive hybrid ARQ is 
that the PHICH and PDCCH related to the same uplink subframe have the same timing. If this were 
not the case, the complexity would increase as the terminal would not know whether to obey the 
PHICH or wait for a PDCCH overriding the PHICH.

As explained earlier, the new-data indicator is explicitly transmitted in the uplink grant. However, 
unlike the downlink case, the redundancy version is not explicitly signaled for each retransmission. 
With a single-bit acknowledgement on the PHICH, this is not possible. Instead, as the uplink hybrid-
ARQ protocol is synchronous, the redundancy version follows a predefined pattern, starting with zero 
when the initial transmission is scheduled by the PDCCH. Whenever a retransmission is requested 
by a negative acknowledgement on the PHICH, the next redundancy version in the sequence is used. 
However, if a retransmission is explicitly scheduled by the PDCCH overriding the PHICH, there is 
the potential to affect the redundancy version to use. Grants for retransmissions use the same format 
as ordinary grants (for initial transmissions). One of the information fields in an uplink grant is, as 
described in Chapter 10, the modulation-and-coding scheme. Of the 32 different combinations this 
five-bit field can take, three of them are reserved. Those three combinations represent different redun-
dancy versions; hence, if one of these combinations is signaled as part of an uplink grant indicating 
a retransmission, the corresponding redundancy version is used for the transmission. The transport-
block size is already known from the initial transmission as it, by definition, cannot change between 
retransmission attempts. In Figure 12.4, the initial transmission in subframe n uses the first redun-
dancy version in sequence as the transport-block size must be indicated for the initial transmission. 
The retransmission in subframe n  8 uses the next redundancy version in the sequence, while the 
explicitly scheduled retransmission in subframe n  16 can use any redundancy scheme as indicated 
on the PDCCH.

Whether to exploit the possibility to signal an arbitrary redundancy version in a retransmission 
scheduled by the PDCCH is a trade-off between incremental-redundancy gain and robustness. From 
an incremental-redundancy perspective, changing the redundancy value between retransmissions is 
typically beneficial to fully exploit the gain from incremental redundancy. However, as the modulation- 
and-coding scheme is normally not indicated for uplink retransmissions, as either the single-bit 
PHICH is used or the modulation-and-coding field is used to explicitly indicate a new redundancy 
version, it is implicitly assumed that the terminal did not miss the initial scheduling grant. If this is 
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the case, it is necessary to explicitly indicate the modulation-and-coding scheme, which also implies 
that the first redundancy version in the sequence is used. 

In order to minimize the overhead and not introduce any additional signaling in the uplink 
grants, the PHICH that the terminal will expect the hybrid-ARQ acknowledgement upon is derived 
from the number of the first resource block upon which the corresponding uplink PUSCH transmis
sion occurred. This principle is also compatible with semi-persistently scheduled transmission (see 
Chapter I 3) as well as retransmissions. In addition, the resources used for a particular PHI CH fur
ther depend on the reference-signal phase rotation signaled as part of the uplink grant. In this way, 
multiple terminals scheduled on the same set of resources using multi-user MIMO will use different 
PRICH resources as their reference signals are assigned different phase rotations through the corre
sponding field in the uplink grant. For spatial multiplexing, where two PRICH resources are needed, 
the second PRICH uses the same principle as the firs t, but to ensure that di fferent PRICHs are used 
for the two transport blocks, the resource for the second PRICH is derived not from the first but from 
the second resource block upon which the PUSCH was transmitted .1 

The above association is also used in the case of carrier aggregation. For the case when no cross
carrier scheduling is used and each uplink component carrier is scheduled on its corresponding down
link component carrier, this is straightforward and there is no risk of multiple uplink component carriers 
being associated with the same PRICH resource. With cross-carrier scheduling, on the other hand, 
transmissions on multiple uplink component carriers may need to be aclrnowledged on a single down
link component carrier, as illustrated in Figure 12.5. Avoiding PRICH collisions in this case is up to the 
scheduler by ensuring that different reference-signal phase rotations or different resource-block start
ing positions are used for the different uplink component carriers . For semi-persistent scheduling the 
reference-signal phase rotation is always set to zero, but since semi-persistent scheduling is supported 
on the primary component carrier only, there is no risk of coll is ions between component carriers. 

In the case of multiple component carriers being used for the uplink data transmission in a subframe, 
there are one (in the absence of spatial multiplexing) or two (in the presence of spatial multiplexing) 

No cross-carrier scheduling 

UL grant 1 UL grant 2 
(RB1, CS1) (RB2, CS2) 

~ 
PHICH1 = 

11:RB1, CS1) 

FIGURE 12.5 

PHICH association. 

PHICH2 = 
f(RB2, CS2) 

Cross-carrier scheduling 

UL grant 1 
(RB1, CS1) 

PHICH1 = 
11:RB1, CS1) 

UL grant 2 
(RB2, CS2) 

PHICH2 = 
ll:RB2, CS2) 

PHICH collision occurs 
if (RB1, CS1) = (RB2, CS2) 

1 In essence, this implies that uplink spatial multiplexing must use at least two resource blocks in the frequency domain. 

Samsung Ex. 1015 

 

254 CHAPTER 12 Retransmission Protocols

the case. it is necessary to explicitly indicate the rnodulation-andecoding scheme. which also implies

that the Iirst redundancy version in the sequence is used.

In order to minimize the overhead and not introduce any additional signaling in the uplink

grants. the PHICH that the terminal will expect the hybrid-ARQ acknowledgerrrent upon is derived

from the number of the tirst resource block upon which the con‘esponding uplink PUSCH transmis-

sion occrrrred. This principle is also compatible with semi-persistently scheduled transmission (see

Chapter 13:) as well as retransrnissions. In addition. the resoLu'ces used for a particular PHICH fur—

ther depend on the reference-signal phase rotation signaled as part of the uplink grant. In this way.

multiple terminals scheduled on the same set of resources using multi—user MIMO will use different

PHICH resources as their reference signals are assigned different phase rotations through the corre—

sponding field in the uplink grant. For spatial multiplexing. where two PHICH resources are needed.

the second PHICH uses the same principle as the lirsl. but to ensure that different PHICHs are used

for the two transport blocks. the resource for the second PHICH is derived not from the first but from

the second resource block upon which the PUSCH was transmitted.1
The above association is also used in the case of carrier aggregation. For the case when no cross—

carrier scheduling is used and each uplink component carrier is scheduled on its corresponding down-

link component carrier. this is straightforward and there is no risk of multiple uplink component can'iers

being asscciated with the same PHICH resource. With cross—can‘ier scheduling. on the other hand.

trrnrsmissions on multiple uplink component can’iers may need to be acknowledged on a single down-

link component carrier. as illustrated in Figure [2.5. Avoiding PHICH collisions in this case is up to the

scheduler by ensuring that different reference—signal phase rotations or different resource—block start-

ing positions are used for the different uplink component carriers. For semi-persistent scheduling the

reference—signal phase rotation is always set to zero. btrt since semi-persistent scheduling is supported

on the primary component csu‘rier only, there is no risk of collisions between component carriers.

In the case of mrr ltiple component carrier's being rrscd for the uplink data transmission in a subfr'arne.

there are one (in the absence of spatial multiplexing) or two (in the presence of spatial multiplexing)
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PHICH association.
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PHICHs transmitted per uplink component carrier. As a general principle, LTE transmits the PRICH on 
the same component carrier that was used for the grant scheduling the corresponding uplink data trans
mission. Not only is this principle general in the sense that it can handle symmetric as well as asymmet
ric carrier aggregation scenarios, it is also benefi cial from a terminal power consumption perspective as 
the terminal only need to monitor the component carriers it monitors for uplink scheduling grants (espe
cially as the PDCCH may override the PRICH to support adaptive retransmissions as discussed above). 

12. 1.3 Hybrid-ARQ Timing 
Clearly, the receiver must know to which hybrid-ARQ process a received acknowledgement is associ
ated. This is handled by the timing of the hybrid-ARQ acknowledgement being used to associate the 
acknowledgement with a certain hybrid-ARQ process; the timing relation between the reception of 
data in the downlink and transmission of the hybrid-ARQ acknowledgement in the uplink (and vice 
versa) is fixed. From a latency perspective, the time between the reception of downlink data at the 
terminal and transmission of the hybrid-ARQ acknowledgement in the uplink should be as short as 
possible. At the same time, an unnecessarily short time would increase the demand on the terminal 
processing capacity and a trade-off between latency and implementation complexity is required. The 
situation is similar for uplink data transmissions. For LTE, this trade-off led to the decision to have 
eight hybrid-ARQ processes in both uplink and downlink for FDD. For TDD, the number of processes 
depends on the downlink- uplink allocation, as discussed below. 

Starting with the FDD case, transmission of acknowledgements in the uplink in response to down
link data transmission is illustrated in Figure 12.6. Downlink data on the DL-SCH is transmitted to 
the terminal in subframe n and received by the terminal , after the propagation delay Tp, in subframe n. 
The terminal attempts to decode the received signal, possibl y after soft combining with a previous 
transmission attempt, and transmits the hybrid-ARQ acknowledgement in uplink subframe n + 4 
(note that the start of an uplink subframe at the terminal is offset by TTA relative to the start of the cor
responding downlink subframe at the terminal as a result of the timing-advance procedure described 

Subframen 

i Txl ~: 

Tue 

FIGURE 12.6 

Timing relation between downlink data in subframe n and uplink hybrid-ARQ acknowledgement in subframe 

n + 4 for FDD. 
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PH ICHs transmitted per uplink component carrier. As a general principle. LTE transmits the PHICH on

the same component caJTier that was used for the grant scheduling the corresponding uplink data trans—

mission. Not only is this principle general in the sense that it can handle symmetric as well as asymmeb

ric carrier aggregation scenarios. it is also beneficial l'rom a tenninal power consumption perspective as

the terminal only need to monitor the component carriers iI' monitors for uplink scheduling grants (espe—

cially as the PDCCH may override the PI-HCH to support adaptive retransmissions as discussed above}.

I2. I.3 Hybrid-ARE! Timing

Clearly, the receiver must know to which hybrid—ARQ process a received acknowledgement is associ—

ated. This is handled by the timing ol’ lhe hybrid—ARQ acknowledgement being used to associate the

acknowledgement with a certain hybrid—ARQ process: the timing relation between the reception of

data in the downlink and transmission of the hybrid—ARQ acknowledgement in the uplink (and vice

versa) is fixed. From a latency perspective, the time between the reception of downlink data at the

temtinal and transmission of the hybrid—ARQ acknowledgement in the uplink should be as short as

possible. At the same time. an urmecessarily short time would increase the demand on the terminal

processing capacity and a tradeeofi‘ between latency and implementation complexity is required. The

situation is similar for uplink data transmissions. For LTE. this trade—off led to the decision to have

eight hybrid—ARQ processes in bolh uplink and downlink for FDD. For TDD. the number of processes

depends on the downlink—uplink allocation. as discussed below.

Starting with the FDD case. transmission oftlckllowledgements in the uplink lll response to down—

link data transmission is illustrated in Figure 12.6. Downlink data on the DL—SCH is transmitted to

the terminal in subframe n and received by the terminal. after the propagation delay Tp, in subt‘rame n.
The terminal attempts to decode the received signal, possibly after 5011 combining with a previous

transmission attetnpt. and transmits the hybrid—ARC) acknowledgement in uplink subt'rame n + 4

(note that the stem of an uplink stlblrame at the terminal is offset by TTA Ielative to the start of the cor—

responding downlink subl'rame at the terminal as a result of the timing—advance procedure described
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Timing relation between downlink data in subframe n and uplink hybrid-ARC} acknowledgement in subframe
n + 4 for FDD.
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in Section 11.5). Upon reception of the hybrid-ARQ acknowledgement, the eNodeB can, if needed, 
retransmit the downlink data in subframe n  8. Thus, eight hybrid-ARQ processes are used – 
that is, the hybrid-ARQ round-trip time is 8 ms.

The description in the previous paragraph, as well as the illustration in Figure 12.6, describe the 
timing for downlink data transmission – that is, data on DL-SCH and acknowledgements on PUCCH 
(or PUSCH). However, the timing of uplink data transmission – that is, data on PUSCH and acknowl-
edgements on PHICH – is identical, namely uplink data transmission in subframe n results in a 
PHICH transmission in subframe n  4. This is also the same timing relation as for uplink schedul-
ing grants in general (as described in Section 13.2.2) and allows a scheduling grant on the PDCCH to 
override the PHICH, as shown in Figure 12.4.

In Figure 12.6 it is seen that the processing time available to the terminal, TUE, depends on the 
value of the timing advance or, equivalently, on the terminal-to-base-station distance. As a terminal 
must operate at any distance up to the maximum size supported by the specifications, the terminal 
must be designed such that it can handle the worst-case scenario. LTE is designed to handle at least 
100 km, corresponding to a maximum timing advance of 0.67 ms. Hence, there is approximately 2.3 ms 
left for the terminal processing, which is considered a reasonable trade-off between the processing 
requirements imposed on a terminal and the associated delays.

For the eNodeB, the processing time available, denoted as TeNB, is 3 ms and thus of the same order 
as for the terminal. In the case of downlink data transmission, the eNodeB performs scheduling of 
any retransmissions during this time and, for uplink data transmission, the time is used for decoding 
of the received signal. The timing budget is thus similar for the terminal and the eNodeB, which is 
motivated by the fact that, although the eNodeB typically has more processing power than a terminal, 
it also has to serve multiple terminals and to perform the scheduling operation.

Having the same number of hybrid-ARQ processes in uplink and downlink is beneficial for half-
duplex FDD operation, discussed in Chapter 13. By proper scheduling, the uplink hybrid-ARQ trans-
mission from the terminal will coincide with transmission of uplink data and the acknowledgements 
related to the reception of uplink data will be transmitted in the same subframe as the downlink data. 
Thus, using the same number of hybrid-ARQ processes in uplink and downlink results in a 50:50 
split between transmission and reception for a half-duplex terminal.

Shifting to TDD operation, the time relation between the reception of data in a certain hybrid-ARQ 
process and the transmission of the hybrid-ARQ acknowledgement depends on the downlink–uplink 
allocation. Obviously, an uplink hybrid-ARQ acknowledgement can only be transmitted in an uplink 
subframe and a downlink acknowledgement only in a downlink subframe. The amount of processing 
time required in the terminal and the eNodeB remains the same though, as the same turbo decoders are 
used and the scheduling decisions are similar. Therefore, for TDD the acknowledgement of a transport 
block in subframe n is transmitted in subframe n  k, where k  4 and is selected such that n  k is 
an uplink subframe when the acknowledgement is to be transmitted from the terminal (on PUCCH or 
PUSCH) and a downlink subframe when the acknowledgement is transmitted from the eNodeB (on 
PHICH). The value of k depends on the downlink–uplink configuration, as shown in Table 12.1 for both 
downlink and uplink transmissions. From the table it is seen that, as a consequence of the downlink–
uplink configuration, the value of k is sometimes larger than the FDD value k  4. For example, assum-
ing configuration 2, an uplink transmission on PUSCH received in subframe 2 should be acknowledged 
on PHICH in subframe 2  6  8. Similarly, for the same configuration, downlink transmission on 
PDSCH in subframe 0 should be acknowledged on PUCCH (or PUSCH) in subframe 0  7  7.
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Table 12.1 Number of Hybrid-ARQ Processes and Acknowledgement Timing k for Different TDD Configurations

Configuration  
(DL:UL)

Downlink Uplink

Proc. PDSCH reception in subframe n Proc. PUSCH reception in subframe n

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9

0 (2:3)  4   4   6 – – – 4 6 – – – 6 – – 4 7 6 – – 4 7 6

1 (3:2)  7   7   6 – – 4 7 6 – –  4 4 – – 4 6 – – – 4 6 –

2 (4:1) 10   7   6 – 4 8 7 6 – 4  8 2 – – 6 – – – – 6 – –

3 (7:3)  9   4 11 – – – 7 6 6 5  5 3 – – 6 6 6 – – – – –

4 (8:2) 12 12 11 – – 8 7 7 6 5  4 2 – – 6 6 – – – – – –

5 (9:1) 15 12 11 – 9 8 7 6 5 4 13 1 – – 6 – – – – – – –

6 (5:5)  6  7  7 – – – 7 7 – –  5 6 – – 4 6 6 – – 4 7 –
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258 CHAPTER 12 Retransmission Protocols 

From the table it is also seen that the number of hybrid-ARQ processes used for TDD depends 
on the downlink- uplink configuration, implying that the hybrid-ARQ round-trip time is configura
tion dependent for TDD (actually, it may even vary between subframes, as seen in Figure 12.7). For 
the downlink-heavy configurations 2, 3, 4, and 5, the number of downlink hybrid-ARQ processes is 
larger than for FDD. The reason is the limited number of uplink subframes available, resulting in 
k-values well beyond 4 for some subframes (Table 12.1). 

The PHICH timing in TDD is identical to the timing when receiving an uplink grant, as described 
in Section 13 .2 .2 . The reason is the same as in FDD, namely to allow a PDCCH uplink grant to over
ride the PHICH in order to implement adaptive retransmissions, as illustrated in Figure 12.4 . 

The downlink- uplink allocation for TDD has implications on the number of transport blocks to 
aclmowledge in a single subframe. For FDD, in the absence of carrier aggregation, there is always a 
one-to-one relation between uplink and downlink subframes. Hence, a subframe only needs to carry 
aclmowledgements for one subframe in the other direction. For TDD, in contrast, there is not neces
sarily a one-to-one relation between uplink and downlink subframes. This can be seen in the possible 
downlink- uplink allocations described in Chapter 9. 

For uplink transmissions using UL-SCH, each uplink transport block is acknowledged individu
ally by using the PHICH. Hence, in uplink-heavy asymmetries (downlink- uplink configuration 0), 
the terminal may need to receive two hybrid-ARQ acknowledgements in downlink subframes O and 
5 in the absence of uplink spatial multiplexing; for spatial multiplexing up to four acknowledgements 
per component carrier are needed. There are also some subframes where no PRICH will be transmit
ted and therefore the amount of PRICH groups may vary between subframes for TDD. 

For downlink transmissions, there are some configurations where DL-SCH receipt in multiple 
downlink subframes needs to be acknowledged in a single uplink subframe, as illustrated in Figure 12.7 
(the illustration corresponds to the two entries shown in bold in Table 12.1). Two different mechanisms 
to handle this are provided in TDD: multiplexing and bundling. 
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FIGURE 12.7 

Example of timing relation between downlink data and uplink hybrid-ARQ acknowledgement for TDD 
(configuration 2). 
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From the table it is aJso seen that the number of hybrid—ARQ processes used for TDD depends

on the downlink—uplink configuration. implying that the hybrid—ARQ round—trip time is configura—

tion dependent for TDD (actually, it may even vary between subframes. as seen in Figure 12.7). For

the downlinkaheavy configurations 2. 3, 4. and 5, the number of downlink hybridaARQ processes is

larger than for FDD. The reason is the limited number 01‘ uplink subl'rames available. resulting in

k—values well beyond 4 for some sub't'rames (Table 12.1).

The PI-HCH timing in TDD is identical to the tinting when receiving an uplink grant. as described

in Section 13.2.2. The reason is the same as in FDD. namely to allow a PDCCH uplink grant to over—

ride the PI-HCH in order to implement adaptive retransmissions. as illustrated in Figure 12.4.

The downlink—uplink allocation for TDD has implications on the number of transport blocks to

acknowledge in a single subframe. For FDD. in the absence of can'ier aggregation, there is always a

one—t‘oaone relation between uplink and downlink subframes. Hence. a subt'rame only needs to carry

acknowledgements for one subframe in the other direction. For TDD. in contrast. there is not neces+

sarily a one—[done relation between uplink and downlink subh'ames. This can be seen in the possible

domtlink—uplink allocations described in Chapter 9.

For uplink transmissions using UL+SCH. each uplink transport block is acknowledged individu—

ally by using the PI-TICH. Hence. in uplink—heavy asymmetries tdownlink—uplink configuration 0).

the terminal may need to receive two hybrid—ARQ acknowledgements in downlink subframes U :md

5 in the absence of uplink spatial multiplexing; for spatial multiplexing up to four acknowledgements

per component carrier are needed. There are also some subt'rames where no PH ICH will be transmit—

ted and therefore the amount of PHICI-I groups may way between sttbframes for TDD.

For downlink transmissions. there are some configurations where DL—SCH receipt in multiple

down li nk subt'rames needs to be acknowledged in a single uplink subframe. as illustrated in Figure 12.7

[the illustration corresponds to the two entries shown in bold in Table l2.l t. Two different mechanisms

to handle this are provided in TDD: multiplexing and bundling.
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Example of timing relation between downlink data and uplink hybrid—ARQ acknowledgement for TDD

(configuration 2).
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Multiplexing implies that independent acknowledgements for each of the received transport 
blocks are fed back to the eNodeB. This allows independent retransmission of erroneous transport 
blocks. However, it also implies that multiple bits need to be transmitted from the terminal, which 
may limit the uplink coverage. This is the motivation for the bundling mechanism.

Bundling of acknowledgements implies that the outcome of the decoding of downlink transport 
blocks from multiple downlink subframes can be combined into a single hybrid-ARQ acknowledge-
ment transmitted in the uplink. Only if both of the downlink transmissions in subframes 0 and 3 in 
the example in Figure 12.7 are correctly decoded will a positive acknowledgement be transmitted in 
uplink subframe 7.

Combining acknowledgements related to multiple downlink transmissions into a single uplink 
message assumes that the terminal has not missed any of the scheduling assignments upon which the 
acknowledgement is based. Assume, as an example, that the eNodeB scheduled the terminal in two 
(subsequent) subframes, but the terminal missed the PDCCH transmission in the first of the two sub-
frames and successfully decoded the data transmitted in the second subframe. Obviously, without any 
additional mechanism, the terminal will transmit an acknowledgement based on the assumption that it 
was scheduled in the second subframe only, while the eNodeB will interpret acknowledgement as the 
terminal successfully received both transmissions. To avoid such errors, the downlink assignment index 
(see Section 10.4.4) in the scheduling assignment on the PDCCH is used. The downlink assignment 
index in essence informs the terminal about the number of transmissions it should base the combined 
acknowledgement upon. If there is a mismatch between the assignment index and the number of trans-
missions the terminal received, the terminal concludes at least one assignment was missed and trans-
mits no hybrid-ARQ acknowledgement, thereby avoiding acknowledging transmissions not received.

TDD is not the only example when transmissions in multiple downlink subframes must be 
acknowledged in a single uplink subframe. Carrier aggregation in FDD with different numbers of 
uplink and downlink component carriers2 in essence leads to the same problem. In LTE, there is at 
most one PUCCH and it is always transmitted on the primary component carrier. Hence, even for a 
symmetric carrier aggregation configuration, the possibility to transmit more than two hybrid-ARQ 
acknowledgement bits in the uplink must be supported. As discussed in Chapter 10, this is han-
dled either by resource selection or by using PUCCH format 3. Acknowledgements in response to 
UL-SCH reception are transmitted using multiple PHICHs, where the PHICH is transmitted on the 
same downlink component carrier as the uplink scheduling grant initiating the uplink transmission.

12.2 RADIO-LINK CONTROL
The radio-link control (RLC) protocol takes data in the form of RLC SDUs from PDCP and delivers 
them to the corresponding RLC entity in the receiver by using functionality in MAC and physical lay-
ers. The relation between RLC and MAC, including multiplexing of multiple logical channels into a sin-
gle transport channel, is illustrated in Figure 12.8. Multiplexing of several logical channels into a single 
transport channel is mainly used for priority handling, as described in Section 13.2 in conjunction with 
downlink and uplink scheduling.

2 In LTE release 10, the number of downlink component carriers is always at least as large as the number of uplink compo-
nent carriers (see Chapter 9).
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RLC 

- - • Logical channels - - - -
Control elements - - - , 

MAC 

Transport channel - - - - -

From PDCP 

To physical layer 
(one hybrtd-ARQ entity per component carrier) 

FIGURE 12.8 

MAC and RLC structure (single-terminal view). 

There is one RLC entity per logical channel configured for a terminal, where each RLC entity is 
responsible for: 

• segmentation, concatenation, and reassembly ofRLC SDUs; 
• RLC retransmission; and 
• in-sequence delivery and duplicate detection for the corresponding logical channel. 

Other noteworthy features of the RLC are: (I ) the hand I ing of varying PDU sizes; and (2) the pos
sibility for close interaction between the hybrid-ARQ and RLC protocols. Finally, the fact that there 
is one RLC entity per logical channel and one hybrid-ARQ entity per component carrier implies that 
one RLC entity may interact with multiple hybrid-ARQ entities in the case of carrier aggregation. 

12.2.1 Segmentation, Concatenation, and Reassembly of RLC SDUs 
The purpose of the segmentation and concatenation mechanism is to generate RLC PDUs of appro
priate size from the incoming RLC SDUs. One possibility would be to define a fi xed PDU size, a size 
that would result in a compromise. If the size were too large, it would not be possible to support the 
lowest data rates. Also, excessive padding would be required in some scenarios. A single small PDU 
size, however, would result in a high overhead from the header included with each PDU. To avoid 
these drawbacks, which is especially important given the very large dynamic range of data rates sup
ported by LTE, the RLC PDU size varies dynamically. 

Segmentation and concatenation of RLC SDUs into RLC PDUs are illustrated in Figure 12.9. The 
header includes, among other fie lds, a sequence number, which is used by the reordering and retrans
mission mechanisms. The reassembly function at the receiver side performs the reverse operation to 
reassemble the SDUs from the received PDUs. 
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  RLC'.
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To physlcal layer
(one nybnd-ARQ anttty per component carrier)

FIGURE 12.3 

MAC and RLC structure (single-terminal view).

There is one RLC entity per logical channel configured for a terminal. where each RLC entity is

responsi ble for:

0 segmentation. concatenation. and reassembly of RLC SDUs:
RLC retransmission; and

0 in—sequeuce delivery and duplicate detection for the corresponding logical channel.

Other noteworthy features of the RLC are: (l) the handling of varying PDU sizes; and t2) the pos-

sibility For close interaction between the hybrid—ARQ and RLC protocols. Finally. the fact that there

is one RLC entity per logical channel and one hybrid—ARQ entity per component carrier implies that

one RLC entity may interact with multiple hybrid-ARQ entities in the case of carrier aggregation.

12.2 I Segmentation, Concatenatinn, and Reassemhly of RLB SDUs

The purpose of the segmentation and concatenation mechanism is to generate RLC' PDUs of appro-

priate size from the incoming RLC SDUs. One possibility would he to detine a fixed PDU size. a size

that would result in a compromise. It“ the size were too large. it would not be possible to support the

lowest data rates. Also. excessive padding would be required in some scenarios. A single small PDU

size. however, would result in a high overhead from the header included with each PDU. To avoid

these drawbacks, which is especially important given the very large dynamic range of data rates sup-

ported by LTE. the RLC PDU size varies dynamically.

Segmentation and concatenation of RLC SDUs into RLC PDUs are illustrated in Figure 12.9. The

header includes, among other fields. a sequence number. which is used by the reordering and retrans—

mission mechanisms. The reassembly Titrlction at the nzeeiver side performs the reverse operation to
reassemble the SDUs from the received PDUs.
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Generation of RLC PDUs from RLC SDUs. 

12.2.2 RLC Retransmission 
Retransmission of missing PDUs is one of the main fun ctionalities of the RLC. Although most of 
the errors can be handled by the hybrid-ARQ protocol, there are, as discussed at the beginning of the 
chapter, benefits of having a second-level retransmission mechanism as a complement. By inspect
ing the sequence numbers of the received PDUs, missing PDUs can be detected and a retransmission 
requested from the transmitting side. 

Different services have different requirements; for some services (for example, transfer of a large 
file), error-free delivery of data is important, whereas for other applications (for example, streaming 
services), a small amount of missing packets is not a problem. The RLC can therefore operate in three 
different modes, depending on the requirements from the application: 

• Transparent mode (TM), where the RLC is completely transparent and is essentially bypassed. No 
retransmissions, no segmentation/reassembly, and no in-sequence delivery take place. This con
fi guration is used for control-plane broadcast channels such as BCCH, CCCH, and PCCH, where 
the information should reach multiple users. The size of these messages are selected such that all 
intended terminals are reached with a high probability and hence there is neither need for segmen
tation to handle varying channel conditions, nor retransmissions to provide error-free data trans
mission. Furthermore, retransmissions are not possible for these channels as there is no possibility 
for the terminal to feed back status reports as no uplink has been established. 

• Unacknowledged mode (UM) supports segmentation/reassembly and in-sequence delivery, but not 
retransmissions. This mode is used when error-free delivery is not required, for example voice
over IP, or when retransmissions cannot be requested, for example broadcast transmissions on 
MTCH and MCCH using MBSFN. 

• Acknowledged mode (AM) is the main mode of operation for TCP/IP packet data transmission on 
the DL-SCH. Segmentation/reassembly, in-sequence delivery, and retransmissions of erroneous 
data are all supported. 

In the following, the aclrnowledged mode is described. The unacknowledged mode is similar, with the 
exception that no retransmissions are done and that each RLC entity is unidirectional. 

In acknowledged mode, the RLC entity is bidirectional - that is, data may fl ow in both direc-
tions between the two peer entities. This is obviously needed as the reception of PDUs needs to be 
aclrnowledged back to the entity that transmitted those PDUs. Information about missing PDUs is 
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provided by the receiving end to the transmitting end in the form of so-called status reports . Sta tus 
reports can e ither be transmitted autonomously by the receiver or requested by the transmitter. To 
keep track of the PDUs in transit, the transmitter attaches an RLC header to each PDU, including, 
among other fie lds, a sequence number. 

Both RLC entities maintain two windows, the transmission and reception windows respectively. 
Only PDUs in the transmission window are e ligible for transmission; PDUs with sequence number 
below the start of the window have already been aclmowledged by the receiving RLC. Similarly, the 
receiver only accepts PDUs with sequence numbers within the reception window. The receiver also 
discards any duplicate PDUs as each PDU should be assembled into an SDU only once. 

12.2.3 In-Sequence Delivery 
In-sequence de livery implies that data blocks are de livered by the receiver in the same order as they 
were transmitted. This is an essentia l part of RLC; the hybrid-ARQ processes operate independently 
and transport blocks may therefore be delivered out of sequence, as seen in Figure 12.2 . In-sequence 
de livery implies that SDU n should be delivered prior to SDU n + I. This is an important aspect as 
several applications require the data to be received in the same order as it was transmitted. TCP can, 
to some extent, handle IP packets arriving out of sequence, a lthough with some performance impact, 
while for some streaming applications in-sequence delivery is essentia l. The basic idea behind in
sequence de livery is to store the received PDUs in a buffer until a ll PDUs with lower sequence 
number have been de livered. Only when a ll PDUs with lower sequence number have been used for 
assembling SDUs is the next PDU used. RLC retransmission, provided when opera ting in acknowl
edged mode only, operates on the same buffer as the in-sequence de livery mechanism. 

12.2.4 RLC Operation 
The operation of the RLC with respect to retransmissions and in-sequence de livery is perhaps best 
understood by the s imple example in Figure 12. 10, where two RLC entities are illustrated, one in the 
transmitting node and one in the receiving node. W hen operating in acknowledged mode, as assumed 
below, each RLC enti ty has both transmitter and receiver functionali ty, but in this example only one 
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provided by the receiving end to the transmitting end in the form of so~called status reports. Status

reports can either be transmitted autonomously by the receiver or requested by the transmitter. To

keep track of the PDUs in transit, the transmitter attaches an RLC header to each PDU. including.

among other fields. a sequence number.

Both RLC entities maintain two windows. the transmission and reception windows respectively.

Only PDUs in the transmission window are eligible for transmission: PDUs with sequence number

below the start of the window have already been acknowledged by the receiving RLC. Similarly. the

receiver only accepts PDUs with sequence numbers within the reception window. The receiver also

discards any duplicate PDUs as each PDU should be assembled into an SDU only once.

[2.2.3 tn-Sequence Delivery

Inesequence delivery implies that data blocks are delivered by the receiver in the same order as they

were transmitted. This is an essential part of RLC: the hybrid—ARC) processes operate independently

and transport blocks may therefore be delivered out of sequence. as seen in Figure 12.2. lndsequence

delivery implies that SDU :1 should be delivered prior to SDU n + 1. This is an important aspect as

several applications require the data to be received in the same order as it was transmitted. TCP can,

to some extent. handle IP packets an'iving out of sequence. although with some- performance impact.

while for some streaming applications in—sequence delivery is essential. The basic idea behind in—

sequence delivery is to store the received PDUs in a buffer until all PDUs with lower sequence

number have been delivered. Only when all PD Us with lower sequence number have been used for

assembling SDUs is the next PDU used. RLJC retransmission. provided when operating in acknowl—

edged mode only. operates on the same buffer as the in—sequence delivery mechanism.

t2. 2-4 RLU Operation

The operation of the RLC with respect to retransmissions and in—sequenee delivery is perhaps best

understood by the simple example in Figure IllU. where two RLC entities are illustrated, one in the

transmitting node and one in the receiving node. When operating in acknowledged mode. as assumed

below, each RLC entity has both transmitter and receiver functionality. but in this example only one
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of the directions is discussed as the other direction is identical. In the example, PDUs numbered 
from n to n + 4 are awaiting transmission in the transmission buffer. At time t0, PDUs with sequence 
number up to and including n have been transmitted and correctly received, but only PDUs up to 
and including n - l have been acknowledged by the receiver. As seen in the fi gure, the transmission 
window starts from n, the first not-yet-acknowledged PDU, while the reception window starts from 
n + I, the next PDU expected to be received. Upon reception of PDU n, the PDU is forwarded to the 
SDU reassembly fun ctionality for further processing. 

The transmission of PDUs continues and, at time ti, PDUs n + l and n + 2 have been transmitted 
but, at the receiving end, only PDU n + 2 has arrived. One reason for this could be that the missing 
PDU, n + 1, is being retransmitted by the hybrid-ARQ protocol and therefore has not yet been deliv
ered from the hybrid ARQ to the RLC. The transmission window remains unchanged compared to the 
previous fi gure, as none of the PDUs n and higher have been aclrnowledged by the receiver. Hence, 
any of these PDUs may need to be retransmitted as the transmitter is not aware of whether they have 
been received correctly or not. The reception window is not updated when PDU n + 2 arrives. The 
reason is that PDU n + 2 cannot be forwarded to SDU assembly as PDU n + l is missing. Instead, 
the receiver wai ts for the missing PDU n + l. Clearly, waiting for the missing PDU for an infinite 
time would stall the queue. Hence, the receiver starts a timer, the reordering timer, for the missing 
PDU. If the PDU is not received before the timer expires, a retransmission is requested. Fortunately, 
in this example, the missing PDU arrives from the hybrid-ARQ protocol at time t2, before the timer 
expires. The reception window is advanced and the reordering timer is stopped as the missing PDU 
has arrived. PDUs n + l and n + 2 are delivered for reassembly into SDUs. 

Duplicate detection is also the responsibility of the RLC, using the same sequence number as used 
for reordering. If PDU n + 2 arrives again (and is within the reception window), despite it having 
already been received, it is discarded. 

The example above illustrates the basic principle behind in-sequence delivery, which is supported 
by both acknowledged and unacknowledged modes. However, the acknowledged mode of operation 
also provides retransmission fun ctionality. To illustrate the principles behind this, consider Figure 
12.11 , which is a continuation of the example above. At time t3, PDUs up to n + 5 have been trans
mitted. Only PDU n + 5 has arrived and PDUs n + 3 and n + 4 are missing. Similar to the case 

Transmitter Receiver Transmitter Receiver Transmitter Receiver Transmitter Receiver 

t=t. t=t, t=t. .. 
FIGURE 12.11 

Retransmission of missing PDUs. 
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of the directions is discussed as the other direction is identical. In the example. PDUs numbered

from n to n + 4- are awaiting transmission in the transmission buffer. At time to. PDUs with sequence

number up to and including n have been transmitted and correctly received. but only PDUs up to

and including a — l have been acknowledged by the receiver. As seen in the figure. the transmission

window starts from n. the first not—yet—acknowledged PDU. while the reception window starts from

n + l, the next PDU expected to be received. Upon reception of PDU n, the PDU is forwarded to the

SDU reassembly functionality for further processing.

The transmission of PDUs continues and. at time n, PDUs n + l and n + 2 have been transmitted

but, at the receiving end. only PDU n + 2 has arrived. One reason for this could be that the missing

PDU. n + l. is being retransmitted by the hybrid~ARQ protocol and therefore has not yet been deliv—

ered from the hybrid ARQ to the RLC. The transmission window remains unchanged compared to the

previous figure. as none of the PDUs n and higher have been acknowledged by the receiver. Hence.

my of these PDUs may need to be retransmitted as the transmitter is not aware of whether they have

been received correctly or not. The reception window is not updated when PDU n + 2 arrives. The

reason is that PDU n. + 2 cannot be forwarded to SDU assembly as PDU it + l is missing. Instead.

the receiver waits for the missing PDU n + 1. Clearly. waiting for the missing PDU for an infinite

time would stall the queue. Hence. the receiver starts a timer. the murdering timer. for the missing

PDU. If the PDU is not received before the timer expires. a retransmission is requested. Fortunately.

in this example. the missing PDU arrives from the hybrid-ARQ protocol at time Q. before the timer

expires. The reception window is advanced and the reordering timer is stopped as the missing PDU

has arrived. PDUs n + l and n + 2 are delivered for reassembly into SDUs.

Duplicate detection is also the responsibility of the RLC. using the same sequence number as used

for reordering. If PDU n + 2 arrives again [and is within the reception window). despite it having

already been received. it is discarded.

The example above illustrates the basic principle behind in—sequence delivery. which is supported

by both acknowledged and unacknowledged modes. However. the acknowledged mode of operation

also provides retransmission functionality. To illustrate the principles behind this. consider Figure

12.11. which is a continuation of the example above. At time :3, PDUs up to n + 5 have been trans—

mitted. Only PDU n + 5 has an'ived and PDUs u + 3 and rt + 4 are missing. Similar to the case
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t=t‘ I=t6 1.

 
FIGURE 12.11 

Retransmission of missing PDUs.
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above, this causes the reordering timer to start. However, in this example no PDUs arrive prior to the 
expiration of the timer. The expiration of the timer at time t4 triggers the receiver to send a control 
PDU containing a status report, indicating the missing PDUs, to its peer entity. Control PDUs have 
higher priority than data PDUs to avoid the status reports being unnecessarily delayed and negatively 
impact the retransmission delay. Upon reception of the status report at time t5, the transmitter knows 
that PDUs up to n  2 have been received correctly and the transmission window is advanced. The 
missing PDUs n  3 and n  4 are retransmitted and, this time, correctly received.

The retransmission was triggered by the reception of a status report in this example. However, 
as the hybrid-ARQ and RLC protocols are located in the same node, tight interaction between the 
two is possible. The hybrid-ARQ protocol at the transmitting end could therefore inform the RLC 
at the transmitting end in case the transport block(s) containing PDUs n  3 and n  4 have failed. 
The RLC can use this to trigger retransmission of missing PDUs without waiting for an explicit RLC  
status report, thereby reducing the delays associated with RLC retransmissions.

Finally, at time t6, all PDUs, including the retransmissions, have been delivered by the transmit-
ter and successfully received. As n  5 was the last PDU in the transmission buffer, the transmitter 
requests a status report from the receiver by setting a flag in the header of the last RLC data PDU. 
Upon reception of the PDU with the flag set, the receiver will respond by transmitting the requested 
status report, acknowledging all PDUs up to and including n  5. Reception of the status report by 
the transmitter causes all the PDUs to be declared as correctly received and the transmission window 
is advanced.

Status reports can, as mentioned earlier, be triggered for multiple reasons. However, to control 
the amount of status reports and to avoid flooding the return link with an excessive number of status 
reports, it is possible to use a status prohibit timer. With such a timer, status reports cannot be trans-
mitted more often than once per time interval as determined by the timer.

For the initial transmission, it is relatively straightforward to rely on a dynamic PDU size as a 
means to handle the varying data rates. However, the channel conditions and the amount of resources 
may also change between RLC retransmissions. To handle these variations, already transmitted PDUs 
can be (re)segmented for retransmissions. The reordering and retransmission mechanisms described 
above still apply; a PDU is assumed to be received when all the segments have been received. Status 
reports and retransmissions operate on individual segments; only the missing segment of a PDU 
needs to be retransmitted.
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Power Control, Scheduling, and 
Interference Handling 13

CHAPTER

This chapter deals with some radio-resource-management issues, including uplink power control, 
downlink and uplink scheduling, and different means for inter-cell interference coordination to handle/ 
avoid severe interference between different cells including cells of different layers in so-called  
heterogeneous network deployments.

13.1 UPLINK POWER CONTROL
Uplink power control for LTE is the set of algorithms and tools by which the transmit power for differ-
ent uplink physical channels and signals are controlled to ensure that they, if possible, are received at 
the cell site with appropriate power. This means that the transmission should be received with sufficient 
power to allow for proper demodulation of the corresponding information. At the same time, the trans-
mit power should not be unnecessarily high as that would cause unnecessary interference to other cells.1 
The transmit power will thus depend on the channel properties, including the channel attenuation and 
the noise and interference level at the receiver side. Furthermore, in the case of DL-SCH transmission 
on PDSCH, if the received power is too low one can either increase the transmit power or reduce the 
data rate by use of rate control. Thus, in this case there is an intimate relation between power control and 
rate control.

How to set the transmit power for random access will be discussed in Chapter 14. Here we will mainly 
discuss the power-control mechanism for the PUCCH and PUSCH physical channels. We will also briefly 
discuss the power setting for sounding reference signals. Uplink demodulation reference signals are always 
transmitted together and time-multiplexed with PUSCH or PUCCH. The demodulation reference signals 
are then transmitted with the same power as the corresponding physical channel. This is also true in the 
case of uplink spatial multiplexing if the reference signal power is defined as the total power of all demod-
ulation reference signals transmitted by the terminal. Expressed differently, the power of a single demodu-
lation reference signal is equal to the corresponding per-layer PDSCH power.

Fundamentally, LTE uplink power control is a combination of an open-loop mechanism, implying 
that the terminal transmit power depends on estimates of the downlink path loss, and a closed-loop 
mechanism, implying that the network can, in addition, directly adjust the terminal transmit power 
by means of explicit power-control commands transmitted on the downlink. In practice, these power-
control commands are determined based on prior network measurements of the received uplink 
power, thus the term “closed loop”.

1 In the case of uplink MU-MIMO there may also be interference to the cell itself.
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13.1.1 Uplink Power Control – Some Basic Rules
Before going into the details of the power control algorithms for PUSCH and PUCCH, some basic 
rules for the power assignment to different physical channels will be discussed. These rules mainly 
deal with the presence of different transmit-power limitations and how these limitations impact the 
transmit-power setting for different physical channels. This is especially of interest in the case of the 
simultaneous transmission of multiple physical channels from the same terminal, a situation that may 
occur for LTE release 10 and beyond:

l With LTE release 10 there is the possibility for carrier aggregation, implying that multiple 
PUSCH may be transmitted in parallel on different component carriers.

l With LTE release 10 there is also the possibility for simultaneous PUSCH/PUCCH transmission 
on the same or different component carriers.

In principle, each physical channel is separately and independently power controlled. However, in 
the case of multiple physical channels to be transmitted in parallel from the same terminal, the total 
power to be transmitted for all physical channels may, in some cases, exceed the maximum termi-
nal output power PTMAX corresponding to the terminal power class. As will be seen below, the basic 
strategy is then to first ensure that transmission of any L1/L2 control signaling is assigned the power 
assumed to be needed for reliable transmission. The remaining available power is then assigned to the 
remaining physical channels.

For each uplink component carrier configured for a terminal there is also an associated and explicitly 
configured maximum per-carrier transmit power PCMAX,c, which may be different for different com-
ponent carriers (indicated by the index c). Furthermore, although it obviously does not make sense for 
PCMAX,c to exceed the maximum terminal output power PTMAX, the sum of PCMAX,c for all configured 
component carriers may very well, and typically will, exceed PTMAX. The reason is that, in many cases, 
the terminal will not be scheduled for uplink transmission on all its configured component carriers and 
the terminal should also in that case be able to transmit with its maximum output power.

As will be seen in the next sections, the power control of each physical channel explicitly ensures 
that the total transmit power for a given component carrier does not exceed PCMAX,c for that carrier. 
However, the separate power-control algorithms do not ensure that the total transmit power for all 
component carriers to be transmitted by the terminal does not exceed the maximum terminal output 
power PTMAX. Rather, this is ensured by a subsequent power scaling applied to the physical channels 
to be transmitted. This power scaling is carried out in such a way that any L1/L2 control signaling has 
higher priority, compared to data (UL-SCH) transmission.

If PUCCH is to be transmitted in the subframe it is first assigned the power determined by its 
corresponding power-control algorithm, before any power is assigned to any PUSCH to be transmit-
ted in parallel PUCCH. This ensures that L1/L2 control signaling on PUCCH is assigned the power 
assumed to be needed for reliable transmission before any power is assigned for data transmission.

If PUCCH is not transmitted in the subframe but L1/L2 control signaling is multiplexed on to 
PUSCH, the PUSCH carrying the L1/L2 control signaling is first assigned the power determined by 
its corresponding power-control algorithm, before any power is assigned to any other PUSCH to be 
transmitted in parallel. Once again, this ensures that L1/L2 control signaling is assigned the power 
assumed to be needed before any power is assigned for other PUSCH transmissions only carrying 
UL-SCH. Note that, in the case of transmission of multiple PUSCH in parallel (carrier aggregation), 
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at most one PUSCH may include L1/L2 control signaling. Also, there cannot be PUCCH transmis-
sion and L1/L2 control signaling multiplexed on to PUSCH in the same subframe. Thus, there will 
never be any conflict between the above rules.

If the remaining available transmit power is not sufficient to fulfill the power requirements of any 
remaining PUSCH to be transmitted, the powers of these remaining physical channels, which only 
carry UL-SCH, are scaled so that the total power for all physical channels to be transmitted does not 
exceed the maximum terminal output power.

Overall, the PUSCH power scaling, including the priority for PUSCH with L1/L2 control signal-
ing, can thus be expressed as:

w P P Pc c
i

⋅∑ PUSCH TMAX PUCCH, ,

where PPUSCH,c is the transmit power for PUSCH on carrier c as determined by the power-control 
algorithm (before power scaling but including the per-carrier limitation PCMAX,c), PPUCCH is the trans-
mit power for PUCCH (which is zero if there is no PUCCH transmission in the subframe), and wc is 
the power-scaling factor for PUSCH on carrier c (wc  1). For any PUSCH carrying L1/L2 control 
signaling the scaling factor wc should be set to 1. For the remaining PUSCH, some scaling factors 
may be set to zero by decision of the terminal, in practice implying that the PUSCH, as well as the 
corresponding UL-SCH mapped to the PUSCH, are not transmitted. For the remaining PUSCH the 
scaling factors wc are set to the same value less than or equal to 1 to ensure that the above inequality 
is fulfilled. Thus, all PUSCH that are actually transmitted are power scaled by the same factor.

After this overview of some general rules for the power setting of different terminals, especially 
for the case of multiple physical channels transmitted in parallel from the same terminal, the power 
control carried out separately for each physical channel will be described in more detail.

13.1.2 Power Control for PUCCH
For PUCCH, the appropriate received power is simply the power needed to achieve a desired – that 
is, a sufficiently low – error rate in the decoding of the L1/L2 control information transmitted on the 
PUCCH. However, it is then important to bear the following in mind:

l In general, decoding performance is not determined by the received signal strength but rather 
by the received signal-to-interference-plus-noise ratio (SINR). What is an appropriate received 
power thus depends on the interference level at the receiver side, an interference level that may 
differ between different deployments and which may also vary in time as, for example, the load of 
the network varies.

l As described in Chapter 11, there are different PUCCH formats which are used to carry different types 
of uplink L1/L2 control information (hybrid-ARQ acknowledgements, scheduling requests, channel-
state reports, or combinations thereof). The different PUCCH formats thus carry different numbers 
of information bits per subframe and the information they carry may also have different error-rate 
requirements. The required received SINR may therefore differ between the different PUCCH formats,  
something that needs to be taken into account when setting the PUCCH transmit power in a given 
subframe.

(13.1)
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Overall, power-control for PUCCH can be described by the following expression:

P P P PLcPUCCH CMAX PUCCH DL Formatmin , ., ,0 ∆ δ{ }

In the expression above, PPUCCH is the PUCCH transmit power to use in a given subframe and PLDL 
is the downlink path loss as estimated by the terminal. The “min {PCMAX,c, …}” term ensures that the 
PUCCH transmit power as determined by the power control will not exceed the per-carrier maximum 
power PCMAX,c.

The parameter P0,PUCCH in expression (13.2) is a cell-specific parameter that is broadcast as part of 
the cell system information. Considering only the part P0,PUCCH  PLDL in the PUCCH power-control 
expression and assuming that the (estimated) downlink path loss accurately reflects the true uplink 
path loss, it is obvious that P0,PUCCH can be seen as the desired or target received power. As dis-
cussed earlier, the required received power will depend on the uplink noise/interference level. From 
this point of view, the value of P0,PUCCH should take the interference level into account and thus vary 
in time as the interference level varies. However, in practice it is not feasible to have P0,PUCCH vary-
ing with the instantaneous interference level. One simple reason is that the terminal does not read 
the system information continuously and thus the terminal would anyway not have access to a fully  
up-to-date P0,PUCCH value. Another reason is that the uplink path-loss estimates derived from down-
link measurements will anyway not be fully accurate, for example due to differences between the 
instantaneous downlink and uplink path loss, as well as due to measurement inaccuracies.

Thus, in practice, P0,PUCCH may reflect the average interference level, or perhaps only the rela-
tively constant noise level. More rapid interference variations can then be taken care of by closed-
loop power control, see below.

For the transmit power to reflect the typically different SINR requirements for different PUCCH 
formats, the PUCCH power-control expression includes the term ΔFormat, which adds a format-
dependent power offset to the transmit power. The power offsets are defined such that a baseline 
PUCCH format, more exactly the format corresponding to the transmission of a single hybrid-ARQ 
acknowledgement (format 1 with BPSK modulation, as described in Section 11.4.1.1), has an offset 
equal to 0 dB, while the offsets for the remaining formats can be explicitly configured by the network. 
For example, PUCCH format 1 with QPSK modulation, carrying two simultaneous acknowledge-
ments and used in the case of downlink spatial multiplexing, should have a power offset of roughly 
3 dB, reflecting the fact that twice as much power is needed to communicate two acknowledgements 
instead of just a single acknowledgement.

Finally, it is possible for the network to directly adjust the PUCCH transmit power by providing 
the terminal with explicit power-control commands that adjust the term δ in the power-control expres-
sion above. These power-control commands are accumulative – that is, each received power-control 
command increases or decreases the term δ by a certain amount. The power-control commands for 
PUCCH can be provided to the terminal by two different means:

l As mentioned in Section 10.4, a power-control command is included in each downlink schedul-
ing assignment – that is, the terminal receives a power-control command every time it is explicitly 
scheduled on the downlink. One reason for uplink PUCCH transmissions is the transmission of 
hybrid-ARQ acknowledgements as a response to downlink DL-SCH transmissions. Such down-
link transmissions are typically associated with downlink scheduling assignments on PDCCH and 

(13.2)
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the corresponding power-control commands could thus be used to adjust the PUCCH transmit 
power prior to the transmission of the hybrid-ARQ acknowledgements.

l Power-control commands can also be provided on a special PDCCH that simultaneously provides 
power-control commands to multiple terminals (PDCCH using DCI format 3/3A; see Section 
10.4.7). In practice, such power-control commands are then typically transmitted on a regular 
basis and can be used to adjust the PUCCH transmit power, for example prior to (periodic) uplink 
channel-state reports. They can also be used in the case of semi-persistent scheduling (see Section 
13.2.3), in which case there may be uplink transmission of both PUSCH (UL-SCH) and PUCCH 
(L1/L2 control) without any explicit scheduling assignments/grants.

The power-control command carried within the uplink scheduling grant consists of two bits, cor-
responding to the four different update steps 1, 0, 1, or 3 dB. The same is true for the power-
control command carried on the special PDCCH assigned for power control when this is configured 
to DCI format 3A. On the other hand, when the PDCCH is configured to use DCI format 3, each 
power-control command consists of a single bit, corresponding to the update steps 1 and 1 dB. 
In the latter case, twice as many terminals can be power controlled by a single PDCCH. One reason 
for including the possibility for 0 dB (no change of power) as one power-control step is that a power-
control command is included in every downlink scheduling assignment and it is desirable not to have 
to update the PUCCH transmit power for each assignment.

13.1.3 Power Control for PUSCH
Power-control for PUSCH transmission can be described by the following expression:

P P P P PL Mc cPUSCH CMAX PUCCH PUSCH DL MC, , ,min , log0 1010α ⋅ ⋅ ( ) ∆ SS δ{ },

where M indicates the instantaneous PUSCH bandwidth measured in number of resource blocks and 
the term ΔMCS is similar to the term ΔFormat in the expression for PUCCH power control – that is, it 
reflects the fact that different SINR is required for different modulation schemes and coding rates 
used for the PUSCH transmission.

The above expression is clearly similar to the power-control expression for PUCCH transmission, 
with some key differences:

l The use of “PCMAX,c    PPUCCH” reflects the fact that the transmit power available for PUSCH on 
a carrier is the maximum allowed per-carrier transmit power after power has been assigned to any 
PUCCH transmission on that carrier. This ensures priority of L1/L2 signaling on PUCCH over 
data transmission on PUSCH in the power assignment, as described in Section 13.1.1.

l The term 10 ? log10(M) reflects the fact that what is fundamentally controlled by the param-
eter P0,PUSCH is the power per resource block. For a larger resource assignment, a correspond-
ingly higher received power and thus a correspondingly higher transmit power is needed.2

(13.3)

2 One could also have included a corresponding term in the expression for PUCCH power control. However, as the PUCCH 
bandwidth always corresponds to one resource block, the term would always equal zero.
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l The parameter α, which can take a value smaller than or equal to 1, allows for so-called partial 
path-loss compensation, as described below.

In general, the parameters P0,PUSCH, α, and ΔMCS can be different for the different component car-
riers configured for a terminal.

In the case of PUSCH transmission, the explicit power-control commands controlling the term 
δ above are included in the uplink scheduling grants, rather than in the downlink scheduling assign-
ments. This makes sense as PUSCH transmissions are preceded by an uplink scheduling grant except 
for the case of semi-persistent scheduling. Similar to the power-control commands for PUCCH in 
the downlink scheduling assignment, the power-control commands for PUSCH are multi-level. 
Furthermore, also in the same way as for PUCCH power control, explicit power-control commands 
for PUSCH can be provided on the special PDCCH that simultaneously provides power-control com-
mands to multiple terminals. These power-control commands can, for example, be used for the case 
of PUSCH transmission using semi-persistent scheduling.

Assuming α equal to 1, also referred to as full path-loss compensation, the PUSCH power-control 
expression becomes very similar to the corresponding expression for PUCCH. Thus, the network can 
select a modulation-and-coding scheme (MCS) and the power-control mechanism, including the term 
ΔMCS, will ensure that the received SINR will match the SINR required for that modulation-and-coding 
scheme, assuming that the terminal transmit power does not reach its maximum value.

In the case of PUSCH transmission, it is also possible to “turn off” the ΔMCS function by setting 
all ΔMCS values to zero. In that case, the PUSCH received power will be matched to a certain MCS 
given by the selected value of P0,PUSCH.

With the parameter α less than 1, the PUSCH power control operates with so-called partial path-
loss compensation – that is, an increased path loss is not fully compensated for by a corresponding 
increase in the uplink transmit power. In that case, the received power, and thus the received SINR 
per resource block, will vary with the path loss and, consequently, the scheduled modulation-and-
coding scheme should vary accordingly. Clearly, in the case of fractional path-loss compensation, the 
ΔMCS function should be disabled. Otherwise, the terminal transmit power would be further reduced 
when the modulation-and-coding scheme is reduced to match the partial path-loss compensation.

Figure 13.1 illustrates the differences between full path-loss compensation (α  1) and partial 
path-loss compensation (α  1). As can be seen, with partial path-loss compensation, the terminal 
transmit power increases more slowly than the increase in path loss (left-hand figure) and, conse-
quently, the received power, and thus also the received SINR, is reduced as the path loss increases 
(right-hand figure). To compensate for this, the modulation-and-coding scheme – that is, the PUSCH 
data rate – should be reduced as the path loss increases.

The potential benefit of partial path-loss compensation is a relatively lower transmit power for 
terminals closer to the cell border, implying less interference to other cells. At the same time, this 
also leads to a reduced data rate for these terminals. It should also be noted that a similar effect can be 
achieved with full path-loss compensation by having the scheduled modulation-and-coding scheme 
depend on the estimated downlink path loss, which can be derived from the power headroom report, 
and rely on ΔMCS to reduce the relative terminal transmit power for terminals with higher path loss. 
However, an even better approach would then be to not only base the modulation-and-coding scheme 
selection on the path loss to the current cell, but also on the path loss to the neighboring interfered 
cells.
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FIGURE 13.1 

Full vs. partial path-loss compensation. Solid curve: full compensation (a = 1). Dashed 
curve: partial compensation (a = 0.8 in th is example). 

13.1.4 Power Control for SRS 

130 

The SRS transmit power basically follows that of the PUSCH, compensating for the exact bandwidth 
of the SRS transmission and with an additional power offset. Thus, the power control for SRS trans
mission can be described according to: 

(13.4) 

where the parameters P o.PUSCH, a , and 8 are the same as for PUSCH power control, as discussed in 
Section 13. l .3. Furthermore, MsRs is the bandwidth, expressed as number of resource blocks, of the 
SRS transmission and PsRs is a configurable offset. 

13.1.5 Power Headroom 
To assist the scheduler in the selection of a combination of modulation-and-coding scheme and 
resource size M that does not lead to the terminal being power limited, the terminal can be configured 
to provide regular power headroom reports on its power usage (see also Section 13.2.2.2). According 
to Section 13.l.l there is a separate transmit-power limitation for each component carrier. Thus, 
power headroom should be measured and reported separately for each component carrier. 

There are two different types of power-headroom reports defined for LTE release 10, Type 1 and 
Type 2. Type I reporting refl ects the power headroom assuming PUSCH-only transmission on the car
rier, while the Type-2 report assumes combined PUSCH and PUCCH transmission. 

The Type- I power headroom valid for a certain subframe, assuming that the terminal was really 
scheduled for PUSCH transmission in that subframe, is given by the following expression: 

Power Headroom = PcMAX,c - (Po.PUSCH + a· P£oL + 10 · log10 (M) + ~MCS + 8) , (13.5) 
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Full vs. partial path-loss compensation. Solid curve: full compensation to = 1). Dashed

curve: partial compensation to = 0.8 in this example).

I3. L4 Power control for SRS

The SRS transmit power basically follows that of the .PUSCH. compensating for lhe exact bandwidth

of lhe SRS transmission and with an additional power offset. Thus. the power control for SR5 trans—

mission can be described according to:

PSRS = min{PCMAx_C.PD'pUSCH + [I ' PLDL +10 ' lug”) (M5113) + 6 ‘l' PSRs}, (13.4]

where the parameters Pfl‘pUSCH, ct. and 6 are the same as for PU SCH power control. as discussed in

Section 13.1.3. Furthermore. MSRS is the bandwidd}. expressed as number of resource blocks. of the

SR5 transmission and PSRS is a configurable offset.

I3. to Power Headroom

To assist the scheduler in the selection of a combination of modulation—and—coding scheme and

resource size M that does not lead to the terminal being power limited. the terminal can be configured

to provide regular power headroom reports on its power usage (see also Section 13.2.2.2). According

to Section 13.1.] there is a separate transmit—power limitation for each component carrier. Thus,

power head room should be measured and reported separately for each component carrier.

There are two different types ol" power—headroom reports defined for LTE release 10. fi-‘pe I and

type 2. Type I reporting reflects the power headroom assuming PUSCH—only transmission on the car—

rier, while the Type—2 report assumes combined PUSCH and PUCCH lransluission.

The Type—l power headroom valid for a certain subframe. assuming lhat the terminal was really

scheduled for PUSCI—I transmission in that subframe. is given by the following expression:

Power Headroom = PCMAXI — (PaPUSCH -l- a - PLDL 4- IO - log“) [M] -l- AMCS + 6]. (13.5)
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where the values for M and ΔMCS correspond to the resource assignment and modulation-and-coding 
scheme used in the subframe to which the power-headroom report corresponds. It can be noted that the 
power headroom is not a measure of the difference between the maximum per-carrier transmit power and 
the actual carrier transmit power. Rather, comparing with expression (13.3) it can be seen that the power 
headroom is a measure of the difference between PCMAX,c and the transmit power that would have been 
used assuming that there would have been no upper limit on the transmit power. Thus, the power head-
room can very well be negative. More exactly, a negative power headroom indicates that the per-carrier 
transmit power was limited by PCMAX,c at the time of the power headroom reporting. As the network 
knows what modulation-and-coding scheme and resource size the terminal used for transmission in the 
subframe to which the power-headroom report corresponds, it can determine what are the valid combina-
tions of modulation-and-coding scheme and resource size M, assuming that the downlink path loss PLDL 
and the term δ have not changed substantially.

Type-1 power headroom can also be reported for subframes where there is no actual PUSCH 
transmission. In such cases, 10 • log10(M) and ΔMCS in the expression above are set to zero:

Power Headroom CMAX PUSCH DLP P PLc, , .0 α δ⋅( )

This can be seen as the power headroom assuming a default transmission configuration cor-
responding to the minimum possible resource assignment (M  1) and the modulation-and-coding 
scheme associated with ΔMCS  0 dB.

Similarly, Type-2 power headroom reporting is defined as the difference between the maximum 
per-carrier transmit power and the sum of the PUSCH and PUCCH transmit power given by their 
corresponding power-control expressions (13.2) and (13.1) respectively, once again not taking into 
account any maximum per-carrier power when calculating the PUSCH and PUCCH transmit power.

Similar to Type-1 power headroom reporting, the Type-2 power headroom can also be reported 
for subframes in which no PUSCH and/or PUCCH is transmitted. In that case a virtual PUSCH and 
or PUCCH transmit power is calculated, assuming the smallest possible resource assignment (M  1) 
and ΔMCS  0 dB for PUSCH and ΔFormat  0 for PUCCH.

13.2 SCHEDULING AND RATE ADAPTATION
The purpose of the scheduler is to determine to/from which terminal(s) to transmit data and on which 
set of resource blocks. The scheduler is a key element and to a large degree determines the over-
all behavior of the system. The basic operation is so-called dynamic scheduling, where the eNodeB 
in each 1 ms TTI transmits scheduling information to the selected set of terminals, controlling the 
uplink and downlink transmission activity. The scheduling decisions are transmitted on the PDCCHs 
as described in Chapter 10. To reduce the control signaling overhead, there is also the possibility of 
semi-persistent scheduling. Semi-persistent scheduling will be described further in Section 13.2.3.

For carrier aggregation, each component carrier is independently scheduled with individual 
scheduling assignments/grants and one DL-SCH/UL-SCH per scheduled component carrier. Semi-
persistent scheduling is only supported on the primary component carriers, motivated by the fact that 
the main usage is for small payloads not requiring multiple component carriers.

The downlink scheduler is responsible for dynamically controlling the terminal(s) to transmit to 
and, for each of these terminals, the set of resource blocks upon which the terminal’s DL-SCH (or 

(13.6)
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OL-SCHs in the case of carrier aggregation) is transmitted. Transport-format selection (selection of 
transport-bock size, modulation-and-coding scheme, resource-block a llocation, and antenna mapping) 
for each component carrier and logical cham1el multiplexing for downlink transmissions are control
led by the eNodeB, as illustrated in the left part of Figure I 3.2. 

The uplink scheduler serves a simiJar purpose, namely to dynamically control which terminals are to 
transmit on their UL-SCH (or UL-SCHs in the case of carrier aggregation) and on which uplink resources. 
The uplink scheduler is in complete control of the transport format the terminal will use, whereas the 
logical-channel multiplexing is controlled by the tenninal according to a set of rules. Thus, uplink schedul
ing is per terminal and not per radio bearer. This is illustrated in the right part of Figure 13.2, where the 
scheduler controls the transport fonnat and the terminal controls the logical-cham1el multiplexing. 

In the following, dynamic downlink and uplink scheduling will be described, as well as related 
fun ctionality such as uplink priority handling, scheduling request and buffer status reporting, semi
persistent scheduling, half-duplex FOO operation, cham1el-sta te reporting, and DRX functionality. 

13.2.1 Downlink Scheduling 
The task of the downlink scheduler is to dynainically determine the terminal(s) to transmit to and, 
for each of these tenninals, the set of resource blocks upon which the terminal's OL-SCH should be 
transmitted. In most cases, a single tenninal cannot use the full capacity of the cell , for example due 
to Jack of data. Also, as the channel properties may vary in the frequency domain, it is useful to be 
able to transmit to different terminals on different parts of the spectrum. Therefore, multiple terminals 
can be scheduled in parallel in a subframe, in which case there is one OL-SCH per scheduled termi
nal and component carrier, each dynainically mapped to a (unique) set of frequency resources. 
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DL—SCHs in the case of carrier aggregation) is transmitted. Transport—format selection (selection of

transport—hock size. modulation—and—coding scheme, resource—block allocation. and antenna mapping)

for each component carrier' and logical channel multiplexing l’or downlink transmissions are control-

led by the eNodeB, as illustrated in the left part of Figure 'l 3.2.

The rrplt'nk scheduler serves a similar purpose, namely to dynamically control which terminals are to

transmit on their UL—SCH tor UL—SCHs in the case ofcan'ier aggregation) and on which uplink resources.

The uplink scheduler is in complete control of the transport format the terminal will use. whereas the

logical—channel multiplexing is controlled by the terminal according to a set ofrules. Thus. uplink schedul—

ing is per terminal and not per radio heater. This is illustrated in the right part of Figure 13.2. where the

scheduler controls the transport format turd the terminal controls the logical—channel multiplexing.

In the following, dynamic downlink and uplink scheduling will be described. as well as related
functionality such as uplink priority handling. scheduling request and buffer status reporting. semi—

persistent scheduling. half—duplex FDD operation. channel—state reporting. and DRX functionality.

13.2. I annlink Scheduling

The task of the downlink scheduler is to dynamically determine the terminalt'si to transmit to and.

for each of these terminals. the set of resource blocks upon which the tenninal’s DL~SCH should be

transmitted. In most cases. a single terminal cannot use the full capacity of the cell. for example due

to lack of data. Also. as the channel properties may vary in the frequency domain, it is useful to be

able to transmit to different terminals on different parts of the spectrum. There-fore. multiple terminals

can be scheduled in parallel in a subframe. in which case there is one DL—SCH per scheduled termi—

nal and component carrier. each dynamically mapped to a (unique) set of frequency resources.
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The scheduler is in control of the instantaneous data rate used, and the RLC segmentation and 
MAC multiplexing will therefore be affected by the scheduling decision. Although formally part of 
the MAC layer but to some extent better viewed as a separate entity, the scheduler is thus controlling 
most of the functions in the eNodeB associated with downlink data transmission:

l RLC. Segmentation/concatenation of RLC SDUs is directly related to the instantaneous data rate. 
For low data rates, it may only be possible to deliver a part of an RLC SDU in a TTI, in which 
case segmentation is needed. Similarly, for high data rates, multiple RLC SDUs may need to be 
concatenated to form a sufficiently large transport block.

l MAC. Multiplexing of logical channels depends on the priorities between different streams. For 
example, radio resource control signaling, such as handover commands, typically has a higher pri-
ority than streaming data, which in turn has higher priority than a background file transfer. Thus, 
depending on the data rate and the amount of traffic of different priorities, the multiplexing of dif-
ferent logical channels is affected. Hybrid-ARQ retransmissions also need to be accounted for.

l L1. Coding, modulation and, if applicable, the number of transmission layers and the associated 
precoding matrix are obviously affected by the scheduling decision. The choices of these parame-
ters are mainly determined by the radio conditions and the selected data rate – that is, the transport 
block size.

The scheduling decision is communicated to each of the scheduled terminals through the down-
link L1/L2 control signaling as described in Chapter 10, using one PDCCH per downlink assignment.

Each terminal monitors a set of PDCCHs as described in Chapter 10 for downlink scheduling 
assignments. A scheduling assignment is transmitted in the same subframe as the data. If a valid 
assignment matching the identity of the terminal is found, then the terminal receives and proc-
esses the transmitted signal as indicated in the assignment. Once the transport block is successfully 
decoded, the terminal will demultiplex the received data into the appropriate logical channels.

In the case of carrier aggregation, there is one PDCCH per component carrier. Furthermore, if 
cross-carrier scheduling is configured (see Chapter 10), the downlink assignment does not have to be 
transmitted on the same component carrier as the associated data, as information about the compo-
nent carrier containing the associated data is included in the scheduling assignment in this case.

The scheduling strategy is implementation specific and not part of the 3GPP specifications. In 
principle, any of the schedulers described in Chapter 6 can be applied. However, the overall goal of 
most schedulers is to take advantage of the channel variations between terminals and preferably to 
schedule transmissions to a terminal when the channel conditions are advantageous. Most scheduling 
strategies therefore need information about:

l channel conditions at the terminal;
l buffer status and priorities of the different data flows;
l the interference situation in neighboring cells (if some form of interference coordination is 

implemented).

Information about the channel conditions at the terminal can be obtained in several ways. In prin-
ciple, the eNodeB can use any information available, but typically the channel-state reports from the 
terminal, further described in Section 13.2.5, are used. However, additional sources of channel knowl-
edge, for example exploiting channel reciprocity to estimate the downlink quality from uplink chan-
nel estimates in the case of TDD, can also be exploited by a particular scheduler implementation.
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In addition to the channel-state information, the scheduler should take buffer status and priority 
levels into account. Obviously it does not make sense to schedule a terminal with empty transmission 
buffers. Priorities of the different types of traffic may also vary; RRC signaling may be prioritized 
over user data. Furthermore, RLC and hybrid-ARQ retransmissions, which are in no way different 
from other types of data from a scheduler perspective, are typically also given priority over initial 
transmissions.

Downlink inter-cell interference coordination is also part of the implementation-specific scheduler 
strategy. A cell may signal to its neighboring cells the intention to transmit with a lower transmission 
power in the downlink on a set of resource blocks. This information can then be exploited by neigh-
boring cells as a region of low interference where it is advantageous to schedule terminals at the cell 
edge, terminals that otherwise could not attain high data rates due to the interference level. Inter-cell 
interference handling is further discussed in Section 13.3.

13.2.2 Uplink Scheduling
The basic function of the uplink scheduler is similar to its downlink counterpart, namely to dynami-
cally determine, for each 1 ms interval, which terminals are to transmit and on which uplink 
resources. As discussed before, the LTE uplink is primarily based on maintaining orthogonality 
between different uplink transmissions and the shared resource controlled by the eNodeB scheduler is 
time–frequency resource units. In addition to assigning the time–frequency resources to the terminal, 
the eNodeB scheduler is also responsible for controlling the transport format the terminal will use for 
each of the uplink component carriers. As the scheduler knows the transport format the terminal will 
use when it is transmitting, there is no need for outband control signaling from the terminal to the 
eNodeB. This is beneficial from a coverage perspective, taking into account that the cost per bit of 
transmitting outband control information can be significantly higher than the cost of data transmis-
sion, as the control signaling needs to be received with higher reliability. It also allows the scheduler 
to tightly control the uplink activity to maximize the resource usage compared to schemes where the 
terminal autonomously selects the data rate, as autonomous schemes typically require some margin in 
the scheduling decisions. A consequence of the scheduler being responsible for selection of the trans-
port format is that accurate and detailed knowledge about the terminal situation with respect to buffer 
status and power availability is more accentuated in LTE compared to systems where the terminal 
autonomously controls the transmission parameters.

The basis for uplink scheduling is scheduling grants, containing the scheduling decision and pro-
viding the terminal information about the resources and the associated transport format to use for 
transmission of the UL-SCH on one component carrier. Only if the terminal has a valid grant is it 
allowed to transmit on the corresponding UL-SCH; autonomous transmissions are not possible with-
out a corresponding grant. Dynamic grants are valid for one subframe – that is, for each subframe in 
which the terminal is to transmit on the UL-SCH, the scheduler issues a new grant. Uplink compo-
nent carriers are scheduled independently; if the terminal is to transmit simultaneously on multiple 
component carriers, multiple scheduling grants are needed.

The terminal monitors a set of PDCCHs as described in Chapter 10 for uplink scheduling grants. 
Upon detection of a valid uplink grant, the terminal will transmit its UL-SCH according to the infor-
mation in the grant. Obviously, the grant cannot relate to the same subframe it was received in as the 
uplink subframe has already started when the terminal has decoded the grant. The terminal also needs 
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some time to prepare the data to transmit. Therefore, a grant received in subframe n affects the uplink 
transmission in a later subframe. 

For FDD, the grant timing is straightforward. An uplink grant received in a subframe n triggers an 
uplink transmission in subframe n + 4, as illustrated in Figure 13.3. This is the same timing relation 
as used for uplink retransmission triggered by the PHICH, motivated by the possibility to override the 
PHICH by a dynamic scheduling grant, as described in Chapter 12 . 

For TDD, the situation is s lightly more complicated as subframe n + 4 may not be an uplink 
subframe. Hence, for TDD configurations 1-6 the timing re lation is modified such that the uplink 
transmission occurs in subframe n + k, where k is the smallest value larger than or equal to 4 such 
that subframe n + k is an uplink subframe. This provides at least the same processing time for the 
terminal as in the FDD case while minimizing the delay from receipt of the uplink grant to the actual 
transmission. Note that this implies that the time between grant receipt and uplink transmission may 
differ between different subframes. Furthermore, for the downlink-heavy configurations 1- 5, another 
property is that uplink scheduling grants can only be received in some of the downlink subframes. 

For TDD configuration O there are more uplink subframes than downlink subframes, which calls for 
the possibility to schedule transmissions in multiple uplink subframes from a single downlink subframe. 
The same timing relation as for the other TDD configurations is used but with slight modifications. 
Recall from Chapter 10 that the grant transmitted in the downlink contains an uplink index consisting 
of two bits. For downlink- uplink configuration 0 , the index field specifies which uplink subframe(s) a 
grant received in a downlink subframe applies to. For example, as illustrated in Figure 13.3, an uplink 

Samsung Ex. 1015 



13.2 Scheduling and Rate Adaptation 277 

scheduling grant received in downlink subframe O applies to one or both of the uplink subframes 
4 and 7, depending on which of the bits in the uplink index are set. 

Similarly to the downlink case, the uplink scheduler can exploit information about channel condi 
tions, buffer status, and priorities of the different data flows, and, if some form of interference coordina
tion is employed, the interference situation in neighboring cells. Channel-dependent scheduling, which 
typically is used for the downlink, can be used for the uplink as well. In the uplink, estimates of the 
channel quality can be obtained from the use of uplink channel sounding, as described in Chapter 11. 
For scenarios where the overhead from channel sounding is too costly, or when the variations in the 
channel are too rapid to be tracked, for example at high terminal speeds, uplink diversity can be used 
instead. The use of frequency hopping as discussed in Chapter 11 is one example of obtaining diversity 
in the uplink. 

Inter-cell interference coordination can be used in the uplink for similar reasons as in the down
link by exchanging information between neighboring cells, as discussed in Section 13.3. 

13.2.2.1 Uplink Priority Handling 
Multiple logical channels of different priorities can be multiplexed into the same transport block 
using the same MAC multiplexing functionality as in the downlink (described in Chapter 8). 
However, unlike the downlink case, where the prioriti zation is under control of the scheduler and up 
to the implementation, the uplink multiplexing is done according to a set of well-defined rules in the 
terminal as a scheduling grant applies to a specific uplink carrier of a terminal, not to a specific radio 
bearer within the terminal. Using radio-bearer-specific scheduling grants would increase the control 
signaling overhead in the downlink and hence per-terminal scheduling is used in LTE. 

The simplest multiplexing rule would be to serve logical channels in strict priority order. 
However, this may result in starvation of lower-priority channels; all resources would be given to the 
high-priority channel until its lransmission buffer is empty. Typically, an operator would instead like 
to provide at least some throughput for low-priority services as well. Therefore, for each logical chan
nel in an LTE terminal , a prioritized data rate is configured in addition to the priority value. The logi
cal channels are then served in decreasing priority order up to their prioritized data rate, which avoids 
starvation as long as the scheduled data rate is at least as large as the sum of the prioritized data rates. 
Beyond the prioritized data rates, channe ls are served in strict priority order until the grant is fully 
exploited or the buffer is empty. This is illustrated in Figure 13.4. 

13.2.2.2 Scheduling Requests and Buffer Status Reports 
The scheduler needs knowledge about the amount of data awaiting lransmission from the terminals to 
assign the proper amount of uplink resources. Obviously, there is no need to provide uplink resources 
to a terminal with no data to transmit as this would only result in the terminal performing padding to 

LCH 1 LCH 2 Transmitted LCH 1 LCH 2 Transmitted LCH 1 LCH2 Transmitted 

FIGURE 13.4 

Priorit ization of two logical channels for three d ifferent uplink grants. 
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scheduling grant received in downlink subframe 0 applies to one or both of the uplink subframes

4 and 7. depending on which of the bits in the uplink index are set.

Similarly to the downlink case. dre uplink scheduler can exploit information about channel condi—

tions. buffer status. and priorities of the different data flows. and. if some form of interference coordina—

Liorr is employed. the interference situation in neighboring cells. Channeladependent scheduling, which

typically is used for the downlink. can be used for the uplink as well. In the uplink, estimates of the

channel quality can be obtained from the use of uplink channel sounding. as described in Chapter 1 I.

For scenarios where the overhead from channel sounding is too costly. or when the variations in the

channel are too rapid to be tracked. for example at high t'enninal speeds. uplink diversity can be used

instead. The use of frequency hopping as discussed in Chapter 1 l is one example of obtaining diversity

in the uplink.

Inter—cell interference coordination can be used in the uplink for similar reasons as in the down—

link by exchanging information between neighboring cells. as discussed in Section 13.3.

J12. 2. t Uptirrk Priority Handtiag
Multiple logical channels of different priorities can be multiplexed into the same transport block

using the same MAC multiplexing functionality as in the downlink (described in Chapter 8).

However. unlike the downlink case. where the prioritization is under control of the scheduler and up

to the implementation. the uplink multiplexing is done according to a set of well—defined rules in the

terminal as a scheduling grant applies to a specific uplink carrier of a Iemrinai. not to a specific radio

bearer within the terminal. Using radio—bearerespecific scheduling grants would increase the control

signaling overhead in the downlink turd hence per—terminal scheduling is used in LTE.

The simplest multiplexing rule would be to serve logical channels in strict priority order.

However. this may result in starvaLion of lower—priority channels; all resources would be given to the

high—priority channel until its transmission buffer is empty. Typically. an operator would instead like

to provide at least some throughput for low—priority services as well. Therefore. for each logical chan—

nel in an LTE terminal, a prioritized data rate is configured in addition to the priority value. The logi—

cal channels are then served in decreasing priority order up to their prioritized data rate. which avoids

starvation as long as the scheduled data rate is at least as large as the sum of the prioritized data rates.

Beyond the prioritized data rates. channels are served in strict priority order until the grant is fully

exploited or the buffer is empty. This is illustrated in Figure 13.4.

Jj_-1:‘. 2 Scheduiiag Requests and Butter Status Reports
The scheduler needs knowledge about the amount of data awaiting transmission from the terminals to

assign the proper amount of uplink resources. Obviously. there is no need to provide uplink resources

to a terminal with no data to transmit as this would only result in the terminal performing padding to
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fi ll up the granted resources. Hence, as a minimum, the scheduler needs to know whether the terminal 
has data to transmit and should be given a grant. This is known as a scheduling request. 

A scheduling request is a simple flag, raised by the terminal to request uplink resources from the 
uplink scheduler. Since the terminal requesting resources by definition has no PUSCH resource, the 
scheduling request is transmitted on the PUCCH. Each terminal can be assigned a dedicated PUCCH 
scheduling request resource, occurring every nth subframe, as described in Chapter 11. With a dedi 
cated scheduling-request mechanism, there is no need to provide the identity of the terminal request
ing to be scheduled as the identity of the terminal is implicitly lrnown from the resources upon which 
the request is transmitted. When data with higher priority than already existing in the transmit buffers 
arrives at the terminal and the terminal has no grant and hence cannot transmit the data, the terminal 
transmits a scheduling request at the next possible instant, as illustrated in Figure 13.5. Upon recep
tion of the request, the scheduler can assign a grant to the terminal. If the terminal does not receive 
a scheduling grant until the next possible scheduling-request instant, then the scheduling request is 
repeated. There is only a single scheduling-request bit, irrespective of the number of uplink compo
nent carriers the terminal is capable of. In the case of carrier aggregation, the scheduling request is 
transmitted on the primary component carrier, in line with the general principle of PUCCH transmis
sion on the primary component carrier only. 

The use of a single bit for the scheduling request is motivated by the desire to keep the uplink over
head small, as a multi-bit scheduling request would come at a higher cost. A consequence of the single
bit scheduling request is the limited knowledge at the eNodeB about the buffer situation at the terminal 
when receiving such a request. Different scheduler implementations handle this differently. One pos
sibility is to assign a small amount of resources to ensure that the terminal can exploit them effi ciently 
without becoming power limited. Once the terminal has started to transmit on the UL-SCH, more 
detailed information about the buffer status and power headroom can be provided through the inband 
MAC control message, as discussed below. Knowledge of the service type may also be used - for exam
ple, in the case of voice the uplink resource to grant is preferably the size of a typical voice-over-IP 
package. The scheduler may also exploit, for example, path-loss measurements used for mobility and 
handover decisions to estimate the amount of resources the terminal may efficiently utilize. 

An alternative to a dedicated scheduling-request mechanism would be a contention-based design. 
In such a design , multiple terminals share a common resource and provide their identity as part of 
the request. This is similar to the design of the random access. The number of bits transmitted from 
a terminal as part of a request would in this case be larger, with the correspondingly larger need for 
resources. In contrast, the resources are shared by multiple users. Basically, contention-based designs 
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are suitable for a situation where there are a large number of terminals in the cell and the lraffic inten
sity, and hence the scheduling intensity, is low. In situations with higher intensities, the collision rate 
between different terminals simultaneously requesting resources would be too high and lead to an 
ineffi cient design. 

Although the scheduling-request design for LTE relies on dedicated resources, a terminal that has 
not been allocated such resources obviously cannot transmit a scheduling request. Instead, terminals 
without scheduling-request resources configured rely on the random-access mechanism described in 
Chapter 14. In principle, an LTE terminal can therefore be configured to rely on a contention-based 
mechanism if this is advantageous in a specific deployment. 

Terminals that already have a valid grant obviously do not need to request uplink resources. 
However, to allow the scheduler to determine the amount of resources to grant to each terminal in 
future subframes, information about the buffer situation and the power availability is useful, as dis
cussed above. This information is provided to the scheduler as part of the uplink lransmission through 
MAC conlrol elements (see Chapter 8 for a discussion on MAC conlrol elements and the general 
structure of a MAC header). The LCID field in one of the MAC subheaders is set to a reserved value 
indicating the presence of a buffer status report, as illustrated in Figure 13.6 . 

From a scheduling perspective, buffer information for each logical channel is benefi cial , although 
this could result in a s ignificant overhead. Logical channels are therefore grouped into logical -channel 
groups and the reporting is done per group. The buffer-size fie ld in a buffer-status report indicates the 
amount of data awaiting transmission across all logical channels in a logical-channel group. A buffer
status report represents one or all four logical-channel groups and can be triggered for the following 
reasons: 

• Arrival of data with higher priority than currently in the transmission buffer - that is, data in a 
logical-channe l group with higher priority than the one currently being transmitted - as this may 
impact the scheduling decision. 

• Change of serving cell, in which case a buffer-status report is useful to provide the new serving 
cell with information about the situation in the terminal. 

• Periodically as controlled by a timer. 
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are suitable for a sitttation where there are a large number of terminals in the cell and the traffic intert—

sity. and hence the scheduling intensity. is low. In situations with higher intensities. the collision rate

between different tenninals simultaneously requesting resources would be loo high and lead to an

inefficient design.

Although the scheduling—request design for LTE relies on dedicated resources. a terminal that has

not been allocated such resources obviously cannot transmit a scheduling request. Instead. terminals

without scheduling—request resources configured rely on the random—access mechanism described in

Chapter 14. In principle. art LTE terminal can therefore be configured to rely on a contentionubased

mechanism if this is advantageous in a specific deployment.

Terminals that already have a valid grant obviously do not need to request uplink resources.

However, to allow the scheduler to determine the amount of resources to grant to each terminal in

future subframes. information about the bulfer situation and the power availability is useful. as dis-

cussed above. This information is provided to the scheduler as part of the uplink transmission through

MAC control elements (see Chapter 8 for a discussion on MAC control elements and the general

structure of a MAC header). The LCID field in one of the MAC subheaders is set to a reserved value

indicating the presence of a buffer status report. as illustrated it] Figure 13.6.

From a scheduling perspective. buffer information for each logical channel is beneficial, although

this could result in a significant overhead. Logical channels are therefore grouped into logical—channel

groups and the reporting is done per group. The buffer—size field in a bufferastatus report indicates the

amount of data awaiting transmission across all logical channels in a logical—channel group. A buffer—

status report replesents one or all four logical~channel groups and can be triggered for the following
reasons:

0 Arrival of data with higher priority than currently in the transmission buffer — that is. data in a

logic-aluchannel group with higher priority than the one currently being transmitted — as this may

impact the scheduling decision.

0 Change of serving cell. in which case a bufife-rzstatus report is useful to provide the new serving
cell with information about the situation in the terminal.

0 Periodically as controlled by a timer.
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l Instead of padding. If the amount of padding required to match the scheduled transport block size 
is larger than a buffer-status report, a buffer-status report is inserted. Clearly it is better to exploit 
the available payload for useful scheduling information instead of padding if possible.

In addition to buffer status, the amount of transmission power available in each terminal is also rel-
evant for the uplink scheduler. Obviously, there is little reason to schedule a higher data rate than the 
available transmission power can support. In the downlink, the available power is immediately known 
to the scheduler as the power amplifier is located in the same node as the scheduler. For the uplink, 
the power availability, or power headroom (as discussed in Section 13.1.5), is defined as the difference 
between the nominal maximum output power and the estimated output power for UL-SCH transmis-
sion. This quantity can be positive as well as negative (on a dB scale), where a negative value would 
indicate that the network has scheduled a higher data rate than the terminal can support given its current 
power availability. The power headroom depends on the power-control mechanism and thereby indi-
rectly on factors such as the interference in the system and the distance to the base stations.

Information about the power headroom is fed back from the terminals to the eNodeB in a simi-
lar way as the buffer-status reports – that is, only when the terminal is scheduled to transmit on 
the UL-SCH. Type-1 reports are provided for all component carriers simultaneously, while Type-2 
reports are provided for the primary component carrier only.

A power headroom report can be triggered for the following reasons:

l Periodically as controlled by a timer.
l Change in path loss, since the last power headroom report is larger than a (configurable) threshold.
l Instead of padding (for the same reason as buffer-status reports).

It is also possible to configure a prohibit timer to control the minimum time between two power-
headroom reports and thereby the signaling load on the uplink.

13.2.3 Semi-Persistent Scheduling
The basis for uplink and downlinks scheduling is dynamic scheduling, as described in Sections 13.2.1 and 
13.2.2. dynamic scheduling with a new scheduling decision taken in each subframe allows for full flex-
ibility in terms of the resources used and can handle large variations in the amount of data to transmit at 
the cost of the scheduling decision being sent on a PDCCH in each subframe. In many situations, the over-
head in terms of control signaling on the PDCCH is well motivated and relatively small compared to the 
payload on DL-SCH/UL-SCH. However, some services, most notably voice-over IP, are characterized by 
regularly occurring transmission of relatively small payloads. To reduce the control signaling overhead for 
those services, LTE provides semi-persistent scheduling in addition to dynamic scheduling.

With semi-persistent scheduling, the terminal is provided with the scheduling decision on the 
PDCCH, together with an indication that this applies to every nth subframe until further notice. 
Hence, control signaling is only used once and the overhead is reduced, as illustrated in Figure 13.7. 
The periodicity of semi-persistently scheduled transmissions – that is, the value of n – is configured 
by RRC signaling in advance, while activation (and deactivation) is done using the PDCCH using the 
semi-persistent C-RNTI.3 For example, for voice-over IP the scheduler can configure a periodicity 

3 Each terminal has two identities, the “normal” C-RNTI for dynamic scheduling and the semi-persistent C-RNTI for semi-
persistent scheduling.
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of 20 ms for semi -persistent scheduling and, once a talk spurt starts, the semi -persistent patte rn is 
triggered by the PDCCH. 

After enabling semi-persistent scheduling, the terminal continues to monitor the PDCCH for 
uplink and downlink scheduling commands . When a dynamic scheduling command is detected, it 
takes precedence over the semi-pers istent scheduling in that particular subframe, which is useful if 
the semi -pers istently allocated resources occasionally need to be increased. For example, for voice
over IP in parallel with web browsing it may be useful to override the semi -persistent resource alloca
tion with a larger transport block when downloading the web page. 

For the downlink, only initial transmissions use semi-persistent scheduling. Retransmissions are 
explicitly scheduled using a PDCCH assignment. This follows directly from the use of an asynchro
nous hybrid-ARQ protocol in the downlink. Uplink re transmissions, in contrast, can either follow the 
semi-persistently allocated subframes or be dynamically scheduled. 

Semi -persistent scheduling is only supported on the primary component carrier and any trans
mission on a secondary component carrier must be dynamically scheduled. This is reasonable as 
semi-persistent scheduling is intended for low-rate services for which a s ingle component carrier is 
sufficient. 

13.2.4 Scheduling for Half-Duplex FDD 
Half-duplex FDD implies that a single terminal cannot receive and transmit at the same time while 
the eNodeB still operates in full duplex. In LTE, half-duplex FDD is implemented as a scheduler con
straint, implying it is up to the scheduler to ensure that a single terminal is not scheduled simultane
ous in uplink and downlink. Hence, from a terminal perspective, subframes are dynamically used for 
uplink or downlink. Briefl y, the basic principle for half-duplex FDD is that a terminal is receiving in 
the downlink unless it has been explicitly instructed to transmit in the uplink (either UL-SCH trans
mission or hybrid-ARQ acknowledgements triggered by a downlink transmission). The timing and 
structure for control signaling are identical between half- and-full duplex FDD terminals. 

An alternative design approach would be to base half-duplex FDD on the TDD control signal
ing structure and timing, with a semi -static configuration of subframes to either downlink or uplink. 
However, this would complicate supporting a mixture of half- and-full duplex terminals in the same 
cell as the timing of the control signaling would diffe r. It would also imply a waste of uplink spec
trum resources. A ll terminals need to be able to receive subframes O and 5, as those subframes are 
used for system information and synchronization s ignals. Hence, if a fi xed uplink-downlink alloca
tion were to be used, no uplink transmissions could take place in those two subframes, resulting in a 
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loss in uplink spectral effi ciency of 20%. C learly this is not attractive and led to the choice of imple
menting half-duplex FDD as a scheduling strategy instead. 

An example of half-duplex operation as seen from a terminal perspective is shown in Figure 13.8. 
In the leftmost part of the figure, the terminal is explicitly scheduled in the uplink and, consequently, 
cannot receive data in the downlink in the same subframe. The uplink transmission implies the receipt 
of an acknowledgement on the PRICH four subframes later, as mentioned in Chapter 12, and there
fore the terminal cannot be scheduled in the uplink in this subframe. Similarly, when the terminal is 
scheduled to receive data in the downlink in subframe n, the corresponding hybrid-ARQ aclmowl
edgement needs to be transmi tted in the uplink subframe n + 4, preventing downlink reception in 
subframe n + 4 . The scheduler can exploit this by scheduling downlink data in four consecutive 
subframes and uplink transmission in the four next subframes when the terminal needs to transmit 
hybrid-ARQ acknowledgements in the uplink anyway, and so on. Hence, at most half of the time can 
be used in the downlink and half in the uplink or, in other words, the asymmetry in half-duplex FDD 
is 4:4 . Efficient support of half-duplex FDD is one of the reasons why the same number of hybrid
ARQ processes was selected in uplink and downlink. 

Note that, as the eNodeB is operating in full duplex, regardless of the duplex capabili ty of the 
terminals, the cell capacity is hardly affected by the presence of half-duplex terminals as, given a 
sufficient number of terminals with data to transmit/ receive, the scheduler can with a high likelihood 
find a set of terminals to schedule in the uplink and another set to schedule in the downlink in a given 
subframe. 

Similar to TDD, a half-duplex terminal needs some guard time for switching between uplink and 
downlink. For half-duplex FDD, guard time for the downlink-to-uplink switch is created by allowing 
the terminal to skip receipt of the last OFDM symbols in a downlink subframe immediately preceding 
an uplink subframe, as described in Chapter 9. Guard time for the uplink-to-downlink switch is han
dled by setting the appropriate amount of timing advance in the terminals. 

13.2.5 Channel-State Reporting 
As mentioned several times, the possibility for downlink channel-dependent scheduling - that is, 
selecting the downlink transmission configuration and related parameters depending on the instan
taneous downlink channel conditions - is a key feature of LTE. An important part of the support for 
downlink channel-dependent scheduling is channel-state reports provided by terminals to the net
work, reports on which the latter can base its scheduling decisions. 
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loss in uplink spectral efficiency of 2091'. Clearly this is not attractive and led to the choice of imple—

menting half—duplex FDD as a scheduling strategy instead.

An example of halfaduplex operation as seen from a terminal perspective is shown in Figure 13.3.

In the leftmost part of the figure. the terminal is explicitly scheduled in the uplink and. consequently.

cannot receive data in the downlink in the same subframe. The uplink transmission implies the receipt

of an acknowledgetnent on the PHICI-I four subframes later. as mentioned in Chapter 12, and there—

fore the terminal cannot be scheduled in the uplink in this subfratne. Similarly. when the terminal is

scheduled to receive data in the downlink in subfranre n. the corresponding hybrid—ARQ acknowl—

edgement needs to be transmitted in the uplink subframe n + 4. preventing downlink reception in

subt‘rame n + 4. The scheduler can exploit this by scheduling downlink data in four consecutive

subframes and uplink transmission in the four next subframes when the terminal needs to transmit

hybrid—ARQ acknowledgements ill the uplink anyway, and so on. Hence, at most half of the time can

be used in the downlink and half in the uplink or. in other words. the asymmetry in half—duplex FDD

is 4:4. Efficient support of half‘duplex FUD is one of the reasons why the same number of hybrid—

ARQ processes was selected in uplink and downlink.

Note that, as the eNodeB is operating in full duplex. regardless of the duplex capability of the

terminals, the cell capacity is hardly affected by the presence of half—duplex terminals as, given a

sufficient number of terminals with data to transmitt’rcceive. the scheduler can with a high likelihood

find a set of terminals to schedule in the uplink and another set to schedule in the downlink in a given
subframe.

Similar to TDD, a half—duplex terminal needs some guard time for switching between uplink and

downlink. For half~duplex FDD. guard time for the downlink—to—uplink switch is created by allowing

the terminal to skip receipt of the last OFDM symbols in a downlink sub'l'rame immediately preceding

an uplink subframe, as described in Chapter '9. Guard time for the uplink—to—downlink switch is han—

dled by setting the appropriate amount of timing advance in the terminals.

t3.2.E~ Channel-State Reporting

As mentioned several times. the possibility for downlink channel—dependent scheduling — that is.

selecting the downlink transmission configuration and related paratneters depending on the instan—

taneous downlink channel conditions — is a key feature of LTE. An important part of the support for

downlink channel—dependent scheduling is channel—stare report‘s provided by terminals to the net—

work. reports on which the latter can base its scheduling decisions.
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The channel-state reports consist of one or several pieces of information:

l Rank indication (RI), providing a recommendation on the transmission rank to use or, expressed 
differently, the number of layers that should preferably be used for downlink transmission to the 
terminal. RI only needs to be reported by terminals that are configured to be in one of the spatial-
multiplexing transmission modes. There is at most one RI reported, valid across the full band-
width – that is, the RI is frequency non-selective. Frequency-dependent transmission rank would 
be impossible to utilize since all layers are transmitted on the same set of resource blocks in LTE.

l Precoder matrix indication (PMI), indicating which of the precoder matrices (see Chapter 10) 
should preferably be used for the downlink transmission. The reported precoder matrix is deter-
mined assuming the number of layers indicated by the RI. The precoder recommendation may be 
frequency selective, implying that the terminal may recommend different precoders for different 
parts of the downlink spectrum. Furthermore, the network can restrict the set of matrices from 
which the terminal should select the recommended precoder, so-called codebook subset restric-
tion, to avoid reporting precoders that are not useful in the antenna setup used.

l Channel-quality indication (CQI), representing the highest modulation-and-coding scheme that, 
if used, would mean PDSCCH transmissions (using the recommended RI and PMI) were received 
with a block-error rate of at most 10%. The reason to use CQI as a feedback quantity instead of, 
for example, the signal-to-noise ratio, is to account for different receiver implementation in the 
terminal. Also, basing the feedback reports on CQI instead of signal-to-noise ratio also simpli-
fies the testing of terminals; a terminal delivering data with more than 10% block-error probabil-
ity when using the modulation-and-coding scheme indicated by the CQI would fail the test. As 
will be discussed further below, multiple CQI reports, each representing the channel quality in a  
certain part of the downlink spectrum, can be part of a channel-state report.

Together, a combination of the RI, PMI, and CQI forms a channel-state report. Exactly what is 
included in a channel-state report depends on the reporting mode the terminal is configured to be 
in. As mentioned earlier, RI and PMI do not need to be reported unless the terminal is in a spatial- 
multiplexing transmission mode. However, also given the transmission mode, there are different  
reporting modes that typically differ as to what set of resource blocks the report is valid for and 
whether precoding information is reported or not. The type of information useful to the network also 
depends on the particular implementation and antenna deployment.

Although referred to as channel-state reports, what a terminal delivers to the network are not explicit 
reports of the downlink channel state. Rather, what the terminal delivers are recommendations on the 
transmission rank and precoding matrix to use, together with an indication of the highest possible mod-
ulation-and-coding scheme that the network preferably should not exceed. Information about the actual 
modulation scheme and coding rate used for DL-SCH transmission as well as the set of resource blocks 
used for the transmission is always included in the downlink scheduling assignment. Hence, the eNodeB 
is free to follow the CSI report or to select transmission parameters on its own.

The modulation-and-coding scheme used for DL-SCH transmission can, and often will, differ 
from the reported CQI as the scheduler needs to account for additional information not available to 
the terminal when recommending a certain CQI. For example, the set of resource blocks used for the 
DL-SCH transmission also need to account for other users. Furthermore, the amount of data await-
ing transmission in the eNodeB also needs to be accounted for. Obviously, there is no need to select a 
very high data rate, even if the channel conditions would permit this, if there is only a small amount 
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of data to transmit and a sufficient number of resource blocks can be allocated to the terminal in 
question.

With regards to the precoder-related recommendations, the network has two choices:

l The network may follow the latest terminal recommendation, in which case the eNodeB only has 
to confirm (a one-bit indicator in the downlink scheduling assignment) that the precoder configu-
ration recommended by the terminal is used for the downlink transmission. On receiving such a 
confirmation, the terminal will use its recommended configuration when demodulating and decod-
ing the corresponding DL-SCH transmission. Since the PMI computed in the terminal can be fre-
quency selective, an eNodeB following the precoding matrix recommended by the terminal may 
have to apply different precoding matrices for different (sets of) resource blocks.

l The network may select a different precoder, information about which then needs to be explicitly 
included in the downlink scheduling assignment. The terminal then uses this configuration when 
demodulating and decoding the DL-SCH. To reduce the amount of downlink signaling, only a sin-
gle precoding matrix can be signaled in the scheduling assignment, implying that, if the network 
overrides the recommendation, then the precoding is frequency non-selective. The network may 
also choose to override the transmission rank only, in which case the terminal assumes that a sub-
set of the columns in each of the recommended precoder matrices is used.

There are two types of channel-state reports in LTE, aperiodic and periodic, which are different in 
terms of how a report is triggered:

l Aperiodic channel-state reports are delivered when explicitly requested by the network by means 
of the channel-state-request flag included in uplink scheduling grants (see Section 10.4.5). An 
aperiodic channel-state report is always delivered using the PUSCH – that is, on a dynamically 
assigned resource.

l Periodic channel-state reports are configured by the network to be delivered with a certain peri-
odicity, possibly as often as once every 2 ms, on a semi-statically configured PUCCH resource. 
However, similar to hybrid-ARQ acknowledgements normally delivered on PUCCH, channel-
state reports are “re-routed” to the PUSCH4 if the terminal has a valid uplink grant and is anyway 
to transmit on the PUSCH.

Aperiodic and periodic reports, despite both providing estimates on the channel conditions, are 
quite different in terms of their detailed contents and the usage. In general, aperiodic reports are 
larger and more detailed than their periodic counterparts. There are several reasons for this. First,  
the PUSCH, upon which the aperiodic report is transmitted, is capable of a larger payload, and hence 
a more detailed report, than the PUCCH used for the periodic reports. Furthermore, as aperiodic 
reports are transmitted on a per-need basis only, the overhead from these reports are less of an issue 
compared to periodic reports. Finally, if the network requests a report it is likely that it will transmit 
a large amount of data to the terminal, which makes the overhead from the report less of an issue 
compared to a periodic report that is transmitted irrespective of whether the terminal in question will 
be scheduled in the near future or not. Hence, as the structure and usage of aperiodic and periodic 
reports is different, they are described separately below, starting with aperiodic reports.

4 In release 10, a terminal can be configured for simultaneous PUSCH and PUCCH transmission, in which case the periodic 
channel-state reports can remain on the PUCCH.
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Three aperiodic reporting modes are supported in LTE, where each mode has several submodes 
depending on the configuration:

l Wideband reports, reflecting the average channel quality across the entire cell bandwidth with a 
single CQI value. Despite a single average CQI value being provided for the whole bandwidth, the 
PMI reporting is frequency selective. Frequency-selective reporting is obtained, for reporting pur-
poses only, by dividing the overall downlink bandwidth (of each component carrier) into a number 
of equally sized sub-bands, where each sub-band consists of a set of consecutive resource blocks. 
The size of a sub-band, ranging from four to eight resource blocks, depends on the cell band-
width. The PMI is then reported for each sub-band. For transmission modes supporting spatial 
multiplexing, the CQI and the PMI are calculated assuming the channel rank indicated by the RI, 
otherwise rank-1 is assumed. Wideband reports are smaller than their frequency-selective counter-
parts, but obviously do not provide any information about the frequency domain.

l UE-selected reports, where the terminal selects the best M sub-bands and reports, in addition to 
the indices of the selected sub-bands, one CQI reflecting the average channel quality over the 
selected M sub-bands together with one wideband CQI reflecting the channel quality across the 
full downlink carrier bandwidth. This type of report thus provides frequency-domain information 
about the channel conditions. The sub-band size, ranging from two to four resource blocks, and 
the value of M, ranging from 1 to 6, depends on the downlink carrier bandwidth. Depending on 
the transmission mode configured, the PMI and RI are also provided as part of this type of report.

l Configured reports, where the network configured the set of sub-bands the terminal should gener-
ate reports for. The terminal reports one wideband CQI reflecting the channel quality across the 
full downlink carrier bandwidth and one CQI per configured sub-band. The sub-band size depends 
on the downlink carrier bandwidth and is in the range of four to eight resource blocks. Depending 
on the transmission mode configured, the PMI and RI are also provided as part of this type of 
report.

The different aperiodic reporting modes are summarized in Table 13.1.
Periodic reports are configured by the network to be delivered with a certain periodicity. The lim-

ited, compared to PUSCH, payload supported on the PUCCH also implies that the different types of 
information in a periodic report may not be possible to transmit in a single subframe. Therefore, some 
of the reporting modes will transmit one or several of the wideband CQI, the wideband CQI includ-
ing PMI, the RI, and the CQI for the UE-selected sub-bands at different time points. Furthermore, the 
RI can typically be reported less often, compared to the reporting of PMI and CQI, reflecting the fact 
that the suitable number of layers typically varies on a slower basis, compared to the channel varia-
tions that impact the choice of precoder matrix and modulation rate, and coding scheme.

Two periodic reporting modes are supported in LTE, again with different submodes possible:

l Wideband reports, reflecting the average channel quality across the entire cell bandwidth with a 
single CQI value. If PMI reporting is enabled, a single PMI valid across the full bandwidth is 
reported.

l UE-selected reports. Although named in the same way as for aperiodic reports, the principle for 
UE-selected periodic reports is different. The total bandwidth (of a component carrier) is divided 
into one to four bandwidth parts, with the number of bandwidth parts obtained form the cell 
bandwidth. For each bandwidth part, the terminal selects the best sub-band within that part. The 
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Table 13.1 Possible Aperiodic Reporting Modes for Different Transmission Modes

Transmission Mode Reporting Mode

Wideband CQI Frequency-Selective CQI

UE-Selected Sub-Bands Conf. Sub-Bands

1-0: 1-1: 1-2: 2-0: 2-1: 2-2: 3-0: 3-1:
No PMI Wideband 

PMI
Selective 
PMI

No PMI Wideband 
PMI

Selective 
PMI

No PMI Wideband 
PMI

1 Single antenna, CRS • •

2 Transmit diversity • •

3 Open-loop spatial mux. • •

4 Closed-loop spatial mux. • • •

5 Multi-user MIMO •

6 Codebook-based beam-
forming

• • •

7 Single-layer trans., DM-RS • •

8 Dual-layer trans., DM-RS • • • • •

9 Multi-layer trans., DM-RS • • • • •
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sub-band size ranges from four to eight resource blocks. Since the supported payload size of the 
PUCCH is limited, the reporting cycles through the bandwidth parts and in one subframe report 
the wideband CQI and PMI (if enabled) for that bandwidth part, as well as the best sub-band and 
the CQI for that sub-band. The RI (if enabled) is reported in a separate subframe.

The different aperiodic reporting modes are summarized in Table 13.2. Note that all PMI report-
ing, if enabled, is of wideband type. There is no support for frequency-selective PMI in periodic 
reporting, as the amount of bits would result in a too large overhead.

A typical use of periodic and aperiodic reporting could be to configure lightweight periodic CSI 
reporting PUCCH, for example to provide feedback of the wideband CQI and no PMI information 
(mode 1-0). Upon arrival of data to transmit in the downlink to a specific terminal, aperiodic reports 
could be requested as needed, for example with frequency-selective CQI and PMI (mode 3-1).

Channel-state reports, irrespective of whether they are aperiodic or periodic, need a known refer-
ence signal as input to the CSI computation. The cell-specific reference signals can be used for this 
purpose, and is the only possibility in release 8/9, but in release 10 channel-state reports can also be 
based on the CSI-RS (see Chapter 10 for a discussion on CSI-RS). Which reference signal to base 
the channel-state reports upon is linked to the transmission mode. For transmission modes already 
supported in release 8/9, the cell-specific reference signals are used, while for transmission mode 9, 
introduced in release 10, the CSI-RS is used.

The discussion above also holds for carrier aggregation, although with some modifications and 
enhancements as channel-state reports for multiple downlink component carriers are needed.

For aperiodic reporting, the two-bit5 CSI request in the downlink control signaling allows for 
three different types of CSI reports to be requested (the fourth bit combination represents no CSI 
request). Of these three alternatives, one is used to trigger a CSI reports for the downlink component 
carrier associated with the uplink component carrier for which the scheduling grant relates to. The 
remaining alternatives point to one of two configurable combinations of component carriers for which 
the CSI report should be generated. Thus, as an example, for a terminal capable of two downlink 
component carriers, aperiodic reports can, with the proper configuration, be requested for the primary 
component carrier, the secondary component carrier, or both.

For periodic reporting, the basic principle in the case of carrier aggregation is to configure the 
reporting cycles such that the CSI reports for the different component carriers are not transmitted 
simultaneously.

13.2.6 Discontinuous Reception (DRX) and Component Carrier Deactivation
Packet-data traffic is often highly bursty, with occasional periods of transmission activity followed 
by longer periods of silence. Clearly, from a delay perspective, it is beneficial to monitor the down-
link control signaling in each subframe to receive uplink grants or downlink data transmissions and 
instantaneously react on changes in the traffic behavior. At the same time this comes at a cost in terms 
of power consumption at the terminal; the receiver circuitry in a typical terminal represents a non-
negligible amount of power consumption. To reduce the terminal power consumption, LTE includes 
mechanisms for discontinuous reception (DRX).

5 Recall from Chapter 10 that the CSI request field expanded from one to two bits in the case of carrier aggregation.
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Table 13.2 Possible Periodic Reporting Modes for Different Transmission Modes

Transmission Mode Reporting Mode

Wideband CQI Frequency-Selective CQI

UE-Selected Sub-Bands Conf. Sub-Bands

1-0: 1-1: 1-2: 2-0: 2-1: 2-2: 3-0: 3-1:
No PMI Wideband 

PMI
Selective 
PMI

No PMI Wideband 
PMI

Selective 
PMI

No PMI Wideband 
PMI

1 Single antenna, CRS • •

2 Transmit diversity • •

3 Open-loop spatial mux. • •

4 Closed-loop spatial mux. • •

5 Multi-user MIMO • •

6 Codebook-based beam-
forming

• •

7 Single-layer trans., DM-RS • •

8 Dual-layer trans., DM-RS • • • •

9 Multi-layer trans., DM-RS • • • •
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The basic mechanism for DRX is a configurable DRX cycle in the terminal. With a DRX cycle 
configured, the terminal monitors the downlink control signaling only in one subframe per DRX 
cycle, sleeping with the receiver circuitry switched off in the remaining subframes. This allows for a 
significant reduction in power consumption: the longer the cycle, the lower the power consumption. 
Naturally, this implies restrictions to the scheduler as the terminal can be addressed only in the active 
subframes. 

In many situations, if the terminal has been scheduled and active with receiving or transmitting 
data in one subframe, it is highly likely it will be scheduled again in the near future. One reason 
could be that it was not possible to transmit all the data in the transmission buffer in one subframe 
and additional subframes are required. Waiting until the next active subframe according to the DRX 
cycle, although possible, would result in additional delays. Hence, to reduce the delays, the terminal 
remains in the active state for a certain configurable time after being scheduled. This is implemented 
by the terminal (re)starting an inactivity timer every time it is scheduled and remaining awake until 
the time expires, as illustrated at the top of Figure 13.9 . 

Retransmissions take place regardless of the DRX cycle. Thus, the terminal receives and transmits 
hybrid-ARQ aclrnowledgements as normal in response to data transmission. In the uplink, this also 
includes retransmissions in the subframes given by the synchronous hybrid-ARQ timing relation. In 
the downlink, where asynchronous hybrid ARQ is used, the retransmission time is not fi xed in the 
specifications. To handle this, the terminal monitors the downlink for retransmissions in a configura
ble time window after the previous transmission. 

The above mechanism, a (long) DRX cycle in combination with the terminal remaining awake 
for some period after being scheduled, is sufficient for most scenarios. However, some services, most 
notably voice-over IP, are characterized by periods of regular transmission, followed by periods of no 
or very little activity. To handle these services, a second short DRX cycle can optionall y be used in 
addition to the long cycle described above. Normally, the terminal foll ows the long DRX cycle, but 
if it has recently been scheduled, it follows a shorter DRX cycle for some time. Handling voice-over 
IP in this scenario can be done by setting the short DRX cycle to 20 ms, as the voice codec typically 
delivers a voice-over-IP packet per 20ms. The long DRX cycle is then used to handle longer periods 
of silence between talk spurts . 

The DRX mechanism described above is common to all component carriers configured in the 
terminal. Hence, if the terminal is in DRX it is not receiving on any component carrier, but when 
it wakes up, all (activated) component carriers will be woken up. Although discontinuous reception 
greatly reduces the terminal power consumption, it is possible to go one step further in the case of 
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FIGURE 13.9 

Illustration of DRX operation.

The basic mechanism for DRX is a configurable DRX cycle in the terminal. With a DRX cycle

configured. the terminal monitors the downlink control signaling only in one subfralne per DRX

cycle. sleeping with the receiver circuitry switched off in the lemaining subframes. This allows for a

significant reduction in power consumption: the longer the cycle. the lower the power consumption.

Naturally. this implies restrictions to the scheduler as the terminal can be addressed only in the active
subframes.

In many sitttations. if the terminal has been scheduled and active with receiving or transmitting

data in one subframe. it is highly likely it will be scheduled again in the near future. One reason

could be that it was not possible to transmit all the data in the transmission buffer in one subframe

and additional subframes are required. Waiting until the next active subframe according to the DRX

cycle. although possible, would result in additional delays. Hence. to reduce the delays. the tenninal

remains in the active state for a certain configurable time after being scheduled. This is implemented

by the terminal [re )starting an inactivity timer every time it is scheduled and lemaining awake until

the time expires. as illustrated at the top of Figure 13.9.

Retransmissions take place regardless of the DRX cycle. Thus. the terminal receives and transmits

hybrid~ARQ acknowledgements as normal in response to data transmission. In the uplink. this also

includes retransmissions in the subframes given by the synchronous hybrid-ARQ timing relation. In

the downlink, where asynchronous hybrid ARQ is used. the retransmission time is not fixed in the

specifications. To handle this. the terminal monitors the downlink for retransmissions in a configura—

ble time window after the previous transmission.

The above mechanism. a (long) DRX cycle in combination with the terminal remaining awake

for some period after being scheduled. is sufficient for most scenarios. However. some services. most

notably voice-over LP. are chmacterized by periods of regular transmission. followed by periods of no

or very little activity. To handle these services. a second short DRX cycle can optionally be used in

addition to the long cycle described above. Normally. the terminal follows the long DRX cycle. but

if it has recently been scheduled. it follows a shorter DRX cycle for some time. Handling voice-over

[P in this scenario can be done by setting the short DRX cycle to 20 ms. as the voice codec typically

delivers a voice-over-IP packet per '20 ms. The long DRX cycle is then used to handle longer periods

of silence between talk spurts.

The DRX mechanism described above is common to all component carriers configured in the

terminal. Hence. if the terminal is in DRX it is not receiving on any component carrier. but when

it wakes up. all (activated) component carriers will be woken tlp. Although discontinuous reception

greatly reduces the terminal power consumption. it is possible to go one step further in the case of
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carrier aggregation. Obviously, from a power-consumption perspective, it is beneficial to receive on 
as few component carriers as possible. LTE therefore supports deactivation of downlink component 
carriers. A deactivated component carrier maintains the configuration provided by RRC but cannot 
be used for reception, neither PDCCH nor PDSCH. When the need arises, a downlink component 
carrier can be activated rapidly and used for reception within a few subframes. A typical use would 
be to configure several component carriers but deactivate all component carriers except the primary 
one. When a data burst starts, the network could activate several component carriers to maximize 
the downlink data rate. Once the data burst is delivered, the component carriers could be deactivated 
again to reduce terminal power consumption.

Activation and deactivation of downlink component carriers are done through MAC control ele-
ments. A command to activate a component carrier takes effect eight subframes after receipt – that is, 
if the MAC control element is received in subframe n, then the additional component carriers are acti-
vated starting from subframe n  8. There is also a timer-based mechanism for deactivation such that 
a terminal may, after a configurable time with no activity on a certain component carrier, deactivate 
that component carrier. The primary component carrier is always active as it must be possible for the 
network to communicate with the terminal.

In the uplink there is no explicit activation of uplink component carriers. However, whenever a 
downlink component carrier is activated or deactivated, the corresponding uplink component carrier 
is also activated or deactivated.

13.3 INTER-CELL INTERFERENCE COORDINATION
Like all modern mobile-communication technologies, LTE can be deployed with one-cell frequency 
reuse. Fundamentally, this implies that the LTE transmission structure has been designed so that reli-
able transmission is also possible for the low signal-to-interference ratios (SIR) that may occur in a 
reuse-one deployment when the same time–frequency resource issued in neighboring cells (SIR as 
low as 5 dB or even somewhat lower in the worst case6). This is especially true for transmission of 
critical information such as system information and L1/L2 control signaling. It should be noted that 
data transmission on DL-SCH can always be made sufficiently reliable by selecting a sufficiently low 
instantaneous data rate in combination with hybrid-ARQ retransmissions.

Still, a one-cell frequency reuse typically implies relatively large SIR variations over the cell area. 
As a consequence, the data rates that can be offered to the end-user may also vary substantially, with 
only relatively low data rates being available at the “cell edge”.

If one was only interested in maximizing the data rates that could be offered to users at the cell 
edge – that is, maximizing the “worst-case-user” quality – a reuse larger than one could actually be 
preferred. For cell-edge users receiving high interference from neighboring cells, the negative impact 
of reduced bandwidth availability due to frequency reuse larger than one could be more than com-
pensated for by the higher SIR and corresponding higher achievable data rate per MHz, leading to 
overall higher achievable data rates. However, the overall system efficiency would be degraded as the 

6 This assumes a relatively homogeneous deployment. In heterogeneous network deployments with large differences in the 
cell output powers, the SIR could be even lower and special means may need to be taken to ensure reliable transmission, as 
discussed in Section 13.4.
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majority of users are not at the cell edge and thus have a relatively good SIR even with one-cell reuse. 
For such users, any further SIR improvement due to larger reuse would typically not be able to com-
pensate for the reduced bandwidth availability for at least two reasons:

l The relative interference reduction and corresponding increase in SIR would not be as large as for 
users on the cell edge.

l The achievable data rates do not vary linearly with the SIR and, especially for high SIR, a further 
SIR improvement may give a relatively small increase in achievable data rate per MHz, as was 
discussed in Chapter 2.

Furthermore, the assumption of low SIR at the cell edge in the case of one-cell reuse is based 
on the assumption that there really are transmissions ongoing in the neighboring cells. There are 
always time instances when there is no or at least limited transmission ongoing in a cell, especially at 
low-load conditions. The cell-edge SIR may then be relatively good even with a one-cell reuse and a 
higher reuse with a corresponding reduction in the bandwidth available per cell would not be benefi-
cial even from a cell-edge-user point of view.

Thus, the basic mode of operation should be one-cell reuse, giving each cell access to the over-
all available spectrum. However, system performance, and especially the quality for cell-edge users, 
could be further enhanced if one could at least partly coordinate the scheduling between neighboring 
cells. The basic principle of such inter-cell interference coordination (ICIC) would be to, if possible, 
avoid high-power transmission on time–frequency resources on which cell-edge users are scheduled 
in neighboring cells, users that would otherwise experience high interference and correspondingly 
low data rates. This kind of “selective” interference avoidance would benefit the cell-edge-user qual-
ity and could also enhance overall system performance.

The above discussion implicitly assumed downlink transmission with terminals at the cell edge 
being interfered by downlink transmissions from other cells. The concept of inter-cell interference 
coordination is equally applicable to the uplink, although the interference situation in this case is 
somewhat different.

For the uplink, the interference level experienced by a certain link does not depend on where the 
transmitting terminal is located, but rather on the location of the interfering terminals, with interfer-
ing terminals closer to the cell border causing more interference to neighboring cells. The location 
of the transmitting terminal is still important though, as a terminal closer to the cell site can raise its 
transmission power to compensate for high interference coming from terminals in neighboring cells, 
something that may not be possible for cell-edge terminals. Thus, the fundamental goal of uplink 
inter-cell interference is the same as for the downlink – that is, to coordinate the, in this case, uplink 
scheduling between cells to avoid simultaneous transmissions from terminals at the cell border in 
neighboring cells causing severe interference to each other.

In the case of scheduling located at a higher-level node above the eNodeB, coordinated scheduling 
between cells of different eNodeB would, at least conceptually, be straightforward. However, in LTE 
there is no higher-level node and scheduling is carried out locally at the eNodeB – that is, in practice 
at the cell site.7 Thus, the best that can be done in the radio-access specifications is to introduce mes-
sages that convey information about the scheduling strategy between neighboring eNodeBs using the 

7 As discussed below, in case of so-called centralized RAN (C-RAN) this may change somewhat.
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Illustration of uplink ICIC based on HII and 0 1 X2 signaling. 

X2 interface. An eNodeB can then use the information provided by a neighboring eNodeB as input to 
its own scheduling process. For LTE, a number of such ICIC-related X2 messages have been defined. 

To assist uplink interference coordination, two messages are defined, the High Interference 
Indicator (HII) and the Overload Indicator (OI), see also Figure 13.10. 

The High Interference Indicator provides information about the set of resource blocks within 
which an eNodeB is likely to schedule transmissions from cell-edge terminals - that is, resource 
blocks on which a neighboring cell can expect higher interference. Although nothing is explicitly 
specified on how an eNodeB should react to the HII (or any other ICIC-related X2 signaling) received 
from a neighboring eNodeB, a reasonable action for the receiving eNodeB would be to try to avoid 
scheduling its own cell-edge terminals on the same resource blocks, thereby reducing the uplink 
interference to cell -edge transmissions in its own cell as well as in the cell from which the HII was 
received. The HII can thus be seen as a proactive tool for ICIC, trying to prevent the occurrence of 
too-low-SIR situations. 

In contrast to the HII, the Overload Indicator (OL) is a reactive ICIC tool, essentially indicat
ing, at three levels (Low/Medium/High), the uplink interference experienced by a cell on its different 
resource blocks. A neighboring eNodeB receiving the 01 could then change its scheduling behavior 
to improve the interference situation for the eNodeB issuing the 01. 

For the downlink, the Relative Narrowband Transmit Power (RNTP) is defined to support ICIC 
operation (see Figure 13.11). The RNTP is similar to the HII in the sense that it provides information, 
for each resource block, whether or not the relative transmit power of that resource block is to exceed 
a certain level. Similar to the HII, a neighboring cell can use the information provided by the received 
RNTP when scheduling its own terminals, especially terminals on the cell edge that are more likely to 
be interfered by the neighboring cell. 

One kind of deployment that has recently received some interest is the Centralized RAN (C-RAN) 
[73], where the baseband processing of the eNodeBs is located in a central office, geographically 
separate from the actual cell sites. In such a scenario it is more straightforward to coordinate the 
scheduling between multiple geographically separate cells, either by introducing inter-eNodeB coor
dination within the central offi ce or by simply deploying a massive eNodeB able to handle all the 
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Illustration of uplink lClC based on Hit and 0t X2 signaling.

X2 interface. An eNode-B can then use the information provided by a neighboring eNodeB as input to

its own scheduling process. For LTE. a number of such lCIC—related X2 messages have been defined.

To assist uplink interference coordination. two messages are defined. the High Interference

Indicator (HII) and the Oi-‘erIoad Indicator (OI), see also Figure |3.10.

The High Interference Indicator provides information abottt the set of resource blocks within

which an eNodeB is likely to schedule transmissions front cell—edge terminals — that is. resource

blocks on which a neighboring cell can expect higher interference. Although nothing is explicitly

specified on how an eNodeB should react to the 1-11] (or any other lClCerelated X3 signaling) received

from a neighboring eNodeB. a reasonable action for the receiving eNodeB would be to try to avoid

scheduling its own cell-edge temrinals on the same resource blocks. thereby reducing the uplink

interference to cell—edge transmissions in its owm cell as well as in the cell frotn which the HII was

received. The H11 cru‘t thus be seen as a proactive tool for ICIC. trying to prevent the occurrence of
too-Iotv-SIR si tuati on s.

In contrast to the HI]. the Overload Indicator (BL) is a reactit-te ICIC tool. essentially indicat+

ing. at diree levels (LowIMediumeigh). the uplink interference experienced by a cell on its different

resource blocks. A neighboring eNode-B receiving the 0] could then change its scheduling behavior

to improve the interference situation for the eNodeB issuing the 01.

For the downlink. the ReIan've Narmwband Transmit Power fRNTP) is defined to support ICIC

operation (see Figure 13.] l]. The RNTP is similar to the Hll in the sense that it provides in'fomrat'ion.

for each resource block. whether or not the relative transmit power of that resource block is to exceed

a certain level. Similar to the HI]. a neighboring cell can use the infonnation provided by the received

RNTP when scheduling its own terminals. especially tenninals on the cell edge that are more likely to

be interfered by the neighboring cell.

One kind of deployment that has recently received some interest is the Centralized RAN (CHRANJ

[73]. where the baseband processing of the eNodeBs is located in a central office. geographically

separate from the actual cell sites. In such a scenario it is more straightforward to coordinate the

scheduling between multiple geographically separate cells. either by introducing inter—eNodeB coor—

dination within the central office or by simply deploying a massive eNodeB able to handle all the
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Illustration of downlink ICIC based on RNTP X2 signaling. 

cells connected to the central offi ce. As an eNodeB is anyway just a logical node, in terms of physical 
realization these two approaches are essentiall y the same thing. 

13.4 HETEROGENEOUS NETWORK DEPLOYMENTS 
The continuous increase in traffi c within mobile-broadband systems and an equally continuous increase 
in terms of the data rates requested by end-users will impact how cellular networks are deployed in the 
future. In general, providing very high system capacity (traffi c per m2) and very high per-user data rates 
will require a densification of the radio-access network - that is, the deployment of additional network 
nodes. By increasing the number of cells, the traffic per m2 can be increased without requiring a cor
responding increase in the traffic that needs to be supported per network node. Also, by increasing the 
number of network nodes, the base-station-to-terminal distances will , in general, be shorter, implying a 
link-budget improvement and a corresponding improvement in achievable data rates. 

A general densification of the macro-cell layer - that is, reducing the coverage area of each cell 
and increasing the total number of macro-cell sites8 - as illustrated in the upper part of Figure 13.12, 
is a path that has already been taken by many operators. As an example, in many major cities the dis
tance between macro-cell sites is often less than a few hundred meters in many cases. 

An alternative or complement to a uniform densification of the macro-cell layer is to deploy addi 
tional lower-power nodes under the coverage area of a macro cell , as illustrated in the lower part 
of Figure 13.12. In such a heterogeneous or multi-layered network deployment, the underlaid pico
cell layer does not need to provide full -area coverage. Rather, pico sites can be deployed to increase 
capacity and achievable data rates where needed. Outs ide of the pico-layer coverage, terminals would 
access the network by means of the overlaid macro cell. 

Another example of heterogeneous network deployment is the complementary use of so-called 
home-eNodeBs, also often referred to asfemto base stations. A home-eNodeB corresponds to a small 
low-power base station deployed by the end-user, typically within the home, and connecting to the 
operator network using the end-user's wireline broadband connection. 

8 A macro cell is herein defined as a high-power cell with its antennas typically located above rooftop level. 
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Illustration of downlink FCIC based on RNTP X2 signaling.

 

cells connected to the central office. As an eNodeB is anyway just a logical node. in terms of physical

realization these two approaches an: essentially the same thing.

1 3.4 HETERDGENEOUS NETWORK DEPLOYMENTS

The continuous increase in traffic within mobile-broadband systems and rut equally continuous inctease

in terms of the data rates requested by end-users will itnpact how cellular networks are deployed in the

future. In general. providing very high system capacity (trat'lic per mg) and very high per-user data rates
will require a densitication of the radio-access network — that is. the deployment of additional network

nodes. By increasing the number of cells, the traffic per 1112 can be increased without requiring a cor-
responding increase in the traftic that needs to be supported per network node. Also. by increasing the

number of network nodes, the base-station-to-terminal distances will. in general. be shorter. implying a

link-budget improvement and a corresponding improvement in achievable data rates.

A general densification of the macro-cell layer — that is. reducing the coverage area of each cell

and increasing the total number of macro-cell sitesg — as illustrated in the upper part of Figure l3.l'3.
is a path that has already been taken by many operators. As an example. in many major cities the dis-

tance between macro-cell sites is often less than a few hundred tnelers in many cases.

An alternative or complement to a uniform dcnsification of the macro—cell layer is to deploy addi-

tional lower~power nodes under the coverage area of a macro cell. as illustrated in the lower part

of Figure 1312. In such a heterogeneous or ”tutti-layered network deployment, the underlaid pica-

cet'l layer does not need to provide full—area coverage. Rather. pico sites can be deployed to increase

capacity and achievable data rates where needed. Outside of the pico- layer coverage. terminals would

access the network by means of the overlaid macro cell.

Another example of heterogeneous network deployment is the complementary use of so—called

home-eNodeBS. also often referred to as femro base stations. A honle—eNodeB corresponds to a small

low—power base station deployed by the end-user. typically within the home. and connecting to the

operator network using the end—user’s wireline broadband connection.
 

“A macro cell is herein defined as a high—power cell with its antennas typically located above rooftop level.
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Network densification to enhance system capacity and support higher data rates. 

A home-eNodeB is often associated with a so-called Closed Subscriber Group (CSG), with only 
users that are members of the CSG being allowed to access the home-eNodeB. Thus, users not being 
members of the CSG have to access the radio-access network via the overlaid macro-cell layer even 
when in close proximity to a home-eNodeB. As discussed further below, this causes additional inter
ference problems with home-eNodeB deployments, beyond those of ordinary heterogeneous network 
deployments. 

13.4.1 Interference Handling in a Heterogeneous Deployment 
In itself, the use of heterogeneous network deployments in mobile-communication systems - that is, 
complementing a macro layer with lower-power pico nodes to increase traffi c capacity and/or achiev
able data rates in specific areas - is nothing new and has been used for a relatively long time in, for 
example, GSM networks. Different sets of carrier frequencies have then typically been used in the 
different cell layers, thereby avoiding strong interference between the layers. 

However, for a wideband radio-access technology such as LTE, using different carrier frequencies 
for different cell layers may lead to an undesirable spectrum fragmentation. As an example, for an 
operator having access to 20 MHz of spectrum, a static frequency separation between two cell layers 
would imply that the total available spectrum had to be divided, with less than 20 MHz of spectrum 
being available in each layer. This could obviously reduce the maximum achievable data rates within 
each cell layer. Also, assigning a substantial part of the overall available spectrum to a cell layer with 
relatively low traffic may lead to inefficient spectrum utilization. Thus, with a wideband high-data
rate system such as LTE, it should preferably be possible to deploy a multi -layer network structure 
with the same spectrum being avai )able in the different cell layers. 

However, the simultaneous use of the same spectrum in different cell layers will obviously imply 
interference between the layers. Due to the difference in transmit power between the nodes of a 
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Network densification to enhance system capacity and support higher data rates.

A home—eNocleB is often associated with a so—called Closed Subscriber Group (CSGJI, with only

users that are members of the CSG being allowed to access the home—eNodeB. Thus, users not being

members of the CBC have to access the radio—access network via the overlaid macro—cell layer even

when in close proximity to a home—eNodeB. As discussed further below, this causes additional inter—

ference problems with home—eNodeB deployments. beyond those of ordinary heterogeneous network

deployments.

:34. I interference Handling in a Heterogeneous Deployment

In itself. the use of heterogeneous network deployments in mobilescomnlunication systems — that is,

complementing a macro layer with lower—power pico nodes to increase traffic capacity andt'or achiev—

able data rates in specific areas — is nothing new and has been used for a relatively long time in. for

example, GSM networks. Different sets of carrier frequencies have then typically been used in the

different cell layers, thereby avoiding strong interference between the layers.

However, for a wideband radio—access technology such as LTE, using different carrier frequencies

for different cell layers may lead to an undesirable spectrum fragmentation. As an example. for an

operator having access to 20MHZ. of spectrum, a static frequency separation between two cell layers

would imply that the total available spectrum had to be divided. with less than EOMHZ of spectrum

being available in each layer. This could obviously reduce the maximum achievable data rates within

each cell layer. Also. assigning a substantial part of the overall available spectrum to a cell layer with

relatively low traffic may lead to inefficient spectrum utilization. Thus. with a wideband highadata—

rate system such as LTE. it should preferably be possible to deploy a multi—layer network structure

with the same spectrum being available in the different cell layers.

However, the simultaneous use of the same spectrum in different cell layers will obviously imply

interference between the layers. Due to the difference in transmit power between the nodes of a
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Illustration of high-interference area in a heterogeneous network deployment with range extension. 

heterogeneous network deployment, such inter-layer inte,ference may be more severe compared to 
inter-cell interference between cells of the same layer. 

The characteristics of the inter-layer interference in a heterogeneous network deployment wit I also 
depend on the exact cell-selection strategy being used. Conventional cell selection is typically based 
on terminal measurements of the received power of some downlink signal, more specifically the cell
specific reference signals in the case of LTE. However, in a heterogeneous network deployment with 
cells with substantially different transmit power, including different power of the reference signals, 
selecting the cell that is received with the highest power implies that the terminal may often select 
the higher-power macro cell even if the path loss to a pico cell is significantly smaller. This will obvi
ously not be optimal from an uplink coverage and capacity point of view. 

It should also be noted that, even in terms of downlink system effi ciency, it may not be optimal to 
select the cell with the highest received power in a heterogeneous network deployment. Although the 
high-power macro cell is received with higher power, this is at least partly due to the higher macro
cell transmit power. In that case, transmission from the macro cell is associated with a higher "cost'' 
in terms of interference to other cells. Expressed alternatively, a transmission from the macro cell will 
prohibit the use of the same physical resource in any of the underlaid pico cells. 

Alternatively, at the other extreme, cell selection could be based on estimates of the (uplink) path 
loss. In practice this can be achieved by applying a cell -specific offset to the received-power meas
urements used in conventional cell selection, an offset that would compensate for the difference in 
cell transmit power.9 Such a cell-selection strategy would extend the area in which the pico-cell is 
selected, as illustrated in Figure 13. 13 . It is therefore also sometimes referred to as range extension. 

Selecting the cell to which the path loss is the smallest - that is, applying range extension -
would maximize the uplink received power/SINR, thus maximizing the achievable uplink data rates. 
Alternatively, for a given target received power, the terminal transmit power, and thus the interfer
ence to other cells, would be reduced, leading to higher overall uplink system effi ciency. Also, it 
could allow for the same downlink physical resource to also be used in other pico cells, thereby also 
improving downlink system effi ciency. 

9 Such offsets or cell-selection biasing is already supported by LTE. 

Samsung Ex. 1015 

—

13.4 Heterogeneous Network Deployments 295

 

 
 
 
 

MEMO Area where pics oell ts receivedwith thher power than macro cell 

FIGURE 13.13 

Illustration of high-interference area in a heterogeneous network deployment with range extension.

heterogeneous network deployment. such inter—lever interference may be more severe cotnpared to

inter—cell interference between cells of the same layer.

The chtuacteristics of the inter—layer interference in a heterogeneous network deployment will also

depend on the exact cell—selection strategy being used. Conventional cell selection is typically based

on terminal measurements of the received power of some downlink signal. more specilically the cell—

spccific reference signals in the case of LTE. However, in a heterogeneous network deployment with

cells with substantially different transmit power, including dilferent power of the reference signals,

selecting the cell that is received with the highest power implies that the terminal may often select

the higherupower macro cell even ifthc path loss to a pico cell is significantly smaller. This will obvi—

ously not be optimal from an uplink coverage arid capacity point of view.

It should also be noted that. even in terms of downlink system efficiency, it may not be optimal to

select the cell with the highest received power in a heterogeneous network deployment. Although the

high—power macro cell is received with higher power. this is at least partly due to the higher macro—

cell transmit power. In that case. transmission from the macro cell is associated with a higher "cost”

in tenns of interference to other cells. Expressed alternatively. a transmission frotn the macro cell will

prohibit the use of the same physical resource in any of the underlaid pico cells.

Altematively. at the other extreme. cell selection could be based on estimates of the tuplink} path

loss. In practice this can be achieved by applying a cellaspecific offset to the received—power meas—

urements used in conventional cell selection. an offset that would compensate for the difference in

cell Lransmit power." Such a cell—selection strategy would extend the area in which the pico—cell is
selected, as illustrated in Figure 13.13. It is therefore also sometimes referred to as range extension.

Selecting the cell to which the path loss is the smallest — that is. applying range extension —

would maximize the uplink received powerfSlNR. thus maximizing the achievable uplink data rates.

Altematively. for a given target received power. the terminal Lransmit power. and thus the interfer—

ence to other cells. would be reduced. leading to higher overall uplink system efliciency. Also. it

could allow for the same downlink physical resource to also be used in other pico cells. thereby also

improving downlink system efliciency. 

9Such offsets or cell—selection biasing is already supported by LTE.
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However, due to the difference in transmit power between the cells of the different cell layers, 
there is an area (illustrated by the dashed region in Figure 13.13) where the pico cell is selected 
while, at the same time, the downlink transmission from the macro cell is received with substantially 
higher power than the actual desired downlink transmission from the pico cell. Within this area, there 
is thus potential for severe downlink inter-cell interference from the macro cell to pico-cell terminals, 
interference that may require special means to handle.

In the following we will assume that the transmissions from the macro cell and its underlaid pico 
cells are relatively time aligned, implying, for example, that the macro-cell PDCCH (PDSCH) trans-
missions will interfere with PDCCH (PDSCH) transmissions in the pico cell and vice versa.10

The interference from PDSCH transmissions in the macro cell to lower-power PDSCH trans-
missions within a pico cell can be relatively straightforwardly handled by scheduling coordination 
between the cells according to the same principles as inter-cell interference coordination between 
cells within a layer, as described in Section 13.3. As an example, the overlaid macro cell could  
simply avoid high-power PDSCH transmission in resource blocks in which a terminal in the high- 
interference region of a pico cell is to receive downlink data transmission. Such coordination can be more 
or less dynamic depending on to what extent and on what time scale the overlaid macro cell and the under-
laid pico cells can be coordinated. It should also be noted that, for a pico cell on the border between two 
macro cells, it may be necessary to coordinate scheduling simultaneously with both macro cells.

Less obvious is how to handle interference due to the macro-cell transmissions that cannot be 
dynamically scheduled, such as the L1/L2 control signaling (PDCCH, PCFICH, and PHICH). Within 
a cell layer, for example between two macro cells, interference between such transmissions is not a 
critical issue as LTE, including its control channels, has been designed to allow for one-cell frequency 
reuse and a corresponding SIR down to and even below 5 dB. However, in a heterogeneous network 
deployment with extensive range expansion, the downlink interference from the macro cell can be 
more than 15 dB above the signal received from the pico cell, corresponding to an SIR below 15 dB. 
In such low SIR it will not be possible to correctly decode even the very robust control channels. 
Instead, means are needed to avoid macro-to-pico interference for the L1/L2 control channels.

One possible approach to handle the extended interference in a heterogeneous network deploy-
ment with range-extended pico cells is to use carrier aggregation in combination with cross-carrier 
scheduling, as described in Section 10.4.6. The basic principle of such an approach is illustrated in 
Figure 13.14 for the case of two layers (macro and pico) and two downlink carriers (fM and fP).

In terms of data (PDSCH) transmission, both carriers are available in both cell layers and 
interference between the layers is handled by “conventional” inter-cell interference coordina-
tion, as discussed above. As already mentioned, such interference coordination can be more or 
less dynamic depending on the time scale on which the macro cell and its underlaid pico cells can 
be coordinated. Also, the possibility for carrier aggregation allows for both carriers – that is, the 
total available spectrum – to be assigned for transmission to a single terminal. Thus, at least for  
carrier-aggregation-capable terminals, there is no spectrum fragmentation in terms of data 
(PDSCH) transmission.

On the other hand, in terms of L1/L2 control signaling there is at least partly a more semi-static 
frequency separation between the layers. More specifically, the macro cell should avoid high-power 

10 This also assumes the same size of the control (PDCCH) region for macro and pico cells.
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Carrier-aggregation approach to interference avoidance in a heterogeneous network deployment. 

transmission within the conlrol region on carrier fr,. In this way, interference to the control region of 
an underlaid pico cell is reduced on this carrier and the pico cells can use the carrier for control sign
aling to terminals in the high-interference region. Due to the possibility for cross-carrier scheduling, 
even if the macro cell onl y transmits control signaling, including downlink scheduling assignments, 
on carrier fM, DL-SCH transmission on PDSCH can still be scheduled on both carriers as well as an 
aggregation of these. The same is lrue for the pico cell ; even if the pico cell can only use carrier fp for 
transmission of scheduling assignments to terminals in the high-interference region, DL-SCH lrans
missions can still be scheduled on both carriers. 

It should be noted that, for terminals not in the high interference region, the pico cell could also 
use carrier fM for Ll/L2 control signaling. Similarly, the macro cell could use also carrier fp for con
trol signaling, assuming a reduced lransmit power is used. Thus, the macro cell could use carrier fp 
for lower-power control signaling, for example for terminals close to the macro-cell site. 

The main drawback with the above-described carrier-aggregation-based approach to interfer
ence handling in a heterogeneous network deployment is that it requires terminal support for carrier 
aggregation in order to ensure full fl exibility in spectrum usage. For terminals not capable of carrier 
aggregation, for example all pre-release- IO terminals, the frequency separation of control signaling 
between the layers implies a corresponding frequency separation in terms of data transmission as, for 
such terminals, scheduling assignments on carrier fM can only schedule PDSCH transmissions on the 
same carrier. Thus, for such terminals there would be speclrum fragmentation. 

If the carrier-aggregation approach described above cannot be used, one can instead apply more 
conventional interference coordination between the different layers, similar to interference coor
dination within one cell layer as described in Section 13.3, but extended to also cover interference 
between conlrol-channel transmissions of the different cell layers. 
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Carrier—aggregation approach to interference avoidance in a heterogeneous network deployment

transmission within the control region on carrier fp. In this way, interference to the control region of

an underlaid pico cell is reduced on this caJTier and the pico cells can use the carrier for control sign—

aling to terminals in the high~interference region. Due to the possibility for crosSHcarrier scheduling.

even if the macro cell only transmits control signaling. including downlink scheduling assignments.

on carrierfM. DL~SCH transmission on PDSCI-l can still be scheduled on both carriers as well as an

aggregation of these. The same is true for the pico cell: even if the pico cell can only use carrierfp for

transmission of scheduling assignments to terminals in the high-interference region. DLHSCH trans;
missions cart still be scheduled on both carriers.

It should be noted that. for terminals not in the high interference region, the pico cell could also

use carrierfM for LlfLE control signaling. Similarly. the macro cell could use also carrierfp for con—

trol signaling. assuming a reduced transmit power is used. Thus. the macro cell could use carrier fp

for lower—power control signaling. for example for tenninals close to the macro~cell site.

The main drawback with the above~described carrier—aggre-gation—based approach to interfer—

ence handling in a heterogeneous network deployment is that it requires terminal support for carrier

aggregation in order to ensure full flexibility in spectrum usage. For terminals not capable of carrier

aggregation. for example all preHreleaseelU terminals. the frequency separation of control signaling

between the layers implies a corresponding frequency separation in terms of data transmission as. for

such terminals. scheduling assignments on carrierfM can only schedule PDSCH transmissions on the

same carrier. Thus. for such tertninals there would be spectrum fragmentation.

If the carrier—aggregation approach described above cannot be used. one can instead apply more

conventional interference coordination between the different layers. similar to interference coor—

dination within one cell layer as described in Section 13.3. bttt extended to also cover interference

between controlachannel transmissions of the different cell layers.
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Single-carrier approach to interference avoidance in a heterogeneous network deployment. 

With such an approach, the same carrier is used for transmission in both the macro layer and 
the underlaid pico cells. However, the power of macro-cell transmissions is restricted in some sub
frames. In contrast to conventional ICIC as described above, this restriction would not only apply 
to data (PDSCH) transmission, but also to the control region, as illustrated in Figure 13. 15 . In these 
protected subframes pico-cell terminals will thus experience less macro-cell interference for both data 
and control, and the pico cell can also use these subframes for transmission to terminals in the high
interference region. In the example illustrated in Figure 13.15, two of eight subframes are configured 
as protected subframes. 

To support this second approach to interference handling in a heterogeneous network, signaling of 
protected-subframe patterns - that is, information about the set of protected subframes - is supported 
between eNodeBs of different cell layers. Note that the set of protected subframes could be more or 
less dynamic, once again depending on the time scale on which the macro cell and the underlaid pico 
cells can be coordinated. 

It should be noted that the macro cell must not necessarily completely avoid control -signaling 
transmission in the protected subframes. In particular, it could be beneficial to retain the possibil
ity for a limited amount of control signaling related to uplink transmissions, for example a limited 
amount of uplink scheduling grants and/or PRICH transmission, in order not to cause too much 
impact on the uplink scheduling. As long as the macro-cell control -signaling transmissions are lim
ited and onl y occupy a small fraction of the overall control region, the interference to terminals in the 
high-interference region of the pico cell could be kept at an acceptable level. However, the signaling 
of protected-subframe patterns is also defined so that impact on the uplink scheduling is minimi zed 
even if no uplink scheduling grants and PRICH can be transmitted in protected subframes. This is 
achieved by having the protected-subframe patterns matched to the eight-subframe timing of the 
uplink hybrid-ARQ protocol. It should be noted that this implies that the pattern is not aligned to the 
IO ms frame but only to a 40 ms four-frame structure for FDD. For TDD the periodicity also depends 
on the uplink-downlink configuration. 
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Single—carrier approach to interference avoidance in a heterogeneous network deployment.

With such an approach. the same carrier is used for transmission in both the macro layer and

the underlaid pico cells. However, the power of macro~cell transmissions is restricted in some sub—

frames. In contrast to conventional ICIC as described above, this restriction would not only apply

to data tPDSCI—I) transmission. but also to the control region. as illustrated in Figure 13.15. In these

protected srtbfmmes pico—cell terminals will thus experience less macro~cell interference for both data

and control, and the pico cell can also use these subframes for transmission to terminals in the high—

inlerlerence region. In the example illustrated in Figure 13.15. two of eight subl‘rames are configured

as protected subframes.

To support this second approach to interference handling in a heterogeneous network. signaling ot'

pmtected-sttbframe patterns — that is. information about the set of protected subt'rames — is supported

between eNodeBs of dilTerent cell layers. Note that the set of protected subframes could be more or

less dynamic. once again depending on the time scale on which the macro cell and the underlaid pico
cells can be coordinated.

It should be noted that the macro cell must not necessarily completely avoid control—signaling

transmission in the protected subframes. In particular. it could be beneficial to retain the possibil—

ity for a limited amount of control signaling related to uplink transmissions, for example a limited

amount of uplink scheduling grsmts andi‘or PHICI-I transmission. in order not to cause too much

impact on the uplink scheduling. As long as the macroacell controldsignaling transmissions are lim—

ited and only occupy a small fraction of the overall control region. the interference to terminals in the

high—interference region of the pico cell could be kept at an acceptable level. However. the signaling

of protected+subframe patterns is also defined so that impact on the uplink scheduling is minimized

even it‘ no uplink scheduling grants and PHICH can be transmitted in protected subframes. This is

achieved by having the protectedesubl’rame pattems matched to the eight—subfranle timing of the

uplink hybrid—ARQ protocol. It should be noted that this implies that the pattern is not aligned to the

10 ms frame but only to a 40 ms fouruframe structure fior FDD. For TDD the periodicity also depends

on the uplink—downlink configuration.
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Clearly, the interference experienced by pico-cell terminals may vary significantly between pro-
tected and non-protected subframes. CSI measurements carried out jointly on both the protected and 
non-protected subframes will thus not accurately reflect the interference of either type of subframes. 
Thus, as part of the enhanced support for heterogeneous network deployments, it is possible to con-
figure a terminal with different CSI-measurement subsets, confining the terminal CSI measurements 
to subsets of the full set of subframes with terminals reporting CSI for each subset separately. The 
corresponding CSI reports should then preferably reflect the interference level in protected and non-
protected subframes respectively. However, as mentioned above, the set of protected subframes may 
vary dynamically and it may not be feasible to update the CSI measurement sets accordingly. Thus, in 
practice, the CSI-measurement set corresponding to protected subframes may consist of only a sub-
set of the protected subframes, a set that should be relatively static. Similarly, the CSI-measurement 
set corresponding to non-protected subframes may consist of only a subset of the non-protected 
subframes.

It should also be noted that, in some cases, a pico cell could be located at the border between, and 
suffer interference from, two macro cells. If the macro cells have different configured and only partly 
overlapping sets of protected subframes, the pico-cell scheduling as well as the configuration of the 
CSI-measurement sets need to take the structure of the protected sets of both macro cells into account.

13.4.2 Interference Coordination in the Case of Home-eNodeB
In the case of home-eNodeB with CSG there are additional interference issues due to the fact that 
a terminal can be very close to the home-eNodeB and still have to communicate with the overlaid 
macro cell. Such a terminal may then be severely interfered on the downlink by any home-eNodeB 
transmission and may also cause severe uplink interference to the home-eNodeB. In principle, this 
can be solved by the same means as above – that is, by relying on interference coordination between 
the scheduling in the home-eNodeB layer and an overlaid macro, possibly extended by the carrier-
aggregation approach.

A key difference in this case, though, is that the interference avoidance must be two-way – that 
is, one must not only avoid interference from the macro cell to home-eNodeB terminals in the high-
interference outer region of the home-eNodeB coverage area, but also home-eNodeB interference to 
terminals close to the home-eNodeB but not being part of the home-eNodeB CSG.

A further complicating factor in a home-eNodeB scenario is that there are obvious limitations 
in the coordination between the home-eNodeB and an overlaid macro layer due to limited backhaul 
capabilities of a home-eNodeB. In essence, there is no X2 interface to an Home-eNodeB and, in prac-
tice, the configuration of protected /non-protected subframes must be more or less static, something 
that could obviously affect the overall system efficiency.
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Access Procedures 14
CHAPTER

The previous chapters have described the LTE uplink and downlink transmission schemes. However, 
prior to transmission of data, the terminal needs to connect to the network. This chapter describes the 
procedures necessary for a terminal to be able to access an LTE-based network.

14.1 ACQUISITION AND CELL SEARCH
Before an LTE terminal can communicate with an LTE network it has to do the following:

l Find and acquire synchronization to a cell within the network.
l Receive and decode the information, also referred to as the cell system information, needed to 

communicate with and operate properly within the cell.

The first of these steps, often simply referred to as cell search, is discussed in this section. The 
next section then discusses, in more detail, the means by which the network provides the cell system 
information.

Once the system information has been correctly decoded, the terminal can access the cell by 
means of the random-access procedure as described in Section 14.3.

14.1.1 Overview of LTE Cell Search
A terminal does not only need to carry out cell search at power-up – that is, when initially accessing 
the system. Rather, to support mobility, terminals need to continuously search for, synchronize to, and 
estimate the reception quality of neighboring cells. The reception quality of the neighboring cells, in 
relation to the reception quality of the current cell, is then evaluated to conclude if a handover (for ter-
minals in RRC_CONNECTED) or cell reselection (for terminals in RRC_IDLE) should be carried out.

LTE cell search consists of the following basic parts:

l Acquisition of frequency and symbol synchronization to a cell.
l Acquisition of frame timing of the cell – that is, determine the start of the downlink frame.
l Determination of the physical-layer cell identity of the cell.

As already mentioned (e.g. in Chapter 10), there are 504 different physical-layer cell identities 
defined for LTE, where each cell identity corresponds to one specific downlink reference-signal 
sequence. The set of physical-layer cell identities is further divided into 168 cell-identity groups, with 
three cell identities within each group.
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Time-domain position of PSS and SSS for FDD and TTD. 

To assist the cell search, two special signals are transmitted on each downlink component car• 
rier, the Primary Synchroniz,ation Signal (PSS) and the Secondary Synchronization Signal (SSS). 
Although having the same detailed structure, the time-domain positions of the synchronization sig
nals within the frame differ somewhat depending on whether the cell is operating in FDD or TDD: 

• In the case of FDD (upper part of Figure 14.1 ), the PSS is transmitted within the last symbol of 
the first slot of subframes O and 5, while the SSS is transmitted within the second last symbol 
of the same slot - that is, just prior to the PSS. 

• In the case of TDD (lower part of Figure 14. l ), the PSS is transmitted within the third symbol of 
subframes I and 6 - that is, within the DwPTS - while the SSS is transmitted in the last symbol 
of subframes O and 5 - that is, three symbols ahead of the PSS. 

There are several reasons for the difference in the positions of the synchroni zation signals for 
FDD and TDD. For example, the difference allows for the detection of the duplex scheme used on a 
carrier if this is not known in advance. 

Within one cell, the two PSSs within a frame are identical. Furthermore, the PSS of a cell can take 
three different values depending on the physical•layer cell identity of the cell. More specifically, the 
three cell identities within a cell •identity group always correspond to different PSS. Thus, once the 
terminal has detected and identified the PSS of the cell , it has found the following: 

• Five-millisecond timing of the cell and thus also the position of the SSS, which has a fi xed offset 
relative to the PSS. 

• The cell identity within the cell•identity group. However, the terminal has not yet determined the 
cell •identity group itself - that is, the number of possible cell identities has been reduced from 
504 to 168. 

Thus, from the SSS, the position of which is !mown once the PSS has been detected, the terminal 
should find the following: 

• frame timing (two different alternatives given the found position of the PSS); and 
• the cell•identity group (I 68 alternatives). 
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To assist the cell search. two special signals are transmitted on each downlink component car—

rier. the Primary Synchronization Signnf (PSSJI and the Secondary Synchronization Signal (SSS).

Although having the same detailed structure, the timeedomain positions of the synchronization sig—

nals within the frame differ somewhat depending on whether the cell is operating in FDD or TDD:

O In the case of FDD (upper part of Figure 14.1), the P35 is transmitted within the last symbol of

the first slot of subframes O and 5. while the SSS is transmitted within the second last symbol

of the same slot — that is.just prior to the PSS.

0 In the case of TDD (lower part of Figure 14.1), the PSS is transmitted within the third symbol of

sub'ft'ames l and 6 — that is. within the DwP'TS — while the SSS is transmitted in the last symbol

of subframes U and 5 — that is. three symbols ahead of the PSS.

There are several reasons for the difference in the positions of the synchronization signals for

FDD and TDD. For example. the difference allows for the detection of the duplex scheme used on a
carrier if this is not known in advance.

Within one cell. the two PSSs within a frame are identical. Furthermore. the PSS of a cell can take

three different values depending on the physical—layer cell identity of the cell. More specifically. the

three cell identities within a cell—identity group always correspond to different PSS. Thus, once the

terminal has detected and identified the PSS of the cell. it has found the following:

0 Five—millisecond timing of the cell and thus also the position of the SSS. which has a fixed offset
relative to the PSS.

0 The cell identity within the cell—identity group. However. the terminal has not yet determined the

cell—identity group itself — that is. the number of possible cell identities has been reduced from
504 to 168.

Thus. from the SSS, the position of which is known once the PSS has been detected. the terminal

should find the following:

frame liming (two different alternatives given the found position of the PSS)‘. and

0 the cell-identity group (168 alternatives).

Samsung Ex. 1015



0 

Length 63 x{" 

Flwex;: 0 

Zado~hu 
sequence 

x:zss 
0 Fwezeros 
0 

FIGURE 14.2 

OFOM 
modulator 

Definition and structure of PSS. 

14.1 Acquisition and Cell Search 303 

• ••••••• •••• _ 62 subcarriers (not Including DC carrier).__ ••••••• ••• 
.-.-.-.-.-~~---···.-. 
i i ! ! ! !!!!!!!!!!!!!!! W!!!!!!!!!!!!!! i ! ! i ! 

C)'Clic-1>refix • 72 subcarriers (not Including DC carrier) • 
Insertion 

Furthermore, it should be possible for a terminal to do this by the reception of one single SSS. 
The reason is that, for example, in the case when the terminal is searching for cells on other carriers, 
the search window may not be suffi ciently large to cover more than one SSS. 

To enable this, each SSS can take I 68 different values corresponding to the 168 different cell
identity groups. Furthermore, the set of values valid for the two SSSs within a frame (SSS 1 in sub
frame O and SSS2 in subframe 5) are different, implying that, from the detection of a single SSS, the 
terminal can determine whether SSS 1 or SSS2 has been detected and thus determine frame timing. 

Once the terminal has acquired frame timing and the physical-layer cell identity, it has identified 
the cell-specific reference signal. The behavior is slightly different depending on whether it is an ini
tial cell search or cell search for the purpose of neighboring cell measurements: 

• In the case of initial cell search - that is, the terminal state is in RRC_IDLE mode - the reference 
signal will be used for channel estimation and subsequent decoding of the BCH transport channel 
to obtain the most basic set of system information. 

• In the case of mobility measurements - that is, the terminal is in RRC_CONNECTED mode -
the terminal will measure the received power of the reference signal. If the measurement fulfills 
a configurable condition, it will trigger sending of a reference signal received power (RSRP) 
measurement report to the network. Based on the measurement report, the network will conclude 
whether a handover should take place. The RSRP reports can also be used for component carrier 
management, 1 for example whether an additional component carrier should be configured or if the 
primary component carrier should be reconfigured. 

14.1.2 PSS Structure 
On a more detailed level, the three PSSs are three length-63 Zadoff--Chu (ZC) sequences extended 
with fi ve zeros at the edges and mapped to the center 73 subcarriers (center six resource blocks) as 
illustrated in Figure 14.2. It should be noted though that the center subcarrier is actually not transmit
ted as it coincides with the DC subcarrier. Thus, only 62 elements of the length-63 ZC sequences are 
actually transmitted (element Xj{s is not transmitted). 

1 As discussed in Chapter 9, the specifications use the terms primary and secondary cells instead of primary and secondary 
component carriers. 
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The PSS thus occupies 72 resource elements (not including the DC carrier) in subframes O and 5 
(FDD) and subframes I and 6 (TDD). These resource elements are then not available for transmission 
of DL-SCH. 

14. 1.3 SSS Structure 
Similar to PSS, the SSS occupies the center 72 resource elements (not including the DC carrier) in 
subframes O and 5 (for both FDD and TDD). As described above, the SSS should be designed so that: 

• The two SSS (SSS 1 in subframe O and SSS2 in subframe 5) take their values from sets of 168 pos
sible values corresponding to the 168 different cell -identity groups. 

• The set of values applicable for SSS2 is different from the set of values applicable for SSS 1 to 
allow for frame-timing detection from the reception of a single SSS. 

The structure of the two SSS is illustrated in Figure 14.3. SSS 1 is based on the frequency inter
leaving of two length-31 m-sequences X and Y, each of which can take 3 1 different values (actually 
31 different shifts of the same m-sequence). Within a cell, SSS2 is based on exactly the same two 
sequences as SSS 1. However, the two sequences have been swapped in the frequency domain, as out
lined in Figure 14.3. The set of valid combinations of X and Y for SSS 1 has then been selected so that 
a swapping of the two sequences in the frequency domain is not a valid combination for SSS 1. Thus, 
the above requirements are fulfilled: 

• The set of valid combinations of X and Y for SSS 1 (as well as for SSS2) are 168, allowing for 
detection of the physical-layer cell identity. 

• As the sequences X and Y are swapped between SSS 1 and SSS2, frame timing can be found. 

14.2 SYSTEM INFORMATION 
By means of the basic cell-search procedure described in Section 14.1 , a terminal synchroni zes to a 
cell , acquires the physical-layer identity of the cell, and detects the cell frame timing. Once this has 

Samsung Ex. 1015 

 

304 CHAPTER 14 Access Procedures

52 subcan'leni {not Including DC Wl'lfi'}q. __________________________________________________________________.

  
  

1'! subcalrlen: {nel Inclmm DC rim-la}

 OF DM
modulator  

FIGURE 14.3

Definition and structure of 555.

 

The PSS thus occupies 72 resource elements (not including the DC carrier) in subframes CI and 5
(FDDJI and subframes l and 6 (TDD). These resource elements are then not available for transmission
of DL—SCI—l.

I413 555 Structure

Similar to PSS. the SSS occupies the center 7’2 resource elements (not including the DC carrier) in

subframes U and S (for both FDD and TDD). As described above. Ihe SSS should be designed so that:

O The two SSS (SSS, in subframe U and SSS-3 in subframe 5) take their values from sets of 168 pos-

sible values corresponding to the 168 different cell—identity groups.

0 The set of values applicable for SSS; is different from the set of values applicable for SSS] to

allow for frame~timing detection from the reception ofa single SSS.

The structure of the two SSS is illustrated in Figure 14.3. SSS: is based on lhe frequency inter—

leaving of two length—31 nit—sequences X and Y, each of which can take 31 different values [actually

31 dilferent shifts of the same m—sequence). Wthin a cell, SSS; is based on exactly the same two

sequences as SSS}. However, the two sequences have been swapped in the frequency domain, as out—

lined in Figure 14.3. The set of valid combinations ofX and onr SSS] has then been selected so that

a swapping of the two sequences in the frequency domain is not a valid combination for 8581. Thus,

the above requirements are fulfilled:

O The set of valid combinations ofX and 1’ for SSS, (as well as for SSSEJ are 163. allowing for

detection of the physical~layer cell identity.

0 As the sequences X and Y are swapped between SSS] and SSSE. frame timing can be found.

 

14.2 SYSTEM INFORMATION

By means of the basic cell—search procedure described in Section 14.1. a terminal synchronizes to a

cell, acquires the physicaldayer identity of the cell, and detects the cell frame timing. Once this has
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been achieved, the terminal has to acquire the cell system information. This is information that is 
repeatedly broadcast by the network and which needs to be acquired by terminals in order for them 
to be able to access and, in general, operate properly within the network and within a specific cell. 
The system information includes, among other things, information about the downlink and uplink 
cell bandwidths, the uplink/downlink configuration in the case of TDD, detailed parameters related to 
random-access transmission and uplink power control, etc.

In LTE, system information is delivered by two different mechanisms relying on two different 
transport channels:

l A limited amount of system information, corresponding to the so-called Master-Information Block 
(MIB), is transmitted using the BCH.

l The main part of the system information, corresponding to different so-called System-Information 
Blocks (SIBs), is transmitted using the downlink shared channel (DL-SCH).

It should be noted that system information in both the MIB and the SIBs corresponds to the 
BCCH logical channel. Thus, as also illustrated in Figure 8.7 in Chapter 8, BCCH can be mapped to 
both BCH and DL-SCH depending on the exact BCCH information.

14.2.1 MIB and BCH Transmission
As mentioned above, the MIB transmitted using BCH consists of a very limited amount of system 
information, mainly such information that is absolutely needed for a terminal to be able to read the 
remaining system information provided using DL-SCH. More specifically, the MIB includes the fol-
lowing information:

l Information about the downlink cell bandwidth. Four bits are available within the MIB to indicate 
the downlink bandwidth. Thus, up to 16 different bandwidths, measured in number of resource 
blocks, can be defined for each frequency band.

l Information about the PHICH configuration of the cell. As mentioned in Section 10.4.2, the ter-
minal must know the PHICH configuration to be able to receive the L1/L2 control signaling on 
PDCCH which, in turn, is needed to receive DL-SCH. Thus, information about the PHICH config-
uration (three bits) is included in the MIB – that is, transmitted using BCH, which can be received 
and decoded without first receiving any PDCCH.

l The System Frame Number (SFN) or, more exactly, all bits except the two least significant bits of 
the SFN are included in the MIB. As described below, the terminal can indirectly acquire the two 
least significant bits of the SFN from the BCH decoding.

BCH physical-layer processing, such as channel coding and resource mapping, differs quite sub-
stantially from the corresponding processing and mapping for DL-SCH outlined in Chapter 10.

As can be seen in Figure 14.4, one BCH transport block, corresponding to the MIB, is transmitted 
every 40 ms. The BCH Transmissions Time Interval (TTI) thus equals 40 ms.

The BCH relies on a 16-bit CRC, in contrast to a 24-bit CRC used for all other downlink transport 
channels. The reason for the shorter BCH CRC is to reduce the relative CRC overhead, having the 
very small BCH transport-block size in mind.

BCH channel coding is based on the same rate-1/3 tail-biting convolutional code as is used for the 
PDCCH control channel. The reason for using convolutional coding for BCH, rather than the Turbo 
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FIGURE 14.4 

Channel coding and subframe mapping for the BCH transport channel. 

code used for all other transport channels, is the small size of the BCH transport block. With such 
small blocks, tail•biting convolutional coding actually outperforms Turbo coding. The channel coding 
is followed by rate matching, in practice repetition of the coded bits, and bit•level scrambling. QPSK 
modulation is then applied to the coded and scrambled BCH transport block. 

BCH multi•antenna transmission is limited to transmit divers ity - that is, SFBC in the case of two 
antenna ports and combined SFBC/FSTD in the case of four antenna ports . Actually, as mentioned in 
Chapter I 0, if two antenna ports are available within the cell, SFBC must be used for BCH. Similarly, if 
four antenna ports are available, combined SFBC/FSTD must be used. Thus, by blindly detecting what 
transmit•divers ity scheme is used for BCH, a terminal can indirectly determine the number of cell•specific 
antenna ports within the cell and also the transmit•diversity scheme used for the L l/L2 control signaling. 

As can also be seen from Figure 14.4, the coded BCH transport block is mapped to the first sub• 
frame of each frame in four consecutive frames. However, as can be seen in Figure 14.5 and in contrast 
to other downlink transport channels, the BCH is not mapped on a resource•block basis. Instead, the 
BCH is transmitted within the firs t four OFDM symbols of the second s lot of subframe O and only over 
the 72 center subcarriers.2 Thus, in the case of FDD, BCH follows immediately after the PSS and SSS 
in subframe 0. The corresponding resource elements are then not available for DL-SCH transmission. 

The reason for limiting the BCH transmission to the 72 center subcarriers, regardless of the cell 
bandwidth, is that a terminal may not know the downlink cell bandwidth when receiving BCH. Thus, 

2 Not including the DC carrier. 
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Channel coding and subframe mapping for the BCH transport channel.

code used for all other transport channels, is the small size of the BCH transport block. With such

small blocks. tail—biting convolutional coding actually outperforms Turbo coding. The channel coding

is followed by rate matching. in practice repetition of the coded bits. and bit—level scrambling. QPSK

modulation is then applied to the coded and scrambled BCH transport block.

BCH multi—zuitenna transmission is limited to transmit diversity — that is, SFBC in the case of two

runenna ports and combined SFBCfFSTD in the case of four antenna ports. Actually. as mentioned in

Chapter 10. if two antenna ports are available within lhe cell. SFBC must be used for BCH. Similarly. if

four antenna ports are available. combined SFBCJ’FSTD must be used. Thus. by blindly detecting what

n‘ansmit—diyersity scheme is used for BCH. a terminal can indirectly detemiine the number of cell—specific

antenna ports within the cell and also the transmit—diversity scheme used for the LlfLZ control signaling.

As can also be seen from Figure 14.4. the coded BCH transport block is mapped to the first subs

fratne of each frame in four consecutive frames. However. as can be seen in Figure 14.5 and in contrast

to other downlink transport channels. the BCH is not mapped on a resource—block basis. Instead. the

BCH is transmitted within the first four OFDM symbols of the second slot of subframe O and only over

the T2 center subcarliers.2 Thus, in the case of FDD. BCH follows immediately after the PSS and SSS
in subframe 0. The corresponding resource elements are then not available for DL—SCH transmission.

The reason for limiting lhe BCH transmission to the 72 center subcarriers, regardless of the cell

bandwidth. is that a teiminal may not know the downlink cell bandwidth when receiving BCH. Thus.
 

2Not including the DC carrier.
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Detailed resource mapping for the BCH transport channel. 

when first receiving BCH of a cell, the terminal can assume a cell bandwidth equal to the minimum 
possible downlink bandwidth - that is, six resource blocks corresponding to 72 subcarriers. From the 
decoded MIB , the terminal is then informed about the actual downlink cell bandwidth and can adjust 
the receiver bandwidth accordingly. 

Clearly, the total number of resource elements to which the coded BCH is mapped is very large 
compared to the size of the BCH transport block, implying extensive repetition coding or, equivalently, 
massive processing gain for the BCH transmission. Such large processing gain is needed as it should 
be possible to receive and correctly decode the BCH also by terminals in neighboring cells, imply
ing potentially very low receiver Signa[.fo./nterference•and•Noise Ratio (SINR) when decoding the 
BCH. At the same time, many terminals will receive BCH in much better channel conditions. Such 
terminals then do not need to receive the full set of four subframes over which a BCH transport block 
is transmitted to acquire sufficient energy for correct decoding of the transport block. Instead, already 
by receiving only a few or perhaps only a single subframe, the BCH transport block may be decodable. 

From the initial cell search, the terminal has found only the cell frame timing. Thus, when receiv
ing BCH, the terminal does not know to what set of four subframes a certain BCH transport block is 
mapped. Instead, a terminal must try to decode the BCH at four possible timing positions. Depending 
on which decoding is successful , indicated by a correct CRC check, the terminal can implicitly deter
mine 40ms timing or, equivalently, the two least significant bits of the SFN.3 This is the reason why 
these bits do not need to be explicitly included in the MIB. 

3BCH scrambling is defined with 40 ms periodicity, hence even if the terminal successfully decodes the BCH after observ. 
ing only a single transmission instant, it can determine the 40 ms timing. 
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Detailed resource mapping for the BCH transport channel.

when first receiving BCH of a cell, the terminal can assume a cell bandwidth equal to the minimttm

possible downlink bandwidth — that is, six resource blocks corresponding to 72 subcarriers. From the

decoded MJE, the terminal is then informed about the actual downlink cell bandwidth and can adjust

the receiver bandwidth accordingly.

Clearly, the total number of resource elements to which the coded BCI—I is mapped is very large

compared to the size of the BCH transport block, implying extensive repetition coding or. equivalently,

massive processing gain for the BCH transmission. Such large processing gain is needed as it should

be possible to receive and con'ectly decode the BCI—I also by terminals in neighboring cells, imply—

ing potentially very low receiver Signal-rainreference-andwNoise Ratio (SINR) when decoding the

BCI—l. At the same time, many terminals will receive BCI—I in much better channel conditions. Such

terminals then do not need to receive the full set of four subtrames over which a BCH transport block

is transmitted to acquire sufficient energy for correct decoding of the transport block. Instead, already

by receiving only a few or perhaps only a single subframe, the BCH transport block may be decodable.

From the initial cell search. the terminal has Found only the cell l‘rame timing. Thus. when receiv—

ing BCH, the terminal does not know to what set of tour sttbfralnes a certain BCH transport block is

mapped. Instead, a terminal must try to decode the BCH at l'our possible timing positions. Depending

on which decoding is successful, indicated by a correct CRC check. the terminal can implicitly deter—

mine 40ms timing or. equivalently. the two least significant bits of the SFN.3 This is the reason why
these bits do not need to be explicitly included in the MIR.

 

3BCH scrambling is defined with 40 ms periodicity, hence even if the terminal successfully decodes the BCH afi'er observ—
ing only a single transmission instant, it can determine the 401ns timing.
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14.2.2 System-Information Blocks
As already mentioned, the MIB on the BCH only includes a very limited part of the system infor-
mation. The main part of the system information is instead included in different System-Information 
Blocks (SIBs) that are transmitted using the DL-SCH. The presence of system information on 
DL-SCH in a subframe is indicated by the transmission of a corresponding PDCCH marked with a 
special System-Information RNTI (SI-RNTI). Similar to the PDCCH providing the scheduling assign-
ment for “normal” DL-SCH transmission, this PDCCH also indicates the transport format and physi-
cal resource (set of resource blocks) used for the system-information transmission.

LTE defines a number of different SIBs characterized by the type of information that is included 
within them:

l SIB1 includes information mainly related to whether a terminal is allowed to camp on the cell. This 
includes information about the operator/operators of the cell, if there are restrictions with regards to 
what users may access the cell, etc. SIB1 also includes information about the allocation of subframes 
to uplink/downlink and configuration of the special subframe in the case of TDD. Finally, SIB1 
includes information about the time-domain scheduling of the remaining SIBs (SIB2 and beyond).

l SIB2 includes information that terminals need in order to be able to access the cell. This includes 
information about the uplink cell bandwidth, random-access parameters, and parameters related to 
uplink power control.

l SIB3 mainly includes information related to cell reselection.
l SIB4–SIB8 include neighboring-cell-related information, including information related to neigh-

boring cells on the same carrier, neighboring cells on different carriers, and neighboring non-LTE 
cells, such as WCDMA/HSPA, GSM, and CDMA2000 cells.

l SIB9 contains the name of the home-eNodeB.
l SIB10–SIB12 contain public warning messages, for example earthquake information.
l SIB13 contains information necessary for MBMS reception (see also Chapter 15).

Not all the SIBs need to be present. For example, SIB9 is not relevant for an operator-deployed 
node and SIB13 is not necessary if MBMS is not provided in the cell.

Similar to the MIB, the SIBs are broadcasted repeatedly. How often a certain SIB needs to be 
transmitted depends on how quickly terminals need to acquire the corresponding system informa-
tion when entering the cell. In general, a lower-order SIB is more time critical and is thus transmitted 
more often compared to a higher-order SIB. SIB1 is transmitted every 80 ms, whereas the transmis-
sion period for the higher-order SIBs is flexible and can be different for different networks.

The SIBs represent the basic system information to be transmitted. The different SIBs are then 
mapped to different System-Information messages (SIs), which correspond to the actual trans-
port blocks to be transmitted on DL-SCH. SIB1 is always mapped, by itself, on to the first system- 
information message SI-1,4 whereas the remaining SIBs may be group-wise multiplexed on to the 
same SI subject to the following constraints:

l The SIBs mapped to the same SI must obviously have the same transmission period. Thus, as an 
example, two SIBs with a transmission period of 320 ms can be mapped to the same SI, whereas 
an SIB with a transmission period of 160 ms must be mapped to a different SI.

4 Strictly speaking, as SIB1 is not multiplexed with any other SIBs, it is not even said to be mapped to an SI. Rather, SIB1 
in itself directly corresponds to the transport block.
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l The total number of information bits that is mapped to a single SI must not exceed what is possi-
ble to transmit within a transport block.

It should be noted that the transmission period for a given SIB might be different in different net-
works. For example, different operators may have different requirements concerning the period when 
different types of neighboring-cell information needs to be transmitted. Furthermore, the amount of 
information that can fit into a single transport block very much depends on the exact deployment situ-
ation, such as cell bandwidth, cell size, and so on.

Thus, in general, the SIB-to-SI mapping for SIBs beyond SIB1 is flexible and may be different 
for different networks or even within a network. An example of SIB-to-SI mapping is illustrated in 
Figure 14.6. In this case, SIB2 is mapped to SI-2 with a transmission period of 160 ms. SIB3 and 
SIB4 are multiplexed into SI-3 with a transmission period of 320 ms, whereas SIB5, which also 
requires a transmission period of 320 ms, is mapped to a separate SI (SI-4). Finally, SIB6, SIB7, and 
SIB8 are multiplexed into SI-5 with a transmission period of 640 ms. Information about the detailed 
SIB-to-SI mapping, as well as the transmission period of the different SIs, is provided in SIB1.

Regarding the more detailed transmission of the different system-information messages there is 
a difference between the transmission of SI-1, corresponding to SIB1, and the transmission of the 
remaining SIs.

The transmission of SI-1 has only a limited flexibility. More specifically, SI-1 is always transmit-
ted within subframe 5. However, the bandwidth or, in general, the set of resource blocks over which 
SI-1 is transmitted, as well as other aspects of the transport format, may vary and is signaled on the 
associated PDCCH.

For the remaining SIs, the scheduling on DL-SCH is more flexible in the sense that each SI can, 
in principle, be transmitted in any subframe within time windows with well-defined starting points 
and durations. The starting point and duration of the time window of each SI are provided in SIB-1. It 
should be noted that an SI does not need to be transmitted on consecutive subframes within the time 
window, as is illustrated in Figure 14.7. Within the time window, the presence of system information 
in a subframe is indicated by the SI-RNTI on PDCCH, which also provides the frequency-domain 
scheduling as well as other parameters related to the system-information transmission.

Different SIs have different non-overlapping time windows. Thus, a terminal knows what SI is 
being received without the need for any specific identifier for each SI.

In the case of a relatively small SI and a relatively large system bandwidth, a single subframe may 
be sufficient for the transmission of the SI. In other cases, multiple subframes may be needed for the 
transmission of a single SI. In the latter case, instead of segmenting each SI into sufficiently small 

SIB2SIB1 SIB4SIB3 SIB6SIB5 SIB8SIB7

SI-2SI-1 SI-3 SI-5
160 ms80 ms 320 ms

SI-4
320 ms 640 msPeriod:

FIGURE 14.6

Example of mapping of SIBs to SIs.

Samsung Ex. 1015

l l \I l ~l/ 



3 10 CHAPTER 14 Access Procedures 

Start of transmission window 

½ __ ------- ---- ---- ---- --- ---- ---- ---- I ! ________________________________ i! I --· !. -----------------------__I ----_I! • ------------------------------• 
Duration of transmission window 
+------------------------------------------------------------+ 

Repetition period, e.g 160 ms 

FIGURE 14.7 

Transmission window for the transmission of an SI. 

blocks that are separately channel coded and transmitted in separate subframes, the complete SI is 
channe l coded and mapped to multiple, not necessarily consecutive, subframes. 

Similar to the case of the BCH, terminals that are experiencing good channel conditions may then 
be able to decode the complete SI after receiving only a subset of the subframes to which the coded 
SI is mapped, while terminals in bad positions need to receive more subframes for proper decoding of 
the SI. This approach has two benefits: 

• Similar to BCH decoding, terminals in good positions need to receive fewer subframes, implying 
the possibility for reduced terminal power consumption. 

• The use of larger code blocks in combination with Turbo coding leads to improved channel
coding gain. 

Strictly speaking the single transport block containing the SI is not transmitted over multiple sub
frames. Rather, the subsequent SI transmissions are seen as autonomous hybrid-ARQ retransmissions 
of the first SI transmission - that is, retransmissions taking place without any explicit feedback sign
aling provided on the uplink. 

For terminals capable of carrier aggregation, the system information for the primary component 
carrier is obtained as described above. For secondary component carriers, the terminal does not need 
to read the system-information blocks but assumes that the information obtained for the primary com
ponent carrier also holds for the secondary component carriers . System information specific for the 
secondary component carrier is provided through dedicated RRC signaling as part of the procedure to 
configure an additional secondary component carrier. Using dedicated signaling instead of reading the 
system information on the secondary component carrier enables faster activation of secondary com
ponent carriers as the terminal otherwise would have to wait unti I the relevant system information had 
been transmitted. 

14.3 RANDOM ACCESS 
A fundamental requirement for any cellular system is the possibility for the terminal to request a con
nection setup, commonly referred to as random access. In LTE, random access is used for several 
purposes, including: 

• for initial access when establishing a radio link (moving from RRC_IDLE to RRC_ 
CONNECTED; see Chapter 8 for a discussion on different terminal states); 

• to re-establish a radio link after radio-link failure; 
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• for handover when uplink synchronization needs to be established to the new cell; 
• to establish uplink synchronization if uplink or downlink data arrives when the terminal 1s m 

RRC_CONNECTED and the uplink is not synchroni zed; 
• for the purpose of positioning using positioning methods based on uplink measurements; 
• as a scheduling request if no dedicated scheduling-request resources have been configured on 

PUCCH (see Chapter 13 for a discussion on uplink scheduling procedures). 

Acquisition of uplink timing is a main objective for all the cases above; when establishing an ini 
tial radio link (that is, when moving from RRC_IDLE to RRC_CONNECTED), the random-access 
procedure also serves the purpose of assigning a unique identity, the C-RNTI, to the terminal. 

A terminal may perform random access on its primary component carrier only.5 Either a contention
based or a contention-free scheme can be used. 

Contention-based random access uses a four-step procedure, illustrated in Figure 14 .8, with the 
fo llowing steps: 

1. The transmission of a random-access preamble, allowing the eNodeB to estimate the transmis
sion timing of the terminal. Uplink synchronization is necessary as the terminal otherwise cannot 
transmit any uplink data . 

2. The network transmits a timing advance command to adjust the terminal transmit timing, based on 
the timing estimate obtained in the first step. In addition to establishing uplink synchronization, 

5Tbe primary component carrier is UE specific, as already discussed; hence, from an eNodeB perspective, random access 
may occur on multiple component carriers. 
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Overview of the random-access procedure.

for handover when upiink synchronization needs to be established to the new cell:

0 to establish uplith synchronization il' uplink or downiink data arrives when the terminal is in

RRC_CONNECTED and the uplink is not synchronized;

- for the purpose of positioning using positioning methods based on uplink measurements;

0 as a scheduling request if no dedicated scheduling-request resources have been configured on

PUCCI—I (see Chapter 13 for a discussion on uplink scheduling procedures).

Acquisition oi‘uplink timing is a main objective for all the cases above: when establishing an ini—

tial radio link l[that is. when moving from RRC_IDLE to RRC_CONNECTED). the random—access

procedure also serves the purpose of assigning a unique identity. the C—RNTI. to the terminal.

A terminal may perform random access on its primary component carrier old-v.5 Either a contention—
based or a contention—tree scheme can be used.

Contention—based rzuidom access uses a four—step procedure, illustrated in Figure 14.8. with the

following steps:

I. The transmission of a random—access preamble. allowing the eNodeB to estimate the transmis—

sion timing of the terminal. Uplink synchronization is necessary as the terminal otherwise cannot

transmit any uplink data.

2. The network transmits a timing advance command to adjust the terminal transmit timing. based on

the timing estimate obtained in the first step. In addition to establishing uplink synchronization.
 

5The primary component carrier is UE specific, as aheady discussed; hence, from an eNocleB perspective, random access
may oecuron multiple component carriers.
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the second step also assigns uplink resources to the terminal to be used in the third step in the 
random-access procedure. 

3. The transmission of the mobile-terminal identity to the network using the UL-SCH similar to nor
mal scheduled data. The exact content of this signaling depends on the state of the terminal, in 
particular whether it is previously known to the network or not. 

4. The final step consists of transmission of a contention-resolution message from the network to the 
terminal on the DL-SCH. This step also resolves any contention due to multiple terminals trying 
to access the system using the same random-access resource. 

Only the first step uses physical-layer processing specifically designed for random access. The 
subsequent three steps utilize the same physical-layer processing as used for normal uplink and 
downlink data transmission. In the following , each of these steps is described in more detail. 

Contention-free random access can only be used for re-establishing uplink synchronization upon 
downlink data arrival, handover, and positioning. Only the first two steps of the procedure above are 
used as there is no need for contention resolution in a contention-free scheme. 

14.3.1 Step 1: Random-Access Preamble Transmission 
The first step in the random-access procedure is the transmission of a random-access preamble. The 
main purpose of the preamble transmission is to indicate to the base station the presence of a random
access attempt and to allow the base station to estimate the delay between the eNodeB and the termi
nal. The delay estimate will be used in the second step to adjust the uplink timing. 

The time- frequency resource on which the random-access preamble is transmitted is lrnown as the 
Physical Random-Access Channel (PRACH). The network broadcasts information to all terminals in 
which time- frequency resource random-access preamble transmission is allowed (that is, the PRACH 
resources, in SIB-2). As part of the first step of the random-access procedure, the terminal selects one 
preamble to transmit on the PRACH. 

In each cell , there are 64 preamble sequences available. Two subsets of the 64 sequences are 
defined as illustrated in Figure 14.9, where the set of sequences in each subset is signaled as part of 
the system information. When performing a (contention-based) random-access attempt, the terminal 
selects at random one sequence in one of the subsets. As long as no other terminal is performing a 
random-access attempt using the same sequence at the same time instant, no collisions will occur and 
the attempt will, with a high likelihood, be detected by the eNodeB. 

The subset to select the preamble sequence from is given by the amount of data the terminal 
would like to (and from a power perspective can) transmit on the UL-SCH in the third random-access 

Samsung Ex. 1015 



14.3 Random Access 3 13 

~ Uplink resources used for Uplink resource reserved for random 
~ / ' data transmission access preamble transmission 

... 

___ I --
1 10 ms frame I 

FIGURE 14.10 

Principal illustration of random-access preamble transmission. 

step. Hence, from the preamble the terminal used, the eNodeB, will get some guidance on the amount 
of uplink resources to be granted to the terminal. 

If the terminal has been requested to perform a contention-free random access, for example for 
handover to a new cell, the preamble to use is explicitly indicated from the eNodeB. To avoid colli 
sions, the eNodeB should preferably select the contention-free preamble from sequences outside the 
two subsets used for contention-based random access. 

14.3.1.1 PRACH Time-Frequency Resources 
In the frequency domain, the PRACH resource, illustrated in Figure 14.10, has a bandwidth corre
sponding to six resource blocks (1.08 MHz). This nicely matches the smallest uplink cell bandwidth 
of six resource blocks in which LTE can operate. Hence, the same random-access preamble structure 
can be used, regardless of the transmission bandwidth in the cell. 

In the time domain, the length of the preamble region depends on configured preamble, as will be dis
cussed further below. The basic random-access resource is I ms in duration, but it is also possible to con
fi gure longer preambles. Also, note that the eNodeB uplink scheduler in principle can reserve an arbitrary 
long-random-access region by simply avoiding scheduling terminals in multiple subsequent subframes. 

Typically, the eNodeB avoids scheduling any uplink transmissions in the time- frequency resources 
used for random access, resulting in the random-access preamble being orthogonal to user data. This 
avoids interference between UL-SCH transmissions and random-access attempts from different ter
minals. However, from a specification perspective, nothing prevents the uplink scheduler from sched
uling transmissions in the random-access region. Hybrid-ARQ retransmissions are examples of this; 
synchronous non-adaptive hybrid-ARQ retransmissions may overlap with the random-access region 
and it is up to the implementation to handle this, either by moving the retransmissions in the fre
quency domain as discussed in Chapter 12 or by handling the interference at the eNodeB receiver. 

For FDD, there is at most one random-access region per subframe - that is, multiple random
access attempts are not multiplexed in the frequency domain. From a delay perspective, it is better to 
spread out the random-access opportunities in the time domain to minimize the average waiting time 
before a random-access attempt can be initialized. 

For TDD, multiple random-access regions can be configured in a single subframe. The rea-
son is the smaller number of uplink subframes per radio frame in TDD. To maintain the same 
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FIGURE 14.11 

Different preamble formats. 

random-access capacity as in FDD, frequency-domain multiplexing is sometimes necessary. The 
number of random-access regions is configurable and can vary from one per 20 ms to one per I ms for 
FDD; for TDD up to six attempts per IO ms radio frame can be configured. 

14.3.1.2 Preamble Structure and Sequence Selection 
The preamble consists of two parts: 

• Preamble sequence. 
• Cyclic prefi x. 

Furthermore, the preamble transmission uses a guard period to handle the timing uncertainty. Prior to 
starting the random-access procedure, the terminal has obtained downlink synchroni zation from the 
cell -search procedure. However, as uplink synchroni zation has not yet been established prior to ran
dom access, there is an uncertainty in the uplink timing6 as the location of the terminal in the cell is 
not known. The uplink timing uncertainty is proportional to the cell size and amounts to 6.7 µs/km. To 
account for the timing uncertainty and to avoid interference with subsequent subframes not used for 
random access, a guard time is used as part of the preamble transmission - that is, the length of the 
actual preamble is shorter than I ms. 

Including a cyclic prefix as part of the preamble is benefi cial as it allows for frequency-domain 
processing at the base station (discussed further below), which can be advantageous from a com
plexity perspective. Preferably, the length of the cyclic prefi x is approximately equal to the length 

6Tbe start of an uplink frame at the terminal is defined relative to the start of a downlink frame received at the terminal. 
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of the guard period. With a preamble sequence length of approximately 0.8 ms, there is 0.1 ms 
cyclic prefix and 0.1 ms guard time. This allows for cell sizes up to 15 km and is the typical random- 
access configuration, configuration 0 in Figure 14.11. To handle larger cells, where the timing uncer-
tainty is larger, preamble configurations 1–3 can be used. Some of these configurations also support a 
longer preamble sequence to increase the preamble energy at the detector, which can be beneficial in 
larger cells. The preamble configuration used in a cell is signaled as part of the system information. 
Finally, note that guard times larger than those in Figure 14.11 can easily be created by not schedul-
ing any uplink transmissions in the subframe following the random-access resource.

The preamble formats in Figure 14.11 are applicable to both FDD and TDD. However, for TDD, 
there is an additional fourth preamble configuration for random access. In this configuration, the  
random-access preamble is transmitted in the UpPTS field of the special subframe instead of in a 
normal subframe. Since this field is at most two OFDM symbols long, the preamble and the possible 
guard time are substantially shorter than the preamble formats described above. Hence, format 4 is 
applicable to very small cells only. The location of the UpPTS, next to the downlink-to-uplink switch 
for TDD, also implies that the interference from distant base stations may interfere with this short 
random-access format, which limits its usage to small cells and certain deployment scenarios.

14.3.1.3 PRACH Power Setting
The basis for setting the transmission power of the random-access preamble is a downlink path-loss 
estimate obtained from measuring the cell-specific reference signals on the primary downlink compo-
nent carrier. From this path-loss estimate, the initial PRACH transmission power is obtained by add-
ing a configurable offset.

The LTE random-access mechanism allows power ramping where the actual PRACH transmission 
power is increased for each unsuccessful random-access attempt. For the first attempt, the PRACH 
transmission power is set to the initial PRACH power. In most cases, this is sufficient for the random-
access attempts to be successful. However, if the random-access attempt fails (random-access failures 
are detected at the second of four random-access steps, as described in the following sections), the 
PRACH transmission power for the next attempt is increased by a configurable step size to increase 
the likelihood of the next attempt being successful.

Since the random-access preamble is orthogonal to the user data, the need for power ramping to 
control intra-cell interference is smaller than in other systems with non-orthogonal random access and 
in many cases the transmission power is set such that the first random-access attempt with a high like-
lihood is successful. This is beneficial from a delay perspective.

14.3.1.4 Preamble Sequence Generation
The preamble sequences are generated from cyclic shifts of root Zadoff–Chu sequences [74]. Zadoff–
Chu sequences are also used for creating the uplink reference signals as described in Chapter 11, 
where the structure of those sequences is described. From each root Zadoff–Chu sequence, X ku

ZC
( ) ( ) , 

[NZC/NCS] cyclically shifted7 sequences are obtained by cyclic shifts of NCS each, where NZC is the 
length of the root Zadoff–Chu sequence. The generation of the random-access preamble is illustrated 

7 The cyclic shift is in the time domain. Similar to the uplink reference signals and control signaling, this can equivalently 
be described as a phase rotation.
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Random-access preamble generation. 
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in Figure 14.12. Although the figure illustrates generation in the time domain, frequency-domain gen
eration can equally well be used in an implementation. 

Cyclically shifted Zadoff-Chu sequences possess several attractive properties. The amplitude of 
the sequences is constant, which ensures efficient power amplifier utilization and maintains the low 
PAR properties of the single-carrier uplink. The sequences also have ideal cyclic auto-correlation, 
which is important for obtaining an accurate timing estimation at the eNodeB. Finally, the cross
correlation between different preambles based on cyclic shifts of the same Zadoff- Chu root sequence 
is zero at the receiver as long as the cyclic shift Ncs used when generating the preambles is larger 
than the maximum round-trip propagation time in the cell plus the maximum delay spread of the 
channe l. Therefore, due to the ideal cross-correlation property, there is no intra-cell interference from 
multiple random-access attempts using preambles derived from the same Zadoff- Chu root sequence. 

To handle different cell sizes, the cyclic shift Ncs is signaled as part of the system information. 
Thus, in smaller cells, a small cyclic shift can be configured, resulting in a larger number of cycli
cally shifted sequences being generated from each root sequence. For cell sizes below 1.5 km, all 64 
preambles can be generated from a single root sequence. In larger cells, a larger cyclic shift needs to 
be configured and to generate the 64 preamble sequences, multiple root Zadoff-Chu sequences must 
be used in the cell. Although the larger number of root sequences is not a problem in itself, the zero 
cross-correlation property only holds between shifts of the same root sequence and from an interfer
ence perspective it is therefore benefi cial to use as few root sequences as possible. 

Reception of the random-access preamble is discussed further below, but in principle it is based 
on correlation of the received signal with the root Zadoff-Chu sequences. One disadvantage of 
Zadoff- Chu sequences is the difficulties in separating a frequency offset from the distance-dependent 
delay. A frequency offset results in an additional correlation peak in the time domain, a correlation 
peak that corresponds to a spurious terminal-to-base-station distance. In addition, the true correla
tion peak is attenuated. At low-frequency offsets, this effect is small and the detection performance 
is hardly affected. However, at high Doppler frequencies, the spurious correlation peak can be larger 
than the true peak. This results in erroneous detection; the correct preamble may not be detected or 
the delay estimate may be incorrect. 

To avoid the ambiguities from spurious correlation peaks, the set of preamble sequences gener
ated from each root sequence can be restricted. Restrictions imply that only some of the sequences 
that can be generated from a root sequence are used to define random-access preambles. Whether 
restriction should be applied or not to the preamble generation is signaled as part of the system infor
mation. The location of the spurious correlation peak relative to the "true" peak depends on the root 
sequence and hence different restrictions have to be applied to different root sequences. The restric
tions to apply are broadcast as part of the system information in the cell. 
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The base-station processing is implementation specific, but due to the cyclic pre fi x included in the 
preamble, low-complexity frequency-domain processing is possible. An example hereof is shown 
in Figure 14.13 . Samples taken in a time-domain window are collected and converted into the 
frequency-domain representation using an FFT. The window length is 0.8 ms, which is equal to the 
length of the Zadoff-Chu sequence without a cyclic pre fi x. This allows handling timing uncertainties 
up to 0.1 ms and matches the guard ti me defined for the basic preamble configuration. 

The output of the FFT, representing the received signal in the frequency domain, is multiplied 
by the complex-conjugate frequency-domain representation of the root Zadoff-Chu sequence and 
the result is fed through an IFFT. By observing the IFFT outputs, it is possible to detect which of 
the shifts of the root Zadoff-Chu sequence has been transmitted and its de lay. Bas ically, a peak of the 
IFFT output in interval i corresponds to the ith cyclically shi.fted sequence and the delay is given by 
the position of the peak within the interval. This frequency-domain implementation is computation
ally effi cient and allows simultaneous de tection of multiple random-access attempts us ing different 
cyclically shifted sequences generated from the same root Zadoff-Chu sequence; in the case of multi
ple attempts there wi II s imply be a peak in each of the corresponding intervals . 

14.3.2 Step 2: Random-Access Response 
In response to the de tected random-access attempt, the eNodeB will, as the second step of the 
random-access procedure, transmit a message on the DL-SCH, containing: 

• The index of the random-access preamble sequences the network detected and for which the 
response is valid. 

• The timing correction calculated by the random-access preamble receiver. 
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l A scheduling grant, indicating resources the terminal will use for the transmission of the message 
in the third step.

l A temporary identity, the TC-RNTI, used for further communication between the terminal and the 
network.

If the network detects multiple random-access attempts (from different terminals), the individ-
ual response messages of multiple terminals can be combined in a single transmission. Therefore, 
the response message is scheduled on the DL-SCH and indicated on a PDCCH using an identity 
reserved for random-access response, the RA-RNTI. All terminals that have transmitted a preamble 
monitor the L1/L2 control channels for random-access response within a configurable time window. 
The timing of the response message is not fixed in the specification in order to be able to respond to 
sufficiently many simultaneous accesses. It also provides some flexibility in the base-station imple-
mentation. If the terminal does not detect a random-access response within the time window, the 
attempt will be declared as failed and the procedure will repeat from the first step again, possibly with 
an increased preamble transmission power.

As long as the terminals that performed random access in the same resource used different pream-
bles, no collision will occur and from the downlink signaling it is clear to which terminal(s) the infor-
mation is related. However, there is a certain probability of contention – that is, multiple terminals 
using the same random-access preamble at the same time. In this case, multiple terminals will react 
upon the same downlink response message and a collision occurs. Resolving these collisions is part 
of the subsequent steps, as discussed below. Contention is also one of the reasons why hybrid ARQ 
is not used for transmission of the random-access response. A terminal receiving a random-access 
response intended for another terminal will have incorrect uplink timing. If hybrid ARQ were used, 
the timing of the hybrid-ARQ acknowledgement for such a terminal would be incorrect and may dis-
turb uplink control signaling from other users.

Upon reception of the random-access response in the second step, the terminal will adjust its 
uplink transmission timing and continue to the third step. If contention-free random access using a 
dedicated preamble is used, then this is the last step of the random-access procedure as there is no 
need to handle contention in this case. Furthermore, the terminal already has a unique identity allo-
cated in the form of a C-RNTI.

14.3.3 Step 3: Terminal Identification
After the second step, the uplink of the terminal is time synchronized. However, before user data can 
be transmitted to/from the terminal, a unique identity within the cell, the C-RNTI, must be assigned 
to the terminal. Depending on the terminal state, there may also be a need for additional message 
exchange for setting up the connection.

In the third step, the terminal transmits the necessary messages to the eNodeB using the UL-SCH 
resources assigned in the random-access response in the second step. Transmitting the uplink message 
in the same manner as scheduled uplink data instead of attaching it to the preamble in the first step is 
beneficial for several reasons. First, the amount of information transmitted in the absence of uplink 
synchronization should be minimized, as the need for a large guard time makes such transmissions 
relatively costly. Secondly, the use of the “normal” uplink transmission scheme for message trans-
mission allows the grant size and modulation scheme to be adjusted to, for example, different radio 
conditions. Finally, it allows for hybrid ARQ with soft combining for the uplink message. The latter is 
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an important aspect, especially in coverage-limited scenarios, as it allows for the use of one or several 
retransmissions to collect sufficient energy for the uplink signaling to ensure a sufficiently high prob-
ability of successful transmission. Note that RLC retransmissions are not used for the uplink RRC 
signaling in step 3.

An important part of the uplink message is the inclusion of a terminal identity, as this identity is 
used as part of the contention-resolution mechanism in the fourth step. If the terminal is in the RRC_
CONNECTED state – that is, connected to a known cell and therefore has a C-RNTI assigned – this 
C-RNTI is used as the terminal identity in the uplink message.8 Otherwise, a core-network terminal 
identifier is used and the eNodeB needs to involve the core network prior to responding to the uplink 
message in step 3.

UE-specific scrambling is used for transmission on UL-SCH, as described in Chapter 11. 
However, as the terminal may not yet have been allocated its final identity, the scrambling cannot be 
based on the C-RNTI. Instead, a temporary identity is used (TC-RNTI).

14.3.4 Step 4: Contention Resolution
The last step in the random-access procedure consists of a downlink message for contention reso-
lution. Note that, from the second step, multiple terminals performing simultaneous random-access 
attempts using the same preamble sequence in the first step listen to the same response message in the 
second step and therefore have the same temporary identifier. Hence, in the fourth step, each terminal 
receiving the downlink message will compare the identity in the message with the identity transmitted 
in the third step. Only a terminal which observes a match between the identity received in the fourth 
step and the identity transmitted as part of the third step will declare the random-access procedure 
successful. If the terminal has not yet been assigned a C-RNTI, the TC-RNTI from the second step is 
promoted to the C-RNTI; otherwise the terminal keeps its already assigned C-RNTI.

The contention-resolution message is transmitted on the DL-SCH, using the temporary identity 
from the second step for addressing the terminal on the L1/L2 control channel. Since uplink syn-
chronization has already been established, hybrid ARQ is applied to the downlink signaling in this 
step. Terminals with a match between the identity they transmitted in the third step and the message 
received in the fourth step will also transmit a hybrid-ARQ acknowledgement in the uplink.

Terminals that do not find a match between the identity received in the fourth step and the respec-
tive identity transmitted as part of the third step are considered to have failed the random-access pro-
cedure and need to restart the procedure from the first step. Obviously, no hybrid-ARQ feedback is 
transmitted from these terminals. Furthermore, a terminal that has not received the downlink message 
in step 4 within a certain time from the transmission of the uplink message in step 3 will declare the 
random-access procedure as failed and need to restart from the first step.

14.4 PAGING
Paging is used for network-initiated connection setup when the terminal is in RRC_IDLE. In LTE, the 
same mechanism as for “normal” downlink data transmission on the DL-SCH is used and the mobile 
terminal monitors the L1/L2 control signaling for downlink scheduling assignments related to paging. 

8 The terminal identity is included as a MAC control element on the UL-SCH.
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Table 14.1 Paging Cycles and Paging Subframes 

Number of Paging Subframes per Paging Cycle 
= 

1/32 1/16 1/8 1/4 1/2 1 2 4 

Paging subframes in a FDD 9 9 9 9 9 9 4,9 0, 4,5,9 
paging frame TDD 0 0 0 0 0 0 0, 5 0, 1,5,6 

Possible paging occasions 

eNodeB I 

UE, 
- -----Paging cycle------

u~ 
------Paging cycle ------

FIGURE 14.14 

111 ustration of paging cycles. 

Since the location of the terminal typically is not lrnown on a cell level, the paging message is typi 
cally transmitted across multiple cells in the so-called tracking area (the tracking area is controlled by 
the MME; see [9] for a discussion on tracking areas). 

An effi cient paging procedure should allow the terminal to sleep with no receiver processing most 
of the time and to briefly wake up at predefined time intervals to monitor paging information from 
the network. Therefore, a paging cycle is defined, allowing the terminal to s leep most of the time and 
only briefly wake up to monitor the Ll/L2 control signaling. If the terminal detects a group identity 
used for paging (the P-RNTI) when it wakes up, it will process the corresponding downlink paging 
message transmitted on the PCH. The paging message includes the identity of the terminal(s) being 
paged, and a terminal not finding its identity will discard the received information and sleep accord
ing to the DRX cycle. Obviously, as the uplink timing is unlrnown during the DRX cycles, no hybrid
ARQ acknowledgements can be transmitted and consequently hybrid ARQ with soft combining is not 
used for paging messages. 

The network configures in which subframes a terminal should wake up and listen for paging. 
Typically, the configuration is cell specific, although there is a possibility to complement the setting 
by DE-specific configuration. In which frame a given terminal should wake up and search for the 
P-RNTI on a PDCCH is determined by an equation taking as input the identity of the terminal as well 
as a cell-specific and (optionally) a DE-specific paging cycle. The identity used is the so-called IMSI, 
an identity coupled to the subscription, as an idle mode terminal does not have a C-RNTI allocated, 
and the paging cycle for a terminal can range from once per 256 up to once per 32 frames. The sub
frame within a frame to monitor for paging is also derived from the IMSI. Since different terminals 
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have different IMSI, they will compute different paging instances. Hence, from a network perspective,  
paging may be transmitted more often than once per 32 frames, although not all terminals can be 
paged at all paging occasions as they are distributed across the possible paging instances as shown in 
Figure 14.14.

Paging messages can only be transmitted in some subframes, ranging from one subframe per  
32 frames up to a very high paging capacity with paging in four subframes in every frame. The con-
figurations are shown in Table 14.1. Note that, from a network perspective, the cost of a short paging 
cycle is minimal as resources not used for paging can be used for normal data transmission and are 
not wasted. However, from a terminal perspective, a short paging cycle increases the power consump-
tion as the terminal needs to wake up frequently to monitor the paging instants.

In addition to initiating connection to terminals being in RRC_IDLE, paging can also be used to 
inform terminals in RRC_IDLE as well as RRC_CONNECTED about changes of system informa-
tion. A terminal being paged for this reason knows that the system information will change and there-
fore needs to acquire the update system information as described in Section 14.2.
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Multimedia Broadcast/Multicast 
Services 15

CHAPTER

In the past, cellular systems have mostly focused on transmission of data intended for a single user 
and not on multicast/broadcast services. Broadcast networks, exemplified by the radio and TV broad-
casting networks, have on the other hand focused on covering very large areas with the same con-
tent and have offered no or limited possibilities for transmission of data intended for a single user. 
Multimedia Broadcast Multicast Services (MBMS) support multicast/broadcast services in a cellular 
system, thereby combining the provision of multicast/broadcast and unicast services within a single 
network.

With MBMS, the same content is transmitted to multiple users located in a specific area, known as 
the MBMS service area and typically comprising multiple cells. In each cell participating in the trans-
mission, a point-to-multipoint radio resource is configured and all users subscribing to the MBMS 
service simultaneously receive the same transmitted signal. No tracking of users’ movement in the 
radio-access network is performed and users can receive the content without notifying the network.

When providing multicast/broadcast services for mobile devices there are several aspects to take 
into account, of which two deserve special attention and will be elaborated upon further below: good 
coverage and low terminal power consumption.

The coverage, or more accurately the data rate possible to provide, is basically determined by the 
link quality of the worst-case user, as no user-specific adaptation of transmission parameters can be 
used in a multicast/broadcast system providing the same information to multiple users. As discussed 
in Chapter 3, OFDM transmission provides specific benefits for provision of multi-cell multicast/
broadcast services. If the transmissions from the different cells are time synchronized, the resulting 
signal will, from a terminal point of view, appear as a transmission from a single point over a time-
dispersive channel. As mentioned in Chapter 7, for LTE this kind of transmission is referred to as an 
MBMS Single-Frequency Network (MBSFN). MBSFN transmission provides several benefits:

l Increased received signal strength, especially at the border between cells involved in the MBSFN 
transmission, as the terminal can utilize the signal energy received from multiple cells.

l Reduced interference level, once again especially at the border between cells involved in the 
MBSFN transmission, as the signals received from neighboring cells will not appear as interfer-
ence but as useful signals.

l Additional diversity against fading on the radio channel as the information is received from sev-
eral, geographically separated locations, typically making the overall aggregated channel appear 
highly time-dispersive or, equivalently, highly frequency selective.
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FIGURE 15.1 

Example of MBSFN areas. 

Altogether, this allows for significant improvements in the multicast/broadcast reception quality, 
especially at the border between cells involved in the MBSFN transmission, and, as a consequence, 
significant improvements in the achievable multicast/broadcast data rates. 

Providing for power-efficient reception in the terminal in essence implies that the structure of the 
overall transmission should be such that data for a service-of-interest is provided in short high-data
rate bursts rather than longer low-data-rate bursts. This allows the terminal to occasionally wake up 
to receive data with long periods of DRX in between. In LTE, this is catered for by time-multiplexing 
unicast and broadcast transmissions, as well as by the scheduling of different MBMS services, as dis
cussed further below. 

15.1 ARCHITECTURE 
An MBSFN area is a specific area where one or several cells transmit the same content. For example, 
in Figure 15.1 , cells 8 and 9 both belong to MBSFN area C. Not only can an MBSFN area consist 
of multiple cells, a single cell can also be part of multiple, up to eight, MBSFN areas, as shown in 
Figure 15.1 , where cells 4 and 5 are part of both MBSFN areas A and B. Note that, from an MBSFN 
reception point of view, the individual cells are invisible, although the terminal needs to be aware of 
the different cells for other purposes, such as reading system information and notification indicators, 
as discussed below. The MBSFN areas are static and do not vary over time. 

The usage of MBSFN transmission obviously requires not only time synchronization among the 
cells participating in an MBSFN area, but also usage of the same set of radio resources in each of 
the cells for a particular service. This coordination is the responsibility of the Multi-cell/multicast 
Coordination Entity (MCE), which is a logical node in the radio-access network handling alloca
tion of radio resources and transmission parameters (time- frequency resources and transport for
mat) across the cells in the MBSFN area. As shown in Figure 15.2, the MCE1 can control multiple 
eNodeBs, each handling one or more cells. 

1There is an alternative architecture supported where MCE functionality is included in every eNodeB. However, as there is 
no communication between MCEs in different eNodeBs, the MBSFN area would in this case be limited to the set of cells 
controlled by a single eNodeB. 
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The Broadcast Multicast Service Center (BM-SC), located in the core network, is responsible for 
authorization and authentication of content providers, charging, and the overall configuration of the 
data fl ow through the core network. The MBMS gateway (MBMS-GW) is a logical node handling 
multicast of IP packets from the BM-SC to all eNodeBs involved in transmission in the MBSFN area. 
It also handles session control signaling via the MME. 

From the BM-SC, the MBMS data is forwarded using IP multicast, a method of sending an IP 
packet to multiple receiving network nodes in a single transmission, via the MBMS gateway to the 
cells from which the MBMS transmission is to be carried out. Hence, MBMS is not only effi cient 
from a radio-interface perspective, but it also saves resources in the transport network by not having 
to send the same packet to multiple nodes individually unless necessary. This can lead to significant 
savings in the transport network. 

15.2 OVERALL CHANNEL STRUCTURE AND PHYSICAL-LAYER 
PROCESSING 

The basis for MBSFN transmission is the Multicast Channel (MCH), a transport channel type 
supporting MBSFN transmission. Two types of logical channels can be multiplexed and mapped to 
the MCH: 

• Multicast Traffic Channel (MTCH) 
• Multicast Control Channel (MCCH). 

The MTCH is the logical channel type used to carry MBMS data corresponding to a cer
tain MBMS service. If the number of services to be provided in an MBSFN area is large, multiple 
MTCHs can be configured. Obviously, as no acknowledgements are transmitted by the terminals, no 
RLC retransmissions can be used and consequently the RLC unacknowledged mode is used . 

The MCCH is the logical channel type used to carry control information necessary for reception 
of a certain MBMS service, including the subframe allocation and modulation-and-coding scheme for 
each MCH. There is one MCCH per MBSFN area. Similarly to the MTCH, the RLC uses unacknowl
edged mode. 
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LTE MBMS architecture.

 

The Broadcast Mrdricasr Service Center (BM—SC]. located in the core network. is responsible For

authorization and authentication of content providers. charging. and the overall configuration of the

data flow through the core network. The MBMS gateway (MBMS-GW) is a logical node handling

multicast of LP packets from the BM-SC to all eNodeBs involved in transmission in the MBSFN area.

It also handles session control signaling via the MME.

From the BM-SC. the MBMS data is forwarded using LP multicast. a method of sending an IP

packet to multiple receiving network nodes in a single transmission. via the MBMS gateway to the

cells from which the MBMS transmission is to be carried out. Hence, NLBMS is not only efficient

from a radio—interface perspective. but it also saves resources in the transport network by not having

to send the same packet to multiple nodes individually unless necessary. This can lead to significant

savings in the transport network.

 

15.2 OVERALL CHANNEL STRUCTURE AND PHYSICAL-LAYER

PROCESSING

The basis for MBSFN transmission is the Mut'n'casr Channel (MCH). a transport channel type

supporting MBSFN transmission. Two types ol' logical channels can be multiplexed and mapped to
the MCI-l:

Malncnsr Traflic Channel (MTCH)
- Mnt’n'casr Control Channel (MCCH).

The MTCH is the logical channel type used to carry MBMS data corresponding to a cer-

tain MBMS service. If the nttmher of services to be provided in an NLBSFN area is large. multiple

MTCHs can be configured. Obviously. as no acknowledgements are transmitted by the terminals. no

RLC retransmissions can be used and consequently the RLC unacknowledged mode is used.

The MCCH is the logical channel type used to carry control information necessary for reception

of a certain MBMS service. including the subframe allocation and mod ulation—and-ccxling scheme For

each MCH. There is one MCCH per MBSFN area. Similarly to the MTCH. the RLC uses unacknowl-

edged mode.
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FIGURE 15.3 

Resource-block structure for MBSFN subframes, assuming normal cycl ic prefix for the control region. 

One or several MTCHs and, if applicabte,2 one MCCH are multiplexed at the MAC layer to form 
an MCH transport channel. As already described in Chapter 8, the MAC header contains informa
tion about the logical-channel multiplexing, in this specific case the MTCH/MCCH multiplexing, 
such that the terminal can demultiplex the information upon reception. The MCH is transmitted using 
MBSFN in one MBSFN area. 

The transport-channel processing for MCH is, in most respects, the same as that for DL-SCH as 
described in Section 10. l , with some exceptions: 

• In the case of MBSFN transmission, the same data is to be transmitted with the same transport 
format using the same physical resource from multiple cells typically belonging to different 
eNodeBs. Thus, the MCH transport format and resource allocation cannot be dynamically 
adjusted by the eNodeB. As described above, the transport format is instead determined by the 
MCE and signaled to the terminals as part of the information sent on the MCCH. 

• As the MCH transmission is simultaneously targeting multiple terminals and therefore no feed
back is used, hybrid ARQ is not applicable in the case of MCH transmission. 

• As already mentioned, multi-antenna transmission (transmit diversity and spatial multiplexing) 
does not apply to MCH transmission. 

Furthermore, as also mentioned in Chapter 10, the PMCH scrambling should be MBSFN-area 
specific - that is, identical for all cells involved in the MBSFN transmission. 

The MCH is mapped to the PMCH physical channel and transmitted in MBSFN subframes, illus
trated in Figure 15.3. As discussed in Chapter 9, an MBSFN subframe consists of two parts: a control 
region, used for transmission of regular unicast LI/L2 control signaling; and an MBSFN region, used 
for transmission of the MCH.3 Unicast control signaling may be needed in an MBSFN subframe, for 
example to schedule uplink transmissions in a later subframe, but is also used for MBMS-related sig
naling, as discussed further below. 

2One MCCH per MBSFN area is needed, but it does not have to occur in every MCH TII, nor on all MCHs in the 
MBSFN area. 
3 As discussed in Chapter 9, MBSFN subframes can be used for multiple purposes and not all of them have to be used for 
MCH transmission. 
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FIGURE 15.3 

Resource-block structure for MBSFN subfrarnes, assuming normal cyclic prefix for the control region.

One or several MTCHs and. if applicable.l one MCCH are multiplexed at the MAC layer to form
an MCH transport channel. As already described in Chapter 8, the MAC header contains informa-

tion about the logicalechannel multiplexing. in this specific case the MTCl-UMCCI—I multiplexing.

such that the terminal can demultiplex the information upon reception. The MCH is transmitted using
MBSFN in one MBSFN area.

The transport-channel processing for MCH is. in most respects. the same as that for DL-SCH as

described in Section IO. 1. with some exceptions:

0 In the case of MBSFN transmission. die same data is to be transmitted with the stone transport

format using the same physical resource from multiple cells typically belonging to different

eNodeBs. Thus. the MCI-l Lransport format and resource allocation cannot be dynamically

adjusted by the eNodeB. As described above, the transport format is instead determined by the

MCE and signaled to the terminals as part of the information sent on the MCCH.

0 As the MCI-l transmission is simultaneously targeting multiple terminals and therefore no feed-

back is used, hybrid ARQ is not applicable in the case of MCI-I transmission.

0 As already mentioned. multi-antenna transmission [transmit diversity and spatial multiplexing)

does not apply to MCI-l transmission.

Furthermore. as also mentioned in Chapter ID, the PMCI-l scrambling should be MBSFN-area

Spectfic — that is. identical for all cells involved in the MBSFN transmission.

The MCI-l is mapped to the PMCl-l physical channel and transmitted in MBSFN sttbframes. illus

trated in Figure 15.3. As discussed in Chapter 9, an MBSFN subframc consists of two parts: a control

region, used for transmission of regular ttnicast Llr‘LZ control signaling; and an MBSFN region, used

for transmission of the NICH.3 Unicast control signaling may be needed in an MBSFN subframe. for
example to schedule uplink transmissions in a later suhframe. but is also used for MB MS—related sig—

naling. as discussed further below.

 

2Cllne MCCH per MBSFN area is needed, but it does not have to occur in every MCH TTI, nor on all MCHs in the
MESFN area.

3As discussed in Chapter 9, MBSFN subframes can be used for multiple purposes and not' all of them have to be used for
MCH transmission.
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MBSFN reference signals PMCH resource elements 
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FIGURE 15.4 

Reference-signal structure for PMCH reception. 

As already discussed in Chapter 3, in the case of MBSFN-based multicast/broadcast transmis
sion, the cyclic prefi x should not only cover the main part of the actual channel time dispersion but 
also the timing difference between the transmissions received from the cells involved in the MBSFN 
transmission. Therefore, MCH transmissions, which can take place in the MBSFN region only, use 
an extended cyclic prefi x. If a normal cyclic prefi x is used for normal subframes, and therefore also 
in the control region of MBSFN subframes, there will be a small "hole" between the two parts of an 
MBSFN subframe, as illustrated in Figure 15.3. The reason is to keep the start timing of the MBSFN 
region fi xed, irrespective of the cyclic prefi x used for the control region. 

As already mentioned, the MCH is transmitted by means of MBSFN from the set of cells that are 
part of the corresponding MBSFN area. Thus, as seen from the terminal point of view, the radio chan
nel that the MCH has propagated over is the aggregation of the channels of each cell within the MBSFN 
area. For channel estimation for coherent demodulation of the MCH, the terminal can thus not rely on 
the normal cell-specific reference signals transmitted from each cell. Rather, in order to enable coherent 
demodulation for MCH, special MBSFN reference symbols are inserted within the MBSFN part of the 
MBSFN subframe, as illustrated in Figure 15.4. These reference symbols are transmitted by means of 
MBSFN over the set of cells that constitute the MBSFN area - that is, they are transmitted at the same 
time- frequency position and with the same reference-symbol values from each cell. Channel estimation 
using these reference symbols will thus correctly refl ect the overall aggregated channel corresponding to 
the MCH transmissions of all cells that are part of the MBSFN area. 

MBSFN transmission in combination with specific MBSFN reference signals can be seen as 
transmission using a specific antenna port, referred to as antenna port 4. 

A terminal can assume that all MBSFN transmissions within a given subframe correspond to the 
same MBSFN area. Hence, a terminal can interpolate over all MBSFN reference symbols within a 
given MBSFN subframe when estimating the aggregated MBSFN channel. In contrast, MCH trans
missions in different subframes may, as already discussed, correspond to different MBSFN areas. 
Consequently, a terminal cannot necessarily interpolate the channel estimates across multiple 
subframes. 

As can be seen in Figure 15.4, the frequency-domain density of MBSFN reference symbols is 
higher than the corresponding density of cell -specific reference symbols. This is needed as the 
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Reference-signal structure for PMCH reception.

As already discussed in Chapter 3. in the case of MBSFNabased multicastt’l‘troadcast transmis—

sion, the cyclic prefix should not only cover the main part of the actttal channel time dispersion but

also the timing difference between the Lransmissions received from the cells involved in the MBSFN

transmission. Therefore, MCH transmissions. which can take place in the MBSFN region only. use

an extended cyclic prefix. If a normal cyclic prefix is used for normal subframes. and therefore also

in the control region of NfBSFN subframes, there will be a small “hole" between the two parts of an

M'BSFN subframe, as illustrated in Figure 15.3. The reason is to keep the start timing of the MBSFN

region fixed. irrespective of the cyclic prefix used for the control region.

As already mentioned, the MCI-l is transmitted by means of NEBSFN from the set of cells that are

part of the con‘eswnding MBSFN area. Thus. as seen from the terminal point of view. the radio chan—

nel that the MCH has propagated over is the aggregation of the channels of each cell within the MBSFN

area. For channel estimation for coherent demodulation of the MCI-1. the temrjnal can thus not rely on

the normal cell~specific reference signals transmitted from each cell. Rather. in order to enable coherent

demodulation for MCH. special MBSFN reference symbols are inserted within the MBSFN part of the

NTBSFN sub'frame. as illustrated in Figure 15.4. These reference- symbols are transmitted by means of

M‘BSFN over the set of cells that constitute the MBSFN area — that is. they are transmitted at the same

time—frequency position and with the same referencesymbol values frotn each cell. Channel estimation

using these reference symbols will thus correctly reflect the overall aggregated channel corresponding to

the MCH transmissions of all cells that are part ofthe MBSFN area.

M'BSFN transmission in combination with specific MBSFN reference signals can be seen as

transmission using a specific antenna port. referred to as antenna port 4.

A terminal can assume that all MBSFN transmissions within a given subframe- correspond to the

same M'BSFN area. Hence. a terminal can interpolate over all MBSFN reference symbols within a

given MBSFN subl‘rame when estimating the aggregated MBSFN channel. In contrast. MCH trans;

missions in different subframes may. as already discussed. correspond to different MIBSFN areas.

Consequently. a tertninal cannot necessarily interpolate the channel estimates across multiple
subfrarnes.

As can be seen in Figure 15.4. the frequencyudomain density of MBSFN reference symbols is

higher than the corresponding density of cell—specific reference symbols. This is needed as the
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aggregated channel of all cells involved in the MBSFN transmission will be equivalent to a highly 
time-dispersive or, equivalentl y, highly frequency-selective channel. Consequently, a higher 
frequency-domain reference-symbol density is needed. 

There is only a single MBSFN reference signal in MBSFN subframes. Thus, multi -antenna trans
mission such as transmit diversity and spatial multiplexing is not supported for MCH transmission. 
The main argument for not supporting any standardized transmit diversity scheme for MCH transmis
sion is that the high frequency selectivity of the aggregated MBSFN channel in itself provides sub
stantial (frequency) diversity. 

15.3 SCHEDULING OF MBMS SERVICES 
Good coverage throughout the MBSFN area is, as already explained, one important aspect of provid
ing broadcast services. Another important aspect, as mentioned in the introduction, is to provide for 
energy-effi cient reception. In essence, for a given service, this translates into transmission of short 
high-rate bursts in between which the terminal can enter a DRX state to reduce power consumption. 
LTE therefore makes extensive use of time-multiplexing of MBMS services and the associated signal
ing, as well as provides a mechanism to inform the terminal when in time a certain MBMS service is 
transmitted. Fundamental to the description of this mechanism are the Common Subframe Allocation 
(CSA) period and the MCH Scheduling Period (MSP). 

All MCHs that are part of the same MBSFN area occupy a pattern of MBSFN subframes known 
as the Common Subframe Allocation (CSA). The CSA is periodic, as illustrated in Figure 15.5. 

--------------- CSA period ----------------

MCH1 MCH2 MCH3 

FrameO 2 4 6 8 13 14 15 

MSA-end 1 

Frame 0-15 Frame 16-31 Frame 32-47 Frame 48-63 Frame 64- 79 

MSI 1 MSI 1 MSI 1 MSI 1 MSI 1 
MSl2 MSl2 

MSI 3 MSI 3 MSI 3 MSl3 

- ----- MSP2------
- MSP1 -

FIGURE 15.5 

Example of scheduling of MBMS services. 
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aggregated channel of all cells involved in the MBSFN transmission will be equivalent to a highly
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There is only a single MBSFN reference signal in MBSFN subframes. Thus. multi—antenna trans

mission such as transmit diversity and spatial multiplexing is not supported for MCI-I transmission.

The main argument for not supporting any stamdardized transmit diversity scheme for MCI-l transmiss
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Obviously, the subframes used for transmission of the MCH must be configured as MBSFN sub-
frames, but the opposite does not hold – MBSFN subframes can be configured for other purposes 
as well, for example to support the backhaul link in the case of relaying, as described in Chapter 16. 
Furthermore, the allocation of MBSFN subframes for MCH transmission should obviously be identi-
cal across the MBSFN area as there otherwise will not be any MBSFN gain. This is the responsibility 
of the MCE.

Transmission of a specific MCH follows the MCH subframe allocation (MSA). The MSA is peri-
odic and at the beginning of each MCH Scheduling Period (MSP), a MAC control element is used to 
transmit the MCH Scheduling Information (MSI). The MSI indicates which subframes are used for 
a certain MTCH in the upcoming scheduling period. Not all possible subframes need to be used; if 
a smaller number than allocated to an MCH is required by the MTCH(s), the MSI indicates the last 
MCH subframe to be used for this particular MTCH (MSA end in Figure 15.5), while the remaining 
subframes are not used for MBMS transmission. The different MCHs are transmitted in consecutive 
order within a CSA period – that is, all subframes used by MCH n in a CSA are transmitted before 
the subframes used for MCH n  1 in the same CSA period.

The fact that the transport format is signaled as part of the MCCH implies that the MCH trans-
port format may differ between MCHs but must remain constant across subframes used for the same 
MCH. The only exception is subframes used for the MCCH and MSI, where the MCCH-specific 
transport format, signaled as part of the system information, is used instead.

In the example in Figure 15.5, the scheduling period for the first MCH is 16 frames, corresponding 
to one CSA period, and the scheduling information for this MCH is therefore transmitted once every 
16 frames. The scheduling period for the second MCH, on the other hand, is 32 frames, corresponding 
to two CSA periods, and the scheduling information is transmitted once every 32 frames. The MCH 
scheduling periods can range from 80 ms to 10.24 s.

To summarize, for each MBSFN area, the MCCH provides information about the CSA pattern, 
the CSA period, and, for each MCH in the MBSFN area, the transport format and the schedul-
ing period. This information is necessary for the terminal to properly receive the different MCHs. 
However, the MCCH is a logical channel and itself mapped to the MCH, which would result in a 
chicken-and-egg problem – the information necessary for receiving the MCH is transmitted on the 
MCH. Hence, in TTIs when the MCCH (or MSI) is multiplexed into the MCH, the MCCH-specific 
transport format is used for the MCH. The MCCH-specific transport format is provided as part of the 
system information (SIB13; see Chapter 14 for a discussion about system information). The system 
information also provides information about the scheduling and modifications periods of the MCCH 
(but not about CSA period, CSA pattern, and MSP, as those quantities are obtained from the MCCH 
itself). Reception of a specific MBMS service can thus be described by the following steps:

l Receive SIB13 to obtain knowledge on how to receive the MCCH for this particular MBSFN area.
l Receive the MCCH to obtain knowledge about the CSA period, CSA pattern, and MSP for the 

service of interest.
l Receive the MSI at the beginning of each MSP. This provides the terminal with information on 

which subframes the service of interest can be found in.

After the second step above, the terminal has acquired the CSA period, CSA pattern, and MSP. 
These parameters typically remain fixed for a relatively long time. The terminal therefore only needs 
to receive the MSI and the subframes in which the MTCH carrying the service of interest are located, 
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Notification is transmitted in this period ... ... and the updated MCCH information is transmitted in this period. 

' ' ' 

h n I • I I I • ' 
: MCCH repetition period 

MCCH modification period 

FIGURE 15.6 

MCCH transmission schedule. 

as described in the third bullet above. This greatly helps to reduce the power consumption in the ter
minal as it can sleep in most of the subframes. 

Occasionally there may be a need to update the information provided on the MCCH, for example 
when starting a new service. Requiring the terminal to repeatedly receive the MCCH comes at a cost 
in terms of terminal power consumption. Therefore, a fixed schedule for MCCH transmission is used 
in combination with a change-notification mechanism, as described be low. 

The MCCH information is transmi tted repeatedly with a fi xed repetition period and changes to 
the MCCH information can only occur at specific time instants. When (parts 01) the MCCH informa
tion is changed, which can only be done at the beginning of a new modification period, as shown in 
Figure 15.6, the network notifies the terminals about the upcoming MCCH information change in the 
preceding MCCH modification period. The notification mechanism uses the PDCCH for this purpose. 
An eight-bit bitmap, where each bit represents a certain MBSFN area, is transmitted on the PDCCH 
in an MBSFN subframe using DCI format IC and a reserved identifier, the M-RNTI. The notification 
bitmap is only transmitted when there are any changes in the services provided (in release 10, noti 
fi cation is also used to indicate a counting request in an MBSFN area) and follows the modification 
period described above. 

The purpose of the concept of notification indicators and modification periods is to maximize the 
amount of time the terminal may sleep to save battery power. In the absence of any changes to the 
MCCH information, a terminal currently not receiving MBMS may enter DRX and only wake up 
when the notification indicator is transmitted . As a PDCCH in an MBSFN subframe spans at most 
two OFDM symbols, the duration during which the terminal needs to wake up to check for noti
fi cations is very short, translating to a high degree of power saving. Repeated ly transmitting the 
MCCH is useful to support mobility; a terminal entering a new area or a terminal missing the first 
transmission does not have to wait until the start of a new modification period to receive the MCCH 
information. 
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Relaying 16
CHAPTER

The possibility of a terminal communicating with the network, and the data rate that can be used, 
depends on several factors, the path loss between the terminal and the base station being one. The link 
performance of LTE is already quite close to the Shannon limit and from a pure link-budget perspective, 
the highest data rates supported by LTE require a relatively high signal-to-noise ratio. Unless the link 
budget can be improved, for example with different types of beam-forming solutions, a denser infra-
structure is required to reduce the terminal-to-base-station distance and thereby improve the link budget.

A denser infrastructure is mainly a deployment aspect, but in later releases of LTE, various tools 
enhancing the support for low-power base stations are included. One of these tools is relaying, 
which can be used to reduce the distance between the terminal and the infrastructure, resulting in 
an improved link budget and an increased possibility for high data rates. In principle this reduction 
in terminal-to-infrastructure distance could be achieved by deploying traditional base stations with 
a wired connection to the rest of the network. However, relays with a shorter deployment time can 
often be an attractive alternative, as there is no need to deploy a specific backhaul.

A wide range of relay types can be envisioned, some of which could already be deployed in 
release 8.

Amplify-and-forward relays, commonly referred to as repeaters, simply amplify and forward the 
received analog signals and are, on some markets, relatively common as a tool for handling coverage 
holes. Traditionally, once installed, repeaters continuously forward the received signal regardless of 
whether there is a terminal in their coverage area or not, although more advanced repeaters can be 
considered as well. Repeaters are transparent to both the terminal and the base station and can there-
fore be introduced in existing networks. The fact that the basic principle of a repeater is to amplify 
whatever it receives, including noise and interference as well as the useful signal, implies that repeat-
ers are mainly useful in high-SNR environments. Expressed differently, the SNR at the output of the 
repeater can never be higher than at the input.

Decode-and-forward relays decode and re-encode the received signal prior to forwarding it to the 
served users. The decode-and-re-encode process results in this class of relays not amplifying noise 
and interference, as is the case with repeaters. They are therefore also useful in low-SNR environ-
ments. Furthermore, independent rate adaptation and scheduling for the base station–relay and relay–
terminal links is possible. However, the decode-and-re-encode operation implies a larger delay than 
for an amplify-and-forward repeater, longer than the LTE subframe duration of 1 ms. As for repeaters, 
many different options exist depending on supported features (support of more than two hops, support 
for mesh structures, etc) and, depending on the details of those features, a decode-and-forward relay 
may or may not be transparent to the terminal.
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Access and backhaul links. 

16.1 RELAYS IN LTE 
LTE release 10 introduces support for a decode-and-forward relaying scheme (repeaters require no 
additional standardization support other than RF requirements and are available already in release 8). 
A basic requirement in the development of LTE relaying solutions was that the relay should be transpar
ent to the terminal - that is, the terminal should not be aware of whether it is connected to a relay or to 
a conventional base station. This ensures that release-8/9 terminals can also be served by relays, despite 
relays being introduced in release 10. Therefore, so-called self-back.hauling was taken as the basis for 
the LTE relaying solution. In essence, from a logical perspective, a relay is an eNodeB wirelessly con
nected to the rest of the radio-access network by using the LTE radio interface. It is important to note 
that, even though the relay from a terminal perspective is identical to an eNodeB, the physical imple
mentation may differ significantly, from a traditional base station, for example in terms of output power. 

In conjunction with relaying, the terms back.haul link and access link are often used to refer to 
the base station- relay connection and the relay- tenninal connection respectively. The cell to which 
the relay is connected using the backhaul link is known as the donor cell and the donor cell may, in 
addition to one or several relays, also serve terminals not connected via a relay. This is illustrated in 
Figure 16.1. 

Since the relay communicates both with the donor cell and tenninals served by the relay, interfer
ence between the access and backhaul links must be avoided. Otherwise, since the power difference 
between access-link transmissions and backhaul-link reception at the relay can easily be more than 
lO0dB, the possibility of receiving the backhaul link may be completely ruined. Similarly, transmis
sions on the backhaul link may cause significant interference to the reception of the access link. These 
two cases are illustrated in Figure 16.2. Therefore, isolation between the access and backhaul links is 
required, isolation that can be obtained in one or several of the frequency, time, and/or spatial domains. 

Depending on the spectrum used for access and backhaul links, relaying can be classified into out
band and inband types. 

Outband relaying imp lies that the backhaul operates in a spectrum separate from that of the access 
link, using the same radio interface as the access link. Provided that the frequency separation between 
the backhaul and access links is sufficiently large, interference between the backhaul and access links 
can be avoided and the necessary isolation is obtained in the frequency domain. Consequently, no 
enhancements to the release-8 radio interface are needed to operate an outband relay. There are no 
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IB.I RELAYS IN LTE

LTE release 10 introduces support for a decode—anduforward relaying scheme (repeaters require no

additional standardization support other than RF requirements and are available already in release 8).

A basic requirement in the development of LTE relaying solutions was that the relay should be transpar—

ent to the terminal — that is. the tenninal should not be aware of whether it is connected to a relay or to

a conventional base station. This ensures that release~819 terminals can also be served by relays. despite

relays being introduced in release 10. Therefore. so-called selfibackhauling was taken as the basis for

the LTE relaying solution. In essence. from a logical perspective. a relay is an eNodeB wirelessly con—

nected to the rest of the radio—access network by using the LTE radio interface. It is important to note

that. even though the relay from a terminal perspective is identical to an eNodeB. the physical imple—

mentaLion may diflier significantly. from a traditional base station. for enunple in terms of output power.

In conjunction with relaying. the terms backfield link and access link are often used to refer to

the base station—relay connection turd the relay—terminal connection respectively. The cell to which

the relay is connected using the backhaul link is known as the donor cell! and the donor cell may. in

addition to one or several relays. also serve terminals not connected via a relay. This is illustrated in

Figure 16.l.

Since the relay communicates both with the donor cell and terminals served by the relay. interfer—

ence between the access and backhattl links must be avoided. Otherwise. since the power difference

between access-link transmissions and backhauHink reception at the relay can easily be more than

lOOdB. the possibility of receiving the backhattl link may be completely ruined. Similarly. transmis—

sions on the backhaul link may cause significant interference to the recepLion of the access link. These

two cases are illustrated in Figure 16.2. Therefore. isolation between the access and backhaul links is

required. isolation that can be obtained in one or several of the frequency. time. andt'or spatial domains.

Depending on the spectrum used for access and backhaul links. relaying can be classified into oatv

band and inband types.

Outband relaying implies that the backhaul operates in a spectrum separate from that of the access

link, usingT the same radio interface as the access link. Provided that the frequency separation between

the backhaul and access links is sufficiently large. interference between the backhaul and access links

can be avoided and the necessary isolation is obtained in the frequency domain. Consequently. no

enhancements to the release-S radio interface we needed to operate an outband relay. There are no
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FIGURE 16.2 

Interference between access and backhaul links. 

restrictions on the activity on the access and backhaul links and the re lay can in principle operate with 
full duplex. 

lnband relaying implies that the backhaul and access links operate in the same spectrum. 
Depending on the deployment and operation of the relay, this may, as the access and backhaul link 
share the same spectrum, require additional mechanisms to avoid interference between the access and 
backhaul links. Unless this interference can be handled by proper antenna arrangements, for example 
with the relay deployed in a tunne l with the backhaul antenna placed outside the tunnel, a mechanism 
to separate activity on the access and backhaul links in the time domain is required. Such a mecha
nism was introduced as part of release 10 and will be described in more detail in the following. Since 
the backhaul and access links are separated in the time domain, there is a dependency on the trans
mission activity and the two links cannot operate simultaneously. 

16.2 OVERALL ARCHITECTURE 
From an architectural perspective, a relay can, on a high level, be thought of as having a " base-station 
side" and a "terminal side". Towards terminals, it behaves as a conventional eNodeB using the access 
link, and a terminal is not aware of whether it is communicating with a relay or a "traditional" base 
station. Relays are therefore transparent for the terminals and terminals from the first LTE release, 
release 8, can also benefit from relays. This is important from an operator's perspective, as it allows a 
gradual introduction of relays without affecting the existing terminal fl eet. 

Towards the donor cell, a relay initially operates as a terminal, using the LTE radio interface to 
connect to the donor cell. Once connection is established and the relay is configured, the relay uses a 
subset of the "terminal side" fun ctionality for communication on the backhaul link. In this phase, the 
relay-specific enhancements described in this chapter may be used for the backhaul. 

In release 10, the focus is on two-hop relaying and scenarios with a re lay connected to the net
work via another relay are not considered. Furthermore, relays are stationary - that is, handover of 
a relay from one donor cell to another donor cell is not supported. The case for using mobile relays 
is not yet clear and therefore it was decided in release 10 not to undertake the relatively large task of 
adapting existing core-network procedures to handle cells that are moving over time, something that 
could have been a consequence of a mobile relay. 

The overall LTE relaying architecture is illustrated in Figure 16.3. One key aspect of the architec-
ture is that the donor eNodeB acts as a proxy between the core network and the relay. From a relay 
perspective, is appears as if it is connected directly to the core network as the donor eNodeB appears 
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Interference between access and backhaul links.

restrictions on the activity on the access and backhaul links and the relay can in principle operate with

full duplex.

Inband relaying implies that the backhaul and access links operate in the same spectrum.

Depending on the deployment and operation of the- relay, this may. as the access and backhaul link

share the same spectrum1 require additional mechanisms to avoid interference between the access and

backhaul links. Unless this interference can be handled by proper antenna arrangements. for example

with the relay deployed in a tunnel with the backhaul antenna placed outside the tunnel. a mechanism

to separate activity on the access and backhaul links in the time domain is required. Such a mecha—

nism was introduced as part of release ll] and will be described in more detail in the following. Since

the backhaul and access links are separated in the time domain, there is a dependency on the trans—

mission activity and the two links cannot operate simultaneously.

 

15.2 OVERALL ARCHITECTURE

From an architectural perspective. a relay can. on a high level. be thought of as having a “basedstation

side" and a “terminal side". Towards terminals. it behaves as a conventional eNodeB using the access

link, and a terminal is not aware of whether it is communicating with a relay or a "traditional" base

station. Relays are therefore transparent for the terminals and terminals from the first LTE release.

release 8. can also benefit from relays. This is important from an operator's perspective. as it allows a

gradual introduction of relays without affecting the existing terminal fleet.

Towards the donor cell. a relay initially operates as a terminal. using the LTE radio interface to

connect to the donor cell. Once connection is established and the relay is configured. the relay uses a

subset of the “terminal side" functionality for communication on the backhaul link. In this phase. the

relay—specific enhancements described in this chapter may be used for the backhaul.

In release 10, the focus is on two-hop relaying and scenarios with a relay connected to the net—

work via another relay are not considered. Furthermore. relays are stationary — that is. handover of

a relay from one donor cell to another donor cell is not supported. The case for using mobile relays

is not yet clear and therefore it was decided in release 10 not to undertake the relatively large task of

adapting existing core~network procedures to handle cells that are moving over time, something that

could have been a consequence of a mobile relay.

The overall LTE relaying architecture is illustrated in Figure 16.3. One key aspect of the architec—

ture is that the donor eNodeB acts as a proxy between the core network and the relay. From a relay

perspective. is appears as if it is connected directly to the core network as the donor eNodeB appears
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as an MME for the Sl interface and an eNodeB for X2 towards the relay. From a core-network per
spective, on the other hand, the relay cells appear as if they belong to the donor eNodeB. It is the task 
of the proxy in the donor eNodeB to connect these two views. The use of a proxy is motivated by the 
desire to minimi ze the impact to the core network from the introduction of relays, as well as to allow 
for features such as tight coordination of radio-resource management between the donor eNodeB and 
the relay. 

16.3 BACKHAUL DESIGN FOR INBAND RELAYING 
In the case of inband re laying, the backhaul and access links operate in the same spectrum. As dis
cussed in the previous section, a mechanism to separate activity on the access and backhaul links in 
the time domain is required unless sufficient isolation between the two links can be achieved in other 
ways, for example through appropriate antenna arrangements. Such a mechanism should ensure that 
the relay is not transmitting on the access link at the same time as it is receiving on the backhaul link 
(and vice versa). 

An obvious way to handle this is to "blank" some subframes on the access link to provide the 
relay with the possibility to communicate with the donor eNodeB on the backhaul link. In the uplink, 
the scheduler in the relay can in principle schedule such that there is no access-link activity in certain 
subframes. These subframes can then be used for uplink transmissions on the backhaul link as the 
relay does not need to receive anything on the access link in these subframes. However, blanking 
subframes on the access downlink is not possible. Although a release- IO terminal in principle could 
have been designed to cope with blank subframes, terminals from earlier releases expect at least cell
specific reference signals to be present in all downlink subframes. Hence, to preserve the possibility 
of also serving release-8/9 terminals, which was an important requirement during standardization of 
release 10, the design of the backhaul link must be based on the assumption that the access link can 
operate with release-8 functionality only. 
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as an l‘vfME for the 5] interface and an eNodeB for X2 towards the relay. From a core~network per—

spective, on the other hand. the relay cells appear as it they belong to the donor eNodeE. It is the task

of the proxy in the donor eNodeB to connect these two views. The use of a proxy is motivated by the

desire to minimize the impact to the- core network from the introduction o'l‘relays, as well as to allow

for features such as tight coordination of l'EICllO—II'ESOUI'CE management between the donor eNodeB and

the relay.

 

16.3 BACKHAUL DESIGN FUR INBAND RELAYING

In the case of inband relaying. the backhatrl and access links operate in the same spectrum. As dis

cussed in the previous section. a mechanism to separate activity on the access and backhaul links in

the time domain is required unless sufficient isolation between the two links can be achieved in other

ways. for example through appropriate antenna arrangements. Such a mechanism should ensure that

the relay is not transmitting on the access link at the same time as it is receiving on the backhaul link
[and vice versa).

An obvious way to handle this is to “blank“ some subframes on the access link to provide the

relay with the possibility to communicate with the donor eNodeB on the backhaul link. In the uplink.

the scheduler in the relay can in principle schedule such that there is no accessulink activity in certain

subframes. These subframes can then be used for uplink transmissions on the backhaul link as the

relay does not need to receive anything on the access link in these subl‘rames. However. blanking

subframes on the access downlink is not possible. Although a release—10 terminal in principle could

have been designed to cope with blank subframes. terminals from earlier releases expect at least cell—

specific reference signals to be present in all downlink subframes. Hence. to preserve the possibility

of also serving releaseASI‘J terminals. which was an important requirement during standardization ol

release 10. the design of the backhaul link must be based on the assumption that the access link can

operate with releaseAS functionality only.
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FIGURE 16.4 

Multiplexing between access and backhaul links. 

Fortunately, already from the fi rst release LTE included the possibility of configuring MBSFN 
subframes (see Chapter 9). In an MBSFN subframe, terminals expect cell-specific reference signals 
and (possibly) Ll/L2 control signaling to be transmitted only in the fi rst one or two OFDM symbols, 
while the remaining part of the subframe can be empty. By configuring some of the access-link sub
frames as MBSFN subframes, the relay can stop transmitting in the latter part of these subframes and 
receive transmissions from the donor cell. As seen in Figure 16.4 , the gap during which the relay can 
receive transmissions from the donor cell is shorter than the full subframe duration. In particular, as 
the first OFDM symbols in the subframe are unavailable for reception of donor-cell transmissions, 
Ll/L2 control signaling from the donor to the relay cannot be transmitted using the regular PDCCH. 
Instead, a relay-specific control channe l, the R-PDCCH, is introduced in release 10. 

Not only are transmission gaps in the access downlink required in order to receive transmissions 
from the donor cell, but also reception gaps in the access link are needed in order to transmit on the 
backhaul from the relay to the donor cell. As already mentioned, such gaps can be created through 
proper scheduling of uplink transmissions. 

The detai led specifications of the physical-layer enhancements introduced in release 10 to support 
the backhaul can be found in [75]. 

16.3.1 Access-Link Hybrid-ARQ Operation 
The access-link gaps discussed above, MBSFN subframes in the downlink and scheduling gaps in the 
uplink, used in order to be able to receive and transmit respectively on the backhaul link, affect the 
hybrid-ARQ operation. Note that hybrid ARQ is used on both the access and backhaul links. Since 
compatibility with release 8 was a fundamental requirement in the development of the LTE relaying 
solution, there are no changes to access-link hybrid-ARQ operation. 

For uplink transmissions on PUSCH, hybrid-ARQ acknowledgements are transmitted on PRICH. 
Since the PRICH can be transmitted by the relay even in MBSFN subframes, the operation is identi
cal to that in earlier releases of the LTE standard. However, although the hybrid-ARQ acknowledge
ment can be received, the subframe where the retransmission should take place (8 ms after the initial 
transmission for FDD, configuration dependent for TDD) may be used by the backhaul link and not 
be available for the access link. In that case the corresponding uplink hybrid-ARQ process needs to 
be suspended by transmitting a positive aclmowledgement on the PRICH, irrespective of the outcome 
of the decoding. By using PDCCH, a retransmission can instead be requested in a later subframe 
available for the same hybrid-ARQ process, as described in Chapter 12 . The hybrid-ARQ round-trip 
ti me will be larger in those cases (for example, 16 ms instead of 8 ms for FDD). 
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Downlink transmissions on PDSCH trigger hybrid-ARQ acknowledgements to be sent on 
PUCCH and, for proper operation, the relay should be able to receive those acknowledgements. The 
possibility to receive PUCCH on the access link depends on the backhaul operation, more specifically 
on the allocation of subframes for backhaul communication.

In FDD, backhaul subframes are configured such that an uplink subframe occurs 4 ms after a 
downlink subframe. This is chosen to match the access-link hybrid-ARQ timing relations, where an 
uplink subframe follows 4 ms after a downlink subframe As the relay cannot transmit on the access 
link simultaneously with the backhaul link, there is no access-link transmission in subframe n and, 
consequently, no hybrid-ARQ transmission in subframe n  4. Hence, the inability to receive access-
link hybrid-ARQ acknowledgements in some subframes is of no concern as the corresponding down-
link subframes cannot be used for access-link transmission anyway. Downlink retransmissions are 
not an issue as they are asynchronous and can be scheduled in any suitable downlink subframe on the 
access link.

In TDD, the relay node may not be able to receive hybrid-ARQ feedback on PUCCH in uplink 
subframes used for transmission on the backhaul link. One possibility is to restrict the downlink 
scheduler such that no terminals transmit PUCCH in uplink subframes the relay cannot receive. 
However, such a restriction may be too limiting. Alternatively, the relay can schedule without restric-
tions in the downlink and ignore the hybrid-ARQ acknowledgement. Retransmissions can then either 
be handled blindly – that is, the relay has to make an educated “guess” on whether a retransmission 
is required based on, for example, CSI feedback – or RLC retransmissions are used to handle missing 
packets. Another possibility is to configure repetition of the hybrid-ARQ acknowledgements such that 
at least some of the repeated acknowledgements are receivable by the relay.

16.3.2 Backhaul-Link Hybrid-ARQ Operation
For the backhaul link, the underlying principle in the design is to maintain the same timing relations 
as in release 8 for scheduling grants and hybrid-ARQ acknowledgements. As the donor cell may 
schedule both relays and terminals, such a principle simplifies the scheduling implementation, as 
scheduling and retransmission decisions for terminals and relays are taken at the same point in time. 
It also simplifies the overall structure, as release-8 solutions can be reused for the relay backhaul 
design.

For FDD, the subframes configured for downlink backhaul transmission therefore follow a period 
of 8 ms in order to match the hybrid-ARQ round-trip time to the extent possible. This also ensures 
that the PUCCH can be received in the access link, as discussed in the previous section. However, as 
the possible configurations of MBSFN subframes have an inherent 10 ms structure while the hybrid-
ARQ timing follows an 8 ms periodicity, there is an inherent mismatch between the two. Hence, as 
illustrated in Figure 16.5, some backhaul subframes may be spaced 16 ms apart, as subframes 0, 4, 5, 
and 9 cannot be configured as MBSFN subframes (see Chapter 9). Uplink backhaul subframes follow 
4 ms after a downlink backhaul subframe, following the principle discussed in the previous paragraph.

For TDD, there is an inherent 10 ms component in the hybrid-ARQ timing relations, which 
matches the 10 ms MBSFN structure and makes it possible to keep a regular spacing of the backhaul 
transmission attempts. Subframes 0, 1, 5, and 6 cannot be configured as MBSFN subframes. Hence, 
TDD configuration 0, where subframes 0 and 5 are the only downlink subframes, cannot be used in a 
relay cell since this configuration does not support any MBSFN subframes. For configuration 5, there 

Samsung Ex. 1015



16.3 Backhaul Design for lnband Relaying 337 

Backhaul downlink Backhaul uplink Not possible to configure Not used for backhaul uplink as there 
\ I as MBSFN subframe Is no downlink 4ms earlier. 

,t • t ' • t \J :1
1 

• ' t • 
I I I I M I I I I I I I M I I I I I I I I I I I I I I I I M I I I I I I I I Ml I I •r•••"-•••••r•••"-••••.l!•••••••••••~•••~•••.ti'••• \ I \ I 

Access downlink 

FIGURE 16.5 

No access downlinK 
MBSFN subframe 

Example of backhaul configuration for FDD. 

Access uplink No access uplink -
scheduling restriction 

is only a single uplink subframe and in order to support both the backhaul and access links at least 
two uplink subframes are needed. Therefore, of the seven TDD configurations supported in LTE, only 
configurations I, 2, 3, 4, and 6 are supported in relay cells. For each TDD configuration, one or sev
eral backhaul configurations are supported, as shown in Table 16.1. 

The underlying timing principles for hybrid-ARQ acknowledgements and uplink scheduling 
grants are, as mentioned above, to keep the same principles as for the access link. However, obviously 
backhaul transmissions may occur in backhaul subframes only. Therefore, for TDD, the acknowl
edgement of a transport block on the backhaul link in subframe n is transmitted in subframe n + k, 
where k?: 4 and is selected such that n + k is an uplink backhaul subframe if the aclrnowledgement 
is to be transmitted from the relay and a downlink backhaul subframe if the acknowledgement is 
transmitted from the eNodeB. 

The numbering of uplink hybrid-ARQ processes on the backhaul link is similar to the TDD num
bering on the access link, where uplink hybrid-ARQ process numbers are assigned sequentially to 
the available backhaul occasions as shown in Figure 16.6, taking into account the same processing 
times as for the access link (see Chapter 12). This is in contrast to the FDD access link, where the 
uplink hybrid-ARQ process number can be directly derived from the subframe number. The reason 
for adopting a somewhat different strategy is to minimize the maximum hybrid-ARQ round-trip time. 
Due to the fact that a pure 8 ms periodicity does not always match the MBSFN allocation, the actual 
uplink round-trip time, unlike the FDD access link, is not constant but, similar to the TDD access 
link, is dependent on the subframe number. 

16.3.3 Backhaul Downlink Control Signaling 
The gap during which the relay can receive transmissions from the donor cell is, as seen in Figure 
16.4 , shorter than the full subframe duration. In particular, as the first OFDM symbols in the sub
frame are unavailable for reception of transmissions from the donor cell, Ll/L2 control signaling 
from the donor to the relay cannot be transmitted using the regular PDCCH. 1 Instead, a relay-specific 
control channel, the R-PDCCH, is introduced in release 10. 

1 In principle, the PDCCH could be received if the subframe structures of the access and backhaul links are offset by two to 
three OFOM symbols, but with the drawback that relay and donor cells would not be time aligned, which is beneficial, for 
example, in heterogeneous deployments. 
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Table 16.1 Supported Backhau l Configurations for TDD 

Backhaul Uplink- Backhaul Subframe Number 
Subframe Downlink DL:UL 
Configuration Configuration Ratio 0 1 2 3 4 5 6 7 8 9 

in Relay Cell 

0 1 :1 D u 
1 u D 
2 2:1 D u D 
3 u D D 
4 2:2 u D u D 
5 2 1 :1 u D 
6 D u 
7 2:1 u D D 
8 D u D 
g u D D D 

10 3:1 D u D D 
11 3 2:1 u D D 
12 3:1 u D D D 
13 1 :1 u D 
14 2:1 u D D 
15 4 u D D 
16 3:1 u D D D 
17 4:1 u D D D D 
18 6 1 :1 u D 

- RTT =8 ms- - RTT = 10 ms-----RTT= 14 ms----
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FIGURE 16.6 

Example of hybrid-ARO process numbering for FOO. 

The R-PDCCH carries downlink scheduling assignments and uplink scheduling grants, using the 
same DCI formats as for the PDCCH. However, there is no support for power control commands 
using DCI formats 3/3A. The main function of DCI formats 3/3A is to support semi-persistent sched
uling, a feature mainly targeting overhead reduction for low-rate services and not supported for the 
backhaul link. 
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In the time domain, the R-PDCCH is, as already mentioned, received in the "MBSFN region" of 
the subframe, while in the frequency domain, transmission of the R-PDCCH occurs in a set of semi 
statically allocated resource blocks. From a latency perspective it is beneficial to locate transmissions 
of downlink scheduling assignments as early as possible in the subframe. As discussed in Chapter 10, 
this was the main motivation for dividing normal subframes into a control region and a data region. 
In principle, a similar approach could be taken for the R-PDCCH, namely dividing the set of resource 
blocks used for R-PDCCH transmission into a control part and a data part. However, as it is not pos
sible to exploit fractions of a subframe for transmission of PDSCH to terminals connected directly to 
the donor cell, transmission of a single R-PDCCH could block usage of a relatively large number of 
resource blocks. From an overhead and scheduling flexibility perspective, a structure where the fre
quency span of the R-PDCCH is minimized (while still providing sufficient diversity) and resources 
are allocated mainl y in the time dimension is preferable. In the release- IO design of the R-PDCCH, 
these seemingly contradicting requirements have been addressed through a structure where downlink 
assignments are located in the first slot and uplink grants, which are less time critical, in the sec
ond slot of a subframe (see Figure 16.7). This structure allows the time-critical downlink assignments 
to be decoded early. To handle the case when there is no uplink grant to transmit to the relay, the 
R-PDCCH resources in the second slot may be used for PDSCH transmission to the same relay. 

Coding, scrambling, and modulation for the R-PDCCH follows the same principles as for the 
PDCCH (see Chapter I 0), with the same set of aggregation levels supported (one, two, four, and eight 
CCEs). However, the mapping of the R-PDCCH to time- frequency resources is, for obvious reasons, 
different. Two different mapping methods, illustrated in Figure 16.8, are supported: 

• Without cross-PDCCH interleaving 
• With cross-PDCCH interleaving. 

Without cross-interleaving, one R-PDCCH is mapped to one set of virtual resource blocks, 
where the number of resource blocks (one, two, four, or eight) depends on the aggregation level. No 
other R-PDCCHs are transmitted using the same set of resource blocks. If the resource blocks are 
located sufficiently apart in the frequency domain, frequency diversity can be obtained, at least for 
the higher aggregation levels. Non-interleaved mapping is, for example, useful for beam-forming of 
the backhaul transmissions or when applying frequency-selective scheduling to the R-PDCCH. Either 
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Non-interleaved R-PDCCHs Cross-interleaved R-PDCCHs 

FIGURE 16.8 

R-PDCCH mapping types: no cross-interleaving (left) and cross-interleaving (right). 

cell -specific reference signals (CRS) or demodulation reference signals (DM-RS) can be used for 
demodulation. 

Cross-interleaved mapping is similar to the strategy used for the PDCCH and reuses most of the 
PDCCH processing structures except for the mapping to resource elements. A set of R-PDCCHs is 
multiplexed together, interleaved, and mapped to a set of resource blocks allocated for R-PDCCH 
transmission. Obviously, as transmissions to multiple relays may share the same set of resource 
blocks, cell-specific reference signals are the only possibility for demodulation. The motivation for 
this mapping method is to obtain frequency diversity also for the lowest aggregation level. However, 
it also comes at the cost of blocking additional resource blocks from PDSCH transmission as, even at 
low aggregation levels, several resource blocks in the frequency domain are used for the R-PDCCH. 

For both mapping cases, cross-interleaved as well as non-cross-interleaved, a set of candidate 
R-PDCCHs is monitored by the relay node. The set of resource blocks upon which the relay moni 
tors for R-PDCCH transmission is configurable by the donor cell by signaling a set of virtual resource 
blocks using resource allocation type 0, 1, or 2 (see Chapter 10 for a discussion on resource alloca
tion types). The sets may or may not overlap across multiple relay nodes. In the subframes used for 
backhaul reception, the relay attempts to receive and decode each of the R-PDCCHs candidates as 
illustrated in Figure 16.9 and, if valid downlink control information is found, applies this information 
to downlink reception or uplink transmission. This approach is in essence similar to the blind decod
ing procedure used in the terminals, although there are some differences. First, there are no common 
search spaces for the relays as there is no need to receive broadcast information. Any information 
necessary for relay operation is transmitted using dedicated signaling. Secondly, the search spaces for 
the non-interleaved mapping are not time varying as in terminals, but remain static in time. 

The number of blind decoding attempts is the same as for a terminal - that is, six, six, two, and 
two attempts for aggregation levels one, two, four, and eight respectively. However, note that an 
R-PDCCH can be transmitted in either the first or second slot. Hence, the total number of decoding 
attempts performed by a relay is 64.2 

No PRICH channel is de fined for the backhaul. The main reason for the PRICH in release 8 was 
effi cient support of non-adaptive retransmissions for delay-sensitive low-rate applications such as 
voice-over IP. The backhaul from a relay, on the other hand, typically uses a higher data rate as mul
tiple terminals are served by the relay. Hence, as control signaling overhead is less of an issue, the 

2Two slots and two DO formats per transmission mode results in 2 • 2 • (6 + 6 + 2 + 2) = 64. 

Samsung Ex. 1015 



16.3 Backhaul Design for lnband Relaying 341 

Resource blocks monitored by a relay node 

Deinterleaver 
: _______ (cross-interleaved R-PDCCHs only) _____ _ 

Decoding, descrambling, etc 

DCI found! --- --~ ---,_-_-_-_-_-_-_-_-_-_-_-, ,_-_-_-_-_-_-_-_: -_-_-, ,_-_-_-_-_-_-_-_: -_-_-, 

Candidates monitored ~ :::: ~:~~~~~~~~~~~:~: :::,,:::: ~:~~~~~~~~~~~:~: : ::, 
:::::::::: __ ____ _____ _______ _____ __ __ _ ::::::::::: 

FIGURE 16.9 

Illustration of the principle of R-PDCCH monitoring. 

Search spaces 

level 1 
level 2 
level4 

PRICH was omitted from the backhaul in order to simplify the overall design. Retransmissions are 
still supported through the use of the R-PDCCH. 

16.3.4 Reference Signals for the Backhaul Link 
Backhaul reception at the relay can use cell -specific reference signals (CRS) or demodulation 
reference signals (DM-RS), described in Chapter 10. Different reference-signal types can be 
used for R-PDCCH and PDSCH, but if the R-PDCCH is received using demodulation reference 
signals, then de modulation reference signals should be used for PDSCH as well. This is a rea
sonable restric tion as DM-RS for R-PDCCH is moti vated by beam-formin g . If beam-formin g is 
used for the R-PDCCH there is no incentive not to use beam-formin g also for the PDSCH. The 
opposite scenario, CRS for R-PDCCH and DM-RS for the PDSCH, does make sense though. 
One example is interleaved mapping of the control signaling, where multiple R-PDCCHs are 
multiplexed and individual beam-formin g cannot be used, together with beam-forming of the 
PDSCH. The different combinations of reference signals supported for the backhaul link are 
summari zed in Table 16.2. 
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Note also that in the case of (global) time alignment between the donor and relay cell, the last 
OFDM symbol cannot be received by the relay as it is needed for reception-transmission switching. 
Hence, the demodulation reference signals on the last OFDM symbols in the subframe cannot be 
received. For transmission ranks up to 4 this is not a problem, as the necessary reference signals are 
also available earlier in the subframe. However, for spatial multiplexing with five or more layers, the 
first set of reference signals in the subframe is used for the lower layers while the second set of refer-
ence signals, located at the end of the subframe and that cannot be received, is used for the higher 
layers. This implies that reference signals for rank 5 and higher cannot be received by the relay, and 
backhaul transmissions are therefore restricted to at most four-layer spatial multiplexing, irrespective 
of the timing relation used.

16.3.5 Backhaul–Access Link Timing
To ensure that the relay is able to receive transmissions from the donor cell, some form of timing 
relation between the downlink transmissions in the donor and relay cells must be defined, including 
any guard time needed to allow the relay to switch between access-link transmission to backhaul-link 
reception and vice versa.

A natural choice for the timing of the access link is to synchronize it to the frame timing of the 
backhaul link as observed by the relay. From this backhaul downlink timing reference, the timing of 
the access-link transmission is derived as shown at the bottom of Figure 16.10. The backhaul uplink 
timing is subject to the normal timing advance controlled by the donor cell, ensuring that the back-
haul uplink transmissions are time aligned with other uplink transmissions received by the donor base 
station.

In the backhaul downlink, the first OFDM symbol in the data region is left unused to provide 
the guard time for relay switching, and a small time offset is used to distribute the guard between 
Tx–Rx and Rx–Tx switching at the relay. This case is shown at the bottom of Figure 16.11. Locating 
the guard symbol at the beginning of the data region instead of at the end is beneficial as the guard 
symbol is needed at the relay side only and can therefore still be used for transmission of PDCCHs to 
terminals in the donor cell. In principle, the guard time comes “for free” from a donor cell perspec-
tive and the freedom in shifting the relay node frame timing relative to the donor cell timing is used to 
move the “free” guard period to where it is needed.

The backhaul uplink is subject to the normal timing advance controlled by the donor cell, ensur-
ing that the backhaul uplink transmissions are time aligned with other uplink transmissions received 
by the donor base station. Similarly to the guard time needed to switch from access-link transmission 
to backhaul-link reception, which influenced the downlink timing relation between the access and 

Table 16.2 Combinations of Reference Signals and R-PDCCH Mapping Schemes

Reference Signal Type Used For Demodulation Of R-PDCCH Mapping Scheme

R-PDCCH PDSCH
CRS CRS Cross-interleaved or non-cross-interleaved

CRS DM-RS Cross-interleaved or non-cross-interleaved

DM-RS DM-RS Non-cross-interleaved
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Backhaul timing relations when the relay cell timing is derived from the backhaul timing. 

backhaul links, there may also be the need for a guard time in the uplink direction to switch from 
access-link reception to backhaul-link transmission. However, unlike the downlink case, how to han
dle this is not standardized but left for implementation, noting that functionality al ready present in 
release 8 is sufficient for providing the necessary guard time. 

In principle, if the relay could switch from access-link reception to backhaul-link transmission 
within the cyclic prefi x, no provisions for additional switching time would be necessary. However, 
the switching time is implementation dependent and typically larger than the cyclic prefi x. For larger 
switching times, one possibility is to use the shortened transmission format on the access link, origi
nally intended for sounding, as shown in the top part of Figure 16.10. By configuring all the terminals 
in the relay cell to reserve the last OFDM symbol of the preceding subframe for sounding-reference 
signals but not to transmit any sounding-reference signals, a guard period of one OFDM symbol is 
created. This guard time can then be divided into Rx- T x and T x- Rx switching times through a time 
offset between the frame timing of the backhaul and access links. 

For some deployments, it is desirable to align the access-link transmission timing of the relay 
with the transmission timing of the donor cell - that is, to use a global timing reference for all the 
cells. One example hereof is TDD. In such deployments, the necessary guard times are obtained in a 
s lightly different manner compared to the case of using reception timing of the backhaul downlink. 
In this case it is obviously not possible to obtain the necessary guard time by shifting the subframe 
timing at the relay. Hence, the guard time for switching from backhaul -link reception to access-link 
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Backhaul timing relations in access-link transmission in the relay and donor cells are time synchronized. 

transmission will also be visible at the donor cell, as the last OFDM symbol in the resource blocks 
used for the backhaul transmission cannot be used for other transmissions in the relay cell. If the 
time for Tx- Rx switching is longer than the donor-cell-to-relay-node propagation delay, then the first 
OFDM symbol has to be left unused as well. This case is shown in the bottom part of Figure 16.11. 

In the backhaul uplink, the guard time necessary, similar to the previous timing case, is obtained 
through configuration of (unused) sounding instances. However, unlike the previous case, sounding 
is configured in the backhaul link, as shown at the top of Figure 16.11. Note that this implies that 
sounding cannot be used for the backhaul link as the OFDM symbol intended as a sounding-reference 
symbol is used as guard ti me. 

In the case of TDD operation, guard time for the access- backhaul switch can, in addition to the 
methods discussed above, be obtained from the guard period requi red for TDD operation itself. This 
is shown in Figure 16.12 and is a matter of using the appropriate settings of timing advance and 
timing offsets. 

Backhaul downlink transmissions consist of data transmitted on the POSCH and Ll/L2 control 
signaling transmitted on the R-PDCCH, as already discussed. Both these types of transmission obvi
ously must fo llow one of the timing scenarios discussed above. In order to allow for different imple
mentations and deployments, the LTE specifications provide not only the possibility to configure 
which of the two access- backhaul downlink timing relations to use, but also flexibili ty in terms of the 
ti me span of the channels transmitted on the backhaul link. 
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PDSCH transmissions intended for a relay can be semi-statically configured to start on the sec
ond, third, or fourth OFDM symbol to cater for different control region sizes in the donor cell and 
relay cells. The PDSCH transmission ends at the last or second last OFDM symbol, depending on 
which of the two timing cases above is used. 

R-PDCCH transmissions intended for a relay always start at the fourth OFDM symbol. A fixed 
starting position was chosen to s implify the overall structure. Since the amount of resource blocks 
occupied by an R-PDCCH is relatively small compared to the PDSCH, the overhead reduction possi
ble with a configurable starting positions is small and does not justify the additional specification and 
testing complexity. 
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Spectrum and RF 
Characteristics 17

CHAPTER

Spectrum flexibility is, as mentioned in Chapter 7, a key feature of LTE radio access and is set out 
in the LTE design targets [10]. It consists of several components, including deployment in different-
sized spectrum allocations and deployment in diverse frequency ranges, both in paired and unpaired 
frequency bands.

There are a number of frequency bands identified for mobile use and specifically for IMT today. 
Most of these bands were already defined for operation with WCDMA/HSPA, and LTE is the next 
technology to be deployed in those bands. Both paired and unpaired bands are included in the LTE 
specifications. The additional challenge with LTE operation in some bands is the possibility of using 
channel bandwidths up to 20 MHz with a single carrier and even beyond that with aggregated carriers.

The use of OFDM in LTE gives flexibility both in terms of the size of the spectrum allocation 
needed and in the instantaneous transmission bandwidth used. The OFDM physical layer also enables 
frequency-domain scheduling, as briefly discussed in Chapter 7. Beyond the physical layer implications 
described in Chapters 10 and 11, these properties also impact the RF implementation in terms of filters, 
amplifiers, and all other RF components that are used to transmit and receive the signal. This means that 
the RF requirements for the receiver and transmitter will have to be expressed with flexibility in mind.

17.1 SPECTRUM FOR LTE
LTE can be deployed both in existing IMT bands and in future bands that may be identified. The pos-
sibility of operating radio-access technology in different frequency bands is, in itself, nothing new. 
For example, quad-band GSM terminals are common, capable of operating in the 850, 900, 1800, and 
1900 MHz bands. From a radio-access functionality perspective, this has no or limited impact and the 
LTE physical-layer specifications [61–64] do not assume any specific frequency band. What may dif-
fer, in terms of specification, between different bands are mainly the more specific RF requirements, 
such as the allowed maximum transmit power, requirements/limits on out-of-band (OOB) emission, 
and so on. One reason for this is that external constraints, imposed by regulatory bodies, may differ 
between different frequency bands.

17.1.1 Spectrum Defined for IMT Systems by the ITU-R
The global designations of spectrum for different services and applications are done within the 
ITU-R. The World Administrative Radio Congress WARC-92 identified the bands 1885–2025 and 
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2110–2200 MHz as intended for implementation of IMT-2000. Of these 230 MHz of 3 G spectrum, 
2  30 MHz were intended for the satellite component of IMT-2000 and the rest for the terrestrial 
component. Parts of the bands were used during the 1990s for deployment of 2 G cellular systems, 
especially in the Americas. The first deployment of 3 G in 2001–2002 by Japan and Europe were done 
in this band allocation, and for that reason it is often referred to as the IMT-2000 “core band”.

Additional spectrum for IMT-2000 was identified at the World Radio-communication Conference 
WRC-2000, where it was considered that an additional need for 160 MHz of spectrum for IMT-2000 
was forecasted by the ITU-R. The identification includes the bands used for 2 G mobile systems at 
806–960 and 1710–1885 MHz, and “new” 3 G spectrum in the bands at 2500–2690 MHz. The identifi-
cation of bands assigned for 2 G was also recognition of the evolution of existing 2 G mobile systems 
into 3 G. Additional spectrum was identified at WRC’07 for IMT, encompassing both IMT-2000 and 
IMT-Advanced. The bands added were 450–470, 698–806, 2300–2400, and 3400–3600 MHz, but the 
applicability of the bands varies on a regional and national basis.

The somewhat diverging arrangement between regions of the frequency bands assigned to 3 G 
means that there is not one single band that can be used for 3 G roaming worldwide. Large efforts 
have, however, been put into defining a minimum set of bands that can be used to provide roaming. In 
this way, multi-band devices can provide efficient worldwide roaming for 3 G.

17.1.2 Frequency Bands for LTE
The frequency bands where LTE will operate are in both paired and unpaired spectrum, requiring 
flexibility in the duplex arrangement. For this reason, LTE supports both FDD and TDD, as discussed 
in the previous chapters.

Release 8 of the 3GPP specifications for LTE includes 19 frequency bands for FDD and nine for 
TDD. The paired bands for FDD operation are numbered from 1 to 21 [76], as shown in Table 17.1, 
while the unpaired bands for TDD operation are numbered from 33 to 41, as shown in Table 17.2. 
Note that the frequency bands for UTRA FDD use the same numbers as the paired LTE bands, but 
are labeled with Roman numerals. All bands for LTE are summarized in Figures 17.1 and 17.2, which 
also show the corresponding frequency allocation defined by the ITU.

Some of the frequency bands are partly or fully overlapping. In most cases this is explained by 
regional differences in how the bands defined by the ITU are implemented. At the same time, a high 
degree of commonality between the bands is desired to enable global roaming. The set of bands have 
first been specified as bands for UTRA, with each band originating in global, regional, and local spec-
trum developments. The complete set of UTRA bands was then transferred to the LTE specifications 
in release 8 and additional ones have been added in later releases.

Bands 1, 33, and 34 are the same paired and unpaired bands that were defined first for UTRA in 
release 99 of the 3GPPP specifications, also called the 2 GHz “core band”. Band 2 was added later for 
operation in the US PCS1900 band and Band 3 for 3 G operation in the GSM1800 band. The unpaired 
Bands 35, 36, and 37 are also defined for the PCS1900 frequency ranges, but are not deployed any-
where today. Band 39 is an extension of the unpaired Band 33 from 20 to 40 MHz for use in China.

Band 4 was introduced as a new band for the Americas following the addition of the 3 G bands at 
WRC-2000. Its downlink overlaps completely with the downlink of Band 1, which facilitates roaming 
and eases the design of dual Band 1  4 terminals. Band 10 is an extension of Band 4 from 2  45 to 
2  60 MHz.
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Band 9 overlaps with Band 3, but is intended only for Japan. The specifications are drafted in 
such a way that implementation of roaming dual Band 3  9 terminals is possible. The 1500 MHz 
frequency band is also identified in 3GPP for Japan as Bands 11 and 21. It is allocated globally to 
mobile service on a co-primary basis and was previously used for 2 G in Japan.

Table 17.1 Paired Frequency Bands Defined by 3GPP for LTE

Band Uplink Range (MHz) Downlink Range (MHz) Main Region(s)

 1 1920–1980 2110–2170 Europe, Asia

 2 1850–1910 1930–1990 Americas (Asia)

 3 1710–1785 1805–1880 Europe, Asia (Americas)

 4 1710–1755 2110–2155 Americas

 5 824–849 869–894 Americas

 6 830–840 875–885 Japan (only for UTRA)

 7 2500–2570 2620–2690 Europe, Asia

 8 880–915 925–960 Europe, Asia

 9 1749.9–1784.9 1844.9–1879.9 Japan

10 1710–1770 2110–2170 Americas

11 1427.9–1447.9 1475.9–1495.9 Japan

12 698–716 728–746 USA

13 777–787 746–756 USA

14 788–798 758–768 USA

17 704–716 734–746 USA

18 815–830 860–875 Japan

19 830–845 875–890 Japan

20 832–862 791–821 Europe

21 1447.9–1462.9 1495.9–1510.9 Japan

Table 17.2 Unpaired Frequency Bands Defined by 3GPP for LTE

Band Frequency Range (MHz) Main Region(s)

33 1900–1920 Europe, Asia (not Japan)

34 2010–2025 Europe, Asia

35 1850–1910 (Americas)

36 1930–1990 (Americas)

37 1910–1930 –

38 2570–2620 Europe

39 1880–1920 China

40 2300–2400 Europe, Asia

41 2496–2690 USA
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Operating bands specified for LTE in 3GPP above 1 GHz and the corresponding ITU allocation. 

With WRC-2000, the band 2500- 2690MHz was identified for IMT-2000 and it is identified as 
Band 7 in 3GPP for FDD and Band 38 for TDD operation in the "center gap" of the FDD alloca
tion. The band has a slightly different arrangement in North America, where a US-specific Band 41 is 
defined. Band 40 is an unpaired band specified for the new frequency range 2300-2400MHz identi 
fi ed for IMT and has a widespread allocation globally. 

WRC-2000 also identified the frequency range 806- 960 MHz for IMT-2000, complemented by 
the frequency range 698- 806 MHz in WRC'07. As shown in Figure 17 .2, several bands are defined 
for FDD operation in this range. Band 8 uses the same band plan as GSM900. Bands 5, 18, and 
19 overlap, but are intended for different regions. Band 5 is based on the US cellular band, while 
Bands 18 and 19 are restricted to Japan in the specifications. 2 G systems in Japan had a very spe
cific band plan and Bands 18 and 19 are a way of partly aligning the Japanese spectrum plan in the 
810-960MHz range to that in other parts of the world. Note that Band 6 was originally defined in this 
frequency range for Japan, but it is not used for LTE. 

Bands 12, 13, 14, and 17 make up the fi rst set of bands de fined for what is called the digital 
dividend - that is, for spectrum previously used for broadcasting. This spectrum is partly migrated 
to be used by other wireless technologies, since TV broadcasting is migrating from analog to more 
spectrum-effi cient digital technologies. Another regional band for the digital dividend is Band 20 that 
is defined in Europe. 
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17.1.3 New Frequency Bands 
Additional frequency bands are continuously specified for UTRA and LTE. WRC'07 identified addi 
tional frequency bands for IMT, which encompasses both IMT-2{XX) and !MT-Advanced. Several 
bands were defined by WRC'07 that will be available partly or full y for deployment on a global basis: 

• 450-470MHz was identified for IMT globally. It is already allocated to mobile service globally, 
but it is onl y 20 MHz wide. 

• 698-806MHz was allocated to mobile service and identified to IMT to some extent in all regions. 
Together with the band at 806- 960 MHz identified at WRC-2000, it forms a wide frequency range 
from 698 to 960 MHz that is partly identified to IMT in all regions, with some variations. 

• 2300- 2400MHz was identified for IMT on a worldwide basis in all three regions. 
• 3400- 3600MHz was allocated to the mobile service on a primary basis in Europe and Asia and 

partly in some countries in the Americas. There is also satelli te use in the bands today. 

Additional bands for IMT are not on the agenda for WRC' 12, but are like ly to be treated at 
WRC' l 6. For the frequency ranges below l GHz identified at WRC-07, 3GPP has already specified 
several operating bands, as shown in Figure 17.2 . The bands with the widest use are Bands 5 and 
8, while most of the other bands have limited regional use. With the identification of bands down 
to 698 MHz for IMT use and the switchover from analog to digital TV broadcasting, Bands 12, 
13, 14, and 17 are defined in the USA and Band 20 in Europe for the digital dividend. There is a 
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recent development in the Asia-Pacific area, where a harmonized band plan is agreed [77] for the 
digital dividend at 698–806 MHz, consisting either of a 2  45 MHz paired band or a 100 MHz 
unpaired band.

Work in 3GPP is ongoing for the frequency band 3.4–3.8 GHz [78]. In Europe, a majority of 
countries already license the band at 3.4–3.6 GHz for both Fixed Wireless Access and mobile use. 
Licensing of 3.6–3.8 GHz for Wireless Access is more limited. There is a European spectrum decision 
for 3.4–3.8 GHz with “flexible usage modes” for deployment of fixed, nomadic, and mobile networks. 
Frequency arrangements considered in the decision include FDD use with 100 MHz block offset 
between paired blocks and/or TDD use. In Japan, not only 3.4–3.6 GHz but also 3.6–4.2 GHz will be 
available to terrestrial mobile services such as IMT to use after 2010. The band 3.4–3.6 GHz has also 
been licensed for wireless access in Latin America. 3GPP is specifying both LTE TDD and LTE FDD 
modes for the band.

Several Mobile Satellite Service (MSS) operators in the USA are planning to deploy an Ancillary 
Terrestrial Component (ATC) using LTE. For this purpose two new frequency bands are defined, one 
2  20 MHz band for the S-band MSS operators at 2 GHz and one 2  34 MHz band for the L-band 
MSS operators at 1.5 GHz.

The US PCS1900 band will be extended with an additional 2  5 MHz block called the G block. 
In order to accommodate the new block, work is ongoing in 3GPP to create an extended PCS1900 
band that will be 2  65 MHz, compared to the original Band 2, which is 2  60 MHz.

17.2 FLEXIBLE SPECTRUM USE
Most of the frequency bands identified above for deployment of LTE are existing IMT-2000 bands 
and some bands also have legacy systems deployed, including WCDMA/HSPA and GSM. Bands 
are also in some regions defined in a “technology neutral” manner, which means that coexistence 
between different technologies is a necessity.

The fundamental LTE requirement to operate in different frequency bands [79] does not, in itself, 
impose any specific requirements on the radio-interface design. There are, however, implications for 
the RF requirements and how those are defined, in order to support the following:

l Coexistence between operators in the same geographical area in the band. These other operators 
may deploy LTE or other IMT-2000 technologies, such as UMTS/HSPA or GSM/EDGE. There 
may also be non-IMT-2000 technologies. Such coexistence requirements are to a large extent 
developed within 3GPP, but there may also be regional requirements defined by regulatory bodies 
in some frequency bands.

l Co-location of base station equipment between operators. There are in many cases limitations to 
where base-station equipment can be deployed. Often, sites must be shared between operators or 
an operator will deploy multiple technologies in one site. This puts additional requirements on 
both base-station receivers and transmitters.

l Coexistence with services in adjacent frequency bands and across country borders. The use of 
the RF spectrum is regulated through complex international agreements, involving many interests. 
There will therefore be requirements for coordination between operators in different countries and 
for coexistence with services in adjacent frequency bands. Most of these are defined in different 
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regulatory bodies. Sometimes the regulators request that 3GPP includes such coexistence limits in 
the 3GPP specifications.

l Coexistence between operators of TDD systems in the same band is provided by inter-operator 
synchronization, in order to avoid interference between downlink and uplink transmissions of dif-
ferent operators. This means that all operators need to have the same downlink/uplink configura-
tions and frame synchronization, not in itself an RF requirement, but it is implicitly assumed in 
the 3GPP specifications. RF requirements for unsynchronized systems become very strict.

l Release-independent frequency-band principles. Frequency bands are defined regionally and new 
bands are added continuously. This means that every new release of 3GPP specifications will have 
new bands added. Through the “release independence” principle, it is possible to design terminals 
based on an early release of 3GPP specifications that support a frequency band added in a later release.

17.3 FLEXIBLE CHANNEL BANDWIDTH OPERATION
The frequency allocations in Figures 17.1 and 17.2 are up to 2  75 MHz, but the spectrum available 
for a single operator may be from 2  20 MHz down to 2  5 MHz for FDD and down to 1  5 MHz 
for TDD. Furthermore, the migration to LTE in frequency bands currently used for other radio-access 
technologies must often take place gradually to ensure that a sufficient amount of spectrum remains 
to support the existing users. Thus, the amount of spectrum that can initially be migrated to LTE 
can be relatively small, but may then gradually increase, as shown in Figure 17.3. The variation of 

Second step

Initial migration

Original deployment

15 MHz of spectrum

A    5 MHz LTE carrier

Complete migration

A    10 MHz LTE carrier

A    15 MHz LTE carrier

FIGURE 17.3

Example of how LTE can be migrated step-by-step into a spectrum allocation with an original 
GSM deployment.
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354 CHAPTER 17 Spectrum and RF Characteristics

possible spectrum scenarios implies a requirement for spectrum flexibility for LTE in terms of the 
transmission bandwidths supported.

The spectrum flexibility requirement points out the need for LTE to be scalable in the frequency 
domain. This flexibility requirement is stated in [10] as a list of LTE spectrum allocations from 1.25 to 
20 MHz. Note that the final channel bandwidths selected differ slightly from this initial assumption.

As shown in Chapter 9, the frequency-domain structure of LTE is based on resource blocks con-
sisting of 12 subcarriers with a total bandwidth of 12  15 kHz  180 kHz. The basic radio-access 
specification including the physical-layer and protocol specifications enables transmission bandwidth 
configurations from six up to 110 resource blocks on one LTE RF carrier. This allows for channel 
bandwidths ranging from 1.4 MHz up to beyond 20 MHz in steps of 180 kHz and is fundamental to 
providing the required spectrum flexibility.

In order to limit implementation complexity, only a limited set of bandwidths are defined in the 
RF specifications. Based on the frequency bands available for LTE deployment today and in the 
future, as described above, and considering the known migration and deployment scenarios in those 
bands, a limited set of six channel bandwidths is specified. The RF requirements for the base station 
and UE are defined only for those six channel bandwidths. The channel bandwidths range from 1.4 
to 20 MHz, as shown in Table 17.3. The lower bandwidths, 1.4 and 3 MHz, are chosen specifically to 
ease migration to LTE in spectrum where CDMA2000 is operated, and also to facilitate migration of 
GSM and TD-SCDMA to LTE. The specified bandwidths target relevant scenarios in different fre-
quency bands. For this reason, the set of bandwidths available for a specific band is not necessarily 
the same as in other bands. At a later stage, if new frequency bands are made available that have other 
spectrum scenarios requiring additional channel bandwidths, the corresponding RF parameters and 
requirements can be added in the RF specifications, without actually having to update the physical-
layer specifications. The process of adding new channel bandwidths in this way is similar to adding 
new frequency bands.

Figure 17.4 illustrates in principle the relationship between the channel bandwidth and the number 
of resource blocks NRB for one RF carrier. Note that for all channel bandwidths except 1.4 MHz, the 
resource blocks in the transmission bandwidth configuration fill up 90% of the channel bandwidth. 
The spectrum emissions shown in Figure 17.4 are for a pure OFDM signal, while the actual trans-
mitted emissions will also depend on the transmitter RF chain and other components. The emissions 
outside the channel bandwidth are called unwanted emissions and the requirements for those are dis-
cussed further below.

Table 17.3 Channel Bandwidths Specified in LTE

Channel Bandwidth,  
BWchannel (MHz)

Number of Resource  
Blocks (NRB)

 1.4   6

 3  15

 5  25

10  50

15  75

20 100
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FIGURE 17.4 
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RF Carrier centre 

The channel bandwidth for one RF carrier and the corresponding transmission 
bandwidth configuration. 

17 .4 CARRIER AGGREGATION FOR LTE 

f 

The possibility in release JO to aggregate two or more component carriers in order to support wider 
transmission bandwidths has several implications for the RF characteristics. The impact for the base sta
tion and UE RF characteristics are also quite different. Release IO has some restrictions on carrier aggre
gation in the RF specification, compared to what has been specified for physical layer and signaling. 

There is, from an RF point of view, a substantial difference between the two types of Carrier 
Aggregation (CA) defined for LTE (see also Section 7.3. l for more details): 

• Intra -Band Carrier Aggregation implies that two or more carriers within the same operating band 
are aggregated (see also the first two examples in Figure 7.4). RF requirements are restricted in 
release 10 to contiguous intra-band aggregation and a maximum of two carriers. Since aggregated 
carriers from an RF perspective have similar RF properties as a corresponding wider carrier being 
transmitted and received, there are many implications for the RF requirements. This is especially 
true for the UE. For the base station, it corresponds in practice to a multicarrier configuration 
(non-aggregated) already supported in earlier releases, which also means that the impact is less 
than for the UE. 

• Inter-Band Carrier Aggregation implies that carriers in different operating bands are aggregated 
(see also the last example in Figure 7.4). Many RF properties within a band can, to a large extent, 
remain the same as for a single carrier case. There is, however, impact for the UE, due to the pos
sibility for intermodulation and cross-modulation within the UE device when multiple transmitter 
and receiver chains are operated simultaneously. For the base station it has very little impact, since 
in practice it corresponds to a base station supporting multiple bands, which is a configuration not 
really treated in RF specifications. 
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Aggregated Channel BandWldth SWchannel_CA (MHz) 

Aggregated Transmission BandWldth Configuration Nris,agg 

NRB)ow (Lowest carrier) NRB.higl, (Highest carrier) 

----~A-_____ , 
( ~ 

Fe<1ge,high 

FIGURE 17.5 

Definit ions for Intra-Band Carrier Aggregation RF parameters, for an example 

with two aggregated carriers. 

f 

Intra-band carrier aggregation is limited to two component carriers and to one paired band (Band 
l ) and one unpaired (Band 40) band in release JO. Inter-band carrier aggregation is limited to the 
generic case of aggregating carriers between Bands l and 5 . The next band pair for which a carrier 
aggregation capability is specified is a "European" scenario for Bands 3 and 7, which is planned for 
later inclusion in release 10. The band or set of bands over which carriers are aggregated is defined as 
a UE capability called E-UTRA CA Band. For the base station the band or set of bands defines what is 
called a Carrier Aggregation Configuration for the base station. 

For intra-band carrier aggregation, the definitions of BWchannel and NRB shown in Figure 17.4 
sti ll apply for each component carrier, while new definitions are needed for the Aggregated Channel 
Bandwidth ( BWChannel_c.J and the Aggregated Transmission bandwidth Configuration (NRB,a~ shown in 
Figure 17.5. In connection with this, a new capability is defined for the UE called Carrier Aggregation 
Bandwidth Class. There are six classes, where each class corresponds to a range for NRB,agg and a maxi
mum number of component carriers, as shown in Table 17.4. The classes corresponding to aggregation of 
more than two component carriers or consisting of more than 200 RBs are under study for later releases. 

A fw1damental parameter for intra-band CA is the channel spacing. A tighter channel spacing 
than the nominal spacing for any two single carriers could potentially lead to an increase in spectral 
efficiency, since there would be a smaller unused "gap" between carriers. On the other hand, there is 
also a requirement for the possibility to support legacy single-carrier terminals of earlier releases. 
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An additional complication is that the component carriers should be on the same 15 kHz subcarrier 
raster in order to allow reception of multiple adjacent component carriers using a single FFT instead 
of an FFT per subcarrier.1 As discussed in Section 9.4, this property, together with the fact that the fre-
quency numbering scheme is on a 100 kHz raster, results in the spacing between two component carriers 
having to be a multiple of 300 kHz, which is the least common denominator of 15 and 100 kHz.

For the specification, RF requirements are based on a nominal channel spacing that is derived 
from the channel bandwidth of the two adjacent carriers BWChannel(1) and BWChannel(2) as follows:2

F
BW BW BW

Spacing,Nominal
Channel Channel Channel( ) ( ) ( ).1 2 10 1 BWChannel( )

.
. .

2

2 0 3
0 3

⋅

















In order to allow for a tighter packing of component carriers, the value of FSpacing can be adjusted to 
any multiple of 300 kHz that is smaller than the nominal spacing, as long as the carriers do not overlap.

RF requirements for LTE are normally defined relative to the channel bandwidth edges. For intra-
band CA, this is generalized so that requirements are defined relative to the edges of the Aggregated 
Channel Bandwidth, identified in Figure 17.5 as Fedge,low and Fedge,high. In this way many RF require-
ments can be reused, but with new reference points in the frequency domain. The aggregated channel 
bandwidth for both UE and base station is defined as:

BW F FChannel_CA edge,high edge,low

The location of the edges is defined relative to the carriers at the edges through a new parameter 
Foffset (see Figure 17.5) using the following relation to the carrier center positions FC of the lowest 
and highest carriers:

 
F F Fedge,low C,low offset,low

 

F F Fedge,high C,high offset,high

(17.1)

(17.2)

(17.3)

(17.4)

Table 17.4 UE Carrier Aggregation Bandwidth Classes

Channel Aggregation 
Bandwidth Classes

Aggregated Transmission  
BW Configuration

Number of Component  
Carriers

A 100 1

B 100 2

C 101–200 2

D, E, F Under study (201–500) Under study

1 In case of independent frequency errors between component carriers, multiple FFTs and frequency-tracking functionality 
may be needed anyway.
2 … denotes the “floor” operator, which rounds the number down.
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358 CHAPTER 17 Spectrum and RF Characteristics

The value of Foffset for the edge carriers and the corresponding location of the edges are, however, not 
defined in the same way for UE and base station.

For the base station, there are legacy scenarios where the base station receives and transmits adja-
cent independent carriers, supporting legacy terminals of earlier releases using single carriers. This 
scenario will also have to be supported for a configuration of aggregated carriers. In addition, for 
backward compatibility reasons, a fundamental parameter such as channel bandwidth and the cor-
responding reference points (the channel edge) for all RF requirements will have to remain the 
same. The implication is that the channel edges shown in Figure 17.4 for each component carrier 
will also remain as reference points when the carriers are aggregated. This results in the following 
base station definition of Foffset, for carrier aggregation, which is “inherited” from the single carrier 
scenario:

 

F
BW

offset
channel    (for base station)�
2

.

Unlike the base station, the UE is not restricted by legacy operation, but rather from the nonlinear 
properties of the PA and the resulting unwanted emissions mask. At both edges of the aggregated 
channel bandwidth, a guard band BWGB will be needed, in order for the emissions to reach a level 
where the out-of-band emissions limits in terms of an emission mask are applied. Whether a single 
wide carrier or multiple aggregated carriers of the same or different sizes are transmitted, the guard 
band needed will have to be the same at both edges, since the emission mask roll-off is the same. A 
problem with the backwards-compatible base station definition is that the resulting guard BWGB is 
proportional to the channel BW and would therefore be different if carriers of different channel BW 
are aggregated.

For this reason, a different definition is used for the UE, based on a “symmetrical” guard band. 
For the edge carriers (low and high), Foffset is half of the transmission bandwidth configuration, plus a 
symmetrical guard band BWGB:

 

F
N

BWoffset
RB

GB
MHz

  (for UE),
0 18

2

. ⋅

where 0.18 MHz is the bandwidth of one resource block and BWGB is proportional to the channel BW 
of the largest component carrier. For the CA bandwidth classes defined in release 10 and where the 
edge carriers have the same channel bandwidth, Foffset will be the same for terminals and base stations 
and BWChannel_CA will be the same.

It may look like an anomaly that the definitions may potentially lead to slightly different aggre-
gated channel BW for the UE and the base station, but this is in fact not a problem. UE and base-
station requirements are defined separately and do not have to cover the same frequency ranges. The 
aggregated channel BW for both UE and base station do, however, have to be within an operator’s 
license block in the operating band.

Once the frequency reference point is set, the actual RF requirements are to a large extent the 
same as for a single carrier configuration. Which requirements are affected is explained for each 
requirement in the discussion later in this chapter.

(17.5)

(17.6)
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17.5 MULTI-STANDARD RADIO BASE STATIONS 
Traditionally the RF specifications have been developed separately for the different 3GPP radio
access technologies GSM/EDGE, UTRA, and E-UTRA (LTE). The rapid evolution of mobile radio 
and the need to deploy new technologies alongside the legacy deployments has, however, lead to 
implementation of different Radio-Access Technologies (RAT) at the same sites, often sharing anten
nas and other parts of the insta llation. A natural further step is then to also share the base-station 
equipment between multiple RATs. This requires multi-RAT base stations. 

The evolution to multi -RAT base stations is also fostered by the evolution of technology. While 
multiple RATs have traditionally shared parts of the site installation, such as antennas, feeders, back
haul or power, the advance of both digital baseband and RF technologies enables a much tighter inte
gration. A base station consisting of two separate implementations of both baseband and RF, together 
with a passive combiner/splitter before the antenna, could in theory be considered a multi -RAT base 
sta tion. 3GPP has, however, made a narrower, but more forward-looking definition. 

In a Multi-Standard Radio (MSR) base sta tion, both the receiver and the transmitter are capable 
of simulta neously processing multiple carriers of different RATs in common active RF components. 
The reason for this stricter definiti on is that the true potential of multi -RAT base stations, and the 
challenge in terms of implementation complexity, comes from having a common RF. This principle is 
illustrated in Figure 17.6 with an example base station capable of both GSM/EDGE and LTE. Much 
of the GSM/EDGE and LTE baseband functionality may be separate in the base sta tion, but is pos
sibly implemented in the same hardware. The RF must, however, be implemented in the same active 
components as shown in the fi gure. 

The main advantages of an MSR base sta tion implementa tion are twofold: 

• Migration between RATs in a deployment, for example from GSM/EDGE to LTE, is possible 
using the same base sta tion hardware. In the example in Figure 17.6, a migration is performed in 

Migration steps: 

Phase 1 (GSM/EDGE only) 

~HHU ll ~! U~ /,,,-- _____ · -..... - ,<11----- ..... 

MSRBS 
Phase 2 (LTE + GSMIEDGE) 

o ll ~! U~ 
.. ...... Common Active RF 

Phase 3 (LTE only) LTE GSM/EDGE 

( 
functionality functionality 

FIGURE 17.6 

Exam pie of migration from GSM to LTE using an MSR base station for all 
migration phases. 
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three phases using the same MSR base station. In the first phase, the base station is deployed in 
a network for GSM/EDGE-only operation. In the second phase, the operator migrates part of the 
spectrum to LTE. The same MSR base station will now operate one LTE carrier, but still supports 
the legacy GSM/EDGE users in half of the band available. In the third phase, when the GSM/
EDGE users have migrated from the band, the operator can configure the MSR base station to 
LTE-only operation with double the channel bandwidth.

l A single base station designed as an MSR base station can be deployed in various environments 
for single-RAT operation for each RAT supported, as well as for multi-RAT operation where that 
is required by the deployment scenario. This is also in line with the recent technology trends seen 
in the market, with fewer and more generic base-station designs. Having fewer varieties of base 
station is an advantage both for the base-station vendor and for the operator, since a single solu-
tion can be developed and implemented for a variety of scenarios.

The single-RAT 3GPP radio-access standards, with requirements defined independently per RAT, 
do not support such migration scenarios with an implementation where common base-station RF 
hardware is shared between multiple access technologies, and hence a separate set of requirements 
for multi-standard radio equipment is needed.

An implication of a common RF for multiple RATs is that carriers are no longer received and 
transmitted independently of each other. For this reason, a common RF specification must be used to 
specify the MSR base station. 3GPP in release 9 has developed MSR specifications for the core RF 
requirements [80] and for test requirements [81]. Those specifications support GSM/EDGE,3 UTRA 
and E-UTRA, and all combinations thereof. To support all possible RAT combinations, the MSR 
specifications have many generic requirements applicable regardless of RAT combination, together 
with specific single-access-technology-specific requirements to secure the integrity of the systems in 
single-RAT operation.

The MSR concept has a substantial impact for many requirements, while others remain com-
pletely unchanged. A fundamental concept introduced for MSR base stations is RF bandwidth, which 
is defined as the total bandwidth over the set of carriers transmitted and received. Many receiver and 
transmitter requirements for GSM/EDGE and UTRA are specified relative to the carrier center and 
for LTE in relation to the channel edges. For an MSR base station, they are instead specified relative 
to the RF bandwidth edges, in a way similar to carrier aggregation in release 10. In the same way as 
for carrier aggregation, a parameter Foffset is also introduced to define the location of the RF band-
width edges relative to the edge carriers. For GSM/EDGE carriers, Foffset is set to 200 kHz, while it 
is in general half the channel bandwidth for UTRA and E-UTRA. By introducing the RF bandwidth 
concept and introducing generic limits, the requirements for MSR shift from being carrier centric 
towards being frequency block centric, thereby embracing technology neutrality by being independ-
ent of the access technology or operational mode.

While E-UTRA and UTRA carriers have quite similar RF properties in terms of bandwidth and 
power spectral density, GSM/EDGE carriers are quite different. The operating bands for which MSR 
base stations are defined are therefore divided into three Band Categories (BC):

l BC1 – All paired bands where UTRA FDD and E-UTRA FDD can be deployed.

3 The MSR specifications are not applicable to single-RAT operation of GSM/EDGE.
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l BC2 – All paired bands where in addition to UTRA FDD and E-UTRA FDD, GSM/EDGE can 
also be deployed.

l BC3 – All unpaired bands where UTRA TDD and E-UTRA TDD can be deployed.

Since the carriers of different RATs are not transmitted and received independently, it is necessary 
to perform parts of the testing with carriers of multiple RATs being activated. This is done through 
a set of multi-RAT Test Configurations defined in [81], specifically tailored to stress transmitter and 
receiver properties. These test configurations are of particular importance for the unwanted emission 
requirements for the transmitter and for testing of the receiver susceptibility to interfering signals 
(blocking, etc.). An advantage of the multi-RAT test configurations is that the RF performance of 
multiple RATs can be tested simultaneously, thereby avoiding repetition of test cases for each RAT. 
This is of particular importance for the very time-consuming tests of requirements outside the operat-
ing band over the complete frequency range up to 12.75 GHz.

The requirement with the largest impact from MSR is the spectrum mask, or the operating band 
unwanted emissions requirement, as it is called. The spectrum mask requirement for MSR base sta-
tions is applicable for multi-RAT operation where the carriers at the RF bandwidth edges are either 
GSM/EDGE, UTRA, or E-UTRA carriers of different channel bandwidths. The mask is generic and 
applicable to all cases and covers the complete operating band of the base station. There is an excep-
tion for the 150 kHz closest to the RF bandwidth edge, where the mask is aligned with the GSM/
EDGE modulation spectrum for the case when a GSM/EDGE carrier or a 1.4/3 MHz E-UTRA carrier 
is transmitted adjacent to the edge.

An important aspect of MSR is the declaration by the base station vendor of the supported RF 
bandwidth, power levels, multicarrier capability, etc. All testing is based on the capability of the base 
station through a declaration of the supported Capability Set (CS), which defines all supported single 
RATs and multi-RAT combinations. There are currently six capability sets CS1–CS6 defined in the 
MSR test specification [81], allowing full flexibility for implementing and deploying base stations 
compliant to the MSR specification. For a large part of the base station RF requirements, multi-RAT 
testing is not necessary and the actual test limits are unchanged for the MSR base station. In these 
cases, both the requirements and the test cases are simply incorporated through direct references to 
the corresponding single-RAT specifications.

Carrier aggregation as described above in Section 17.4 is also applicable to MSR base stations. 
Since the MSR specification already has most of the concepts and definitions in place for defining 
multi-carrier RF requirements, whether aggregated or not, the changes of the MSR requirements 
compared to non-aggregated carriers are very minor.

17.6 OVERVIEW OF RF REQUIREMENTS FOR LTE
The RF requirements define the receiver and transmitter RF characteristics of a base station or UE. 
The base station is the physical node that transmits and receives RF signals on one or more antenna 
connectors. Note that a base station is not the same thing as an eNodeB, which is the corresponding 
logical node in the LTE Radio-Access Network. The terminal is denoted UE in the description below, 
as it is in all RF specifications.

The set of RF requirements defined for LTE is fundamentally the same as those defined for UTRA 
or any other radio system. Some requirements are also based on regulatory requirements and are more 
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concerned with the frequency band of operation and/or the place where the system is deployed, than 
with the type of system.

What is particular to LTE is the flexible bandwidth and the related multiple channel bandwidths 
of the system, which makes some requirements more complex to define. These properties have spe-
cial implications for the transmitter requirements on unwanted emissions, where the definition of the 
limits in international regulation depends on the channel bandwidth. Such limits are harder to define 
for a system where the base station may operate with multiple channel bandwidths and where the UE 
may vary its channel bandwidth of operation. The properties of the flexible OFDM-based physical 
layer also have implications for specifying the transmitter modulation quality and how to define the 
receiver selectivity and blocking requirements.

The type of transmitter requirements defined for the UE is very similar to what is defined for the 
base station, and the definitions of the requirements are often similar. The output power levels are, 
however, considerably lower for a UE, while the restrictions on the UE implementation are much 
higher. There is tight pressure on cost and complexity for all telecommunications equipment, but this 
is much more pronounced for terminals, due to the scale of the total market, which is more than one 
billion devices per year. In cases where there are differences in how requirements are defined between 
UE and base station, they are treated separately in this chapter.

The detailed background of the RF requirements for LTE is described in [82,83], with further 
details of the additional requirements in release 10 (for LTE-Advanced) in [84,85]. The RF require-
ments for the base station are specified in [86] and for the UE in [76]. The RF requirements are 
divided into transmitter and receiver characteristics. There are also performance characteristics for 
base station and UE that define the receiver baseband performance for all physical channels under 
different propagation conditions. These are not strictly RF requirements, though the performance will 
also depend on the RF to some extent.

Each RF requirement has a corresponding test defined in the LTE test specifications for the base 
station [87] and the UE [74]. These specifications define the test setup, test procedure, test signals, 
test tolerances, etc. needed to show compliance with the RF and performance requirements.

17.6.1 Transmitter Characteristics
The transmitter characteristics define RF requirements for the wanted signal transmitted from the UE 
and base station, but also for the unavoidable unwanted emissions outside the transmitted carrier(s). 
The requirements are fundamentally specified in three parts:

l Output power level requirements set limits for the maximum allowed transmitted power, for the 
dynamic variation of the power level and in some cases for the transmitter OFF state.

l Transmitted signal quality requirements define the “purity” of the transmitted signal and also the 
relation between multiple transmitter branches.

l Unwanted emissions requirements set limits to all emissions outside the transmitted carrier(s) and 
are tightly coupled to regulatory requirements and coexistence with other systems.

A list of the UE and base-station transmitter characteristics arranged according to the three parts 
defined above is shown in Table 17.5. A more detailed description of the requirements can be found 
later in this chapter.
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17.6.2 Receiver Characteristics
The set of receiver requirements for LTE is quite similar to what is defined for other systems such 
as UTRA, but many of them are defined differently, due to the flexible bandwidth properties. The 
receiver characteristics are fundamentally specified in three parts:

l Sensitivity and dynamic range requirements for receiving the wanted signal.
l Receiver susceptibility to interfering signals defines receivers’ susceptibility to different types of 

interfering signals at different frequency offsets.
l Unwanted emissions limits are also defined for the receiver.

A list of the UE and base-station receiver characteristics arranged according to the three parts 
defined above is shown in Table 17.6. A more detailed description of each requirement can be found 
later in this chapter.

17.6.3 Regional Requirements
There are a number of regional variations to the RF requirements and their application. The varia-
tions originate in different regional and local regulations of spectrum and its use. The most obvious 
regional variation is the different frequency bands and their use, as discussed above. Many of the 
regional RF requirements are also tied to specific frequency bands.

When there is a regional requirement on, for example, spurious emissions, this requirement should 
be reflected in the 3GPP specifications. For the base station it is entered as an optional requirement 
and is marked as “regional”. For the UE, the same procedure is not possible, since a UE may roam 
between different regions and will therefore have to fulfill all regional requirements that are tied to an 
operating band in the regions where the band is used. For LTE, this becomes more complex than for 
UTRA, since there is an additional variation in the transmitter (and receiver) bandwidth used, mak-
ing some regional requirements difficult to meet as a mandatory requirement. The concept of network 

Table 17.5 Overview of LTE Transmitter Characteristics

Base-Station Requirement UE Requirement

Output power level Maximum output power Transmit power

Output power dynamics Output power dynamics

On/Off power (TDD only) Power control

Transmitted signal quality Frequency error Frequency error

Error Vector Magnitude (EVM) Transmit modulation quality

Time alignment between transmitter branches

Unwanted emissions Operating band unwanted emissions Spectrum emission mask

Adjacent Channel Leakage Ratio (ACLR) Adjacent Channel Leakage 
Ratio (ACLR)

Spurious emissions Spurious emissions

Occupied bandwidth Occupied bandwidth

Transmitter intermodulation Transmit intermodulation
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signaling of RF requirements is therefore introduced for LTE, where a UE can be informed at call 
setup of whether some specific RF requirements apply when the UE is connected to a network.

17.6.4 Band-Specific UE Requirements Through Network Signaling
For the UE, the channel bandwidths supported are a function of the LTE operating band, and also 
have a relation to the transmitter and receiver RF requirements. The reason is that some RF require-
ments may be difficult to meet under conditions with a combination of maximum power and high 
number of transmitted and/or received resource blocks.

Some additional RF requirements apply for the UE when a specific Network Signaling Value 
(NS_x) is signaled to the UE as part of the cell handover or broadcast message. For implementa-
tion reasons, these requirements are associated with restrictions and variations to RF parameters such 
as UE output power, maximum channel bandwidth, and number of transmitted resource blocks. The 
variations of the requirements are defined together with the Network Signaling Value (NS_x) in the 
UE RF specification [76], where each value corresponds to a specific condition. The default value for 
all bands is NS_01. All NS_x values are connected to an allowed power reduction called Additional 
Maximum Power Reduction (A-MPR) and apply for transmission using a certain minimum number 
of resource blocks, depending also on the channel bandwidth. The following are examples of UE 
requirements that have a related Network Signaling Value for some bands:

l NS_03, NS_04, or NS_06 is signaled when specific FCC requirements [88] on UE unwanted emis-
sions apply for operation in a number of US bands.

l NS_05 is signaled for protection of the PHS band in Japan when UE operates in the 2 GHz band 
(Band 1).

In some bands the NS_x signaling is also applied for testing of receiver sensitivity, since the 
active transmitted signal can affect the receiver performance.

Table 17.6 Overview of LTE Receiver Characteristics

Base-Station Requirement UE Requirement

Sensitivity and dynamic range Reference sensitivity Reference sensitivity power level

Dynamic range Maximum input level

In-channel selectivity

Receiver susceptibility to  
interfering signals

Out-of-band blocking Out-of-band blocking

Spurious response

In-band blocking In-band blocking

Narrowband blocking Narrowband blocking

Adjacent channel selectivity Adjacent channel selectivity

Receiver intermodulation Intermodulation characteristics

Unwanted emissions from the 
receiver

Receiver spurious emissions Receiver spurious emissions
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17.6.5 Base-Station Classes
In the base-station specifications, there is one set of RF requirements that is generic, applicable to 
what is called “general purpose” base stations. This is the original set of requirements developed in 
3GPP release 8. It has no restrictions on base-station output power and can be used for any deploy-
ment scenario. When the RF requirements were derived, however, the scenarios used were macro sce-
narios [89]. For this reason, in release 9 additional base-station classes were introduced that were 
intended for pico-cell and femto-cell scenarios. It is then also clarified from release 9 that the original 
set of RF parameters is for macro-cell scenarios. The terms macro, pico, and femto are not used in 
3GPP to identify the base-station classes, instead the following terminology is used:

l Wide Area base stations. This type of base station is intended for macro-cell scenarios, defined 
with a minimum coupling loss between BS and UE of 70 dB.

l Local Area base stations. This type of base station is intended for pico-cell scenarios, defined with 
a minimum coupling loss between BS and UE of 45 dB. Typical deployments are indoor offices 
and indoor/outdoor hotspots, with the BS mounted on walls or ceilings.

l Home base stations. This type of base station is intended for femto-cell scenarios, which are not 
explicitly defined. Minimum coupling loss between BS and UE of 45 dB is also assumed here. 
Home BS can be used both for open access and in closed subscriber groups.

The Local Area and Home base station classes have modifications to a number of requirements 
compared to Wide Area base stations, mainly due to the assumption of a lower minimum coupling 
loss:

l Maximum base station power is limited to 24 dBm output power for Local Area base stations and 
to 20 dBm for Home base stations, counting the power over all antennas (up to four). There is no 
maximum base station power defined for Wide Area base stations.

l Home base stations have an additional requirement for protecting systems operating on adjacent 
channels. The reason is that a UE connected to a base station belonging to another operator on 
the adjacent channel may be in close proximity to the Home base station. To avoid an interference 
situation where the adjacent UE is blocked, the Home base station must make measurements on 
the adjacent channel to detect adjacent base-station operations. If an adjacent base-station trans-
mission (UTRA or LTE) is detected under certain conditions, the maximum allowed Home base-
station output power is reduced in proportion to how weak the adjacent base-station signal is, in 
order to avoid interference to the adjacent base station.

l The spectrum mask (operating band unwanted emissions) has lower limits for Local Area and 
Home base stations, in line with the lower maximum power levels.

l Unwanted emission limits for protecting Home base-station operation (from other Home base sta-
tions) are lower, since a stricter through-the-wall indoor interference scenario is assumed. Limits 
for co-location for Local Area are, however, less strict, corresponding to the relaxed reference sen-
sitivity for the base station.

l Receiver reference sensitivity limits are higher (more relaxed) for Local Area and Home base sta-
tions. Receiver dynamic range and in-channel selectivity are also adjusted accordingly.

l All Local Area and Home base-station limits for receiver susceptibility to interfering signals are 
adjusted to take the higher receiver sensitivity limit and the lower assumed minimum coupling 
loss (base station-to-UE) into account.
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17.7 OUTPUT POWER LEVEL REQUIREMENTS
17.7.1 Base-Station Output Power and Dynamic Range
There is no general maximum output power requirement for base stations. As mentioned in the dis-
cussion of base-station classes above, there is, however, a maximum power limit of 24 dBm output 
power for Local Area base stations and of 20 dBm for Home base stations, counting the power over 
all antennas. In addition to this there is a tolerance specified, defining how much the actual maximum 
power may deviate from the power level declared by the manufacturer.

The base station also has a specification of the total power control dynamic range for a resource 
element, defining the power range over which it should be possible to configure. There is also a 
dynamic range requirement for the Total base-station power.

For TDD operation, a power mask is defined for the base-station output power, defining the Off 
power level during the uplink subframes and the maximum time for the transmitter transient period 
between the transmitter On and Off states.

17.7.2 UE Output Power and Dynamic Range
The UE output power level is defined in three steps:

l UE power class defines a nominal maximum output power for QPSK modulation. It may be dif-
ferent in different operating bands, but the main UE power class is today set at 23 dBm for all 
bands.

l Maximum Power Reduction (MPR) defines an allowed reduction of maximum power level for cer-
tain combinations of modulation used and the number of resource blocks that are assigned.

l Additional Maximum Power Reduction (A-MPR) may be applied in some regions and is usually 
connected to specific transmitter requirements such as regional emission limits. For each such set 
of requirement, there is an associated network signaling value NS_x that identifies the allowed 
A-MPR and the associated conditions, as explained above.

The UE has a definition of the transmitter Off power level, applicable to conditions when the UE 
is not allowed to transmit. There is also a general On/Off time mask specified, plus specific time 
masks for PRACH, SRS, subframe boundary and PUCCH/PUSCH/SRS.

The UE transmit power control is specified through requirements for the absolute power tolerance 
for the initial power setting, the relative power tolerance between two subframes, and the aggregated 
power tolerance for a sequence of power-control commands.

17.8 TRANSMITTED SIGNAL QUALITY
The requirements for transmitted signal quality specify how much the transmitted base station 
or UE signal deviates from an “ideal” modulated signal in the signal and the frequency domains. 
Impairments on the transmitted signal are introduced by the transmitter RF parts, with the nonlin-
ear properties of the power amplifier being a major contributor. The signal quality is measured for 
base station and UE through EVM and frequency error. An additional UE requirement is UE in-band 
emissions.
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17.8.1 EVM and Frequency Error
While the theoretical definitions of the signal quality measures are quite straightforward, the actual 
assessment is a very elaborate procedure, described in great detail in the 3GPP specification. The rea-
son is that it becomes a multidimensional optimization problem, where the best match for the timing, 
the frequency, and the signal constellation are found.

The Error Vector Magnitude (EVM) is a measure of the error in the modulated signal constella-
tion, taken as the root mean square of the error vectors over the active subcarriers, considering all 
symbols of the modulation scheme. It is expressed as a percentage value in relation to the power of 
the ideal signal. The EVM fundamentally defines the maximum SINR that can be achieved at the 
receiver, if there are no additional impairments to the signal between transmitter and receiver.

Since a receiver can remove some impairments of the transmitted signal such as time dispersion, 
the EVM is assessed after cyclic prefix removal and equalization. In this way, the EVM evaluation 
includes a standardized model of the receiver. The frequency offset resulting from the EVM evalua-
tion is averaged and used as a measure of the frequency error of the transmitted signal.

17.8.2 UE In-Band Emissions
In-band emissions are emissions within the channel bandwidth. The requirement limits how much a 
UE can transmit into non-allocated resource blocks within the channel bandwidth. Unlike the out- 
of-band emissions, the in-band emissions are measured after cyclic prefix removal and FFT, since this 
is how a UE transmitter affects a real base-station receiver.

17.8.3 Base-Station Time Alignment
Several LTE features require the base station to transmit from two ore more antennas, such as trans-
mitter diversity and MIMO. For carrier aggregation, the carriers may also be transmitted from differ-
ent antennas. In order for the UE to properly receive the signals from multiple antennas, the timing 
relation between any two transmitter branches is specified in terms of a maximum time alignment 
error between transmitter branches. The maximum allowed error depends on the feature or combina-
tion of features in the transmitter branches.

17.9 UNWANTED EMISSIONS REQUIREMENTS
Unwanted emissions from the transmitter are divided into out-of-band (OOB) emission and spurious 
emissions in ITU-R recommendations [90]. OOB emissions are defined as emissions on a frequency 
close to the RF carrier, which results from the modulation process. Spurious emissions are emis-
sions outside the RF carrier that may be reduced without affecting the corresponding transmission 
of information. Examples of spurious emissions are harmonic emissions, intermodulation products, 
and frequency conversion products. The frequency range where OOB emissions are normally defined 
is called the OOB domain, whereas spurious emission limits are normally defined in the spurious 
domain.

ITU-R also defines the boundary between the OOB and spurious domains at a frequency separa-
tion from the carrier center of 2.5 times the necessary bandwidth, which corresponds to 2.5 times the 
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channel bandwidth for LTE. This division of the requirements is easily applied for systems that have 
a fixed channel bandwidth. It does, however, become more difficult for LTE, which is a flexible band-
width system, implying that the frequency range where requirements apply would then vary with the 
channel bandwidth. The approach taken for defining the boundary in 3GPP is slightly different for 
base-station and UE requirements.

With the recommended boundary between OOB emissions and spurious emissions set at 2.5 times 
the channel bandwidth, third- and fifth-order intermodulation products from the carrier will fall inside 
the OOB domain, which will have a bandwidth of twice the channel bandwidth. For the OOB domain, 
two overlapping requirements are defined for both base station and UE: Spectrum Emission Mask 
(SEM) and Adjacent Channel Leakage Ratio (ACLR). The details of these are further explained below.

17.9.1 Implementation Aspects
As shown in Chapter 3, the spectrum of an OFDM signal decays rather slowly outside of the trans-
mission bandwidth configuration. Since the transmitted signal for LTE occupies 90% of the chan-
nel bandwidth, it is not possible to directly meet the unwanted emission limits directly outside the 
channel bandwidth with a “pure” OFDM signal. The techniques used for achieving the transmitter 
requirements are, however, not specified or mandated in LTE specifications. Time-domain windowing 
is one method commonly used in OFDM-based transmission systems to control spectrum emissions. 
Filtering is always used, both time-domain digital filtering of the baseband signal and analog filtering 
of the RF signal.

The nonlinear characteristics of the Power Amplifier (PA) used to amplify the RF signal must also 
be taken into account, since it is the source of intermodulation products outside the channel band-
width. Power back-off to give a more linear operation of the PA can be used, but at the cost of a 
lower power efficiency. The power back-off should therefore be kept to a minimum. For this reason, 
additional linearization schemes can be employed. These are especially important for the base station, 
where there are fewer restrictions on implementation complexity and use of advanced linearization 
schemes is an essential part of controlling spectrum emissions. Examples of such techniques are feed-
forward, feedback, predistortion and postdistortion.

17.9.2 Spectrum Emission Mask
The spectrum emission mask defines the permissible out-of-band spectrum emissions outside the nec-
essary bandwidth. As explained above, how to take the flexible channel bandwidth into account when 
defining the frequency boundary between OOB emissions and spurious domains is done differently 
for the LTE base station and UE. Consequently, the spectrum emission masks are also based on dif-
ferent principles.

17.9.2.1 Base-Station Operating Band Unwanted Emission Limits
For the LTE base station, the problem of the implicit variation of the boundary between OOB and 
spurious domain with the varying channel bandwidth is handled by not defining an explicit bound-
ary. The solution is a unified concept of operating band unwanted emissions for the LTE base sta-
tion instead of the spectrum mask usually defined for OOB emissions. The operating band unwanted 
emissions requirement applies over the whole base station transmitter operating band, plus an 
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additional 10MHz on each s ide, as shown in Figure 17 .7 . All requirements outs ide of that range are 
set by the regulatory spurious emission limits, based on the ITU-R recommendations [90]. As seen in 
the figure, a large part of the operating band unwanted emissions are de fined over a frequency range 
that for smaller channel bandwidths can be both in spurious and 00B domains. This means that the 
limits for the frequency ranges that may be in the spurious domain also have to align with the regu
latory limits from the ITU-R. The shape of the mask is generic for all channel bandwidth from 5 to 
20MHz, with a mask that consequently has to align with the ITU-R limits starting 10MHz from the 
channe l edges. Special masks are defined for the smaller 1.4 and 3 MHz channel bandwidths. The 
operating band unwanted emissions are defined with a JOO kHz measurement bandwidth. 

There are also special limits defined to meet a specific regulation set by the FCC [88] for the oper
ating bands used in the USA and by the ECC for some European bands. These are specified as sepa
rate limits in addition to the operating band unwanted emission limits. 

17.9.2.2 UE Spectrum Emission Mask 
For implementation reasons, it is not possible to define a generic UE spectrum mask that does not 
vary with the channel bandwidth, so the frequency ranges for 00B limits and spurious emissions 
limits do not follow the same principle as for the base station. The SEM extends out to a separation 
i6..J008 from the channel edges, as illustrated in Figure 17.8. For 5 MHz channel bandwidth, this point 
corresponds to 250% of the necessary bandwidth as recommended by the ITU-R, but for higher chan
nel bandwidths it is set closer than 250%. 

The SEM is de fined as a general mask and a set of additional masks that can be applied to reflect 
different regional requirements. Each additional regional mask is associated with a specific network 
signaling value NS_x. 
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17 .9.3 Adjacent Channel Leakage Ratio 

f 

In addition to a spectrum emissions mask, the OOB emissions are defined by an Adjacent Channel 
Leakage Ratio (ACLR) requirement. The ACLR concept is very useful for analysis of coexistence 
between two systems that operate on adjacent frequencies. The ACLR defines the ratio of the power 
transmitted within the assigned channel bandwidth to the power of the unwanted emissions transmit
ted on an adjacent channel. There is a corresponding receiver requirement called Adjacent Channel 
Selectivity (ACS), which defines a receiver's ability to suppress a signal on an adjacent channel. 

The definitions of ACLR and ACS are illustrated in Figure 17.9 for a wanted and an interfering 
signal received in adjacent channe ls. The interfering signal's leakage of unwanted emissions at the 
wanted signal receiver is given by the ACLR and the ability of the receiver of the wanted signal to 
suppress the interfering signal in the adjacent channel is defined by the ACS. The two parameters 
when combined define the total leakage between two transmissions on adjacent channels. That ratio is 
called the Adjacent Channel Interference Ratio (ACIR) and is defined as the ratio of the power trans
mitted on one channel to the total interference received by a receiver on the adjacent channel, due to 
both transmitter (ACLR) and receiver (ACS) imperfections. 

This relation between the adjacent channel parameters is [91): 

ACIR = -
1
---

1
-

--+ -
ACLR ACS 

(17.7) 

ACLR and ACS can be defined with different channel bandwidths for the two adjacent channe ls, 
which is the case for some requirements set for LTE due to the bandwidth flexibility. The equation 
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above will also apply for different channel bandwidths, but onl y if the same two channel bandwidths 
are used for defining all three parameters ACIR, ACLR, and ACS used in the equation. 

The ACLR limits for LTE UE and base station are derived based on extensive analysis [89] of 
LTE coexistence with LTE or other systems on adjacent carriers. 

The LTE base-station requirements on ACLR and operating band unwanted emissions both cover 
the OOB domain, but the operating band unwanted emission limits are set slightly more relaxed com
pared to the ACLR, since they are defined in a much narrower measurement bandwidth of lO0kHz. 
This allows for some variations in the unwanted emissions due to intermodulation products from 
varying power allocation between resource blocks within the channel. For an LTE base station, there 
are ACLR requirements both for an adjacent channel with a UTRA receiver and with an LTE receiver 
of the same channel bandwidth. 

ACLR limits for the UE are set both with assumed UTRA and LTE receivers on the adjacent 
channe l. As for the base station, the limits are also set stricter than the corresponding SEM, thereby 
accounting for variations in the spectrum emissions resulting from variations in resource-block 
allocations. 
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17.9.4 Spurious Emissions
The limits for base station spurious emissions are taken from international recommendations [90], 
but are only defined in the region outside the frequency range of operating band unwanted emissions 
limits as illustrated in Figure 17.7 – that is, at frequencies that are separated from the base-station 
transmitter operating band by at least 10 MHz. There are also additional regional or optional limits for 
protection of other systems that LTE may coexist with or even be co-located with. Examples of other 
systems considered in those additional spurious emissions requirements are GSM, UTRA FDD/TDD, 
CDMA2000, and PHS.

UE spurious emission limits are defined for all frequency ranges outside the frequency range cov-
ered by the SEM. The limits are generally based on international regulations [90], but there are also 
additional requirements for coexistence with other bands when the mobile is roaming. The additional 
spurious emission limits can have an associated network signaling value.

In addition, there are base-station and UE emission limits defined for the receiver. Since receiver 
emissions are dominated by the transmitted signal, the receiver spurious emission limits are only 
applicable when the transmitter is Off, and also when the transmitter is On for an LTE FDD base sta-
tion that has a separate receiver antenna connector.

17.9.5 Occupied Bandwidth
Occupied bandwidth is a regulatory requirement that is specified for equipment in some regions, such 
as Japan and the USA. It is originally defined by the ITU-R as a maximum bandwidth, outside of 
which emissions do not exceed a certain percentage of the total emissions. The occupied bandwidth 
is for LTE equal to the channel bandwidth, outside of which a maximum of 1% of the emissions are 
allowed (0.5% on each side).

In the case of carrier aggregation, the occupied bandwidth is equal to the aggregated channel 
bandwidth.

17.9.6 Transmitter Intermodulation
An additional implementation aspect of an RF transmitter is the possibility of intermodulation 
between the transmitted signal and another strong signal transmitted in the proximity of the base sta-
tion or UE. For this reason there is a requirement for transmitter intermodulation.

For the base station, the requirement is based on a stationary scenario with a co-located other 
base-station transmitter, with its transmitted signal appearing at the antenna connector of the base sta-
tion being specified, but attenuated by 30 dB. Since it is a stationary scenario, there are no additional 
unwanted emissions allowed, implying that all unwanted emission limits also have to be met with the 
interferer present.

For the UE, there is a similar requirement based on a scenario with another UE transmitted signal 
appearing at the antenna connector of the UE being specified, but attenuated by 40 dB. The requrie-
ment specifies the minimum attenuation of the resulting intermodulation product below the transmit-
ted signal.
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17.10 SENSITIVITY AND DYNAMIC RANGE
The primary purpose of the reference sensitivity requirement is to verify the receiver Noise Figure, 
which is a measure of how much the receiver’s RF signal chain degrades the SNR of the received 
signal. For this reason, a low-SNR transmission scheme using QPSK is chosen as reference channel 
for the reference sensitivity test. The reference sensitivity is defined at a receiver input level where the 
throughput is 95% of the maximum throughput for the reference channel.

For the base station, reference sensitivity could potentially be defined for a single resource block 
up to a group covering all resource blocks. For reasons of complexity, a maximum granularity of 25 
resource blocks has been chosen, which means that for channel bandwidths larger than 5 MHz, sensi-
tivity is verified over multiple adjacent 5 MHz blocks, while it is only defined over the full channel for 
smaller channel bandwidths.

For the UE, reference sensitivity is defined for the full channel bandwidth signals and with all 
resource blocks allocated for the wanted signal. For the higher channel bandwidths (5 MHz) in 
some operating bands, the nominal reference sensitivity needs to be met with a minimum number of 
allocated resource blocks. For larger allocation, a certain relaxation is allowed.

The intention of the dynamic range requirement is to ensure that the receiver can also operate 
at received signal levels considerably higher than the reference sensitivity. The scenario assumed 
for base-station dynamic range is the presence of increased interference and corresponding higher 
wanted signal levels, thereby testing the effects of different receiver impairments. In order to stress 
the receiver, a higher SNR transmission scheme using 16QAM is applied for the test. In order to 
further stress the receiver to higher signal levels, an interfering AWGN signal at a level 20 dB above 
the assumed noise floor is added to the received signal. The dynamic range requirement for the UE is 
specified as a maximum signal level at which the throughput requirement is met.

17.11 RECEIVER SUSCEPTIBILITY TO INTERFERING SIGNALS
There is a set of requirements for base station and UE, defining the receiver’s ability to receive a 
wanted signal in the presence of a stronger interfering signal. The reason for the multiple require-
ments is that, depending on the frequency offset of the interferer from the wanted signal, the inter-
ference scenario may look very different and different types of receiver impairments will affect the 
performance. The intention of the different combinations of interfering signals is to model as far as 
possible the range of possible scenarios with interfering signals of different bandwidths that may be 
encountered inside and outside the base-station and UE receiver operating band. While the types of 
requierments are very similar between base station and UE, the signal levels are different, since the 
interference scenarios for the base station and UE are very different. There is also no UE requirement 
corresponding to the base-station In-Channel Selectivity (ICS) requirement.

The following requirements are defined for LTE base station and UE, starting from interfer-
ers with large frequency separation and going close in (see also Figure 17.10). In all cases where 
the interfering signal is an LTE signal, it has the same bandwidth as the wanted signal, but at most 
5 MHz.
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Base-station and UE requirements for receiver susceptibility to interfering s ignals in terms of 
blocking, ACS, narrowband blocking, and in-channel selectivity (BS only). 

• Blocking. This corresponds to the scenario with strong interfering signals received outside the 
operating band (out-of-band blocking) or inside the operating band (in-band blocking), but not 
adjacent to the wanted signal. In-band blocking includes interferers in the first 20MHz outside 
the band for the base station and the first 15MHz for the UE. The scenarios are modeled with a 
Continuous Wave (CW) signal for the out-of-band case and an LTE signal for the in-band case. 
There are additional (optional) base-station blocking requirements for the scenario when the base 
station is co-sited with another base station in a different operating band. For the UE, a fixed 
number of exceptions are allowed from the out-of-band blocking requirement, for each assigned 
frequency channel and at the respective spurious response frequencies. At those frequencies, the 
UE must comply with the more relaxed spurious response requirement. 

• Adjacent channel selectivity. The ACS scenario is a strong signal in the channel adjacent to the 
wanted signal and is closely related to the corresponding ACLR requirement (see also the discus
sion in Section 17 .9 .3). The adjacent interferer is an LTE signal. For the UE, the ACS is speci tied 
for two cases with a lower and a higher signal level. 

• Narrowband blocking. The scenario is an adjacent strong narrowband interferer, which in the 
requirement is modeled as a single resource block LTE signal for the base station and a CW signal 
for the UE. 

• In-channel selectivity (ICS). The scenario is multiple received signals of different received power 
levels inside the channel bandwidth, where the performance of the weaker "wanted" signal is veri 
fied in the presence of the stronger " interfering" signal. ICS is only specified for the base station. 

• Receiver intermodulation. The scenario is two interfering signals near to the wanted signal, where 
the interferers are one CW and one LTE signal (not shown in Figure 17. IO). The interferers are 
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placed in frequency in such a way that the main intermodulation product falls inside the wanted 
signal’s channel bandwidth. There is also a narrowband intermodulation requirement for the base 
station where the CW signal is very close to the wanted signal and the LTE interferer is a single 
RB signal.

For all requirements except in-channel selectivity, the wanted signal uses the same reference chan-
nel as in the corresponding reference sensitivity requirement. With the interference added, the same 
95% relative throughput is met as for the reference channel, but at a “desensitized” higher wanted 
signal level.
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Performance 18
CHAPTER

18.1 PERFORMANCE ASSESSMENT
Computer simulation of mobile systems is a very powerful tool to assess the system performance. 
The “real-life” performance can, of course, be measured and evaluated in the field for an already 
deployed system and such values represent a valid example of performance for a certain system con-
figuration. But there are several advantages with computer simulations:

l Evaluation can be made of system concepts that are not deployed or still under development.
l There is full control of the environment, including propagation parameters, traffic, system layout, 

etc., and full traceability of all parameters affecting the result.
l Well-controlled “experiments” comparing similar system concepts or parts of concepts can be 

done under repeatable conditions.

In spite of the advantages, simulation results obviously do not give a full picture of the perform-
ance of a system. It is impossible to model all aspects of the mobile environment and to properly model 
the behavior of all components in a system. Still, a very good picture of system performance can be 
obtained and it can often be used to find the potential limits for performance. Because of the difficulty in 
modeling all relevant aspects, relative capacity measures for introducing features will be more accurate 
than absolute capacity numbers, if a good model is introduced of the feature in question.

The capacity of a system is difficult to assess without comparisons, since a system performance 
number in itself does not provide very much information. It is when set in relation to how other sys-
tems can perform that the number becomes interesting. Since making comparisons is an important 
component in assessing performance, it also makes performance numbers a highly contentious issue. 
One always has to watch out for “apples and oranges” comparisons, since the system performance 
depends on so many parameters. If parameters are not properly selected to give comparable condi-
tions for two systems, the performance numbers will not be comparable either.

In this context, it is also essential to take into account that system performance and capacity will be fea-
ture dependent. Many features such as MIMO and advanced antenna techniques that have been introduced 
in 3 G (HSPA) and 4 G (LTE) systems are very similar between systems. If a certain feature is a viable 
option for several systems that are evaluated in parallel, the feature should be included in the evaluation for 
all systems.

Any simulated performance number should be viewed in the context that real radio network per-
formance will depend on many parameters that are difficult to control or model, including:
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l The mobile environment, including channel conditions, angular spreads, clutter type, terminal 
speeds, indoor/outdoor usage, and coverage holes.

l User-related behavior, such as voice activity, traffic distribution, and service distribution.
l System tuning of service quality and network quality.
l Deployment aspects such as site types, antenna heights and types, and frequency planning.
l A number of additional parameters that are usually not modeled, such as signaling capacity and 

performance, and measurement quality.

There is no single universal measure of performance for a telecommunications system. Indeed, 
end-users (subscribers) and system operators define good performance quite differently. On the one 
hand, end-users want to experience the highest possible level of quality. On the other hand, operators 
want to derive maximum revenue, for example by squeezing as many users as possible into the sys-
tem. Performance-enhancing features can improve perceived quality of service (end-user viewpoint) 
or system performance (operator viewpoint). The good news, however, is that LTE and its evolution 
has the potential to do both. Compared to 3G systems, LTE yield better data rates and shorter delay. 
That is, LTE and its evolution can greatly improve both the service experience (end-user viewpoint) 
and the system capacity (operator viewpoint).

18.1.1 End-User Perspective of Performance
Users of circuit-switched services are assured of a fixed data rate. The quality of service in the con-
text of speech or video telephony services is defined by perceived speech or video quality. Superior-
quality services have fewer bit errors in the received signal.

By contrast, users who download a web page or movie clip via packet data describe quality of service 
in terms of the delay they experience from the time they start the download until the web page or movie 
clip is displayed. Best-effort services do not guarantee a fixed data rate. Instead, users are allocated 
whatever data rate is available under present conditions. This is a general property of packet-switched  
networks – that is, network resources are not reserved for each user. Given that the delay increases with 
the size of the object to be downloaded, absolute delay is not a fair measure of quality of service.

Performance of a packet data service in cellular systems can be characterized by several differ-
ent measures depending on the perspective taken (see Figure 18.1). A single user in a radio network 
experiencing good radio conditions may enjoy the peak data rate of the radio interface. A user will, 
however, normally share radio resources with other users. If radio conditions are less than optimal or 
there is interference from other users, the radio-interface data rate will be less than the peak data rate. 
In addition, some data packets might be lost, in which case the missing data must be retransmitted, 
further reducing the effective data rate as seen from higher protocol layers. Furthermore, the effective 
data rate diminishes even further as the distance from the cell increases (due to poorer radio condi-
tions at cell edges). The data rate experienced above the MAC layer, after sharing the channel with 
other users, is denoted user throughput.

The Transmission Control Protocol (TCP) – the protocol at the transport layer – is commonly 
used together with IP traffic. However, due to the so-called slow-start algorithm, which is sensitive to 
latency in the network, it is especially prone to cause delay for small files. The slow-start algorithm 
is meant to ensure that the packet transmission rate from the source does not exceed the capability of 
network nodes and interfaces.
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Definit ions of data rates for performance. 

Network latency, which in principle is a measure of the time it takes for a packet to travel from a 
client to a server and back again, has a direct impact on performance with TCP. Therefore, an impor
tant design objective for LTE has been to reduce network latency. One other quality-related criterion 
(end-user viewpoint) relates to the setup time for initiating, for example, a web-browsing session. 

18.1.2 Operator Perspective 
Radio resources need to be shared when multiple users are in the network. As a result, all data 
must be queued before it can be transmitted, which restricts the effective data rate to each user. 
Notwithstanding this fact, by scheduling radio resources, operators can improve system throughput or 
the total number of bits per second transmitted over the radio interface. A common measure of system 
performance is "spectral effi ciency", which is the system throughput per MHz of spectrum in each 
cell of the system. 

LTE employs intelligent scheduling methods to optimize performance, from both end-user and 
operator viewpoints. 

An important performance measure for operators is the number of active users who can be con
nected simultaneously. Given that system resources are limited, there will thus be a trade-off between 
number of active users and perceived quality of service in terms of user throughput. 

18.2 PERFORMANCE IN TERMS OF PEAK DATA RATES AND LATENCY 
As described in Chapter 1, LTE has been developed in a process where design targets for perform
ance parameters play an important role. One target is for the peak data rate over the radio interface. 
The original design targets for the first release of LTE are documented in 3GPP TR 25 .913 [JO]. The 
target capability when operating in a 20 MHz spectrum allocation is a peak data rate of 100 Mbit/s in 
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the downlink and 50 Mbit/s in the uplink. The numbers assume two receive antennas in the terminal 
for the downlink capability and one transmit antenna for the uplink capability. These target numbers 
are exceeded by a good margin by the peak data rate capability of the specified LTE standard. LTE 
release 8 supports peak data rates of 300 Mbit/s in the downlink and 75 Mbit/s in the uplink by using 
spatial multiplexing of four layers (4  4 MIMO) in the downlink and 64QAM in both downlink and 
uplink. With the assumptions in the design targets – that is, spatial multiplexing of two layers – the 
downlink peak data rate is 150 Mbit/s, which is still significantly higher than the target.

The design targets for LTE release 10 (“LTE-Advanced”) are documented in 3GPP TR 36.913 
[10], based on the targets set by ITU-R [65]. There is no absolute peak data rate target expressed for 
LTE release 10; it is instead expressed relative to the channel bandwidth as a peak spectral efficiency, 
with targets of 15 bit/s/Hz for downlink and 6.75 bit/s/MHz for uplink [65]. LTE release 10 exceeds 
those numbers by a good margin, as shown in Table 18.1. The assumptions for deriving the peak 
spectral efficiency numbers is a deployment with 20 MHz channel bandwidth, 8  8 MIMO in the 
downlink, and 4  4 MIMO in the uplink.

The ITU-R requirement for downlink peak spectral efficiency is in fact fulfilled already by LTE 
release 8, assuming 4  4 MIMO in the downlink [92].

The ITU-R target for latency in [65] is set with a different definition than in Figure 18.1. Instead 
of a two-way latency, there is a 10 ms target for the one-way latency in both downlink and uplink. 
The one-way latency is defined as the one-way transit time between a packet being available at the IP 
layer in the user base station and the availability of this packet at the IP layer in the user terminal, and 
vice versa. This is achieved with a good margin for LTE, where the latency achieved is 4 ms for LTE 
FDD and 4.9 ms for LTE TDD.

18.3 PERFORMANCE EVALUATION OF LTE-ADVANCED
An essential part of the submission of LTE release 10 to ITU-R as a candidate for IMT-Advanced was 
the performance evaluation of the spectral efficiency. The technical requirements are set by ITU-R Report 
M.2134 [65] and the detailed evaluation methodology is described in ITU-R Report M.2135 [93].

For the work on LTE release 10, 3GPP performed a large simulation campaign with input from 
several 3GPP members. The resulting performance numbers formed an essential part of the sub-
mission of LTE-Advanced as a candidate for IMT-Advanced and is reported in detail in 3GPP TR 
36.912 [92]. In addition to the ITU-R evaluation criteria, an additional test environment with higher 

Table 18.1 LTE Peak Spectral Efficiency [92]

Peak Spectral 
Efficiency

ITU Requirement 
(bit/s/Hz)

LTE Fulfillment

Release 8 Release 10

FDD TDD FDD TDD

Downlink 15 15.3 15.0 30.6 30.0

Uplink 6.75 4.2 4.0 16.8 16.0
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performance targets than the ones set by ITU-R was defined in 3GPP. Performance numbers for this 
additional environment are also reported in [92].

An evaluation based on the ITU-R methodology and assumptions is presented in [94] and is 
also outlined below. The evaluation is based on time-dynamic system simulations, where users are 
dropped independently with uniform distribution over a simulated LTE system with a large number 
of cells. The simulations include overhead for control channels and time-dynamic models of feedback 
channels. Further details are given below. With the level of details applied to model the protocols and 
the simulation assumptions used for the evaluation described below, the technology potential of LTE 
release 10 is demonstrated, in addition to showing that the IMT-Advanced performance requirements 
are exceeded.

Detailed evaluations of LTE release 8 in comparison to earlier 3GPP releases of HSPA can be 
found in [95,96].

18.3.1 Models and Assumptions
This section presents the models and assumptions used for the evaluation in [94]. A summary of the 
test environments is given in Table 18.2 and the assumptions for the LTE-Advanced system character-
istics are given in Table 18.3.

The evaluation is performed in four deployment scenarios, each corresponding to a different test 
environment defined by ITU-R [93]:

l Indoor Hotspot. Deployment scenario for the indoor environment, having isolated office cells or 
hotspots for stationary or pedestrian users, with high user density and high user throughput.

l Urban Micro. Deployment scenario for the microcellular environment, having small cells with 
outdoor and outdoor-to-indoor coverage for pedestrian and slow vehicular users, provided by 

Table 18.2 Test Environment and Deployment Parameters for the Evaluation

Test Environment

Indoor Microcellular Base Coverage, 
Urban

High Speed

Deployment scenario Indoor hotspot Urban micro Urban macro Rural macro

Channel model InH UMi UMa RMa

Carrier frequency (GHz) 3.4 2.5 2.0 0.8

Inter-site distance (m) 60 200 500 1732

Terminal speed (km/h) 3 3 30 120

User distribution 100% indoor 50% indoor, 100% outdoor 100% outdoor

50% outdoor

BS antenna height (m) 6 10 25 35

BS antenna gain (dBi) 0 17 17 17

BS output power 
(dBm/20 MHz)

21 44 49 49

UE output power (dBm) 21 24 24 24
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Table 18.3 LTE-Advanced System Characteristics for the evaluation in [94]

General Characteristics

Duplex method assumptions FDD

TDD: Configuration 1, DwPTS/GP/UpPTS length set to 
12/1/1 OFDM symbols (see Chapter 9)

Spectrum allocation 10 MHz DL  10 MHz UL for FDD,

10 MHz for TDD

Double bandwidth for InH case

Antenna configuration at base station (BS) Vertically co-polarized

Antennas with 4 (InH) or 0.5 (UMi, UMa, RMa) wavelengths 
separation

Antenna configuration at terminal (UE) Vertically co-polarized

0.5 wavelengths separation

Network synchronization Synchronized, not explicitly utilized other than for avoiding 
UE–UE and BS–BS interference for TDD

Detailed Radio-Interface Characteristics and Models

Scheduler DL: Proportional fair in time and frequency

UL: Quality-based frequency-domain multiplexing

Downlink transmission scheme InH: Transmission mode 4; closed-loop codebook-based 
precoded adaptive rank spatial multiplexing

UMi, UMa, RMa: Transmission mode 5; coordinated beam-
forming (within site) with MU-MIMO

Uplink transmission scheme 1 Tx, 4Rx antennas, no MU-MIMO

Receiver type Minimum Mean Squared Error (MMSE) in DL and UL

Uplink power control Open loop with fractional path-loss compensation, 
parameters chosen according to the deployment scenario. 
Effective noise rise below 10 dB

Hybrid-ARQ scheme Incremental redundancy, synchronous, adaptive

Link adaptation Non-ideal, based on delayed feedback

Channel estimation Non-ideal channel estimation

Non-ideal channel-state reports in downlink; CQI error 
per resource block is N(0,1) dB, error-free feedback of the 
reports, 6 ms reporting delay, 5 ms reporting periodicity

Uplink quality estimated from PUSCH, 6 ms delay, 20 ms 
sounding period

Feedback channel errors Error-free, but quantized and delayed

Control channel overhead DL: 3 OFDM symbols per subframe

UL: 4 resource blocks

Overhead for common control channels (synchronization, 
broadcast and random access; ~1% for 10 MHz) has not 
been deducted
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below rooftop outdoor base stations. It has high traffic per unit area and will be interference 
limited.

l Urban Macro. Deployment scenario for the base coverage urban environment, having large cells and 
continuous coverage for pedestrians up to fast vehicular users, provided by above rooftop outdoor 
base stations. It will be interference limited and has mostly non-line-of-sight propagation conditions.

l Rural Macro. Deployment scenario for the high speed environment, having large cells and contin-
uous coverage for high-speed vehicular and train users. It will be noise and/or interference limited.

Each deployment scenario described in [93] corresponds to a set of deployment parameters, 
including detailed propagation models for line-of-sight, non-line-of-sight, and/or outdoor-to-indoor 
propagation. The channel model is based on the so-called WINNER II channel model [97], which 
is a Spatial Channel Model (SCM) applicable for MIMO simulations [98]. Further details of the test  
environments and deployment parameters are given in Table 18.2.

The simulation methodology is “time dynamic”, where a system of base stations and terminals is 
simulated over a limited time frame (20–100 seconds). This is repeated to create a number of samples 
to reach sufficient statistical confidence. For each simulation, terminals are randomly positioned over a 
model of a radio network and the radio channel between each base station and terminal antenna pair is 
simulated according to the propagation and fading models. A full buffer traffic model with an average 
of 10 users per cell is assumed. This results in the system operating at the maximum 100% system load.

Based on the channel realizations and the active interferers, a signal-to-interference-and-noise 
ratio (SINR) is calculated for each terminal (or base-station) receive antenna. The SINR values are 
then mapped to block error probability for the modulation and coding scheme employed for each 
user. MIMO and the modulation-and-coding scheme according to the LTE standard are selected based 
on delayed feedback. Retransmissions are explicitly modeled and the user throughput for each active 
user i will be the number of correctly received bits χi (above the MAC layer) divided by the simulated 
time T. The distribution of user throughput between users is used as a basis for assessing end-user 
quality. The served traffic per cell is calculated from the total number of received bits χi for all users, 
averaged over all cells and divided by the simulated time T. Statistics are collected from each simula-
tion run and then new terminals are randomly positioned for the next sample.

18.3.2 Evaluation Criteria
ITU-R defines two requirements related to the efficiency of the radio interface for evaluating the per-
formance of the IMT-Advanced candidate radio-interface technologies (RITs) [65]. The first is cell 
spectral efficiency, defining the operator perspective, and the second is cell-edge spectral efficiency, 
defining the end-user perspective.

The cell spectral efficiency is the aggregated throughput over all users, averaged over all cells and 
divided by the channel bandwidth. The measure relates to the system throughput in Figure 18.1 and 
is a measure of the maximum total “capacity” available in the system to be shared between users; it is 
measured in bits/s/Hz/cell.

The cell spectral efficiency η is defined as:

η
χ

ω
� �

i
i

N

T M
1
∑
⋅ ⋅

, (18.1)
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where χi denotes the number of correctly received bits for user i in a system with N users and M cells, 
ω is the channel bandwidth, and T is the time over which the data bits are received.

The cell-edge user spectral efficiency is based on the distribution between users of the normalized 
user throughput (see also Figure 18.1), which is defined as the average user throughput over a certain 
period of time divided by the channel bandwidth, and is measured in bit/s/Hz. The cell-edge user 
spectral efficiency is defined as the 5% point of the cumulative distribution function (CDF) of the 
normalized user throughput. It is thus a measure of the end-user perceived “quality of service” for the 
5% of the users with the lowest user throughput.

The normalized user throughput for user i is defined as:

γ
χ
ωi

i

iT
�

⋅
,

where Ti is the active session time for user i.
The requirements defined by ITU-R [65] for cell spectral efficiency and cell-edge user spectral 

efficiency are listed in Table 18.4. The requirement levels are shown as dashed lines together with the 
simulated performance values in Figures 18.2 and 18.5.

18.3.3 Performance Numbers for FDD
Simulations for FDD and TDD and for all test environments were submitted for the ITU-R evaluation 
and are also presented here. The numbers here, however, are not identical to the numbers put forward 
to ITU-R in [92], but will be seen as one sample of results from the evaluation in [94].

For FDD, the cell spectral efficiency and cell-edge spectral efficiency are shown in Figure 18.2. 
All results exceed the ITU-R performance requirements in Table 18.4, in some cases by a very good 
margin. For the indoor scenario and the downlink, this is achieved using an uncorrelated antenna con-
figuration together with single-user MIMO. For the other scenarios, a correlated antenna setup and 
intra-site coordinated beam-forming (CBF) with MU-MIMO are used in the downlink. A quite basic 
uplink configuration not utilizing MIMO is used for all environments. It should be noted that the cell-
edge spectral efficiency is highly dependent on the system load and that the ITU-R simulations are 
performed with maximum load and a full buffer model. An example of LTE performance numbers 
including lower and varying loads can be found in [96].

(18.2)

Table 18.4 ITU-R Requirements for IMT-Advanced Spectral Efficiency

Test Environment and 
Corresponding Deployment 
Scenario

Cell Spectral Efficiency (bit/s/Hz/
cell)

Cell-Edge User Spectral 
Efficiency (bit/s/Hz)

Downlink Uplink Downlink Uplink

Indoor (InH) 3 2.25 0.1 0.07

Microcellular (UMi) 2.6 1.8 0.075 0.05

Base coverage, urban (UMa) 2.2 1.4 0.06 0.03

High speed (RMa) 1.1 0.7 0.4 0.015
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The normalized user throughput distributions are given in Figure 18.3 and Signal-to-Noise-and-
Interference Ratio (SINR) distributions are shown in Figure 18.4. The figures demonstrate the impact 
of the very advantageous SINR distributions achieved in the indoor hotspot scenario and to some 
extent also for rural macro, resulting in higher spectral efficiency numbers in those environments.

18.3.4 Performance Numbers for TDD
For TDD, the cell spectral efficiency and cell-edge spectral efficiency are shown in Figure 18.5, while 
normalized user throughput distributions are illustrated in Figure 18.6. There is a small drop in the 

InH UMi UMa RMa
0

1

2

3

4 4.42

±2.3% 2.82

±4.9%
2.36

±1.9%

3.36

±2.2%

A
vg

 c
el

l t
p

 [
b

it
/s

/H
z/

ce
ll]

Downlink 4x2 FDD

InH UMi UMa RMa
0

0.05

0.1

0.15

0.2

0.25

0.205

±5.4%
0.081

±14.3%
0.072

±13.3%

0.102
±5.1%

C
el

l-
ed

g
e 

u
se

r 
tp

 [
b

it
/s

/H
z]

InH UMi UMa RMa
0

1

2

3 3.52

±0.0% 2.26

±1.2%
1.71

±2.1%

2.13

±2.8%

A
vg

 c
el

l t
p

 [
b

it
/s

/H
z/

ce
ll]

Uplink 1x4 FDD

InH UMi UMa RMa
0

0.1

0.2

0.3

0.4

0.267

±2.8%

0.093
±4.1%

0.075
±3.4%

0.101
±6.2%

C
el

l-
ed

g
e 

u
se

r 
tp

 [
b

it
/s

/H
z]

FIGURE 18.2

FDD cell spectral efficiency and cell-edge user spectral efficiency, compared with ITU-R requirements 
(downlink and uplink).
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FDD normalized user throughput distributions (downlink and uplink).
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spectral efficiency numbers compared to FDD, but all results exceed the ITU-R performance require-
ments. The difference compared to FDD is due to a higher overhead from the guard period between 
uplink and downlink. The average delay between making measurements in the terminal and receiving 
the measurement result at the base station is also increased compared to FDD, due to the TDD time-
domain structure. This has some impact on the performance of scheduling and link adaptation. The 
channel reciprocity is not utilized in the simulated TDD scheme.
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FDD SINR distributions (downlink and uplink).
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FIGURE 18.5

TDD cell spectral efficiency and cell-edge user spectral efficiency, compared with ITU-R requirements 
(downlink and uplink).
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18.4 CONCLUSION
The simulation results presented in this chapter demonstrate the high potential of LTE/LTE-Advanced 
in terms of both overall spectral efficiency to the benefit of operators and high cell-edge performance 
to the benefit of the end-user. The performance is assessed in four different test environments. The 
results for FDD and TDD in downlink and uplink all exceed the requirements set up by ITU-R for 
the evaluation of IMT-Advanced candidates. In addition, the peak radio-interface data rates and the 
latency achieved by LTE meet the ITU-R requirements.
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TDD normalized user throughput distributions (downlink and uplink).
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Other Wireless Communications 
Systems 19

CHAPTER

Most mobile and cellular systems go through a continuous development of the underlying technology 
and of the features, services, and performance supported. The direction of development is from the 
baseline “narrowband” systems of the 1990s supporting mainly voice services to today’s “wideband” 
systems that target a much wider set of services, including broadband wireless data.

The fundamental technologies introduced in the systems to support new and better performing 
services all fall within the scope of Chapters 2–6 of this book. When the problems to solve are funda-
mentally the same, the solutions engineered tend to be quite similar. Wideband transmission, higher-
order modulation, fast scheduling, advanced receivers, multi-carrier, OFDM, MIMO, etc. have been 
added as continuous developments and, at other times, as more revolutionary steps for the different 
technologies.

The application of these different technical solutions to LTE has been discussed in the previous 
chapters of this book. A similar development is occurring for the other technologies in the IMT-
2000 family. This chapter gives a brief overview of HSPA and GSM, developed in 3GPP, 1xEV-
DO, developed in 3GPP2, and 806.16 m/WiMAX, developed in IEEE in conjunction with WiMAX  
forum.

19.1 HSPA
Wideband Code-Division Multiple Access (WCDMA), also known as Universal Terrestrial Radio 
Access (UTRA), is the dominant third-generation cellular technology, developed by 3GPP with the 
first version of the specifications released in 1999. WCDMA is based on code-division multiple 
access using a chip rate of 3.84 Mchip/s, is originally designed for 5 MHz of spectrum allocation, 
and provides wide-area coverage of data rates1 up to 384 kbit/s in both uplink and downlink. Circuit-
switched as well as packet-switched services are supported.

High-Speed Packet Access (HSPA) is an evolution of the WCDMA radio interface, adding signifi-
cantly enhanced support for packet data by applying technologies such as shared-channel transmis-
sion, channel-dependent scheduling, link adaptation, and hybrid ARQ with soft combining. The first 
version of HSPA appeared in release 5 of the WCDMA standard in 2002, but the specifications have 

1 The specifications support peak data rates of up to 2 Mbit/s in both uplink and downlink, but practical implementations 
typically support up to 384 kbit/s only.
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been updated following a similar release scheme as the LTE specifications. Later versions of HSPA 
include features such as spatial multiplexing, carrier aggregation, and broadcast support. Figure 19.1 
out) ines the evolutionary steps of HSPA, which are also summarized below: 

• Release 5 was the first release of HSPA, inlroducing the basic set of features (shared-channel 
transmission, channel-dependent scheduling, link adaptation, and hybrid ARQ with soft combin
ing) in the downlink. Peak data rates up to 14 Mbit/s in the downlink were supported. 

• Release 6 provided the basic set of features for uplink transmissions, resulting in an uplink peak 
data rate of 5.7 Mbit/s. 

• Release 7 brought spatial multiplexing of two layers to the downlink, as well as downlink 64QAM 
and uplink 16QAM, to HSPA. Other enhancements in release 7 included continuous packet con
nectivity to provide better DRX/DTX capabilities and enhanced CELL_FACH to reduce the 
latency associated with state switching. 

• Release 8 supports simultaneous usage of spatial multiplexing and 64QAM modulation in the 
downlink. 

• Release 9 introduced carrier aggregation in a similar way as later done for LTE, thereby increas
ing the HSPA bandwidth to 10MHz. 

• Release 10 further increased the bandwidth supported by HSPA to 20MHz by using four carriers 
in the downlink. The downlink peak data rate is 168 Mbit/s using roughly 20 MHz of spectrum. 

As seen from the list above, the performance of HSPA has increased considerably in less than 
10 years since its firs t incarnation in release 5 . The fact that HSPA is an evolution and builds upon the 
basic WCDMA slructure sets some constraints on what it is possible to introduce compared to a clean
slate design such as LTE, but also provides the possibility to gradually improve the performance of an 
already deployed network. This is an important aspect from an operator's perspective. The evolution is 
still ongoing and HSPA can, in many aspects, provide performance similar to that ofLTE. 
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HSPA exists in both FDD and TDD versions but, unlike LTE, the two duplex schemes are designed 
more or less independently of each other, resulting in significant differences in the physical-layer 
design. In the following, a brief overview of the most important technology components in the FDD 
version of HSPA is provided, as well as a short summary of the TDD version. For a more detailed 
description of HSPA, see [96]. 

19. 1. 1 Architecture 
The WCDMA radio-access network architecture, upon which HSPA builds, is different from LTE, 
with the main difference being the existence of a Radio Network Controller (RNC), motivated by the 
support of macro diversity in WCDMA. The functional split between the RNC and the NodeB2 is such 
that the NodeB handles most of the physical-layer processing, while the RNC handles the higher-layer 
protocols and all the radio-resource management. The WCDMA/HSPA radio-access network architec
ture is illustrated in Figure 19.2. 

HSPA to a large extent relies on the same bas ic features as LTE, such as channel-dependent sched
uling, hybrid ARQ with soft combining, rate adaptation, etc. These features to a large extent re ly on 
rapid adaptation to the instantaneous radio conditions and hence need to be located in the NodeB, 
while the higher- layer protocols reside in the RNC. At the same time, an important design objective of 
HSPA was, as far as possible, to retai n the o riginal WCDMA functional split between layers and nodes. 
Minimization of the architectural changes is desirable as it simplifies introduction of HSPA in already 
deployed networks and also secures operation in environments where not all cells have been upgraded 
with HSPA fw1ctionality. Therefore, HSPA introduced new MAC sublayers in the NodeB, to handle 
scheduling, rate adaptation, and hybrid-ARQ retransmissions. 

Core Network 

RNC 

To other Node 8s 

NodeB 

........ -- .. ... .. .. ----_ .. -----
Serving cell Non-serving cell 

FIGURE 19.2 

WCDMA/HSPA architecture. 

2 In WCDMA/HSPA, the term NodeB is used instead of eNodeB. 
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Each terminal using HSPA will receive data from one cell, the serving cell, which is also the cell 
responsible for scheduling. Unlike LTE, uplink soft handover is explicitly supported, in which case 
the uplink data transmission will be received in multiple cells and the terminal will receive power 
control commands from multiple cells. 

19.1.2 Channel-Dependent Scheduling 
Channel-dependent scheduling is used in HSPA for similar reasons as in LTE, namely to rapidly 
adapt to varying traffic and radio-channel conditions. The basic operation is similar to LTE, with 
scheduling decisions taken by the NodeB once per 2 ms TTI, but the difference in the uplink multiple
access scheme between HSPA and LTE has particularly affected the scheduling design. 

The downlink transmission scheme in HSPA is based on reserving a certain fraction of the total 
downlink radio resources available within a cell, channelization codes and transmission power in the case 
of WCDMA/HSPA, and dynamically scheduling these resources across the users. The shared resource, 
illustrated in Figure I 9.3, consists of a set of channelization codes of spreading factor I 6. The dynamic 
allocation of the code resource for transmission to a specific user is done on a 2 ms TTI basis (see lower 
part of Figure 19.3). The reasons for a short m are similar as for LTE, namely to follow fast channel 
variations and to reduce the overall latency. From a scheduling perspective, using a set of orthogonal 
codes is similar to using a set of orthogonal frequency resources in LTE, and hence the downlink sched
uling strategy for HSPA is similar to that of LTE. Channeli zation codes not used for HSPA data transmis
sion are used for other downlink channels, for example control signaling and non-HSPA services. 

C: l .Q 
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FIGURE 19.3 

Shared resource in HSPA downlink - channelization codes. 
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The uplink transmission scheme, on the other hand, is inherently non-orthogonal and this moti-
vates a different scheduling mechanism than the one used for the orthogonal LTE uplink. The higher 
the data rate a terminal is using, the higher the received power at the NodeB must be to maintain 
the Eb /N0 required for successful demodulation. By increasing the transmission power, the terminal 
can transmit at a higher data rate. However, due to the non-orthogonal uplink, the received power 
from one terminal represents interference when receiving from other terminals due to the use of non-
orthogonal spreading codes in the uplink. Hence, the shared resource in the uplink is basically the 
amount of tolerable interference in the cell. If the interference level is too high, some transmissions in 
the cell, most notably control channels and non-scheduled uplink transmissions, may not be received 
properly. On the other hand, an interference level that is too low may indicate that terminals are arti-
ficially throttled and the full system capacity is not being exploited. Therefore, the task of the uplink 
scheduler is to give users with data to transmit permission to use as high a data rate as possible with-
out exceeding the maximum tolerable interference level in the cell.

The uplink scheduling framework for HSPA is based on scheduling grants sent by the NodeB sched-
uler to control the terminal transmission activity and scheduling requests sent by the terminals to request 
resources. The scheduling grants essentially control the maximum allowed transmission power the ter-
minal may use; a larger grant implies the terminal may use a higher data rate but also contributes more 
to the interference level in the cell. Both multi-bit absolute grants, directly setting the grant level in the 
terminal to the desired level, as well as single-bit relative grants increasing/decreasing the grant level in 
the terminal are supported. Within the limits set by the scheduling grants, the terminals are allowed to 
autonomously select the data rate to use. A terminal not utilizing all its granted resources will transmit at 
a lower power, thereby reducing the intra-cell interference. Hence, shared resources not utilized by one 
mobile terminal can be exploited by another mobile terminal through statistical multiplexing.

For very high data rates, a non-orthogonal transmission scheme may result in relatively large 
amounts of interference from high-rate transmissions to low-rate transmissions. HSPA therefore 
makes it possible to also separate data transmissions in the time domain in the uplink, where termi-
nals are allowed to transmit in certain 2 ms TTIs only. By separating high-rate and low-rate terminals 
in the time domain, the interference problem can be alleviated.

The fact that HSPA supports uplink macro diversity also has an impact on the scheduling frame-
work. Although the scheduling grants are provided to the terminal by the serving cell only, there is 
the chance that neighboring cells may affect the grant level in the terminal. In essence, this is an over-
load indicator, common to multiple terminals, which a cell can set in order to ask terminals in the soft 
handover region to lower their data rates, thereby reducing the interference level in the non-serving cell.

Different data rates in the uplink as well as in the downlink are supported in a similar way as in 
LTE by supporting different modulation orders, up to 16QAM in the uplink and up to 64QAM in the 
downlink, in combination with rate matching to adjust the coding rate. For historical reasons, a 10 ms 
TTI is supported in the uplink in addition to the 2 ms TTI.

19.1.3 Hybrid ARQ with Soft Combining
Fast hybrid ARQ with soft combining in HSPA uses the same structure with multiple, parallel hybrid-
ARQ processes as in LTE. Retransmissions typically take place 12 ms after the initial transmission in 
the downlink. For the uplink, the corresponding figure is 16 ms for a 2 ms TTI (40 ms for a 10 ms TTI).
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Since the RLC is located in the RNC, while the hybrid-ARQ fun ctionality is located in the 
NodeB, a separate reordering mechanism is located in the NodeB to ensure in-sequence delivery of 
received transport blocks to the RLC (in LTE, reordering is an integral part of the RLC). 

19.1.4 Control-Plane Latency Reductions 
Starting in release 7, mechanisms to reduce the overall latency were introduced in HSPA, more spe
cifically Continuous Packet Connectivity (CPC) and Enhanced CELL_FACH, to match the bursty 
nature of packet-data traffic. 

In WCDMA/HSPA, a terminal can be in one of four different states, URA_PCH, CELL_PCH, CELL_ 
FACH, and CELL_DCH, ranging from low activity, low power consumption, to high activity and higher 
power consumption. Thus, from a delay perspective it is preferable to keep the terminal in CELL_DCH, 
while from an interference and power-consumption perspective, one of the paging states is preferred. RRC 
signaling, originating from the RNC, is used to move the terminal between the different states. 

To improve the packet-data support in HSPA, a set of features lmown as Continuous Packet 
Connectivity (CPC) was introduced in release 7 . CPC consists of three building blocks: 

1. Discontinuous transmission (DTX), to reduce the uplink interference and thereby increase the 
uplink capacity, as well as to save battery power. Without DTX, the terminal is constantly trans
mitting on a control channel in the uplink while being in the CELL_DCH state. 

2. Discontinuous reception (DRX), to allow the terminal to periodically switch off the receiver cir
cuitry and save battery power. 

3 . HS-SCCH-less operation, to reduce the downlink control signaling overhead for small amounts of 
data, as will be the case for services such as voice-over IP. 

The intention with these features is to provide an "always-on" experience for the end-user by 
keeping the terminal in CELL_DCH for a longer time and avoiding frequent state changes to the low
activity states, as well as improving the capacity for services such as voice-over IP (Figure 19.4). 

The purpose of CPC is, as discussed above, to provide an "always-on" user experience by keep
ing the terminal in the active state CELL_DCH while still providing mechanisms for reduced power 
consumption. However, eventually the terminal will be switched to CELL_FACH if there has been no 
transmission activity for a certain period of time. Once the terminal is in CELL_FACH, signaling on 
the Forward Access Channel (FACH), a low-rate common downlink transport channel, is required to 
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FIGURE 19.4 

Simplified illustration of DD< in continuous packet connectivity. 
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move the terminal to CELL_DCH prior to any data exchange using the HSPA features taking place. 
The physical resources to which the FACH is mapped is semi-statically configured by the RNC and, to 
maximize the resources available for HS-DSCH and other downlink channels, the amount of resources 
(and thus the FACH data rate) is typically kept small, of the order of a few tens of kbit/s.

To reduce the latency associated with state changes, release 7 improved the performance by 
allowing HSPA to be used also in the CELL_FACH state. This is often referred to as Enhanced 
CELL_FACH Operation. Using the high-rate HSPA transmission scheme also in CELL_FACH allows 
for a significant reduction in the delays associated with switching to the CELL_DCH state. Instead of 
using a low-rate semi-statically allocated control channel, the signaling from the network to the ter-
minal can be carried using high-rate HSPA channels. This can result in a significant reduction in call-
setup delay and a corresponding improvement in user perception. In release 8, this is further improved 
by also supporting HSPA functionality in the uplink when being in the CELL_FACH state.

19.1.5 Spatial Multiplexing
Spatial multiplexing in HSPA supports up to two layers in the downlink. Two transport blocks, one 
per layer, are used in multi-stream transmission and HSPA-MIMO is thus a multi-codeword scheme 
(see Chapter 5 for a discussion on single- vs. multi-codeword schemes), allowing for a successive-
interference-cancellation receiver in the terminal.

Similar to LTE, precoding is used prior to transmitting the two layers. Using precoding is benefi-
cial for several reasons, especially in the case of single-stream transmission. In this case, precoding 
provides both diversity gain and array gain as both transmit antennas are used and the weights are 
selected such that the signals from the two antennas add coherently at the receiver. This results in 
a higher received carrier-to-interference ratio than in the absence of precoding, thus increasing the 
coverage for a certain data rate. Furthermore, if a separate power amplifier is used for each physical 
antenna, precoding ensures that both of them are also used in the case of single-layer transmissions, 
thereby increasing the total transmit power.

19.1.6 Carrier Aggregation
In later releases of HSPA, carrier aggregation is supported with up to four carriers in the downlink 
and two carriers in the uplink. A similar structure as for LTE has been adopted, where each carrier in 
principle is independently processed.

19.1.7 UTRA TDD
In parallel to the development of WCDMA and its evolution to HSPA, 3GPP also works on UTRA 
TDD. Although the higher layers are virtually identical between FDD and TDD, the physical-layer 
design is, for historical reasons, quite different. Furthermore, there are three versions of the TDD 
specifications, with the chip rate being one distinguishing factor.

Initially, TDD supported 3.84 Mchip/s only, but later 1.28 and 7.68 Mchip/s versions were added. 
The 3.84 and 7.68 versions share many features, while the 1.28 version, also known as Time-Division-
Synchronous CDMA (TD-SCDMA), is substantially different from the other two. Of the three versions, 
TD-SCDMA is the only version deployed on a larger scale, mainly in China, with the other two versions 
being limited to niche applications.
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TD-SCDMA was primarily developed in China as an industry standard within CCSA. In release 4, 
TD-SCDMA was introduced into 3GPP as an alternative to the 3.84 Mchip/s TDD version. The main 
differences from WCDMA/HSPA are, apart from the use of TDD instead of FDD, the lower chip rate 
and resulting (approximate) 1.6 MHz carrier bandwidth, the optional 8PSK higher-order modulation, a 
different 5 ms time-slot structure, and beam-forming support with eight antennas.

The HSPA enhancements to TD-SCDMA are similar to those applied to FDD, such as the use of 
16QAM higher-order modulation and the use of hybrid ARQ. Some main differences are that, due 
to the TDD frame structure, timing relations are very different and a TTI of 5 ms is used. In general, 
UTRA TDD development is completed at a later stage in the 3GPP standardization process compared  
to FDD.

Some features found in TD-SCDMA originate from the work within the CCSA [99], including:

l Multi-frequency operation. In this mode, multiple 1.28 Mchip/s carriers are supported in one cell, but 
BCH is only sent on one carrier called primary frequency, in order to decrease inter-cell interference. 
The carrier on the primary frequency contains all common channels while traffic channels can be on 
both primary and secondary carriers. Each terminal still operates on a single 1.6 MHz carrier.

l Beam-forming improvement. Angle-of-arrival parameters for beam-forming can be signaled in the 
RACH and FACH data frames.

l Multi-carrier HSPA. In a cell using multi-carrier HSPA, data can be transmitted to a terminal on 
more than one carrier. There is a UE capability defined for receiving up to six carriers.

As discussed in Chapter 9, the LTE TDD mode has been designed to ease coexistence with and 
migration from TD-SCDMA.

19.2 GSM/EDGE
Worldwide GSM deployment started in 1992 and GSM quickly became the most widely deployed 
cellular standard in the world, with more than 2.5 billion subscribers today. A major evolutionary step 
for GSM was initiated in late 1996, at the same time as UTRA development started in ETSI. This 
step sprung out of the study of higher-order modulation for a 3G TDMA system that was performed 
within the European FRAMES project (see also Chapter 1).

The enhancement of GSM is called EDGE (Enhanced Data Rates for GSM Evolution). The EDGE 
development was initially focused on higher end-user data rates by introducing higher-order modula-
tion in GSM, both for circuit-switched services and the GPRS packet-switched services. During the 
continued work, focus moved to the enhancement of GPRS (EGPRS), where other advanced radio-
interface components were added, including link adaptation, hybrid ARQ with soft combining, and 
advanced scheduling techniques, as described in Chapter 6 of this book. In this way GSM became the 
first cellular standard to add such enhancements,3 later followed by WCDMA/HSPA, CDMA2000, and 
other technologies. GSM/EDGE is, however, a more narrowband technology than WCDMA/HSPA and 
CDMA2000, implying that the peak data rates achievable are not as high. HSPA and CDMA2000 have, 

3 The first cellular technology to deploy higher-order modulation was iDEN, which uses “M-16QAM”. It is, however, a 
proprietary technology and as such is not standardized.
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however, added a time-division structure to make full use of advanced scheduling techniques for high
rate data services. Being a TDMA system, EDGE already has a time-division structure. 

19.2.1 Objectives for GSM/EDGE Evolution 
An evolved GSM/EDGE standard is developed in 3GPP based on a feasibility study for an "Evolved 
GSM/EDGE Radio Access Network (GERAN)" [ JOO]. The objective is to improve service perform
ance for GERAN for a range of services, including interactive best-effort services as well as conver
sational services including voice-over IP. 

The Evolved GERAN is compatible with the existing GSM/EDGE in terms of frequency planning 
and coexistence with legacy terminals. It also reuses the existing network archi tecture (Figure 19.5) 
and has minimum impact on the BTS, BSC, and core network hardware. For the standardization of 
Evolved GERAN, a number of performance targets were set [100] : 

• Improved spectrum efficiency. The target is a 50% increase in an interference-limited scenario 
(measured in kbi t/s/MHz/cell for data or Erlang/MHz/cell for voice). 

• Increased peak data rates. The target is a 100% increase in both down) ink and up) ink. 
• Improved coverage for voice and data. The target is a sensitivity increase of 3 dB in downlink 

(noise-I imited scenario). 
• Improved service availability . The target is a 50% increase in mean data rate for uplink and down

link at cell edges (when cells are planned for voice). 
• Reduced latency. The target is a round-trip time (R'IT) of less than 450ms for initial access and 

less than lOOms aft.er initial access (in non-ideal radio conditions, counting from the terminal to 
the GGSN and back, as shown in Figure 19.5) . 
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A number of alternative solutions were studied in 3GPP to achieve the performance and compat-
ibility targets listed above. These are not fundamentally different from the solutions selected for LTE 
or other technologies and are all described in a more general context in Chapters 2–6 of this book. 
The technologies chosen for standardization in 3GPP for GERAN Evolution were:

l Dual-antenna terminals
l Multi-carrier EDGE
l Reduced TTI and fast feedback
l Improved modulation and coding
l Higher symbol rates.

The specific application of these technologies to GERAN is discussed below. The solutions are 
included in release 7 of the GSM/EDGE specifications.

19.2.2 Dual-Antenna Terminals
As was shown in Chapter 5, multiple receiver antennas are an effective means against multipath fading 
and to provide an improved signal-to-noise ratio through “energy gain” when combining the antenna 
signals. There will thus be improvements for both interference-limited and noise-limited scenarios. 
There are also possibilities for interference cancellation through multiple antennas. While multiple 
antennas have an implementation impact for the terminal, there is no impact on the base-station hard-
ware or software.

For GSM/EDGE, a dual-antenna solution called Mobile Station Receive Diversity (MSRD) is 
standardized. Analysis shows that a dual-antenna solution in GSM terminals can give a substantial 
coverage improvement of up to 6 dB. In addition, the dual-antenna terminals could potentially handle 
almost 10 dB more interference [79,101].

19.2.3 Multi-Carrier EDGE
The GSM radio interface is based on a TDMA structure with eight time slots and 200 kHz carrier 
bandwidth. To increase data rates, today’s GPRS and EDGE terminals can use multiple time slots for 
transmission, reception, or both. Using 8PSK modulation (Figure 19.6) and assigning the maximum 
of eight time slots, the GSM/EDGE standard gives a theoretical peak data rate of close to 480 kbit/s. 
However, from a design and complexity point of view, it is best to avoid simultaneous transmission 
and reception. Today’s terminals typically receive on a maximum of five time slots because they must 
also transmit (on at least one time slot) as well as measure the signal strength of neighboring cells.

To increase data rates further, multiple carriers for the downlink and the uplink can be introduced, 
similar to what is discussed in Chapter 2. This straightforward enhancement increases peak and mean 
data rates in proportion to the number of carriers employed. For example, given two carriers with 
eight time slots each, the peak data rate will be close to 1 Mbit/s. Using dual carriers can be seen as a 
straightforward extension of the multi-slot principle, allowing a multi-slot configuration to span more 
than one carrier. The limiting factor in this case is the complexity and cost of the terminal, which 
must have either multiple transmitters and receivers or a wideband transmitter and receiver. The use 
of multiple carriers has only a minor impact on base transceiver stations. A dual-carrier downlink 
solution is standardized in release 7 of the GSM/EDGE standard.
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Existing and new modulation schemes for GSM/EDGE. The highest specified radio-interface data 
rate us ing GPRS is shown for each scheme (101]. Note that the view of the nonlinear binary GMSK 
scheme is s im plified in the figure. 

19.2.4 Reduced TTI and Fast Feedback 
Latency is usually defined as the round-trip time over the radio-access network. It has a major influ
ence on user experience, and conversational services such as voice and video telephony especially 
require low latency, but services such as web browsing and e-mail download are also improved con
siderably. A major parameter in the radio interface that has an impact on latency is the Transmission 
Time Interval (TII), as discussed for LTE in Chapter 8. It is difficult to substantia lly improve latency 
without reducing the TTL 

The round-trip time (RTI) in GSM/EDGE networks can be 150ms [101], including ne twork delays 
but not retransmissions over the radio interface. Radio blocks are transmitted interleaved over four con
secutive bursts on one assigned time s lot over 20 ms. In GSM/EDGE evolution, a reduced m with 
radio blocks interleaved over four consecutive bursts assigned on two time slots in JO ms is introduced. 
This reduction of the m from 20 to lOms can reduce the round-trip time from 150 to less than JOO ms 
[101]. Multiplexing of users with the two different interleaving schemes is also possible on the same 
RF carrier. 

Faster responses to incorrectly received radio blocks speed up the retransmission of radio blocks and 
can also help in reducing the latency. In GSM/EDGE evolution, a fast ACK/NACK reporting mecha
nism is introduced to reduce time for the network to realize that a block is lost. ACK/NACK reports can 
also "piggy-back" on user data, which reduces the overhead. Combined with the shorter m , the tota l 
time to retransmit lost radio blocks is thus reduced significantly and the throughput is increased. 
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19.2.5 Improved Modulation and Coding
The main evolutionary step taken for GSM when EDGE was introduced was the higher-order modu-
lation to enhance the data rates over the radio interface – Enhanced Data Rates for GSM Evolution. 
16QAM was considered for EDGE, but 8PSK was finally chosen as a smooth evolutionary step that 
gives three bits per modulated symbol instead of one. This increases the peak data rate from approxi-
mately 20 to 60 kbit/s per time slot.

Figure 19.6 shows the further steps that are standardized for Evolved EDGE, giving 4 bits/sym-
bol for 16QAM and 5 bits/symbol for 32QAM. Since the signal points in the new schemes move 
more closely together, they are more susceptible to interference. With more bits per symbol, however, 
the higher data rates allow for more robust channel coding, which can more than compensate for 
the increased susceptibility to interference. QPSK modulation with 2 bits/symbol is also included in 
Evolved GSM/EDGE, but used only with the higher symbol rate described below.

Both GSM and EDGE use convolutional codes, while Turbo codes are also standardized for Evolved 
EDGE. Decoding Turbo codes is more complex than regular convolutional codes. However, since Turbo 
codes are already used today for WCDMA and HSPA, and many terminals support both GSM/EDGE 
and WCDMA/HSPA, the decoding circuitry for Turbo codes already exists in the terminals and can be 
reused for EDGE.

Turbo codes perform well for large code-block sizes, making them better suited for higher data rate 
EDGE channels using 8PSK or higher-order modulation. It is estimated that, compared to the existing 
EDGE scheme with 8PSK modulation, the combination of Turbo codes and 16QAM improves the user 
data rates 30–40% for the median user in a system [100]. Turbo codes are standardized for the down-
link in release 7 of GSM/EDGE.

19.2.6 Higher Symbol Rates
The modulation can also be improved by simply increasing the modulation symbol rate. As a part of 
GERAN Evolution in 3GPP, the combination of higher-order modulation and a 20% increase in sym-
bol rate has been standardized [102]. For both uplink and downlink, two “levels” of terminal capabili-
ties are defined, called Levels A and B. Each level defines a set of modulation schemes, where Level 
B also applies the higher symbol rate for some modulation schemes. Table 19.1 shows the combina-
tions that are defined.

The higher symbol rate of 325 ksymbol/s will operate with the same nominal carrier bandwidth 
and carrier raster as legacy GERAN having 271 ksymbols/s, which puts some requirements on the 

Table 19.1 Combinations of Modulation Schemes and Symbol Rates in GSM/EDGE Evolution

Terminal Capability Symbol Rate (ksymbols/s) Modulation Schemes

Uplink Level A 271 GMSK, 8PSK, 16QAM

Uplink Level B 271 GMSK

325 QPSK, 16QAM, 32QAM

Downlink Level A 271 GMSK, 8PSK, 16QAM, 32QAM

Downlink Level B 271 GMSK

325 QPSK, 16QAM, 32QAM
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transmitter filter. The amount of transmitter filtering has to be weighed against the receiver complex
ity and performance, and the amount of interference in adjacent channels. An alternative wider Tx 
filter has been standardized for the uplink. A wider Tx filter is also studied for the downlink. 

19.2.7 Voice Service over Adaptive Multi-User Channels 
The focus of GSM/EDGE evolution has been improvements of the data services through higher spectral 
effi ciency and increased peak data rates. At the same time, voice is still a predominant service for many 
operators and an improvement of voice performance is also desirable. Earlier improvements of voice 
capacity have mainly been in the voice coding area, where half-rate voice coding was a major step 
taken in earlier releases. There are eight time slots in the GSM TDMA frame structure, with one full 
rate or two half-rate users occupying each slot. 

For release 9 of the GERAN specification, multi -user channe ls on each time slot were investigated 
and a new mode called Voice services over Adaptive Multi-user channels (VAMOS) was introduced 
[103]. In VAMOS mode, two users are multiplexed on the same physical resource - that is, on the 
same frequency and TDMA time slot. The two users form a VAMOS pair, each user being mapped on 
one VAMOS subchannel. In the uplink, each subchannel is modulated with GSMK. In the downlink, 
a new Adaptive Quadrature Phase-Shift Keying (AQPSK) modulation scheme is used jointly for the 
two subchannels. The two subchannels in a VAMOS pair have different training sequences to facili 
tate joint demodulation of the two subchannels. 

The AQPSK modulation scheme shown in Figure 19.7 is used in the downlink when both 
subchannels in a VAMOS pair have a burst scheduled for transmission. The bits from one subchan
nel in the VAMOS pair are mapped on the first bit that forms the QPSK constellation (correspond
ing to I) and the bits from the second user subchannel are mapped on the second bit (corresponding 
to Q). Depending on the choice of the parameter a:, the power ratio between the two subchanne ls 
mapped on I and Q can be controlled, thereby providing partially independent power control of the 
two subchannels. 

Use of the VAMOS mode was studied in detail by GERAN [103], with the conclusion that there is 
no harmful degradation of voice services for legacy users. 

AQPSK 
Q 

\ / \ : 
\ / \ ,' 
'-d, ___ ):,,' 

FIGURE 19.7 

The AQPSK modulation scheme used in the down link 
for two users forming a VAMOS pair. 
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19.3 CDMA2000 AND HRPD/1x EV-DO
CDMA2000 evolved as a cellular standard under the name IS-95 and later became a part of the 
IMT-2000 family of technologies described in Chapter 1. When it became a more global IMT-2000 
technology, the name was changed to CDMA2000 and the specification work was moved from the 
US Telecommunications Industry Association (TIA) to 3GPP2. Being a sister organization to 3GPP, 
3GPP2 is responsible for CDMA2000 specifications.

The CDMA2000 standard is going through an evolution similar to that of WCDMA/HSPA. In the 
different evolutionary steps, the same gradual shift of focus from voice and circuit-switched data to 
best-effort data and broadband data can be seen as for WCDMA/HSPA. The basic principles used are 
also very similar to those found in HSPA.

The evolutionary steps of CDMA2000 are shown in Figure 19.8. After the CDMA2000 1x stand-
ard was formed as an input to ITU for IMT-2000, two parallel evolutionary tracks were initiated for 
better support of data services. The first one was EV-DO (Evolution-Data Only),4 which has contin-
ued to be the main track, as further described below. It is also called HRPD (High-Rate Packet Data). 
A parallel track was EV-DV (Evolution for integrated Data and Voice), developed to give parallel 
support of data and circuit-switched services on the same carrier. It is not used at the moment and has 
not been developed further within 3GPP2.

1x EV-DV

2002: Rev C
3.1 Mbit/s FL

2004: Rev D
1.8 Mbit/s RL

2009:
Rev E

1xIS-95
1997:
Rev A

1999:
Rev B

1993

1x EV-DO (HRPD)
2000: Rev 0
2.4 Mbit/s FL

153.6 kbit/s RL

2004: Rev A
3.1 Mbit/s FL
1.8 Mbit/s RL

2006: Rev B
Multi-carrier
1.25-20 MHz

2010: Rev C
Multi-carrier
1.25-20 MHz

FL/RL [Mbit/s] 
4.9/1.8  in 1.25 MHz
73.5/27 in 20 MHz

FL/RL [Mbit/s] 

280/129 in 20 MHz

UMB
2007

FIGURE 19.8

The evolution from IS-95 to CDMA2000 1x and 1x EV-DO.

4 The abbreviation “DO” is also interpreted as “Data Optimized”, since the EV-DO carrier targets data services.
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The figure also illustrates UMB (Ultra Mobile Broadband), an OFDM-based standard including 
support for multi-antenna transmission and channel bandwidths up to 20 MHz. It is similar to LTE in 
terms of the technologies and features used, with one main difference that UMB uses OFDM in the 
uplink while LTE uses single-carrier modulation. UMB is not backwards compatible with CDMA2000. 
At the moment UMB is not used, and has not been developed further within 3GPP2, but some features 
from UMB, most notably the OFDM-based multi-antenna schemes, have subsequently been the basis 
for the corresponding features in EV-DO Rev C.

19.3.1 CDMA2000 1x
The CDMA2000 standard, which originally supported both a single-carrier (1x) and a multi-carrier (3x) 
mode, was adopted by ITU-R under the name IMT-2000 CDMA Multi-Carrier (MC) [2]. It offers sev-
eral improvements over the earlier versions of IS-95 that give better spectral efficiency and higher data 
rates. The most important aspect from a 3G evolution perspective, however, is that 1x has been a plat-
form for further evolution of packet-data modes, as shown in Figure 19.8. While 1x EV-DV is not under-
going any new development, 1x EV-DO is deployed today and is going through several new evolutionary 
steps in Rev 0, Rev A, Rev B, and Rev C that are described further below. While all steps up to Rev A 
are fundamentally based on direct sequence spread spectrum and a 1.25 MHz carrier bandwidth, Rev B 
and Rev C diverge from this by including wider carrier bandwidths and for Rev C also OFDM operation.

The 3x mode of CDMA2000 was never deployed in its original form, but was still an essential 
component of the submission of CDMA2000 to the ITU-R. However, multi-carrier CDMA is today 
once again included in the CDMA2000 evolution through EV-DO Rev B.

The 1x version of CDMA2000 (that is, not the EV-DO/HRPD track in Figure 19.8) has evolved 
into Rev E (the letters C and D were used for the EV-DV versions). Compared to Rev B, several small 
enhancements have been introduced in order to increase the voice capacity. Receiver requirements 
have also been defined to facilitate terminals simultaneously receiving circuit-switched voice call on 
one CDMA2000 carrier and packet data on EV-DO carriers.

19.3.2 1x EV-DO Rev 0
EV-DO Rev 0 defines a new uplink and downlink structure for CDMA2000 1x, where DO originally 
implied “Data Only”. The reason is that an EV-DO carrier has a structure optimized for data that does 
not support the voice and circuit-switched data services of a CDMA2000 1x carrier. In this way, the 
whole carrier works as a shared downlink resource for data transmission. An operator would deploy 
an additional carrier for EV-DO, thereby separating circuit-switched and packet-switched connections 
on different carriers. A drawback is reduced flexibility in that there cannot be a simultaneous packet-
data and legacy circuit-switched service (such as voice) to the same user on one carrier. 1x EV-DO 
has later also been named HRPD (High-Rate Packet Data).

With EV-DO Rev 0, a peak data rate of 2.4 Mbit/s is supported in the downlink on a 1.25 MHz 
carrier. There are several components in EV-DO Rev 0, several of which have similarities with the 
HSPA evolution described in Section 19.1:

l Shared-channel transmission. EV-DO Rev 0 has a Time-Division Multiplexing (TDM) downlink, 
with transmission to only one user at the time with the full power of the Base Station (BS). This 
makes the downlink a resource that is shared between the users in the time domain only. This is 
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similar to the “shared-channel transmission” for HSPA, with the difference that HSPA can also 
share the downlink in the code domain, primarily with non-HSPA users.

l Channel-dependent scheduling. The adaptive data scheduler of EV-DO Rev 0 takes into account 
fairness, queue sizes, and measures of the channel state. It thereby exploits multi-user diversity in 
fading channels in a way similar to the channel-dependent scheduling used in HSPA.

l Short TTI. The TTI is reduced from 20 ms in CDMA2000 to 1.67 ms in EV-DO Rev 0. This is impor-
tant to enable fast channel-dependent scheduling and rapid retransmissions, also resulting in lower 
latency. The TTI for EV-DO Rev 0 is thereby of the same order as the 2 ms TTI used for HSPA.

l Rate control. EV-DO Rev 0 employs rate control through adaptive modulation and coding, 
thereby maximizing the throughput for a given channel condition. This is similar to HSPA, but 
an EV-DO base station follows the rate request from the mobile, while in HSPA the feedback is a 
recommendation and the NodeB takes the final decision.

l Higher-order modulation. EV-DO Rev 0 supports 16QAM modulation in the downlink, which is 
similar to the first HSPA release.

l Hybrid ARQ. The EV-DO Hybrid-ARQ scheme is similar to the scheme used for HSPA.
l Virtual SOHO. EV-DO Rev 0 does not use soft handover in the downlink like CDMA2000. 

Instead, the terminal supports “virtual soft handover” via adaptive server selection initiated by the 
terminal, which can be seen as fast cell selection within the “active set” of base stations. These 
server changes may result in some packet transmission delays [104].

l Receive diversity in the mobile. EV-DO Rev 0 has terminal performance numbers specified assum-
ing receive diversity, similar to performance requirements specified for HSPA advanced receivers.

19.3.3 1x EV-DO Rev A
The next step in the evolution of CDMA2000 is 1x EV-DO Rev A. The focus is on an uplink 
improvement similar to the enhanced uplink of HSPA, but it also includes an updated downlink, a 
more advanced quality-of-service handling, and an add-on multicast mode [104].

The downlink of EV-DO Rev A is based on the EV-DO Rev 0 downlink, with the following 
differences:

l Higher peak rates. EV-DO Rev A downlink supports 3.1 Mbit/s as compared to the 2.4 Mbit/s of 
EV-DO Rev 0. Rev A also offers a finer quantization of data rates.

l Shorter packets. New transmission formats for EV-DO Rev A enable 128-, 256-, and 512-bit 
packets. This, together with new multi-user packets, where data to multiple terminals share the 
same packet in the downlink, improves support for lower-rate, delay-sensitive services.

The major enhancements in EV-DO Rev A compared to Rev 0 are in the uplink. This results in 
a more packet-oriented uplink with higher capacity and data rates. Peak uplink data rates of up to 
1.8 Mbit/s are supported:

l Higher-order modulation. In addition to BPSK modulation in EV-DO Rev 0, the uplink physical 
layer of Rev A supports QPSK and optionally 8PSK modulation.

l Hybrid ARQ. Improved performance is achieved through an uplink hybrid ARQ scheme, similar 
to HSPA.

l Reduced latency. The use of smaller packet sizes and a shorter TTI enables a reduced latency of 
up to 50% compared to EV-DO Rev 0 [105].
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l Capacity/latency trade-off. Each packet can be transmitted in one of two possible transmission 
modes: LoLat gives low latency through a higher power level, ensuring that the packet is received 
within the latency target, while HiCap gives higher total capacity by allowing for more retrans-
missions and lower transmit power levels. A similar effect can be obtained in HSPA through dif-
ferent HARQ profiles [96].

19.3.4 1x EV-DO Rev B
The next step for the 1x EV-DO series of standards is Rev B, which enables higher data rates by 
aggregation of multiple carriers. This fundamental way of increasing the data rate is also discussed in 
Chapter 2. Rev B permits up to sixteen 1.25 MHz carriers to be aggregated, forming a 20 MHz wide 
system [106], and giving a theoretical peak data rate of up to 46.5 Mbit/s in the downlink. For reasons 
of cost, size, and battery life, Rev B devices will most likely support up to three carriers [105], giving 
a peak downlink data rate of 9.3 Mbit/s.

The lower layers of the radio interface are similar to and compatible with those in Rev A, making 
it possible for both single-carrier Rev 0 and Rev A terminals to function on a Rev B network that sup-
ports multi-carrier operation.

Carriers do not have to be symmetrically allocated in the uplink and the downlink. For asymmetric 
applications such as file downloads, a larger number of carriers can be set up for downlink than for 
uplink. This reduces the amount of overhead for the uplink transmission. One uplink channel can carry 
feedback information for multiple forward link channels operating on multiple downlink carriers to a 
single terminal in asymmetric mode.

19.3.5 1x EV-DO Rev C
The latest step in the evolution of 1x EV-DO is Rev C, which introduces both smaller software-based 
enhancements as well as larger enhancements requiring hardware modifications.

The major new features in Rev C are inclusion of OFDM and support for spatial multiplexing. 
OFDM is supported in the forward link only. A subcarrier spacing of 6.8 kHz is used, resulting in 
an OFDM symbol duration of 162.76 μs including a cyclic prefix of 16.28 μs. OFDM- and CDMA-
based transmissions are time multiplexed to support Rev C and legacy terminals on the same carrier.

Spatial multiplexing supports up to four transmission layers in the forward link. Forward-link spa-
tial multiplexing is only supported in conjunction with OFDM. In the reverse link, which only supports 
CDMA-based transmission, up to two layers are supported together with codebook-based precoding under 
control of the base station. Higher-order modulation in the reverse link has been increased to 64QAM.

19.4 IEEE 802.16E, MOBILE WiMAX AND 802.16 m
The IEEE 802.16 family of radio-access technologies is developed by IEEE, initially targeting fixed 
wireless access applications but later being extended to also support mobility, thus providing a radio-
access technology that can be used to offer mobile-data/broadband services.

The initial 802.16 specification was designed for line-of-sight operation in the 10–60 GHz fre-
quency range. The next revision, 802.16a, introduced support for non-line-of-sight operation with 
focus on the 2–11 GHz frequency range, but still targeting the fixed-wireless-access application. 
Support for mobility was introduced as part of IEEE 802.16e, finalized in December 2005. 802.16e 
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is the basis for all currently commercial mobile-data networks based on the 802.16 technology. Part 
of 802.16e has also, at a relatively late stage (2007), been approved by the ITU as an additional IMT-
2000 technology in parallel with WCDMA/HSPA, TD-SCDMA, and CDMA2000/1xEV-DO. The 
802.16e-based IMT-2000 technology is only supporting TDD operation and is, in the ITU, referred to 
as IMT-2000 OFDMA TDD WAN.

The latest step taken within the IEEE 802.16 community is the development of the 16 m version 
of the specification (IEEE 802.16 m), a key goal of which was to ensure compliance with the ITU 
requirements on IMT-Advanced [65]. In October 2010, 802.16 m was approved by the ITU as a second 
IMT-Advanced-compliant technology under the name WirelessMAN-Advanced, in parallel with LTE/
LTE-Advanced.

The IEEE 802.16 specifications cover only the physical and MAC layers of the overall proto-
col stack, with no definition of higher layers. Furthermore, the 802.16 specifications contain an 
extremely large set of different features, often serving essentially the same purpose but doing it in 
different ways, including even multiple alternatives for the basic physical-layer transmission scheme. 
Including all these options and alternative features in a mobile terminal is not feasible. Thus, it is 
generally accepted that the 802.16 specifications in themselves do not provide a complete and imple-
mentable specification for a mobile-communication system.

The WiMAX forum is an industry-led, non-profit cooperation formed to promote and certify compat-
ibility and interoperability of 802.16-based products. As part of this, the WiMAX forum selects the set 
of features, from the full set of features specified by the IEEE, that should be included in any equipment 
that conforms to the different WiMAX System Profiles. The first such profile, System Profile Release 1.0, 
was published in 2007, with the second profile, System Profile Release 1.5, finalized in 2009. System 
Profile Release 2.0 corresponds to the 802.16 m specifications currently under development.

The system profiles for 802.16e developed by the WiMAX forum are also, jointly, often referred 
to as Mobile WiMAX or just WiMAX.

19.4.1 IEEE 802.16e and Mobile WiMAX
Although IEEE 802.16 includes several alternatives for the basic physical-layer transmission scheme, 
including both OFDM and single-carrier transmission, Mobile WiMAX is based on OFDM trans-
mission supporting different bandwidths for both uplink and downlink. In contrast to LTE, which is 
based on a single numerology for all transmission bandwidths, different bandwidths of 802.16e may 
correspond to partly different numerology, including different subcarrier spacing. However, the main 
focus of Mobile WiMAX has been on the 5 and 10 MHz bandwidths,5 both corresponding to a sub-
carrier spacing Δf < 10.94 kHz and only differing in the number of subcarriers within the transmis-
sion bandwidth. Note that, although wider bandwidths are supported by the 802.16e specifications, 
10 MHz is the maximum transmission bandwidth supported by the current Mobile WiMAX profiles.

802.16e includes support for both TDD and FDD operation, including the possibility for half-duplex 
FDD (see Chapter 9 for a discussion on half-duplex FDD in the context of LTE). However, WiMAX 
has mainly focused on the TDD mode of operation. In particular, TDD was the only duplex operation 
supported by the first WiMAX release (1.0). Also, as already mentioned, the WiMAX/802.16e-based 

5 There are additional bandwidths supported by Mobile WiMAX, more specifically 3.5, 7.5, and 8.75 MHz.
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IMT-2000 standard only supports TDD operation. This overview will therefore focus on the TDD mode 
of operation for Mobile WiMAX.

As illustrated in Figure 19.9, in the time domain, a 5 ms frame6 is divided into two parts, a down-
link part and an uplink part, together consisting of 48 OFDM symbols.7 With one symbol used as 
preamble, there is a maximum of 47 symbols available for downlink and uplink transmission. These 
symbols can be assigned for downlink and uplink transmission respectively, by means of a number 
of defined downlink/uplink configurations, ranging from 32:12 (35 downlink symbols and 12 uplink 
symbols) to 26:21 (26 downlink symbols and 21 uplink symbols). This only leaves a very small time 
available for downlink/uplink switching. If additional switching time is needed, for example to handle 
large cells, one can simply discard a number of symbols at the end of the downlink part of the frame.

Downlink control signaling for scheduling and hybrid-ARQ operation is transmitted at the begin-
ning of the downlink part. Hence, unlike LTE, where such control signaling can be provided in each 
downlink subframe, in 802.16e such control signaling can be provided once per 5 ms frame only. 
Hybrid ARQ with soft combining is also supported both in 802.16 and by Mobile WiMAX. However, 
in contrast to HSPA and LTE, the first Mobile WiMAX releases only support Chase combining and 
not incremental redundancy.

Similar to LTE, 802.16e and Mobile WiMAX supports QPSK, 16QAM, and 64QAM8 data modu-
lation, providing spectral efficiency up to 6 bit/s/symbol. Also similar to LTE, adaptive modulation and 
coding (“link adaptation”) can be used to adjust the modulation scheme and coding rate, and thus the 
data rate, to match the instantaneous channel conditions. The 802.16e specifications support a range of 
channel coding schemes, including both Turbo codes, similar to HSPA and LTE, and so-called LDPC 
codes [53]. However, LDPC codes are not supported in current Mobile WiMAX releases.

802.16e allows for mapping of data to the basic OFDM time–frequency grid in different ways to 
achieve diversity either by means of resource allocations that spread the coded information in the fre-
quency domain, or optimization for channel-dependent scheduling and link adaptation by concentrat-
ing the transmission in the frequency domain. The different resource assignment schemes can be used 

6 Additional frame lengths are specified in 802.16e. However, 5 ms is the only frame length included in the Mobile WiMAX 
profiles.
7 This assumes a cyclic-prefix length of approximately 11.4 μs. The 802.16e specifications include both larger and smaller 
cyclic-prefix lengths, corresponding to somewhat less/more OFDM symbols within a 5 ms frame. However, these cyclic-
prefix lengths are not part of the Mobile WiMAX system profiles.

One frame (5 ms)

DL part (NDL symbols) UL part (NUL symbols)
Preamble 

symbol

FIGURE 19.9

Basic frame structure for IEEE802.16e/Mobile WiMAX (NDL:NUL  29:18).

8 64QAM for the uplink is not supported/mandatory in the first Mobile WiMAX releases.
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within the same subframe by dividing the subframe into different time-domain regions or “zones”. 
Uplink channel-dependent scheduling was not part of the first release of Mobile WiMAX but was 
added in later releases.

A wide range of multi-antenna transmission schemes are included in 802.16e. Already since the 
first release (1.0), Mobile WiMAX has included a subset of these, more specifically open-loop spa-
tial multiplexing. Later releases have introduced additional multi-antenna transmission techniques for 
both downlink and uplink.

19.4.2 IEEE 802.16 m – WiMAX for IMT-Advanced
The work on 802.16 m was initiated with the aim to extend the family of 802.16 radio-access tech-
nologies and ensure fulfillment of the IMT-Advanced requirements defined by the ITU.

In contrast to LTE-Advanced being an evolution of LTE release 8/9, 802.16 m is not a direct evo-
lution of 802.16e, adding new complementary features to extend the performance and capabilities of 
the radio-access technology. Rather, 802.16 m is, in many respects, a new radio-access technology 
although retaining several of the basic characteristics of 802.16e, including the basic OFDM numer-
ology. This also implies that 802.16e and 802.16 m can coexist on the same carrier by means of time 
multiplexing the two radio-access technologies within the 802.16e 5 ms frame structure. In contrast, 
earlier releases of LTE are included as integrated parts of LTE release 10, providing a more straight-
forward backwards compatibility and support of legacy terminals, for example.

Technology wise, 802.16 m introduces many features similar to LTE release 10, including the use 
of multi-carrier transmission (carrier aggregation) for bandwidths beyond 20 MHz and support for 
relaying functionality.

802.16 m also introduces substantially shorter subframes of length roughly 0.6 ms to reduce hybrid-
ARQ round-trip time and, in general, allow for reduced latency over the radio interface.

Regarding the resource assignment, 802.16 m does not support the resource mapping schemes speci-
fied for 802.16e.9 Rather, 802.16 m introduces physical resource units consisting of a number of fre-
quency-contiguous subcarriers during one subframe, very similar to the LTE resource blocks. Actually, 
the number of subcarriers in a resource unit equals 18 which, together with the subcarrier spacing of 
10.94 kHz, results in a resource unit with a bandwidth that is very similar to the LTE resource-block 
bandwidth of 180 kHz. Above the physical resource units are logical resource units that can be dis-
tributed or localized, where distributed resource units are used for cases when frequency diversity is 
used. Once again, this is very similar to LTE localized and distributed resource mapping, as described 
in Chapter 10.

Taking into account the many similarities between LTE and 802.16 m, it is not surprising that per-
formance evaluations indicate similar performance of the two radio-interface technologies. Thus, sim-
ilar to LTE, 802.16 m also fulfils all the requirements for IMT-Advanced as defined by the ITU.

As already mentioned, 802.16 m was approved by the ITU in October 2010, as a second IMT-
Advanced-compliant technology under the name WirelessMAN-Advanced. Thus, similar to LTE, IEEE 
802.16 m can also be seen as a fully compliant 4G technology.

9 They can, of course, be supported on a 802.16 m carrier as part of 802.16e/802.16 m time multiplexing.
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19.5 SUMMARY
The IMT-2000 technologies and the other technologies introduced above are developed in different 
standardization bodies, but all show many commonalities. The reason is that they target the same type 
of application and operate under similar conditions and scenarios. The fundamental constraints for 
achieving high data rates, good quality of service, and system performance will require that a set of 
efficient tools are applied to reach those targets.

The technologies described in Chapters 2–6 of this book form a set of such tools and it turns out that 
many of these are applied across most of the technologies discussed here. To cater for high data rates, 
different ways to transmit over wider bandwidth is employed, such as single- and multi-carrier transmis-
sion including OFDM, often with the addition of higher-order modulation. Multi-antenna techniques 
are employed to exploit the “spatial domain”, using techniques such as receive and transmit diversity, 
beam-forming, and multi-layer transmission. Most of the schemes also employ dynamic link adaptation 
and scheduling to exploit variations in channel conditions. In addition, coding schemes such as Turbo 
codes are combined with advanced retransmission schemes such as hybrid ARQ.

As mentioned above, one reason that solutions become similar between systems is that they target 
similar problems for the systems. It is also true to some extent that some technologies and their cor-
responding abbreviations go in and out of “fashion”. Most 2G systems were developed using TDMA, 
while many 3G systems are based on CDMA and the evolution towards 4G is based on OFDM. Another 
reason for this stepwise shift of technologies is of course that as technology develops, more complex 
implementations are made possible. A closer look at many of the evolved wireless communication sys-
tems of today also shows that they often combine multiple techniques from previous steps, and are built 
on a mix of TDMA, OFDM, and spread spectrum components.
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Final Thoughts 20
CHAPTER

The focus of this book has been on the LTE radio-access technology, from the first version in release 8,  
via release 9 to release 10. LTE release 10 is the latest version of the LTE radio-access specifications, 
sometimes also referred to as LTE-Advanced and approved by the ITU as the first IMT-Advanced 
technology.

The basic technologies described in Chapters 2–6 served as a foundation for the detailed dis-
cussion and explanation of the LTE radio-access technology in the subsequent chapters, providing 
information about the LTE radio-network architecture, the basic transmission structure, and all the 
protocols and procedures needed for a complete radio-access network.

The capabilities and system performance of LTE were illustrated in Chapter 18 and it was shown 
that all the requirements defined by the ITU for IMT-Advanced were fulfilled, in many cases by a sig-
nificant margin.

At the same time as ITU-R is completing the work on the formal IMT-Advanced recommenda-
tions, activities are initiated to look at what will come beyond IMT-Advanced in the 2012–2020 time 
frame. Several regional workshops on “IMT for the 2010–2020 Decade” are planned for 2011 and a 
new report looking at global broadband wireless services and marketplace for IMT has been initiated 
within ITU-R WP5D. The basis for the continued work is that future mobile broadband consumers 
will expect similar user experience and access to similar services and applications in the mobile envi-
ronment as for fixed broadband, with the added convenience of mobility. Studies within ITU-R will 
include long-term market forecasts and take into account new user behavior, specifically considering 
personal computers and smart phones.

20.1 WHERE TO GO IN THE FUTURE?
The evolution of LTE does not end with LTE release 10. Rather LTE will continue to evolve into 
release 11, release 12, and so on, with each new release bringing additional capabilities and further 
enhanced system performance into the LTE radio-access technology. Not only will the additional 
capabilities provide better performance in existing applications, they may also open up for, or even 
be motivated by, new application areas. Examples hereof are home automation, smart transportation, 
security, and e-books, but the list is continuously growing as additional applications benefiting from 
mobile connectivity are emerging. Similarly, new ways of deploying cellular networks, for example 
more extensive use of massive beam-forming or ubiquitous access to optical fibers in the backhaul, 
may call for enhancements in the radio interface.
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Initial 3GPP discussions on release 11 have already started, with actual work expected to be initi-
ated in early 2011, aiming for completion of this release in mid-2012. In the following, some possible 
areas for the future evolution of LTE will be briefly discussed. Some of these areas may happen in 
release 11 or 12, while others may be more futuristic.

20.1.1 Advanced Multi-Cell Coordination
Coordinated Multi-Point transmission and reception (CoMP) refers to a wide range of differ-
ent techniques with the common denominator being the dynamic coordination of transmission and/
or reception at multiple geographically separated sites with the aim to enhance system performance 
and end-user service quality. Many different coordination schemes of very different characteristics  
fall under the joint umbrella of CoMP, ranging from dynamic inter-cell scheduling coordination to 
joint transmission/reception at multiple sites. In the former case, CoMP can, to a large extent, be seen 
as an extension of the inter-cell interference coordination that is already part of LTE, discussed in 
Chapter 13.

Joint reception means that the signals received at multiple sites are jointly processed for enhanced 
reception performance. Maximum-ratio combining and interference-rejection combining are exam-
ples of schemes that can be used to combine the uplink transmission received at multiple points. This 
is, in many respects, similar to softer handover used within a site, for example in WCDMA/HSPA-
based systems, but extended to multiple sites.

Joint transmission implies that data is transmitted to a mobile terminal jointly from several sites, 
thereby not only reducing the interference but also increasing the received power. The transmis-
sion from the sites can also take the instantaneous channel conditions at the different terminals into 
account to enhance the received signal strength, while at the same time reducing the interference 
between different transmissions.

In general, both joint reception and transmission pose high requirements on low latency in the 
communication between the network node involved in the joint processing and the different antennas 
involved in the reception/transmission. Hence, in practice, it can be expected that the different sites 
may be connected in the form of a centralized RAN (C-RAN) deployment for example, as briefly dis-
cussed in Chapter 13.

20.1.2 Network Energy Efficiency
Low energy consumption for mobile terminals has been an important requirement ever since the 
emergence of hand-held terminals roughly 20 years ago. The driving force has been the reduction in 
battery size and improved battery time. Today, reduced energy consumption also in the radio-access 
network is receiving increased attention for several reasons:

l The cost of energy is a far from negligible part of the overall operational cost for the operator. 
Thus, reduced energy consumption is one component in the everlasting quest for reduced operat-
ing costs for network operators.

l In some rural areas, it may not even be possible to connect the base station to the electrical grid. 
With sufficiently low energy consumption, reasonably sized solar panels could be used as power 
source, instead of the diesel generators commonly used today.
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l In today’s world, where energy consumption and the related climate impact is seen as one of 
the great challenges for the future, the mobile industry should lead the way for reduced energy 
consumption.

Regarding the third point, it is important to bear in mind though that the entire ICT (Information 
and Communication Technologies) sector today (2010) contributes roughly 2% of the overall world 
energy consumption and the contribution of the mobile-communication sector is just a fraction of 
that. At the same time, the emergence of mobile broadband communication opens up tremendous 
opportunities for reducing the global energy consumption in general by, for example, virtual meetings 
replacing traveling to physical meetings.

Still, low energy consumption in mobile networks is important. In particular, taking into account 
large future traffic increases, where traffic growth of several hundred times up to perhaps 1000 times 
can be expected in a longer-term perspective, low energy consumption of the mobile networks will 
most likely be as important a performance metric as capacity, data rates and latency, and must be 
treated as such.

Reducing the energy consumption of mobile networks is, to a large extent, an implementation 
issue. However, it is important to ensure that the basic principles of the radio-access technology 
allows for low energy consumption. One key characteristic is that the energy consumption should 
scale with the use of the radio resources, not only on average but also on a short-term basis. That is, 
during points in time where there is no traffic, the energy consumption should be reduced to an abso-
lute minimum, for example by avoiding all but absolutely necessary transmissions. LTE already pro-
vides several tools that can be used for this. Nevertheless, the future evolution of LTE should further 
strive for minimizing transmission of signals strictly not needed.

This will be even more important as the network becomes more and more dense with more and 
more network nodes. In such network deployments, which may typically be heterogeneous networks 
as discussed in Chapter 13, pico cells may often be deployed to provide high data rates, rather then 
being needed for capacity reasons. Thus, the load per cell may be relatively low and each pico cell 
may often be more or less “empty”, further stressing the importance of very low energy consumption 
when idle.

20.1.3 Machine-Type Communication
Similar to earlier mobile-communication systems, LTE has been designed with data services in mind 
and much effort has been put into developing techniques for providing high data rates and low laten-
cies for services such as file downloading and web browsing. However, with the increased availability 
of mobile broadband, connectivity has also become a realistic option for machine-type communica-
tion. Machine-type communication spans a wide range of applications, from massive deployment of 
low-cost battery-powered sensors to remote-controlled utility meters, to surveillance cameras. Many 
of these applications can be handled by LTE already; communicating with a surveillance camera, for 
example, is not significantly different from uploading a file, in which case high data rates are para-
mount. However, other applications may not require transmission of large amounts of data or low 
latency, but rather pose challenges in terms of a vast amount of devices connecting to the network. 
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According to some sources [107], 50 billion connections, most of them machine-type communica-
tions, can be expected in the year 2020. Handling such a large number of devices is likely to be a 
challenge mainly for the core network, but improvements in the area of connection setup and power-
efficient handling of control signaling in the radio-access network may be of interest.

20.1.4 New ways of Using Spectrum
Spectrum has been, is, and will continue to be a scarce resource for the mobile-communication indus-
try. In particular, in light of the continuous increase in the data rates requested and the corresponding 
need for wider bandwidths, it is expected that spectrum will remain a scarce resource.

Historically, up until now, the mobile industry has relied on spectrum dedicated for mobile com-
munication and licensed to a certain operator. This will also clearly be the main track for the future. 
However, in situations where licensed spectrum is not available, other possibilities for increasing the 
spectrum availability are of interest. This could include the use of unlicensed spectrum, or second-
ary spectrum primarily used for other communication services, as a complement to operation in the 
licensed spectrum. Broadcast spectrum not used (in some areas) is often referred to as “white space” 
[108]. Related to this is the concept of cognitive radio [109,110] – that is, radio-access-related func-
tionality related to “smart” selection of spectrum usage. However, the applicability of cognitive radio 
to cellular communication is a relatively new area and further studies are required to assess the feasi-
bility and impact of such usage.

20.1.5 Direct Device-to-Device Communication
One possible longer-term evolution path would be to extend the LTE radio-access technology with 
support for direct device-to-device communication – that is, make it possible for two mobile termi-
nals to communicate directly with each other without going via the network. This has been studied 
in academia for some years, for example as part of the European research project WINNER [111]. 
Scenarios where the possibility for direct device-to-device communication could be of interest 
include situations where no network infrastructure is available, for example national security and 
public safety (NSPS), and situations where network infrastructure is available but when communi-
cation directly between the terminals could be more efficient, either in terms of requiring a smaller 
amount of radio resources for the same communication quality or allowing for improved communi-
cation quality. In the latter case, one could envision different degrees of network interaction in the 
device-to-device communication. However, this area is still in its infancy and scenarios where device-
to-device communication offers benefits and how to interact with infrastructure-based communication 
need to be better understood.

Related to device-to-device communication is the possibility to also use LTE as a radio-access 
technology in the home, for example a digital camera connecting to the TV. Although such connectiv-
ity is possible to some extent today by using (semi-proprietary) technology, basing this type of com-
munication on LTE could be attractive. When outside the home, the devices can communicate with 
the cellular LTE network, but while at home they can seamlessly connect to the local LTE network 
covering the home. Furthermore, for devices that are to be used at home only, operation without a 
SIM card and interaction with an external core network should be possible. Adding this type of func-
tionality to LTE is most likely a relatively simple task.
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20.2 CONCLUDING REMARKS
The list of technology areas above should be seen as examples. Some of these technologies will most 
likely be part of future releases of LTE, while others may not happen at all. There may also be other 
technologies, not listed above and maybe yet to be discovered, that could be of interest for LTE evo-
lution. What is clear though is that LTE is a very flexible platform that can evolve in different direc-
tions to meet the future needs of wireless communication. Given the size of the LTE ecosystem, such 
evolution is a very attractive path for future wireless communication.
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1.28 Mcps TDD, 395

16QAM modulation, 19–21, 399–400

3G, 2–11

3GPP, 9–11

3GPP2, 9, 402–403

32QAM modulation, 399–400

64QAM modulation, 19–21

7.68 Mcps TDD, 395

8PSK modulation, 399–400

A
Absolute grant, 393

Access Stratum (AS), 110

ACIR, 370

Acknowledged mode (for RLC), 261

Acknowledged Resource Indicator (ARI), 184, 

238

ACLR, 370–371

ACS, 370–371, 374

Adaptive Modulation and Coding (AMC), 81

Antenna port, 148

Automatic Repeat Request (ARQ), 90–93

in LTE, 247–259

for LTE relaying, 335–337

B
Bandwidth utilization, 16

Base-station classes, 365

BCCH see Broadcast Control Channel

BCH see Broadcast Channel

transmission of, 305–307

Beam forming:

classical, 68–70

in LTE see Pre-coding, LTE

Blind decoding of PDCCH, 199–202

Blocking, receiver:

general, 362, 374

narrowband, 374

BM-SC see Broadcast Multicast Service Center

Broadcast, 43–44

see also MBMS

Broadcast Control Channel (BCCH), 116

Broadcast Channel (BCH), 116

Broadcast Multicast Service Center (BM-SC), 325

Buffer status report, 277–280

C
Carrier aggregation:

control signalling for, 193–199

overview, 104

physical resources, 132–134

RF characteristics, 355–358

Carrier Indicator, 183, 190

Carrier raster, 136

CCCH see Common Control Channel

CCE see Control Channel Element

CDD see Cyclic Delay Diversity

CDMA2000, 10, 402–405

Cell identity, 301

Cell-identity group, 302

Cell search, 301–304

Centralized RAN (C-RAN), 292

Channel capacity, 15

Channel coding, LTE:

downlink, 146–148

uplink, 204

Channel rank, 166

Channel State Information (CSI), 152
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Channel-state report, 282–287

Channel-Quality Indicator (CQI), 242, 283

Charging, 109–110

Chase combining, 90–92

Closed Subscriber Group (CSG), 294

CN see Core Network

Code block, 146

Coexistence

requirements, 352

with TD-SCDMA, 140–141

Cognitive radio, 414

Co-location requirements, 352

Common Control Channel (CCCH), 116

Common Subframe Allocation (CSA), 328

CoMP see Coordinated Multipoint transmission

Component carrier, 104, 132

Contention resolution, 312, 319

Continuous Packet Connectivity (CPC), 390

Control-channel element, 195

Controlling RNC see RNC

Control region, 131, 173–174

Coordinated multipoint transmission, 412

Core Network (CN), 109–110

CQI see Channel-Quality Indicator

CRC see Cyclic Redundancy Check

C-RNTI, 125, 319

Cross-carrier scheduling, 193–194, 254

CSG see Closed Subscriber Group

CSI see Channel-State Information

Cubic metric, 54

Cyclic-Delay Diversity (CDD), 66

Cyclic prefix:

extended, 127–128

MBSFN, 131–132

normal, 127–128

OFDM, 32–34, 40

Random-access preamble, 315–317

single-carrier, 40

Cyclic Redundancy Check (CRC), 90

for DL-SCH, 144–145

for PDCCH, 195–196

for UL-SCH, 203–204

D
Data region, 131, 173

DC-subcarrier, 130–131

DCCH see Dedicated Control Channel

DCI see Downlink Control Information

DCI format, 180–185

Dedicated Control Channel (DCCH), 116

Delay diversity, 65–66

Device-to-device communication, 414

DFT-spread OFDM (DFTS-OFDM), 52–57

localized vs. distributed, 55–57

receiver, 54–55

user multiplexing, 55

in LTE, 96–97, 205

Discontinuous Reception (DRX), 287–290

Discontinuous Transmission (DTX), 394

DL-SCH see Downlink Shared Channel

Donor cell, 332

Downlink Control Information (DCI), 123, 179

Downlink Shared Channel (DL-SCH), 117

processing, 143

Downlink Traffic Channel (DTCH), 116

DRX see Discontinuous Reception

DTCH see Downlink Traffic Channel

DTX see Discontinuous Transmission

DwPTS, 138–140

E
EDGE, 396–401

eNB see eNodeB

eNodeB, 111

EPC see Evolved Packet Core
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EPS see Evolved Packet System

Equalization, 23, 45–49

Decision-feedback, 49–50

Frequency-domain, 47–49

Time-domain, 45–47

EV-DO, 402–405

EV-DV, 402

EVM requirement, 367

Evolved Packet Core, 109–110

Evolved Packet System, 109

F
FDD see Frequency Division Duplex

Femto base station see Home-eNodeB

Frame, LTE, 127, 131

Frequency bands, 347–352

numbering of, 349

Frequency Division Duplex, 3, 6, 101, 136–137, 

281–282, 384

Frequency hopping, uplink, 207–209

Frequency-Switched Transmit Diversity, 164

FSTD see Frequency-Switched Transmit 

Diversity

G
GERAN, 10, 397–401

GGSN, 397

GMSK modulation, 399

GSM, 2–3, 7–8, 396–401

migration from, 352–354

multi-standard radio for, 359–361

Guard period, 139

H
Half-duplex FDD, 137–138

in relation to scheduling, 281–282

HARQ see Hybrid ARQ

Heterogeneous network deployments,  

293–299

Higher-order modulation, 19–21

High Interference Indicator (HII), 292

High Speed Packet Access (HSPA), 389–395

in TDD, 395–396

HII see High Interference Indicator

Home-eNodeB, 293, 299

Home Subscriber Service (HSS), 110

HRPD, 402

HSPA see High Speed Packet Access

HSS see Home Subscriber Service

HS-SCCH-less operation, 394

Hybrid ARQ, 89–93

adaptive, 250–251

control signalling for, 177–179, 229–234

in LTE, 99, 121–123, 247–259

process, 248

relaying, 335–337

synchronous, 250–251

with soft combining, 120–123

I
ICIC see Inter-cell interference coordination

ICS, 373–374

IEEE 802.16, 405–408

IMT-2000, 4–6

IMT-Advanced, 4–6, 11–13, 103, 408

Incremental redundancy (IR), 90–93, 249,  

253

In-sequence delivery, 262

Inter-cell interference coordination (ICIC), 99, 

290–299

in heterogeneous deployments, 294–299

in home-eNodeB, 299

Interference cancellation, 75
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Interference coordination see Inter-cell 

Interference Coordination

Interference Rejection Combining (IRC), 62

Intermodulation:

receiver, 374–375

transmitter, 372

Internet Protocol (IP), 7

IR see Incremental Redundancy

ITU, 3–6

see also IMT, IMT-Advanced

L
Latency, 378–379

Layer mapping, LTE, 166, 222

Link adaptation, 79–81, 113, 389

see also Rate adaptation

Logical channels, 113, 116

LTE-Advanced, 103

see also Release 10, IMT-Advanced

M
MAC, 115

control element, 118

Machine-type Communication, 413–414

Master Information Block (MIB), 305–307

MBMS, 323–330

MBMS Control Channel (MCCH), 116, 

325–329

MBMS Traffic Channel (MTCH);, 116, 325, 329

MBSFN, 102, 128, 131–132, 324–328

MBSFN area, 324

MBSFN subframe, 131–132, 326–327, 335

MCCH see MBMS Control Channel

MCH see Multicast Channel

MCH Scheduling Information (MSI), 329

MCH Scheduling Period (MSP), 328

MCH subframe allocation (MSA), 329

MIB see Master Information Block

MIMO see spatial multiplexing

MME see Mobility Management Entity

Mobility Management Entity (MME), 110

MSR see Multi-Standard Radio

MTCH see MBMS Traffic Channel

Multi-carrier transmission, 21–25

for CDMA2000, 405

for EDGE, 398

for HSPA, 395

for LTE see carrier aggregation

for TD-SCDMA, 396

Multicast, 43–44

see also MBMS

Multicast/Broadcast over Single–Frequency

Network see MBSFN

Multicast Channel (MCH), 117, 325–328

Multi-cell/multicast Coordination Entity 

(MCE), 324

Multi-Standard Radio (MSR) base stations, 

359–361

N
NAS see Non-Access Stratum

New-data indicator, 184, 191, 249–253

NodeB, 391

Non-Access Stratum (NAS), 110

O
OCC see Orthogonal Cover Codes

OFDM see Orthogonal Frequency Division 

Multiplex

OFDMA, 41

OI see Overload Indicator

Operating bands, 348–352

Operating band unwanted emissions, 363, 

368–369
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Orthogonal Cover Codes (OCC)

for downlink demodulation reference signals, 

156

for CSI reference signals, 159

for uplink reference signals, 216

Orthogonal Frequency Division Multiplex 

(OFDM), 27–44

demodulation, 29

FFT/IFFT implementation, 30–32

in LTE, 127–131

Out-of-band

blocking, 374

emissions, 367–368

Overload Indicator (OI), 292

P
Packet Data Network Gateway (P-GW), 110

Packet Data Convergence Protocol (PDCP),  

111

Paging, 319–321

Paging Channel (PCH), 116

Paging Control Channel (PCCH), 116

Partial path-loss compensation see 

path-loss compensation

Path-loss compensation, 270

PBCH see Physical Broadcast Channel

PCCH see Paging Control Channel

PCFICH see Physical Control Format Indicator 

Channel

PCH see Paging Channel

PCRF see Policy and Charging Rules Function

PDCCH see Physical Downlink Control 

Channel

PDCP see Packet Data Convergence Protocol

PDSCH see Physical Downlink Shared Channel

PDU see Protocol Data Unit

P-GW see Packet Data Network Gateway

PHICH see Physical Hybrid-ARQ Indicator 

Channel

Physical Broadcast Channel (PBCH), 123

Physical channel, 123

Physical Control Format Indicator Channel 

(PCFICH), 123, 174–177

Physical Downlink Control Channel (PDCCH), 

123, 179–181, 195–202

Physical Downlink Shared Channel (PDSCH), 

123, 143–152

Physical Hybrid-ARQ Indicator Channel, 123, 

177–179

Physical-layer cell identity, 301

Physical Multicast Channel (PMCH), 123, 

326–327

Physical Random Access Channel (PRACH), 

124, 312

Physical Resource Block (PRB):

downlink, 129–130, 149–152

uplink, 129–130, 205–207

Physical Uplink Control Channel (PUCCH), 

123, 227–242

transmit diversity for

Physical Uplink Shared Channel (PUSCH), 

123, 203–210

PMCH see Physical Multicast Channel

PMI see Precoding-Matrix Indicator

Policy and Charging Rules Function (PCRF), 

110

Positioning, 103

Power control, 79–81

for PRACH, 315

for PUCCH, 267–269

for PUSCH, 269–271

for SRS, 271–272

in LTE uplink, 265–272

Power Headroom, 271–272, 280

PRACH see Physical Random Access Channel
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PRB see Physical Resource Block

Pre-coding, LTE, 161–173

codebook-based, 165

closed-loop, 167

non-codebook-based, 169

open-loop, 168

Precoding-Matrix Indicator (PMI), 167, 242, 

283

Protocol Data Unit (PDU), 113

PUCCH see Physical Uplink Control Channel

PUSCH see Physical Uplink Shared Channel

Q
QoS, 110

QPP, 146

QPSK, 19–20

R
RACH see Random Access Channel

Radio access network, 95, 111

Radio bearer, 111

Radio frame see Frame

Radio Link Control (RLC), 113–115, 247, 

257–264

Radio Network Controller (RNC), 391

Radio Resource Control (RRC), 124–125

Radio Resource Management (RRM), 111, 265

RAKE, 45

RAN see Radio access network

Random access, 310–319

preamble, 312–317

Random Access Channel (RACH), 117

Rank indicator, 242, 283

Rate adaptation, 97–99, 115, 272

see also link adaptation

Rate control, 106–7

in LTE, 304

Rate matching, 147, 204

Receive diversity, 60, 100

Redundancy version, 92–93, 147, 184, 191, 

204, 251, 253–254

Reference sensitivity:

for LTE BS, 373

for LTE terminal, 373

Reference signal:

Cell-specific, 153–156

CRS see reference signal, cell specific

CSI see reference signal, channel-state 

information

Demodulation (DM-RS, in downlink)  

see reference signal, UE-specific

for channel-state information, 158–161

for MBSFN, 153, 327–328

for positioning, 153

for sounding see sounding reference signal

for uplink demodulation, 211–217

power-boosted, 154UE-specific, 153

Reference-signal sequence:

phase-rotated/“cyclically shifted”, 213–214

frequency-domain, 210–211

Reference symbol, 35–36, 153

frequency shifted, 154

Relay, 331–345

access link, 332

amplify-and-forward see repeater

architecture, 333–334

backhaul link, 332

control signalling see Relay Physical 

Downlink Control Channel

decode-and-forward, 331

hybrid-ARQ operation, 336–337

inband, 332

outband, 332

Relay Physical Downlink Control Channel 

(R-PDCCH), 337–342
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Relative Narrowband Transmit Power (RNTP), 

292

Release 8 (LTE), 95–102

Release 9 (LTE), 95, 102–103

Release 10 (LTE), 103–105

see also LTE-Advanced

Reordering, 262

Repeater, 331

Resource-allocation type, 185–186,  

192–193

Resource block:

in downlink, 129–130, 149–153

in uplink, 129–130, 205–210

signaling of, 185–187

Resource-block pair, 130

Resource element, 129

Resource element group, 175

RI see Rank Indicator

RLC see Radio Link Control

Roaming, 2, 7, 11

RNC see Radio Network Controller

RNTP see Relative Narrowband Transmit 

Power

R-PDCCH see Relay Physical Downlink 

Control Channel

RRC see Radio Resource Control

RRC_IDLE, 125–126

RRC_CONNECTED, 125–126

RRM see Radio Resource Management

S
S1 interface, 111

SAE, 8, 95

Scheduling:

assignment, 179, 181–189

channel-dependent, 79, 81–89, 97–99

downlink, 81–85, 273–275

frequency-domain, 87, 97–98

grant, 180, 189–93

greedy filling, 85, 86

half-duplex FDD, 281–82

max-C/I, 82–85

proportional fair, 83–84

request, 229, 234, 238–239, 277–280

round robin, 83–84

semi-persistent, 119, 280–281

uplink, 85–87, 275–280

SDU see Service Data Unit

Search space, 199

Selectivity:

adjacent channel see ACS

in-channel see ICS

Self-backhauling see Relay

Served traffic, 383

Service Data Unit (SDU), 113

Serving cell, 279

Serving Gateway (S-GW), 110

SFBC see Space-Frequency (Block) Coding

SFN see Single–frequency network

SFN see System Frame Number

S-GW see Serving Gateway

Shared-channel transmission, 97, 119

SI see System Information message

SIB see System Information Block

SIC see Successive Interference cancellation

Single-frequency network (SFN), 44

see also MBSFN

SI-RNTI see System Information RNTI

Slot, 128–30

Soft handover, 391

Sounding reference signal, 217–221

Space-Frequency Block Coding (SFBC), 68, 

163–165, 306

Space Time (Block) Coding (ST(B)C),  

66–68
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Spatial multiplexing, 71–79, 100, 105

multi-codeword based, 75–77

pre-coder based, 74–75

single-codeword based, 75–77

in LTE see Pre-coding (LTE)

Special subframe, 138–40

Spectral efficiency, 337

performance, 380–387

requirement, 380, 384

Spectrum flexibility, 100–102, 354

Spurious emissions, 363, 367–369, 372

Standardization, 8–13

Subcarrier spacing:

in general, 38

LTE, 127

reduced, 128

Subframe, 128

Successive Interference Cancellation (SIC)  

see Interference cancellation

Symbol quadruplet, 175

Synchronization signal, 302–304

System Frame Number (SFN), 128, 305

System Information, 305

System Information Block (SIB), 305, 

308–310

System Information message (SI), 308–310

System Information RNTI (SI-RNTI), 308

System performance, 377–379

System throughput, 379, 383

T
TDD see Time Division Duplex

TD-SCDMA, 140, 395–396

Time Division Duplex, 3, 6, 101, 138–141, 385

Timing advance, 245–246

for relaying, 343–344

Transmission mode, 162

Transmission rank, 166

Transmission Time Interval (TTI), 116

Transmit Diversity, 67–69, 163–165

for PUCCH, 226

Transparent mode (for RLC), 261

Transport block, 116

signaling of size, 187–189

Transport channels, 116–118

Transport format, 116

Transport format selection, 116, 120, 273

TTI see Transmission Time Interval

U
UCI see Uplink Control Information

UE categories, 105–106

UL-SCH see Uplink Shared Channel

UMB, 403

Unacknowledged mode (for RLC), 261

Unwanted emissions, 362, 367–372

Uplink Control Information (UCI), 123

Uplink Shared Channel (UL-SCH), 117

UpPTS, 138–140

User Equipment (UE), 106

categories, 106–107

User throughput, 378

UTRA FDD see WCDMA

UTRA TDD, 11, 395–396

V
VAMOS, 401

Virtual Resource Block (VRB), 150

distributed vs. localized, 150–151

downlink, 150

uplink, 208

VRB see Virtual Resource Block
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W
WCDMA, 3, 389–395

White space, 414

WiMAX, 405–408

X
X2 Interface, 111

Z
Zadoff-Chu sequences, 212
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