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FOR£W no 

This rcpon iJ one or eight rcpon s produced as part or the evaluation of the Trnvtck operatio nal field 
ICSl. conducted in Orlando, Aorida, during 1992-1993. Trovtck. shor1 for Travel Technology, was an 
.,dv:inccd driver information and ttaffic mttnagcmcnt S)'Slcm lhat provided a combination of uuvclcr 
informtu1on SCl"'I~ and route navigation and guidance support 10 the driver. Twelve individual but 
related studi~ were conducted during the cvolu:11ion. Evaluation go Is ond objoctivcs were 
rcpre!$Cntcd by the following t-a.sic qucstioru: ( I) Did the TrnvTck system work? (2) Did drivers save 
time and avoid congestion? (3) Wtll drivers use the ~-stem? (4) How cffccti"'C was vc,1cc guidnncc 
compared 10 moving mop nnd tum•by-tum d1Jplo) ? (5) Was TrnvTek !llfc? (6) Could TrnvTck 
benefit ar.1vclcrs \\ ho do not hove the TrnvTck iystem? (7) Will people be willing 10 pny for TrovTek 
features'! 

fa .. 1luotion do1a "'~re obt:uncd from more 1han 4.000 \'Olunu:x:r dnvcrs during the operat ion of 100 
-.pcciatly c:quip(k.~ au1omob1I !.'- for n 1-yc-ar period. Results of the cvaluo11on dcmonstnucd ond 
v,,lidntcd the concept of in-vehicle navigation and the provision of traveler in(onn.1tion scrvica to 
the dri"-cr The tel11 .1lm provided valuable rcsulu concerning the drivers' interaction with and use 
of the 1n-,ch1tlc disphl)~. This pmJcct has made many important contribu11ons supporti ng the goals 
::ind obJCC:11\Q or the lntclligcn1 Transportntion Systcrru~Prog.rom. C----

-,'--«:- .· r;L-
L , • Snxton. Dirc.-c1/r 

OTICE 

Office or Safct)' and , roffic 
Operations Research and Oc\,:Jopmcnt 

This document is disseminated under the spoNOr1hip of 1he Ocpartmcn1 of Transportation in the 
interest of information cxchnngc. The United Stutes GO\..ocmmcnt a.ssumes no liability for the 
contents or the use thcrcor. This report docs not cons1itu1c a standard, specification. or rcguhuion. 

The United Stoles Government docs not endorse product.s uf manufacturers. Trade nnd 
mruiufacturcrs· nomcs appear in this report only bcc.lusc they arc considered ~ntio l to the object 
of the document. 

BEST COPY AVAILABLE 
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PREFACE 

TravTck wu a joint public sector • private $CCtOr project to develop, test and evaluate an 
intes,ated driver information system and supporting infra.structure in metropolitan Orlando, 
Florida TrwvTek provided motorists with navigation, real-time traffic information. route 
selection and guidance. and motorist information services. TravTek systems were installed in 100 
1992 O1~ ... ;nobilc T oronados operating in a l 900 km1 area surrounding Orlando. Seventy-five of 
the e&rJ were in • car rental fleet for uie by visitors to Orlando and 25 of the can were used by 
loc,J rc:sidentai and for special controlled tests 

The project was the largest. moSt comprehensive advanced driver information system project 
to date attempted in the Uruted States. It officially started on March 23, 1992 and operated for 1 
yeu . TravTek wu a partnership between the private sector, r~ted by General Moton and 
the American Automobile Association. and the public sector, represented by the Federal Highway 
Administration, the Florida Ocpan.mcnt of Transportation, and the City of Orlando. Additional 
private sector panic:ipants included Motorola Md Avis. 

The TravTek evaluation consisted ofa series of eoMeeted researcn efforu that addraaed 
every~ of the system. This effort was organized as a collection of major tub . Task A wu 
the Project Management task, and coordinated all efTons of the evaluation team. u well u 
provided Ua.ison with the TravTck partners. Task B included the Rental User Study, to evaluate 
the drivers' impressions ofTravTek, and the Loc:&.I User Study, to evaluate the panicipation of 
local users in longer tenn experiments. Task C included the Yoked Driver Study, to evaluate the 
relationship between use of the TravTck functions and measures of driver/vehicle perfonnanoe, 
the Orlando Traffic Networic study. to evaluate alternative TravTck/driver interface features, and 
the Camera Car Study, to examine driver interactions with different versions of the TravTck in
vehicle system. Task i> in,.uded the Debriefing and Interview Study, to gather qualiwivc 
infonnation from panicipants, an~ the Questionnaire Study, to obtain uJCr perceptions from a 
wider 1'1'.nge of attributes. Task E included the TravTek Modeling Study, to model lhe traffic and 
safety perfonnance of the TravTek system, and the Slf'cty Study, to evaluate the safety of using 
in-vehicle information systems. Tuk F wu the System Architecture Study. to evaluate all upectJ 
of the TravTck system design. 

This report presents the results of the Task F System Architecture Evalut .on. It documents 
in detail the TrevTck system, including the Traffic lnfonnation Netwotk (TD ), TravTck 
Information Services Center {TISC), Traffic: M&Mgemcnt Center (TMC), and the TravTck 
Vehicle. Each of thCSCI system entities hu an overall description. and in turn each entity hu a 
detailed functional description. a process description, and data flow diagrams. Issues addressed in 
the system architecture evaluation include: accuracy of the link travel times provided by the 
various real-time sources; accuracy and timeliness of the incident information broadc:ut to the 
TravTck vehicles; data bue accuracy; performance of the data fusion process; system operation 
considaations: evaluation of operator interface, network covering. and degree of automation; 
reliability of subsystems, TMC/vehiclc communications. and software; and system architecture 
features. The lessons learned during TravTek are given, and concl••~~"• are sweet which sustain 
the overall succcsa ofTravTelc. 

m 
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INTRODUcnON 

T~Ttk BACKGROUND 

ln the early 1t1ga of MlS , significant milestones were the Mobility 2000 c.oafelence in 
Dallas. the MlS repon to Congress. daip and imp1emcn1a1ioa of the Pa1hffoder project (the 
forerunner ofTravTek), and the formation of lVHS AMERICA. A peraDel ctrort was the 
inception of the TravTek project for ultimate demonstration in Orlando, Florida. Tbe Travftk 
Project ence>Mpwed an area ofl ,100 lan2, and a bishway netMd or 1,300 km (direcdoall) in 
the geographic area shown in figure I . 

After 3 years of planning and design work by the pannen. the TravTek projecl reached 
operational SWUI on March 23, 1992. A 1 year operational study WU med to CYUUlle a0 
aspects of the ays&em implementation. This evaluation induded the system mfiunac:lure. 
operating characteristics, and driver interaction. 

The TravTek Project provided traffic information. motorist tervica inCormalioo. tourist 
information and route guidance to operaton of 100 test vebides equipped wilh in-Yehide 
TravTek devices. <1,J> Route guidance rdlected current traffic conditiom in the Travfek traffic 
network. The project involved a partnership of General Moton (GM). the American Automobile 
Association (AM) and public sector partners. The public sector partners were the Fedcnl 
Highway A.dminittration (FHW A), the Florida Department ofTrampon.alion (FOOT). and~ 
City of Orlando. 

The TravTek system wu a good example of public and privlle sector putnenbipt that must 

exist for the IUCCelsfW implernentltion of an IVHS ays&em. With an euty bnpl~ a 
broad range of options were available that would otbenwe not exist with a risicl tel of 
nationwide IVHS standards. The TravTek system set an early pace. and provided an excellent 
test-bed for exploring options and identifying problems. The sy,mn wu an e,q,erilnm. and the 1 
year test period provided a rich source of data for evaluation. After that time. more informalion 
WU available to determine the bencfiu of continuing TravTeJc. and the meritl or~ the 
TravTek system. 

The system included three major subsystems. The Traffic Management Center (lMC) 
obtained digital data and infomwion via voice &om various sources. encoded voice iaformmoo 
into the TMC data base. processed the information to provide (hied data. and provided theae 
fused da:a to the fleet oftest vehicles and the various ,owces . Thae fined data related to 
incident information and link travel times when incidents or unusual tnfflc coaditiom occ:uned. 
The •vanous sources• included an 1-1 Freeway Management Center (FMC). the Cay of Orilndo 
Traffic Sipl Control Center, the TravTek tnfomwion and Services Ceaur (TISC). the TravTek 
vehicles thamelves. media traffic information cmten. police ~ etc. CoUec:tiYdy, they 
fonned the Traffic Information Netwo(tt (TIN) . The TMC wu located in lplCe provided by the 
City of Orlando, and WU operated br ~ City. 
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The vehicle subsystem included radio equipment. proceaon. da&a •cnae devica for map 
data bases and other data. and a display for the driver interf.ce. Trip wigumentJ for rou1e 
guidance purpota were derived from an in-whicle historical da&a bue of link travel times that 
wu updated by dynamic link travel times broadcast from the TMC. When i"CWl!lJ "'° 
congestion affected the selected routings, drivers were informed and given the opportunity to 
accept new routings developed by the in-vehicle subsystem which re&caed I.be changed 
conditions. 

The responsa1>ilities of OM were to provide the vehicles. in-vehicle radk4 tild radio 
subsystem. the interface between the TMC and test vehicles, the Etak map data bue, system level 
engineering. operational radiness review. system test,. and evaluation of customer Sltisfaction. 

The responsa1>ilities of FHW A were to provid~ ')'Stems manager ,ervices for the TMC. traffic 
operations effectiveness with FOOT, leasing ofndJo subsystem from GM. and wisting the City 
of Orlando in operating and maintAining the TMC. 

The responsiJ>ilities of AAA were to provide the TravTek Information and Services Center 
(TISC), the map data base (except for Etak), updates of the map data hue. idadification of the 
need for in-vehicle equipment repairs, recruitment arA instruction of rental fled cu.st~ and 
training of and coordination with rental car staff. The TISC provided motorist servic:el 
information and tourist information. The TISC periodically transmitted information about local 
events to the TMC whicb transmitted it to the TravTek vehicles. 

The City of Orlando provided coordination of the TMC, space allocation for the TMC, 
hardware and software for the TMC. maintenance of TMC data ba.te. procuremau and 
installation ofany •standard• data base needs. 24 hour operation of the TMC, and traffic signal 
system interface with the Thf C. 

FOOT provided the freeway surveillance system on 1-4, interface of the ~y surveillance 
system with the TMC, and revision and maintenance of the Trav'fek Traffic Link necwork map 
and link-node listing. 

TravTtk EVALUATION 

The TravTek Evaluation Study provided the design. manageman, implementation and 
support for the evaluation of the TravTek project in Orlando. Florida. (See reference, 1, 4, S, and 
6.) ~ TravTek Evaluation wu a aucial study which influenced bow similar IVHS systems will 
be evaluated in the fut .re. The evaluation study was divided into seven tub u followt : 

• Task A (Project Management} - Coordinated and managed the study activities of Tub 
B, C. D, E. F, IN! G. 

• Task B (TravTek User Studies)• CoUeaed and 4Dllyzed data on driver perfonnance, 
perceptions and opinions, and systern performance. 

. . 
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• Task C (TravTek Design and Effectiveness Studies) - Evaluated drivers traversing 
designated routes under varying conditions, effectiveness of OJ)Cralional aspects of the 
various TravTek/driver interface features, and measured drivers system interactions and 
the effect of the system on I.he driving wk. 

• Tuk O (TravTek Debriefing. Interview, and QuestioMlire Study) - AslCUed driver 
perceptions of all aspecu of the system. 

• Task E (TravTek Trlffic Studies) - Evaluated the traffic and Afety perfonr..ance of .he 
system . 

" Task F (TravTelc Sy5'em Architecture Evaluation) - Evaluated tbe system atdlitecture. 

• Task G (Global Evaluatior.) - Provided overall evaluation of the Travfek project. 

Tub B through D focused on the bL!man factors aspects or the driver interaction with the 
system, while Task E focused on the traffic and safety performance of the system . Task F wu the 
system archit.ecturc evaluation phase which examined the TravTek system pbysica1 platform that 
pro>Jided the basic service of an in-vehicle driver information system. 

Task F performed the evaluation to determine the usefulness of all upectS of the Travf de 
system design as implemented. The scope of the TravTek system under considetatioo by Task F 
was the entire system and operation. including the person/machine interface. but exclusive of 
driver interpretation and action. The analysis covered three broad aras of system uchitecwre 
evaluation: sy1ttm effectivenm. sy1tem vuilication , and ,y,tem trit'que . 

S)'lttm dfectivena, 1s a measure of how welt the system performs the functions that it wu 
designed to perfonn. Tbc.t i)Cl'formance of a system is usually a complex rnulticlimfflsional 
parameter. and it is appropnate to express system effective."\CSS u a combination of assessments 
of the individual properties of system design. The list of properties of general system desip that 
can be evaluated is extensive, but can be narrowed for an i:ldependent evaluation of an 
operational syste.n. This implies that the basic phases of the system design are accomplished, 
such as definition. analysis, design and implementation. In the syttaa vtrif"acatioll phue. 
verification depends considerably on the type of project and the comple:,aty of the objectives. Its 
:,wpose ii always the same: to verify that the requiremenu of the system specification have been 
satisfied. 

Syattm tritiqae is the final arclutecture appraisal. The system design pbue provided the 
iterative design changes from the point of inception to implementaticn. and the critique phue ha 
the added ~sa of observation during the operation period. This pose analylis phue 
provides the final assessment of desi@n details and recommends improYemenu. chaoges or new 
versions of the system. 

Although the central feature of any system is its composite nature, it c:oasists cf and is 
delc:n'bed in terms of clemenu. Elements are distinguished by their functionality. System 
q,eration is determined by the interchange of information among the system elements. Certain 
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system properties can be assessed through a atudy of the elements and their intendiom . 1be 
nature of the dernents and their interactions is obviously syaem dependent. 1be alienl properties 
which are of interest in the TravTek syaem architecture evaluation included: 

• Reliability - The reliability of a syaem is a cbaracteriltic deriving from its design and 
identified with the frequency of operational failures and their effects on penonnance. 

• Expandability-The expandability ofa system i, a measure of'd1e effect oo intendion 
when demenu and interacti('ns are incttased. 

• EneuibWty • The extensibility of a system iJ its ability to be placed in anocher 
geograpbicaJ letting. 

• MalataiaabWty - The maintainability of a system is a chancteristic deriving from iu 
design and installation. and is identified with the ease, effi<:acy. safety and cost of 
maintenance .tCrions taken to retain or restore its penonnance. 

• Pmormaace - The performance of a system is a characteristic which measures the 
ability of the system to complete the intent of the design. 

• Buman Eapaeerinc - Human engjneermg is conconed with the interface between 
users and machines. defined u the tow set of ~vities concemod with optimizing the 
combined penormance of humans and equipment. 

• Cost Aulytil -The cost analysis is the determination of the total system cost. including 
costs of research and development, implementation. operation and support. 
~ and fiJW1y continuation /deactivation assessments. 

• Compla.ity- The complexity of a system is a measure of the interconnection of its 
dements . 

• laput Coafiguntioa - This is the tolerance ot the infonnation system to produce the 
intended process with a variation of the number ofinpuu and the amount ofinfonnation 
supplied by each. 

• ProcaaiDC Distribution - The processing distnl>ution of a system is dwac:terized by 
having both the processing eJemenu physically disper 9od and inlaccnnected by dl!a 
communication facilities. 

• Cbuatl Capadty - The channel capacity is the characteristic of the system to 
communicate over various communication links of&nite caplcity. 

• Procaaas AJeortt•m1 - The processing algorithms comp ite the computatioaaJ 
algorithms and their efficacy. 

s 
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• Accaracy - This is the precision of the system and the net effect of errors on system 
output. 

• Faull Tolerance - The ability oft.he system to ope.rate with redu '1 input, processing or 
interaction is its fault tolerance. 

TravTek ARCHITECTURE EVALUATION OBJECTIVES 

The TravTek Architecture Evaluation bad the objectives of analyzing the hardware. software 
and data base triad as a system, verifying system accuracy. establishing rdiability. assessing 
system design aJtematives. and examining system staffing and operation l'equirements 

The architecture evaluation approached the system analysis from a functional perspective. 
where a function constitutes an action required to achieve a given purpose. Such actions may be 
&ee0mplished through the use of eqwpment, personnel, facilities, software, data. or a combination 
thereof. The functional approach helps to assure that . 

1. All facets of the Tr3vTek system development. operation. and support are fully 
descnbed and documented . 

2. All elements oft.he TravTck system are fuJly recognized and defined. 

3. A means of relating TravTek equipment concepts and suppon requirements 
is provided. 

Many diverse a.spects of the TravTek system were hridged in the architecture evalul_:ion. 
To retut the system perspective, functions were sometimes overlapped with other task 
evaluations. Cross referencing with other studies was used as necessary to retain r..ont.inuity of 
discussions. 

Major system topics and associated objectives are: 

• System Description - Descn'be aJI aspects of system design. irnplementatjon. and 
operation. 

• Driver taronutioa Synan - Measure the quality and timeliness of information 
conveyed to the driver through the in-vehicle display and audio system. 

• Public Trame: laronution System - Measure the quality of information conveyed to 
external users of the system. 

• System taroraacioa Soarce - Evaluate the information soun:es tbll are fuodamer.:aJ 
inputs to the sysaem, such as determining the quality of CWTCnt traffic flow and status 
information. as well as determining t:,e type and amount of traffic information requited. 
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• System Data Bua - Evaluate the accuracy oft.be major system data bases. and the 
resulting impact on system operation. 

• Sy1tem Equipment - Evaluate the reliability of the system equipment and 
communication systems. 

• System Operation - Evaluate the system operating requirements. including persn~ 
and facilities. 

• System Architecture - Describe the architectural structure. its strons and weak points. 
and suggested changes and alternatives. 

• Syttem Penon/Macbin~ Interface - Assess the effect of the system person/machine 
interface on system performance. 

• Syst~ ~Ill Learn~ - ().9'1tMkJ lS learned from the TravTck 
architecture 1mplementa11on. 

These objectives arc more closely detailed in foUowing sections. 

The analyses were mainly based on data obtained from the TMC logs. No field studies were 
made; this ultimately governed the depth of the various analyses. 
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SYSTEM OVERVIEW 

The Task f TravTek test configuration was the entire physical system 1hat had been installed 
specifically to implement TravTck, as well as other 1raffic management systems and services 
already in place that coincidentally supported TravTek The TravTek system diagr.sm is sho\,n in 
figure 2. 

Figure 2. TravTek system diagram. 

Four m.ijor system clements contributed to the TravTek system operation· 

A. Trame laformalioa Network (TrN) - Network traffic data source and/or sink; onlinc, 
usually manned. 

B. TravTek lafonaatioa aud Services Center (TISC) - Local business sc:vices, events and 
help center, online. manned. 

C. Trame Maaacaneat Center (TMC) - Traffic data collection and tTWlagement. operations. 
and communications center, onlinc. manned 

D. TravTek Vebide - Onboard driver infonnation platform with mobile communications; 
provided link travel time feedback. 

Each of these elements in tum had additional subelements. The directed arcs labeled wr:h 
lowercase letters in figure 2 represent interconnections between the system clements 
Functionally, they represent system interactions. while physically they represent communication 
links. The criticaJ nature of data communications in the ~em dC$ign is clearly seen in the 
schematic. 
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The system dements will now be described brie6y to clarify the architecture and identify the 
oomponems that are irrvotvcd in the architecture evaJuation. A detailed functional de,cription of 
the system elements is given in the next section. 

TRAFFIC INFORMATION NETWORK (TIN) 

The TIN was the coUective designation given to the sources of real-time traffic information 
for the TravTek system. c,.r, The TIN encompassed the TravTck Information and Services Center 
(TJSC) which. among other things. supplied timely special events information. The Freeway 
~ Center (FMC) and the Traffic Control System (UTCS) were trlditional traffic 
management facilities also encompassed by the TIN, and the remaining components of the TIN 
were estAblist _.; specifically for T ravT de.. 

The FMC, under the jurisdiction of the Florida Department of Transportation. is a freeway 
surveilw,ce and motorist tnformarion system on 18 km of 1-4 through downtown Orlando. 
Closed circuit tdevision (CCTV) c::ameras are loc:&1ed at approMmatdy 1.6 Jan spacings. with 
speed sw.ioos at 0.8 bn spacings. The CCTV in:-.ges are multiplexed into a single screen quad 
display, and fed to the TMC for operator viewing. TI-.e usual multiple morutor displays are in the 
FMC. wt,j ch is staffed by the Florida Highway Patrol The FMC computer monitors the speed 
stations using an incident detection algorithm. 

The UTCS system in downtown Orlando su~ approximately 375 signalized 
intersections and 300 loop detectors. Travel time delays were caJQllated for the cc,ntrol network 
links, and sent to the TravTck data base computer in response to 1 min poll,. This system 
pro'-ided a substanri&I number of the anerial link travel times to the TravTck system. 

The probe vehicles provided a feedback mechanism for link travel times. At l min intervals. 
e.ac.h probe vehicle reported its travd time over the previous link it had traversed . 'fbe efficacy of 
this feedback was a function of the number of probe vehicles, as wdJ as thdr dislribution ova- the 
network. 

The TISC and its many TravTek system functions are dacn"bed in the following section. Its 
contnoution to the online TIN oetwork was to provide updates to the special event information in 
the vehicles. The updates were sent daily via a leased telephone line to the TMC, where the 
information was in tum broadcast to the vehicles to update the appropriate onboard data base. 

The TIN network user stations connected to :he TMC. which served as the networtc hub. The 
three types of TIN station users were; phone users, terminal users. and graphics worbtation 
users. This TIN network furnished travel time (mainly incident) dm to the TMC. u wdJ u 
received real time information regarding link travel times cumntJy knewn to the TMC. The 
phone user used a voice memJ to enter incident infomwion. Terminal men loged in to the TIN 
via their terminal program. and entered fink incident inf'onnatioa via a byboard. Additionally, a 
SfflCS of J:inb could be defined ll the terminal, with the ability to quay the l)'ltaD for the travel 
time along the route desat'bed by the J:inb. Grapbic:s worbtation men also loged in to the TIN 
via their workswlon. A map of the network couJd be viewed, with graphic elements hishtilbted 
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I 
according to the status of each traffic link. Similar to the terminal uter . l!pOCi&c ...- tnMII times 
could be cbcained by the graphics worbwion uter . 

As of Apnl 8, I 992, 13 TIN network UJeJ stations were ligned up foe opehltioa. a lilled in 
uble I . 

Table 1. TravTck TIN aetwwk..., aadoa lilt (a el 411/n). 

1. City of Maitland Department of Public Safety (DPS) 
2. American Automobiie Auociarion 
3. Ace Expeditors 
4. Emery Worldwide 
S. City of Lake Maly DPS 
6. City of Ocoee DPS 
7. Mean Transporwion Group 
8. Post. BuckJey, Scoob & Jernigan (PBS&J) 
9. Prestige Delivery Sttvic:e 
10. City of Sanford DPS 
11. City of Wanter Parle DPS 
12. City of Casselberry DPS 
13. Metro Traffic Control 

Note= This list counesy of the TravTelc System Manger, Scott Friechntn. PBS&J 

TravTek ISFORMA TION AND SERVI~ CENTER (11SC) 

The nsc was established and openied by the American Automobile Aaociarioa (AAA). a 
Trz:vTelc partner . CJ.I) This center provided tourisl and motorist services inb'mMion a wl a a 
help desk for 1ssist1nce to u,en in the operation of the TravTelc in-Yebic:le 1y11em. 1'1le TISC 
also compiled special event information and transmitted this informatioa daily to the 'IMC b 
broadcast to TravTek vehicles. The six c:omponents of the TJSC were: 

l. Prim Rea;--,itmcm - Approximately S,000 drivers would be recruited for the 75 
vehicles in the rcml pool over the 1 year operational period. 

2. Oriya; Qrimtftino - Training for the in-vehicle System WU provided thn,up a videotape. I 
orientatioa tesPOrl, and pr&-reatal briefing doaP"fflh 

3. Motorists' Awmv -Telephone counselors were available 24 hour.~ day to aai11 1D010ri1b 
in •he use of the io-vehide System or other reJated services. 

4. Ydide Dignostiq and Repair - The first line of diag,iostic maintcmnce wu powded for the 
io-vaaic:le system at the end of each rental period. 
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S. Data Base Management -The TJSC subsystem was ~nsi.ble for 
maintaining the following in-vehicle data bases: 

• Navigable Map Data Base (maintained by NavTech). 

• Local lnforma1ion Directory (maintained by AAA). 

6. System Sugpoa - The TISC technical staff was responsible for maintaining computer 
programs.. hardware. data communications. and data bases on a daily basis. 

TRAFFIC MANAGEMENT CENTER (TMC) 

The Traffic Management Center was located at the offices of the Orlando City Traffic 
Engineer in downtown Orlando, u shown in figure 3. The TMC WIS the focal point of data and 
information flow, while ooth processing and forwarding lncse data. C2.t.io, Traffic related 
information frorn a variety of sources throughouc the Orlando metropolitan area was combined 
and soned (fused) This traffic infonnacion included the probe vehicle link travel times. Link 
travel times. based on the current infonnation available. were sent as coded updates to all vehicles 
each min via a d3ta radio. Weather, special event information, and traffic reports were included 
with the link travel time data sent to the vehicles. The same data radio system received the probe 
vehicle link travel time rcpons each min. 

The TMC was operated by the City of Orlando and had an operator on duty 24 houn a day to 
make opuaiioMI decisions u required to enhnnce system operation. 

A networked system of three computers s-.1pported the TMC. A commvakatioa computer 
handled task.~ associated with controlling the data to and from the ~o communication sysiem to 
the vehicles, in addition to managing communication with the TIN stations. A data base 
compattr controlled the data fusion process . A snpbict worbtatio• provided the graphical 
intcri'ace \o the system operator. A non-networked Ubnriaa compattr archived sysiem log data 
for the evaluation study. The TravTek-rdated equipment WIS installed in the downtown Orlando 
conlfol center where the lITCS system has been operational since 1987. 

TravTek VEHICLE 

The I 00 protolypc vehicles were supplied by General Motors, with in-vehide driver 
information system hardware and software. C2.111 The vehicles were 1992 Oldsmobile Toronados, 
with a production in-vehicle dashboard touch screen color CRT. A cellular telephone and data 
radio provided voice and data communications, and a GPS receiver provided vehide position 
inputs to the in-~erucle navigation system. 

12 
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Via the color CRT, the driver was provided with maps oft.he Orlando area. messages about 
local services. traffic conditions. and route guidance information. On a once per min basis, a 
TravTdc vehicle received curren t updates of travel times on the contisuous segments of the major 
anaials and expressways in the TravTek communications system coverage area. Figure 4 
illustrates the general flow of information with respect to the vehicle domain. 

The rN&jor functions cftbe driver information system included Navigation. Route Selection. 
Route Guidance. Local Information. Driver Interface, Probe Repon., and Data Logging. Each of 
these tasks will be discussed briefly. 

Navigation Function - Th.is function consisted of showing the vehicle position on a map 
displayed via the color CRT. The map data bue was supplied by EtaJc., and :.1.e vehicle position 
was monitored by a flux gate compass, with distance sensins via wheel sensors, and a GPS 
receiver for position correction. 

Route Selection Function -The suggested route 10 a selected location within the TravTelc 
network was provided by this function. The destination WIS selected via the touch screen while 
the vehicle was in park. and the suggested route was displayed u highlighted links on the color 
CRT. 

Route Guidance Function - Thii function tracked the vehjcle's progress along the suggested 
route, giving visual, and optionally audible. guidance cues for navigation assistance. A magnlfied 
ftfltwork section was shown on the color CRT, with am,w indications for direction assistance. 
The remaining distance to the destination WIS displayed. Auch'ble traffic reporu ~ handled by 
trus function to report traffic concUtions in the general heading of the vehicle. 

Local Information function- The in-vehicle local information data base wu accessed by trus 
function to supply information and services on the color CRT while the vehicle wu in park.. This 
data base contained information on local events. restaurants. ovcmignt accommodations. various 
services, attractions. and weather information. Function operation WIS controlled by the touch 
screen. and the c:ellular telephone link wu ICCCSSl'ble for automatically dialing the displayec! 
selection. 

Driver Jnterfaoe Function - The driver interface &mc:tion handled bard and soft button inputs. 
visual displays and aucUtor: cues. menus. sequencing. and other duties relating to controlling the 
man macrune interlace. This utility function performed the aitical role of menu control 
sequencing and dispatcrung of action commands. 

Probe Report Function - This function handJed the reporting of the vehicle's link travel times 
totheTMC . 

Data Lossing Function • Driver interactions. vehicle locatfon information. and TMC 
commurucations data were logged on a removable-hard disk in the vehicle. under control of this 
function. 
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TELECOMMUNICATIONS 

TINfTMC Commuricarion 
In figure 2, the directed arcs a and b represent both dedicated and dial-up voice grade lines. 

TIN phone-in users used the dial-up lines for voice only. TIN Tenninal and worbution grade 
users used the dial-up lines for 9600 bits per second (bps) data communication. The dedicated 
(full time leased) tine(s) similarly used 9600 bps communication rates. 

DSC/IMC Communication 
In figure 2. the dire,;ted arcs c and d represent both dedicated and dial-up voice grade lines. 

operating at 9600 bps. Primary communication on the dedicated line from the TMC to the TISC 
were for vehicle alerts and communication tests. c,, The TISC-originated comnamications 
consisted of requests for vducle status information end uploading of the event data base updates. 
The dial-up line wu used to transmit data such u vehicle logs and data base updates to wid from 
the Vehicle Maintenance Station. General Motors. and the contractor. P> 

IMC/Vebicle Communication 
In figure 2, the directed arcs e and f represer.t bidirectional communications from the TMC to 

the TravTek vehicles. The communicition medium wu a FM data radio system. The 
communication computer in the TMC handled all radio c:ommunication with the vehicles via a 
base station. Each TravTe.k vehicle wu equipped with a data radio supplied by Motorola, and a 
Oatandio Turbo MRM modem. <11> 

Outbound messages from the TMC included :.talus, dynamic link times. incident. weather, 
parlc:ing lot status. and event informal.ion. Ot> Inbound messages included probe vehicle reports. 
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SYSTEM D£SCJUP110N 

The Task F evaluation cnvironmenl wu the e11bre Tm'f ek sylCem. m-. .,.._ blpau, 
aynma outptrtl, blterul .,.._ acdvky , and SJittM open1or lalll"K'tlN . This mc:luded an 
evaluation of eo•p•ter prop,um and aupportiaa uta ~ and their~ effecu . 

The operatioaal elemenlJ evaluated were the TIN, nsc. TMC, lftd TravTek vebide systems. 
and their~ Jed data bua and data cornnulicatioo links. 

The IJl(fla lapm environment incbided vehide systems input. lrlffic ty11m11 ~ TIN 
user mtions. and TMC operator mtion. The,,__ Ntpetl eovirc,mnea mided tbe driver 
interface., TIN UIS stations. and TMC operator lt&tion. The coapeter pr..,_. environment 
included the FMC, TIN, TISC, TMC, Travf ek Vebide and trrCS IOftwlre. The ty1tan data 
bue environment included the Orlando network dacription. and data buel for m1p linb. traffic 
links. hisroricaJ link travel times, and evatts. ICCOfflfflOdati and servica. 

The following sec°'ons describe the functions. processes and data flows oftbe Travfek system 
elernents that defined the evaluation environment. 

TRAFPIC INFORMATION NETWORK (TIN) 

The Traffic Information Netwotk (TIN) wu a coUective designation sivffl to aD of the 
JOUrces ofc:urrent traffic information for the Trav'Tek system . <7.t> The c.oncepc oftbe TIN was to 
provide a network whereby c:urrent travel time and incident information could be !hared by aU 
members (or users) of the TIN. TIN members could also contribute information to the TIN 
which in tum inc:reued the utility and timeliness of the information in the netwol\. By providina 
multiple TIN users. information in the TIN incrcued in scope. timeliness. and credibility. 
Through the network. all TIN users were kept apprised of c.'wlging roadway and trawl 
conditions in the network. cu> 

The TIN was composed ofbr'.it public and private transportation and law enforcement 
agencies that either ~ed or responded to incidents on the freewrt and 1r1erial street netwodc. 
The various elcmenu of the TIN included the ronowing: 

• The City of Orlando's computerized center traffic signal system. 

• The Florida Departmem ofTransponarion's Freeway Management Center (FMC) . 

• Tbt: various pofice agencies in the area. 

• The local media agencies responsible for reponins traffic infonnation.. 

• The dispatching centers of ~cial fleet operaors in the area. 

Figure S illustrates the various elcmenu oftbe TIN. 
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TIN 

Fiau~ 5. Eltmencs or traff"a.: inrormatioa network. (8) 

The TIN mo included the TMC, wrucb wu the hub cl'L~ network. At the TMC, incoming 
information wu received. organized. confirmed, and ~ed b-:z~ through the TIN to 
various users and to the vehicles. 

Users of the TIN could enter congestion and incident information through one of three 
systems: a phone-in system, a computer terminal system. or a graphics worlc:station system, 
Phone-in users (PTIN's) entered congestion and incidem information using voice prompt 
:p.iestions about traffic conditions. Terminal users (lTIN's) and graphics woricstation users 
(GTIN's) were provided a series of menus to assist them in entering incident and congestion 
information. Depending upon the user's classification (PTIN, T11N, or GTIN), different levels of 
information and modts of presentation could be used to enter and obtain infonnation; however, 
the basic functions, processes, and data flow were the same regardless of the user's classification. 

TIN Functional Description 

The TIN had three primary functions.; to: 

• Provide the TMC with accurate and current link travel time inf onnation. 

• Provide the TMC with ac-urate and timely incidt:nl information. 
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• Serve u a mecbanilm fur diwminatina travel ame and iDc:idml iutotmadoa to Vllrious 
public and private l)'llan uxn. 

Each of theae fimc:riom are disaaued in detail bdow. 

Unk1nMITlmu 

One of the primary objectives of the TravTek system wu to pnMie driw:n with routes tblt 
minimized their individual travel times to their destinations. Usina infonnltion proYicbd by the 
TMC, software in the vehide conti:ruoully detennined the optimum route tblt mioio · red the 
travel time to a destination. One of the key inputs to this procea wu link trawl IDne. EttP■Wlq 
of the current travel time on every route in the Trav'Tek Network were broedala &om the TMC 
to the vehicle every miralte. One of the primary functions of the 11N wu to provide tbe 'IMC 
with meuurements of the current trivel time on each oftbe linb in the Travfek network. 

There were three IOW'Cel of current link traw! time information and three IOUl'CII ol DOD

cwrerrt link travel time information in the TravTek system. The three tourcea cl Qlffllll link 
travel time were the vehicle probes. the City of Ortando•• Computerized Traffic Sipal Colllrol 
System. and the Florida Deputmeftt of Trampo,tab0n'1 fret'WaY Manlr1NS11 Center. 'Ille._ 
sources of non-current included a hi•orical dm bue or meaured link invel timel. 1 coa1par 
model (FREFLO) which WU used to predict freeway link travel times under inc:idem eooditiom, 
and operator overrides. The TIN provided tbe ,.._um for ~ currea1 link tnYCl 
limes lo the TMC. 

Functional Paa im 
Estimates of link travel tunes were bued on ICtull field .......... of traffic: coadiDom. 

For example. estim,se, of the tnMJ times on the freeway links were bwd upon tpeed data 
measured at the loop detectors in the freeway. Estimates ottrnel times oo the arterial linb were 
based on the amount of delay rrasured by the Urbu Traffic Comrol Syaaan. Link perf'o.w 
data (i.e .• speed on fteewa~ ~ lays on the artaials) wu trwmitted to the TMC at ,._. 
intervals. These elm were thela roaverted into an elbdlile vflinlt traYII an.. Once die traYII 
time hid been estimated for a fink. it Ml tben emaed tbe data fillion procea. wla°e the 
c:ompeting estimates oflink travel times were evalualed. A fimclioa cfitasam of bow link trawl 
times entered the data fusion process is depicted in figure 6. 

Procep Pre, ription 
Probe w.bides. wbicb were TravTek whidfls. moaitored the time it taka to tnMne a lillk. 

The vehicle then tent inConnatioa on the lut link it hid ttr1e1NCI to the TMC once fNfJIJ • • • 
A detailed dacription of bow the Trav'Tek wnde fimctioned u a probe is provided under tbe 
TravTek Vehicle heading of this teCtion. <1'> 
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The Florida De,iartment of Transportation {FOOT) installed a freeway surveillance and 
motorist ii,lonnatio~ system on 18 km ofl-4 through dow:rtown Orlando. The system induded 
CCTV can.eras located at approximatdy 1.6 1cm spacings and loop daector stations located at 
0.8 km spaongs. The loop detector stations collec:ts volume. loop occupancy, and speed data for 
30-second in ervals. The speed data was then tT&nsmitted to the TMC where it was c:onverted 
into travel time infonnation by dividing the link distance by the speed . 

Current travel time information for selected arterial links wu provided by the City of 
Orlando's computerized traffic signal system. The system software i.s an enhanced version oflbe 
Extended Urban Traffic Control Syuem {UTCS) software package developed by FHW A The 
UTCS system supervises approximatdy 375 signalized intersections and 300 loop detectora. Link 
travel time WU estimated by adding the measured delay (seconds per vebide) al the intenec:tion 
to the nominal travel time for the link. 

Data Flow 
A data flow diagram showing the sources and type of current link travel time infomwion is 

shown in figure 7. Link travel time information from the FMC wu received every 30 seconds. 
Information from the UTCS and the vehicle probes wu received once every minute. 

lnckknJ and Congestion R~portlng 

Another of the functions of the TIN was to provide current traffic congestion and incident 
infonnation to the TMC. An incident in the TravTek system wu defined as any occum:nce on 
the roadway which affects traffic conditions. Examples of incidents include the following: 

• Accidents that block 1 or more travel lanes. 

• StaUed or disabled vehicles that block 1 or more travel lanes. 

• Spilled loads or debris in the roadway which impede traffic Row. 
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Fipre 7. Data flow req•irtaeats ror travel dae npe.tiaa fllar:dl& 

• ~ traffic signal or b'lftic control equipment. 

• Construction or maintenance activities. 

• UDUIUII eavitoomeo1aJ situations (sueb u Rooding, tavy rains. or high winds. ecc.) that 
create hazardous driving conditions. 

• Ally other um1sual or special event which either alters the denwld for. or aiptC:ify o( tbe 
roadway . 

The primary ,ourca ofincidenl elm and tbe type ofinfonnaban they prowled are lilted 
below:<'> 

• CAD Sntem- The City ofOrilrldo poke depllnmeats eompueer Aided DilpfCdl 
(CAD) system provided reports that are ,elated to traftic ~ioa. 

• MCUJ> IPffls- This C()IIAIICl'ICial traffic 9vioc prehided ... , •• , IClllm ofdae ..... 
olMetro Traflic'1 CUffllll data. ~ new data wen pi owled to Maro Tnllc by ill 
opea~ tbele data appeared on the TravTek opentOn ICftlell. 

• fMC - The FMC mer could type he form text m c •• tt.t 'Mn ti■ ··,..ct to die 
1MC and dilplayed II TIN incidait repor1I.. 

• TIN UIIQ- TIN Uln could provide talllll inpul iD nll' ~•ID•---&am ... 
~ mMfing location by link ID and odlel-pa1iDe111 .._ 
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• ~ - Phooe•in users could use three options to enter incidents. The first was to page 
the operator. who then entered the incident while talking to the user. The second was to 
re.cord a messa,ge for the operator to enter later. The third was to enter the information by 
responding to a series of questions using a touch-tone phone. The phone system was not 
operational during the test period. 

In addition to incident information. TIN Users also provided information about the location, 
ffll81\itude. and expected duration of traffic congestion. Traffic congestion was tntcred in the 
sysaem u either DEA VY or MODERATE Examples of heavy and moderate traffic congestion 
levels arc shown in figure 8. 

Functional Description 
The incident rq,oning function was intended to supply current and accurate information about 

the location. cause. and antici~ duration of incidents and congestion This information was 
imponant for the TravTck system to achieve one of its primary goaJs: to provide traffic 
iilcidcnt/congcstion information to the driver. The type of infonnarion to be entered for each 
incident or congestion rcpon included the following: 

• The traffic link where the incident or congestion was occurring 

• The iocation of the incident (i.e., which lanc(s) arc blocked) 

• The type of congestion resulting from the ineidenL 

• The presence of hazardous driving conditions 

• ~ cause(s) of the incident. 

• The expected duration of the incident (in minutes). 

• The number of lanes affected by the in:idcnt. 

• The number ofshouJders affected by thd1Cfdem . 

• Any additional information that might be n... _ # ,o clarify the above information. 

Through the TMC. this information was broadcast to the TravTck vehicle where it wu used to 
determine optimum travel routes to drivers' selected destinations and to keep drivers infonncd of 
changing traffic conditions in the network.. A function diagram of the incident reponing task is 
shown in figure 9. 

Process Description 
T .. enter incident and congestion information into the TIN. each user wu provided with a 

user identification number. This number allowed the user access to the networlc. Once in the 
netwc>ft. the user responded to sysaem prompts and questions to complete the report . Depending 
upon the type of system being used to enter the information (PTIN, TTIN. or GTIN). congestion 
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Figure 9. Functional diap-am or iacidenc/congemon reportiac task. 

information wu enter!Xf as a number, letter. or menu entry. To repon incidents, users respoNfed 
to " series of questions. For the PTIN system. users had direct communication with the TMC 
operator. With the other l)'ltemS. users responded to a series of computer prompts. 

Data Flow 
The da1a flow to enter traffic congest.ion and incident information in the TIN is st',own in 

figure 10. As indicated above, information could be entered using a phone mt.ion." terminal 
station. or a graphics ~rbtation. 

/nformaJion Dl~minalion 

The TIN wu also a mochaaism for disseminating travel time and incident information back to 
various usen . Using their telephones or computers, TIN users could access the TMC to receive 
information abot.1 incidents and travel conditions. Depending upon the users' needs. information 
could be received about the entire network or about specific user-ddined routes in the corridor. 
Through the TIN, users could obtain information that would assist them in malcing informed 
travel decisions. 

Functional P.wrlption 
Using several different proces,es. the TIN user could access the information at the TMC to 

obtain information about the current travel conditions on the street network. Information could 
be obtained for all cf the links in the TravTek network or for specific user-defined routes. n.e 
TIN could he used to provid~ UseB with a listing oft.he location of all confirmed incidents and 
congestion in the TravTek network at I min intervals. Usen coold also obtain information 
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(such u total travel time. normal travel time. and incideat and eongesaioo information) oo 
imporuru or frequently traveled routes in the Trav-Tek Nctwort,. A functional diagram 
illustrating the information dissemination process is shown in fi&ln 11. 
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Process Descr:iptioa 
Information could be received by all three of the TIN user types. The P11N wu the most 

limited. in tams of timeliness and Oexibility. To receive traffic information. PTIN users left their 
name and telephone number on an answering machine. and waited for the operasor to call them 
baclc with the desired information. 1TIN and GTIN users, on the other hand. could obtain 
wormation directly from the TMC computers, Using various menu options. 1TIN and GTIN 
users could display the c:um:nt status of &11 existing incidents reported to the 1MC. display 
ioc:ident and link data for aU links at l min intervals. or make inqui.ra about the trawl ::onclitiom 
on frequently or commonly ut.ed travel routes. 

DataAow 
The TIN was designed to provide two-way Oow of information between the users and the 

TMC. A data flow dilg,am depicting the flow of information between the various TlN user types 
and the TMC is shown in figure 12. 

. . . 
" ! . 

fi&are 11. Data flow rtquinmmts (or diaemiaatiac tnvtl time aad htcideat in(onutioL 

TravTek EffORM.A TION AND SERVICES CENTER (TISC) 

The TravTek Information and Services Center (IlSC) provided several functions in the 
TnvTek ~~em support and operation. These included: o, 

• Online Jldp desk for TnvTek users. 

• Map data base for vehicles. 

• Local lnformaion Data Bue (LID) for vehides. 

• Reauiting and screening ofTnvTek users. 
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• 1 .iaitoa with car rmtal operations. 

• Daily event dlla to TMC. 

• TravTek uter training m11crills. 

The nsc wu loc:a&ed II the AAA beldquaners in Hmtbrow. Florida. Tbe nsc wu open 
24 houn a day, 7 days a week. The need for this around the docl .... WU to pn,wle 
motorist assistance anytime to TravTek users. This ".-.dp desk• la'vice wa available &om a 
cellular tdepbone that was in each of the TravTek vehicles. The staff' lftllllling thl we,-.• 
wett designated Mocorist Assistance Counsdon, with training to Ulist in the opaalioa ottbe • 
vehicle IYllcm. and to provide other auto trawl related ICrvica ad u out of area driYina 
directions. emagcncy road service. etc. The operations staffing amnaemmt is lhown in Ulbk 2. 

T ble 1. TI.SC staffl Pl a ... 
Penoa■el 5'.iP-1 

Manager l 

Lead Motorist Aasistlli!Ce Counselor 3 

Motorists Assistance Counselor 3 

System Support Adminisuator - 1 

Driver Recruitment Market • I -• 1 ·-
The shifts were Sllgga'ed. and a special weekend etttN was used. Between rnidniat,t and 6 AM. 
the regular AAA dispatchers provided help desk services, 

The physical facilitjes oft.he TISC coruisted of two amides with computer terrniMls and 111 

in-vebidc su110J11nr supplied by GM. A computer resource which tunctiooed u a daaa bue 
computer was shared with other CNflP'lter activities in AM . The nsc system coa6guralioG is 
shown in figure 13. 

TISC Fuctioul Dacriptio■ o, 

The motorist assistance savica help desk WU the nerve caller of the TISC openbODI. The 
help desk was reached ',y ceDu1ar tdepbooe calls &om the TravTek YCbidc driwn. A c:all tc tbe 
help desk &om a vebicli1was toD free. The help desk staB: termed motorist Ulitlance cc..d• 
were c:omplctdy fimitie with the TravTek vehicles and system operation. To umt the 
coumelon with queries l ewi."'8 tO vehicle navipaion. aD in-Ydlicle sim•hJtor WU mo locad II 
the nsc. Tht sin1oltt01, when pva, the location of the vebide. could replic:ate the ICRCl!I M 
the driver was observing. The vehicle location was obtained &om the TMC • a lcued liae by 
computer to computer coamamicltioas.. The simolttnr hid a radio receiver to routiad)' receive 
the ame infonmtioD &,,m the TMC u the whides. 
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Eich call to the TISC was logged in a ca1J management data base. The TISC data base had 
full infonnation on the vehicle fleet_ u well as individual driver information provided by the Avis 
c.entraJ reservation system. AU details reprding the nature of the caUs were entered through the 
online terminals by the counselors. If the computer system was down, t.he details were 
handwritten for later entry. 

Motorist usistance counselors were also responsible for placing a c::all to each TravTelc user 
after 2 days in;-, the rental period. The purpose of this c::aJl was to reiterate the availability of 
personalized support from the TISC staft: and to difmss any problems or answer any questions 
about Travfelc. 

The TISC provided and maintained the ffll) data base in the vehicles, which was used as the 
hue for the in.vehicle routing and route guidance functions. The map data base was provided by 
cootract with Navigation Tecbnologia (Navfech). The maintenance of this data base was pan of 
the TISC role, where errors in the data base were reported directly by drivers while in Otlardo, or 
later through questionniire or comments. The navigable map data base ,.aented a 3100 bft) 
area of metropolitan Orlando, consisting ofapproxinli!dy 87.000 linb . This data base was 
considerd a city-l'Nel data base that contained all of the features and attributes required for in
vehicle navigation. 

Vehicle diagnostics and.,- were coordinated with the TISC. including updating ofin
vehicle hard disks with new versions of the Local lnfonuath n Data Base arJ the Map Data Base. 
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The first line of vehicle maintenance was provided at die Avil Vehicle M,.,,,,.,,,.. Service 
{VMS) facility ll the Orlando International Airport. 

Data base management was a large effi>rt of the TISC. The map dllA bue wu a~ 
representation of the greater Orlando metropolitan network. Of the tatal 17,000+ liab in the 
Orlando area data base. 74,000 were navigable links. Approxie•wecy 11,000 oltblle repae1eated 
the arterial (major roads) road network. There were 17,700 uaiqae ltNll-• ~ 
nmicipalities (cities) within the area of coverage. Over 13,000 noo-navipble linb rcpuemcd 
water boundaries, railroads, parks. and other topological boundaries tMl Mn nee 11 I "J b • 
comprebtnsive map display. Other wonnatioa wociated with netwoct link recorda in the data 
base consisted of data such u : 

• Attnl>utes separately defined for each side of the link. 
- zip~e . 
- lowest address. 
- high,~ address . 
• ~<Y-

• Name. 
- Prefix. tueb u Nonh. Southwest. etc. 
- Type. such u street or avenue. 
- Suffix. such u east, west. etc. 

• Length in miles and km. 

• Ramp sign text. 

• Road or lane restridion infurmation. 

• Link type. such as freeway, local street. etc. 

• Turns restriction. 

• Position: latitude and longitude. 

• Points of interest. 
- Name and address. 
- Phone runber. 
- Hours of operation. 
- City code. 

An equally large data base management dron was UICalled with the Local lnfonnlbOD 
Directory Data Bue . The local information direcao,y induded: 
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• Where to stay . 
• 250 Orlando area hotels and motels. 
- Site information· credit cards accep ted. meal plans, etc. 

• Where t.o eat. 
• 170 Orlando area ratauran.ts. 
- Site information: cuisine type, price range, etc. 

• Yellow page listings. 
- Central Florida Phone Book Yellow Pages selected listings. 
- 33 sul>-categories. 
- Name, address. telephone number. 
- Only within TravTek map area of coverage. 

TISC Pr'OC'at Description 

Telephone calls from TravTdt users were received at the ·nsc help desk by the Motorist 
Assistance Counselors. They entered the vehicle number in the rangt" 26 to I 00 to obtain basic 
driver inform&tion. lflhc query related to a navigation problem, the vehicle location wu 
requested from the TMC via the AAA data base computer, which was connected by a dedicated 
lease line using 9600 baud modems. The vehicle location was then entered in the vemcle 
sinwlator for replication of in-vehicle screens that were dependent on vehicle location. AU 
pertinent statistics relative to the call from the TravTeJc user were Jogged in the AAA call 
management data base. 

The map data base management process wu managed by Navigation Technologies personnel 
at their company facility. 

The local information directory data base management process was managed at the AAA 
headquarters site. using the AAA data base computer. 

TISC Data Flow 

The TISC help desk information flow i$ shown in figure 14. 

TRAFFIC MANAGEMENT CENTER (TMq 

The TravTek Traffic Managemerat Center (TMC) received traffic information from a number 
of sources. processed these data. and transmitted current traffic conditions to the TravTek 
vehicles on & periodic basis. The traffic information sources for the TMC were collectively 
referred to u the TIN (Traffic Information Network). This included the Florida Department of 
Tnmsportation Freeway Management Center (FMC) . the City of Orlando Traffic Control System 
(UTCS). and an network of operator reporting stations in the public and private sec:iors. t'J> 

The TMC received either digital or voice messages from the TIN sources and other agencies 
and citizens. It faciljtated and pursued . .icident and congestion confirmation and clearance 
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information from TIN sources. fused the information and provided it in the form of a 
computerized report to the TravTek vehicles, as well u tm TIN Uteri. ti> The aynerailtic DIIW'e 

VEHICLE 
LOCATION 

IN-VEHICLE 
::GREEN 

REPUCAllON 

SMUlATOR 
llON 

Figu~ 14. TISC help desk information flow. 

of the TravTek traffic informauon system was illustrateJ by the contnl>ution a,.(I withdrawal of 
information by the TravTek vehicles and the TIN sources. Each contributed in small part to the 
traffic information data base. and in tum had access to the entR volume. 

The Traffic Control Center ror the downtown Orlando traffic control system saved u the 
host for the equipment that enabled the site to become the Travl'ek Traffic Management Center. 
The bulk of the equipment for this inswlation wu four microcomputers and utOciated LAN 
cabling. together with hookups to the Freeway Management Center and UTCS data 10UtCa. plus 
telephone line connections. The computer and system configurations are shown in 6pra IS and 
16. ~ comnmication. data hue. and sraphica workstation cocaputen were located in the main 
control room of the Or1ando Traffic Co11trol Center. and the library computer was located in a 
nearby office. The system hardware and software is detailed in appendix A. 
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Yapre 16. TMC buic system coafipntJoL 
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,-. 

The TMC was opented 24 hours a day. 7 days a week. Tine lddihoml openacn were hired 
for the TravTek demonstration period. The shift schedule is shown in table 3. All operaon were 
cross trained to operate both the TravTdc system and the trrCS System. A total of S opoator, 
and 2 supervison operated the control ~ter . 

Table 3. TMC operator tdledaJe. 

Downtown Orlando Traffic Management Center 
Computer Opeintor Schedule 

Start Oat'. . May 1s. 1992 

0-rwrat.or # <>ottator# Onentor# 

SUNDAY OS00-1 SOO s 1450-1920 3 191S-OSOS 4 

MONDAY OSOO-lSOO s 1000-1900 2 18SO-OSOS 4 

TUESDAY OS00-1500 s 1000-1900 2 1845-0S~S 3 

WEDN&SDAY OSOO-ISOO l&S 1000-1900 2 l84S-OSOS 3 

mtJRSDAY OS00-1500 1 1000-1900 2 1845-0SOS 3 

FRIDAY OS00-1500 1 1000-1900 2 18SO--OSOS 4 ,_ 

C.:4.Tlnin-'.v O'iiM..l'iiOO I 1non.1QOO l IQ I 'ii.J\'iit\( 41 

The procen of receiving messages. providing messages. fusing infonmtion and providing 
repons was a semi-automated, computeriz'ld operation. However. human insigh~ interface. and 
judgement was required to operate the syst~-n. 

TMC Fuact.ioaal Dewiptioo 

The primary funcuons of the TMC were: 

• Traffic lnfomwion ColJectioo. 

• Traffi<: Data Fusion. 
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• Traffic Information Dissemination. 

• Data Logins. 

• Communications ManagemenL 

• Receive Vehicle Status Data. 

• Operator Interaction. 

Each of these will discussed in further detail below. 

Traffic lnjormoilon Coll~ctlon 

The traffic information collection function collected traffic information from external sources 
and from the TravTcJc vehicles. 

Functional Description 
In the TravTeJc system. the prinwy sources of traffic infonna1ion were known collectively u 

the Traffic Information Networtc (TIN) . Previously descnl>ed u a major subsystem ofTravTeJc.. 
the TIN consisted oftdephone and data terminals. the Freeway Management Center. and the 
downtown Orlando traffic control ~em . The secondary sources of traffic information were the 
probe vehicles. 

The TIN sources functioned primarily to report incident infonnation, where an incident is 
dc::fined u anything that reduces the normal capacity of the roadway. Incident reporting was 
Cl!egorized at the TMC as either an alert or a c::oofirm. An incident alert was an incident report 
that hu not been positively confirmed: however. two similar incident reports from different 
sources caused the incident to be confirmed. Some TIN ~ such u police agencies and 
Metro Traffic Control. had their reports immediately confirmed. 

The FOOT offices in Del.and also served u a TIN source. Each weekday, State highway 
construction and scheduled maintenance information wu sent by fax to the TMC, where it was 
the system operaior's responsibility to enter the lane closure and/or reduced capacity information 
via the gnpbics worbWion. 

Process Description 
1be entry of incident information in the system by a TIN user ~ operator interaction 

because of the wide variecy of sources. A window that consained the information emml by the 
TIN source appeared on the operaior's screen. The operator verified the information and eithu 
ensered the incident u confirmed. in which case link tnvd times were affec:ted, or else allowed 
the incident to remain an alert. pending further rq,ons. When an incident wu c:onfinned, the 
operator entered the severity (i.e .• number of lanes affected) and estimated duration.. This 
infonnation wu then processed by the system and used u input to the simulation modeJ to 
develop travel time updates for freeway links that were projected to be affected by the incident. 
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DmFJgw 
lncidenc infonnMion WU reported by an on-tite obea wr, _._ dncdy Of _.ecdy IO a TIN 

station. The TIN sta6oo operator reiayed tm-memae to the TMC by Yoic:e or diaital • ~ 
it wu eutered into the dm bue computer by the lMC open!Or . The impact ~the incideal on 
freeway link traYel times WU cala1lated by a ..,.JariM model. 

Updated link travd time, were broedcast •o the TravTek wtlic:lel. The dllla ftot.. dia&aam for 
this process is shown in figure 17. 

Dala Logging 

IClllalf 
~ 

fQll--=r .....,.. 

The data 1oaiD8 tunction provided~ pe,n..,.. teCOrd oftbe daily~• the TMC. 
Information that WU handled by the data hue_ graphics and con,n,1aication compden WU 
logged for the short tam on each ,espective computa'r bani disk. For the loog term. the data 
were tramfaaed -cadl 24 loin to the linry computer for an:hiving and ewmtual dilri»ldioD to 
the evalulbon team. The 1MC elm lop wae a p1imaly data tOUrce for tbe ~ team. IDd 
were transmitted weekly to the central proeasina facility. Approx inwtely ls 11 ¥bYtea ~ ma 
per week were loged at the TMC. 

functional Pna ~A 
A series of data reports was recorded in the TMC. ne.e repons were logecl wida time ad 

date stamps to ,yncbronize with the vehicle log data. The 1MC provided tbe time bae for the 
vehicle's time of day dock. The items included in tbe data•·•• fiJnc:aoa 'WR:~ 

1. Radio Truslllillioa. CUrrent link trawl times for the TravTek ~ 00fl8CSbC)n 
information. special event data. and weather conditiom were broadcast to aO w:hides at 1 min 
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intervab. This ~n of transmitted data wu l~,d in the c:on,nanicatioa computer . Tbe 
,poe:ial event dlU and weather data were onty loged ft'G there WU a ffiN9J fiom the previous 
trammissioo. 

2. lacomlaa Probe Reports. Each vehicle trlDSmiued its probe report oace eedl a,inne The 
individual vehicle data were sequenced by vehicle ID 1-100 aach that eacb vdtide wu aDocated a 
O.◄ leCOad time slot. AU vehicles could report iD duriQa a I min a>robe report. The principal 
items included in a vehicle probe report were: 

• Vehicle ID. 

• Latil\lde., longitude., and heading. 

• Last link trava'led and travel time. 

• Second Co last link traversed and travel time. 

• Third co last link traversed and travel time. 

• Equipmenl status. 

3. TIN Report. The TIN source ID and incidcm information wu logged wbmever a TIN 
reported an incident. 

... TIN Rtq•au. The requests for traffic information from TIN Ulen WU logod. which 
included the S01.1rce_ nature ofinquiJy. and time of system response. 

5. Iaddau RtporU. The current swe of all n,cidents wu logged once each miralce. including 
both alarms and confinnations. 

6. C...ukadoll Stam Report. All commanication activity with the FMC. the TISC. the 
urcs syllCm and the vehicle radio links were cominJouaty monitored for mtua and error 
information. Any chan,es were Josged. 

7. l'MC Reports. Summary data from the Florida Depanmeat of Trwp011atioo Freeway 
Manag«,nent Center were logged once each minute. Thil included tpeed. C>CalplnCY. Ind volume 
elm &om 28 detecaor swions . 

I . UTCS Reports. Summary data from the City of Orlando Traffic Control System were logged 
oace each mimJte. These were the delay data c.'llcullled by the urcs system. wbicb were added 
to the D011i11U \ink travel time on each of the iNb. 

9. Wwllstatioll i...._ Each worbwio,I maimlined a log oflow leYel synn ~ that 
tncbd the ,equence of programmed tub. their time of oc:cum:nce, and any mocialcd errors. 
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10. S,... Stadlda. Dala on buic r,llhm opesltioa MR memte■ted, aacb • dM. opaational 
mb.11 of tM compden. mb.11 of communicatioa ~ etc. 

11. Daa hl&oe Procaa. The data fusion process detamioed the bat estimate of the likely 
travel time oa each traffic link. The mpm to the procea ,wn quelily c~the dm ...-ce and an 
aaina factor that provided a meuure of how looa the dm &om this IOQrce wa comaidw-d valid. 
The winner of thil repr CI! ..... of the a&m:nl link travel time WU l"Al to the Wibidel wb 
mmute. for...: (,(the 1,488 lim in the TravTek netwofk. Each niauae, the raw illpdl to the 
data fusion pnY-O. as wen as the winner selected, were loged fo~ e-.~ 

12. Operator Acdou. ,\II operator intereaion wi1.~ the system wu loged . 

Proms J)escription 
The data moc:iated with each of the reports described in the prmous IOCbOll were loged OD 

a tempOrVy ~ by the appropriate computer. The computers and their respeaive log func1ions 
wae : 

I. Commulliatio■ Computer 

• Racfio Transmission.. 

• Incoming Probe ReportS. 

• Communication Status Report. 

• Workstation Logs. 

2. Data Bue Comp11ter 

• TINReport. 

• TIN Requests. 

• Incident Repons. 

• FMC hpon.s . 

• UTCS Reports. 

• Data Fusion Process. 

• Operator Actions. 

• Worbatioo Lop. 
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Each 24 hours. the various items Jogged i:n the c:omrnunicatioa and cwa bue computen were 
transferred to the hl>rary computer over the Ethernet Local Area Network (LAN). 

Data flow 
lbe log data migrated from the bard disks of the communication and data ba,e c:omputen via 

the Ethernet LAN to the b'brary computer. There, it wu bandJed t,y the data librarian i:n d!ie TMC 
to ti amfer the data to tape for extemaJ distribution. The ~ in figure 18 illustrates the 8ow 
of data in the TMC and beyond. Because of the close coupling of the TMC and vehide log data 

r LOO DATAGENf.RAT'ED 
IN MTA SASE COflFUT£Jt , 

LOOGLDON HARD DRI\IE 

I.OODATA~T£0 
IN COfAIUNICATION COWVT£R , 

l.OOGEDON HARO ORM: 

LCOCATA 
ARCHIVEOON 

U8RARY 
COIFUTVt 
HARODeSK 

WEEJCLY 
{MM) 

DATATAPES 
SEHTTO 
~ 

DATA PROCESSED 
INTO EVALUAllON 

DATA suescra 

MTASU8SETS 
DIS'TRllllr.'£0 TO 

EVALUATION TEAM 

Pip~ 11. TMC Coe data distnl,ution path. 

in the evaluation process, figure 19 is incl'Jded al this point to illustrate the similar distribution 
pa.th oft.be vehicle log data. 

Ttaflic Data F11sion 

Om fusion ,·ru t.be process by which all incoming traffic information was received and 
evaluated to derive an estimate on a minute by minute basis oftbe link travel times int.be system. 
Frequently, these cwa could conffict. u for example: a probe vehicle traversed a link al the speed 
limit or ab<tve. while the historical travel time for that time of day was ~snfficandy lower, or, two 
probe vehicles in succeeding minutes had greatly ditfering travel times. Al best. t.be data fusion 
9l'OCeSS was an estinw.e of active field conditions, 
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. -

Competing values originated &om six difraem data 10UrCe1: &.way . ar1erill, prol,e wbidc.. 
historical. open!«, and modeling. O'l The objective wu to raoM the ambiguilia tblt arile • a 
rauJt of' c1ecicting which of the data sources should be Uled for bM1lfflillM)IQ of OJ&$ 11'.0II dlaa to 
the vehide. Each of the 1,-418 directiooaJ 6nb in the TravTek adWOr\ hid one or more potearial 
sources each minute. The data fusion process f9r raoMng the ar-4,m of 10UrCe informlboa 
involved a fuizy logic maxinun height IOlution procea The two ftuzy iapla were quality of 
data and aging. Fuzzy lopic is a fflllhematic:al technique thal dais Mb embitPPliew ad 
vagueness ill data. (l'l 

VEHICLE !.OGS 
MTA ON REMOVABLE 

HMOOCSK 

MTASUBET S 
OCSTRl8l/TED TO 

EVALUATION TEAM 

HMO OISK REMOYED 
ATAVfS"8«:l.E 
~ STAltON 

REPlAC£D WITH 
NEWLOGDISK 

LOG0$<8£NTTO 
~ .. WARREN. 

IIICMGAH 

~P\ACESLOG 
M TAONTN'E 

N«>PERR>RMS 
MTA REDUCTION 

EVALUATIC..-.. O,.TA 
SENT TO CONTMCTOR 

INORlANDO 

MTA PROCESSED 
INTO EVALUATION 

MTASU8SETS 

'----- -------------------------Yap.r-e 19. Vehicle los data distribatioa patb. 

Functioga1 Daqjption 
With the exception of the modeling source (which was uted durina inc:idem coaditioGs oaly). 

each of the data 10UrteS (freeway, arterial, probe vehicle., historical. and opa ator) were 
c:acsicia-ecf for eacb ~ eacb minute. Each data l0Ul'Ce bad ID IIIOCilled ICCft tb■l ciea"Dlmed 
its priority of CONidealtiou. Once 00Dlida eel II a valid daca rm for a ,-tialllr liak. 
hc,wa,er, the -=ore oftbe data 10Urt;e bepn to decay widl time. lt would ...,_,□Ry W4'ft to a 
vwe bdow the biltoric:al data l00l'e, wbic:b ,mwned ~ nu.. the _,.ical -t.. were 
■lways the de&lalt &Ihde for link trnel tima . 
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The influence of the variow data sources were: 

I. Freeway • 18 Ian ofl-4 from just nonb of SR 414 (Maitland Boulevard) to 
South Qranse BIOSIOf1l Trail. rqnsentins 38 direc:tionaJ Trat/Tek links. 

2 Arterial • arterial sueeu controUed by the UTCS traffic control system, representing 
I IS directional TravTek links. 

3. Probe vd..de • applies to any TravTek link traversed by a TravTck vehicle. 

4 Historic.al - applies to all TravTelc links. 

S. Operstor - may be applied to any TravTck link. 

6 ModdiD1 - may be a.,plied to any freeway link. 

The operator could override any link travel time at any time wh.:-:n it was deemed justifiable to 
impose a value that could not be determined by normal system operation. The modeling data 
source wu triggered by an incident entered by the operator, whereupon the network simulation 
model wu activated and new link travd times were generated according to the simulated ara of 
influtnce of the incident . 

Process Description 
A weight and decay time wu assigned to each of the six data scvarces. For each active data 

source on a link, a score wu produced by tagging the data source -..Ji the associaled weight. and 
then decrementing the decay time by one each minute. At any point in time. the data source with 
the maximum score was considered the best estimate and the data from that source ,vu assigned 
tO the link travel tune. (lC) 

Using the ex.ample from reference 16, ifa panicular data souree is allocated a weight of80 
{on a scale of I to 100) and a decay factor of 10 min. than at the fir.11 minute the score would be 
80; 11 the second minute the score is reduced by an amount equal to the weight divided by decay 
(80/10-S) . The score is now 72. One minute later it would be 72-8 • 64. This decrement 
continues once per minute until the score reaches zero. 

The data base computer screffl djspJayed the distribution of data souroes selected by the data 
fusion pro<:ess for the current minute. 

Data F1ow 
The TMC data base computer bad access to. on ll minute by mimrte basis. the 1-4 freeway 

data from the FMC. the UTCS link delay data fh>m th.: downtown Orlando traffic 00ntrol system, 
and the hisaorical link travel tinies. Based on the incident scenario. the operator could enter a 
quick override response by setting c.ongesrioo levels. This action. in tum. would triger the 
nawork simulation model to calculate new freeway link 11'&Vel times affected by the operau,r 
tCtion. At any time. a probe vducle could traverse any link and ge:nerue a new link travel time. 
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All these data IOUJ'Ca were considered once eech minute for NC:11 illk. FGI'.. nj 1 :1lr f/1 
the 1inb. tt-e historical trawl times wer-, the oaly candidll• tbr • lo ..... .._. p,a 1111 
The historical travel times varied by time o( day accouiag «> a • of 20 p,e • • 1tf ♦ f ...... • 

The data flow for the data ~ on process is shown in figure 20. 

HISTORICAL 
LINK 

TRAVEL 
TIMES 

LN<TT 
PROBE ~---

VEHIClE 

INCP.;;.JI 
SMJI.ATE O 
TRAVEL 
TM 

OPERATOR 
ALJIRM 8'WUT 

UTC8 

F'apre 20. TMC dat.1 rusioa procas dat.1''9w (al Hau ■pdated adt .._). 

Traffic lnfonMrlion Di~ mlnation 

Traffic information wu disseminaled by the TMC to two primary HttiNN>III : the TnivTek 
vehicles and the TIN network. The vehicles received dynanc link trawl lime 111d ea a -. 
information. and additionally parking lot status, weather, and apeciaJ eYelll inbw_... 

Functional Desctiption 
The TMC served u a clcaring_flou,~ for traffic infonnabon, and bad data°" tbe Ho•ils: 

• Link travel times. 

• Incident status. 

• Congestion sites. 
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lloutinely, travd times ou a1J the TravTck traffic links wae bro&dcut to the vehicles each minute. 
incident loc:aoons and congestion sites were broadcast u weU for spottins on the networlc displsy 
in the vehicle.. other messages trar.smitted to the. vehicle included parking lot status, weather 
status Cid special event information. 

The. same information wu made available to TIN users. A TIN terminal user could query che 
system for the. travel time over a designated set of links, or receive a list of all reponed incidents. 
A TIN graphics workstation user received the same lr'fonnation. but in th.is case it was available 
u a color coded nctworlc display with descriptive information in selected windows on the screen, 

Proc;m Description 
The rurrent travel times for the TravTek links were in the current link travel time data base 

which resided in the data base. computer. This data base was updaled on a minute by minute basis 
to reflect the status of current travel times. This data base. wa., available to the communication 
computer m the LAN. A coded representation of the link travel times was broadcast once each 
minute to the TravTck vehicles via th: data radio coimected to the communication computer. 

TIN station queries were via diat-w, telephone lines that were: handled by the communication 
computer. Queries for incident and travel time information were directed to the data base 
computer which accessed its link travel Krne data base and incident status Ust. 

Data Flow 
The traffic information dissemination function used link travel time, congestion. and incident 

information. Link tnvel time was available on a link by link basis in the link travel time 
information data base, A data base. of incident uid congestion information contained current 
incident status data that had been reported . Link travel times were trar--Smitted to the vehicles by 
radio. t.ogethe:r with incident and congestion information. where these data were processed in the 
in-vehicle computers for display or voice inf onnation. 

Similvty. link travel times, congestion and incident infonMtion was sent upon request 10 any 
TIN r· er with a computer terminal or graphics workstation. The data Oow of the traffic 
dissemu,ation function is shown in figure 21. 

Com""'nicatlons 

The data communications function of the TMC was handled by a communication computer 
that performed tasks associated with controlling the data to the foUowing: 

• Communications to TravTek vehicles 
{via data radio). 

• Communications to surface street computer (UTCS) 
(via direct connection). 

• Communications to Freeway Management Center (FMC) 
(via dired connection). 
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Y,pre 21. Traffic diualliaatio■ f•■ctio■ data now. 

• Communications to TJSC 
(via leased telephone line). 

• Communications to TIN stations 
(via dial.up telephone line). 

• c~ to radio verification system 
(via data radio) . (t) 

Functional Pnr;ription 
The communications function wu managed by the TMC communic:atioo computer. with oae 

exception. Th, data base computer handJed the communications to and &om cbe urcs lyltem. 

The TMC system ccmnaanicated to the probe vebida throup the cmwwn •ioa co111pu1er_ 
The communic:atioo c,,mputer provided a suam of elm that was appaope iately ._..... b 
transmission by the radio COIMIUDication system. The comnmicazion computer w alao 
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respomaole for ttammitting commands to the radio hardware to conuol its behavior. m Outbound 
mea-,e, &om the TMC to the probe vehicles were five different typeS : <1>1 

l. Statlll IDtllaJe • The status message consisted of the time and date. The time field 
conr,ir,cd the time cf day in teeonds from midnight local Orlando time. It wu used by the vehicle 
to adjust the time oft.ho vehicle clock which wu used to time stamp all logged data and to time 
II.Imp the trammiuion of the probe report ~ from the vehicle. The date field contained a 
number repreMnting the aurent dale. which wu used in the vehicle to set the current date for 
VlnOUI Ulel . 01> 

l . Dyaamk IJa.k nme Mauae • The dynamic link time message consisted of pai,, of 
TravTek traffic network link ID numbers (1-1.488) and associated link travel time ratios, In the 
intctes& of minimizing the quantity of data broadcast to the vehicles. the link travd times were 
encoded u 1 of 32 ratios, u shown in table 4. The ratios were calculated in the TMC dau. base 
computeru: 

( c~n1 /ink timt J 

( Fnejlow link time) . 

The free flow. or nominal, link times were identical in the TMC and TravTek vehicle data bases. 
Conpstion level display, and map color displays in the vehicle were determined both by the typCS 

oflinb repracnted and the associated ratio. To further conserve broadcast time. and since each 
ratio WII taged with a link number, ratios resulting in a code of zero were not transmitted by the 
'IMC. cu, (The distribution of link time ratios for the current minute were shown on the data base 
computer screen). 

3. laddat MaM,e • The inc.~ent ~e identified the incident for internal proc:essing 
by the probe vehicle. and consiste. ·. of sequence and ID numbers, location. traffic link ID, and 
condition and came codes. The sequence number wu changed only when the message wu 
chlnaod. in ordr.r tha: the vebic'"' could ignore redundant references to the same inciden:. The 
inddeal ID r.unbc:r wu unique to each incident. and wu not reused in less than 8 min. The 
wibide would contuaJe to display an incident for 4 min after the TMC had ceased to transmit 
imonmaioa oo the incident, which wa the default action indicating the incideot hid been cleared. 
Tbe incideat ~ wu descnl>ed by longitude and latitude. Condition codes rdJec:ted traffic 
c:oadidom rauJting &om the incident, such u cocigestion. lane blocbge. etc. which were used in 
the Yebide to ,a,a Ile the voice incident message. The cause codes were coded indicators of the 
reaoa for the i11cidcnl, IUCb u accident. coDltJUCOon, etc •• and were used in the vehicle to 

... ,L..- • =--.:.1- (12) 
,_. u.i wece-.-- mesMge. 

4. Putdaa IAC Scam MaQ&e • The parking lot ltllUS message wu used to report the 
1ta1U1 ol lfll.l1aDC111 park pldaog lots. consisting of the pat1cing lot ID mmiber, e:,q,ec:ted opcnina 
time. and ldYilcwy !'N'JtSlge l'Qlllber . The par1cmg lot m rumber field was used by the vehiQle to 
rellle this ,...,,,.,. to a specific entry in the local information data base or in the event data base. 
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Table 4. Dyaaak liu dae a1111p radel. 

mri/lWU a •• -Ja.,&.. a.t&..--..11. 

0 0.00- I .OS 1.00 

I 1.06- I.I I I 06 

2 1.12 - 1.17 1.12 

3 1.12 - 1.17 1.12 

◄ 1.18 - 1.23 1.18 

s 1.18 - 1.23 1.18 

6 1.2◄ -1.30 1.24 

7 1.24 - 1.30 1.24 

8 1.31 - I 36 1.31 

9 1.31 - 1.36 1.31 

10 1.37 - l.S4 1.37 

11 1.37 - l.S◄ 1.37 

12 l.SS - 1.6S l.SS 

13 l.SS - 1.6S I.SS 

14 I 66 - 1.76 1.66 

1S 1.66 - 1.76 1.66 

16 1.n - 1.as 1.n 
17 1.89-2 .00 l.89 

18 2.01 - 2. 10 2.01 

19 2.11 - 2.20 2.11 

20 2.21 - 2.◄S 2.21 

21 2.◄6 - 2.77 2.◄6 

22 2.78 -3 .17 2.76 

23 3.18 - 3.70 3.18 I I 

2◄ 3.71 - 4.40 3.71 

2S ◄.40 - S.34 4.41 

26 S.35-666 S.3S 

27 6.67-8 .53 6.67 

28 8.S◄ -11.29 8.S◄ 

29 11.30 - 1 S.49 11.30 

30 > IS.◄9 IS.SO 

11 Rft..f ■ 
. N,v .t. .. . 

◄S 
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The expected opening time field contained the hour the parking lot is expected to reopen. The 
advisory message number was used by the vehicle to select an advisory message to be displayed 
from a list of messages contained within the vehicle. ''~ 

S. Weather Menace • The weather message was a text fidd normaUy ~ntaining 
information on the high and low temperatura and a clima.tic forecast. 

6. E-veot Menace - The event message contained information on special events.. This 
included event ID's and sequence numbers to notify the vehicle whemer this WIS a new event or 
an upd11e of a previous event The name. address, and city were sent IS text characters, together 
with latitude and longitude for use by the vehicle to position the event symbol on the map display. 
The infonnation telcpoone number wu sent, as well as stan and end dates for the event. A 
parking lot ID was sent to relate the event to a parking lot status message. Finally, a descriptive 
text message was sent for the event description. uz, 

The TMC system received messages from 1he probe vehicles through the communication 
computer. The probe repon message contained SC"Vc:ral pieces of information relating to the 
vehicle. its location, and link travel times. The vehicle was identified by a vehicle ID number (1-
100). Associated information was the vehicle status and TravTdc equipment status. The current 
position of the vehicle was u-ansmitted IS latitude and longitude, u well as the street name 
currently being travt-Jed. Vehicle mode information identified the vehicle u being in the Sa-vices. 
Navigation, or Navigatfon Plus mode. as well as other detailed vehicle information. 

A$ previously noted, the TMC system communicated with the City of Orlando UTCS control 
computer by a direct connection from the TMC data base computer. Once each minute. the data 
base computer requested status information on the UTCS l)'Slem operation. The UTCS system 
responded by returning the current delay times on all the UTCS links. These data wen used by 
the data fusion process as pan of the procedure to detennine current link travel times in the 
TravTek system. 

Communication to the Florida Department of Transponation Freeway Management Center 
(FMC) was b-; djrea coMection from the TMC communications computer to the FMC 
onlinc computer. Once each 30 seconds, status information wu received on the 24 freeway 
detector stations in the f onn of speed, volume and occupancy data. These data were edited and 
combined as neee:ssary to obtain representative link travel time information for the TravTdc 
network traffic links. 

The TravTek lnfomwjon and Sefvices Center (TISC), located at AAA headquarters, 
communicated with the TMC via a dedicated telephone line. The TJSC functioned u a help desk 
via direct telephone communication with TravTek drivers. and u a result had need for vehicle 
status and location inf onnation. These data were transferred via the TMC communication 
computa in response to a query from a TJSC operator. Given basic vehicle information, the 
TJSC operator was able to enter this information into a vehicle system simulator at the nsc site 
and obtain I screen display identical to ttw in tho subject vehicle. Additionally, the TISC 
communicated special event information to the TM~ on a dai:Y basis. where it was passed 
through the communication computer to the data base computer's special event data base. 
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The TIN stations comnaanic:ated infonnarion to the lMC, IDd vice wna. via diu-up 
telephone lines. The lMC communications computer had mdriple pons IDd dial-up modeml ~ 
handle several aumdtaneous online TIN Ulet'4. The wtimatf. destin,tiM of alC'Oiaiag iDc:idml IDd 
congestion dala from the TIN's wu the data bue computer, where it wowd be bandied by the 
<. perator. Similarly. requests from the TIN's for traffic ttaNs informatico Mn hendled by the 
data base computer u queries to the cumnt link travd time elm bue. 

The radio vaification system (kVS) lerVed u a dummy Yehide receiwr. Ma could be 
monitored for verification of the radio l)'llcm operation. The RVS both tra•• ·- information 
to and rcc:eived information from the TMC communi<:ations computer. Assigned a wbic:le ID of 
zero, the R\'S functioned u a po.sitive confitmation that information uananitted by the 1MC via 
the cfaia radio system WU being received by a typical vehicle cfaia radio. 

Process()qgjptjon 
The TMC communicated to and &om the vebides via a Motorola dala radio sy1tan u shown 

in figure 22. ell) The TMC communications computer provided a S!reUn of data that wu 
appropriately fonnaued for transmission by the radio eomnunications systtnL The 
communication computer wu also responsaole for tn.Mmitting commands to the radio hardwire 
to control i!.S behavior The only time-critical factor involved in this communication system wu 
the transmission of a special block once per minute. This b!odc wu used by the vehicle sysaems 
to determine the time slot during which they transmitted their return data. This was accomptisbed 
by implementing a device d.iver that activated an interrupt on the system hll dware. This driver 
counted the interrupu.. and when 60 seconds was reached, it transmitted the block. f'> 

The TravTdc/TMC to UTCS link consisted ofa standard RS-232 connection (9600 ~ 8 
data bit. no parity, I stop bit) between the dala bue computer and the sr-em nannina the trrCS 
software. Once oer minute. the TMC tent a polling message to the urcs system requescina a 
da~ return. The link to the FMC ~en, .:onsisted or a standard RS-232 connec ion (9600 bps. 
8 data bit. no parity. I stop bit) to an outlet provided in the TMC. The FMC wu rell)'l rle b 
providing data on speed and volume for all det.ec:lor IWions . It abo providerl any r a :4enl dala 
that wu entered at the FMC. The formal of messages for this link included a commoo header IDd 
trailer block framing the packets. These data were transmitted from the J-4 comruter to the 
TravTek computers every 30 seconds. 

The link between the lMC/c:omm.anications computer and the nsc comiad of a ae.. a
connection (9600 bps. 8 data bit no parity, I stop bit). Communicalionsex>llld be oria-lfc~ &am 
either end and all transmissiom would be positively ackncwledged. The admowleda,emeal could 
consist of either a special acknowledge block. or a data block.. There wen ro.. types or pamy 
comnmication blocb and four possible response blocks. The first two oriplated II the TMC. 
These were vehicle alens (derived &om dala that is retur.Aed t-rJ the vebide) and C'CMPfflVIPirat 
lest blocb that were used to determine if a link is active. The TTSC originated b1oc:b ~ 
of requests for vehicle status information, and up10lding of the went dlra hue updala. Tbe 
event uploads consisted of one transmission per record to be updated. 

The link between the lMC/communicat:ion computer and the Radio Vet ifiadioo System 
(k VS) consisted of a direct connection (9600 bps. 8 elm bit. no parity. I 1t0p bit) to a Turbo 
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--- ..... =_ ..... _:- --~ ~ I CP'l~ CP'l~ (GIIO ,_ 
.__ __ __,, 
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a.\lESTAT10H ___________________ _ 

ffW'S'IC 
WNfOOCNT 
cemJt 

TIIIIC 
HIIII 
a.,p.-, 

~ 

Fipre 12. TMC/vebide data radio IJllan. <•~ 

Mobile Radio Modem (MRM) located in the TMC. This unit was used for two purposes. Tbe 
first was to verify the data being transmitted was being received correctly. Tbe second was to 
transmit a special test block once per minute to allow the receive portion of the base station to be 
tested. c,) 

The communication computer screen was not normally used during the daily operations of 
TravTek. lt was used by the system developers for debugging and maintenance. The 
COIJ1DIJJ1icati computer saeai indicated: m 

• CUrrent connected TIN sources and line status of the modems. 

• GPS receiver status. 

• Broadcast radio comrnurucation swus. 

• Vehicle commwucation status and the number of vehicles on line. 
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A substantial amount of Plannin& design. and implementation time went into the OpetllOC' 

interface funcrioa. ThiJ WU rdlected in th: comprehensive doarmeatation on this topic in 
reference 9, TMC Functional Design. 

Functional Description 
The operator interfaced to the system through a windowed workstation etl\".J'Onment. Pull

down menus were selected (most practically with a mouse action) to initiate one of the following 
menu functioris: m 

• SYSTEM - used to log the operator in and out of the TravTek system. 

• VIEW - praented a sublist of items to view. 

• EDIT - allowed users to view, add, edit. or delete records from a variety of 
system data base tables. 

• REPORTS - selected routines responsal>le for creating reports . 

• VOICE - controlled tho voice mail syscem. 

• rNCIDENTS - allowed the operator to enter and remove incident information from 
the system. 

• LINK - permitted operations which are specific to the traffic links. 

• INFO - gave information on the ~neotly selected object. 

The deta. # of these functions and the manipulation actions required are given in the next 

sec1ion. 

Process Desriptjon m 
The following material has been excerpted from reference 9, TMC FllltCtional ~gn . 

The opentor interface of the TravTek system was designed to minimiz.e operations perfonned 
by the operator. All electronic sources of data were incorporated into the software processes. 
However, there were functions. specifically the input of incidents. that were not possible to 
automate. This is becaus,e the data arrived from a wide variety of sources and in a range of 
formats. for example. an incident alarm might be trigered by a c:ommacial radio report and 
confirmed via listening to a police message detected on a lCll'IDer . 

The Traviek project incorporated graphical mer interfaces (GUI) in their operalOr interface 
designs. GUJ•s are graphic objects on the tcrecn that CID be telec:ted and manipulated with I 

mouse. For example. dicking on a graphical object IUCb u a line representing a road would 
cause the rdated data base items to ~ praented for manipulation in a window. 
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Most menu fimctiou C>pa'lted on an OBJECT - ACTION bmia. The ope,ator woiuil: !:• 
sdeet the object to be manipulated, changed, queried. etc., followed by the delifed ecbOII. For 
example. if the operator wantNt to set link congestion for link #123. the openaor would 6na 
select the object.. link #123, by clicking on the map when link #123 lia. Next. the opaacw 
would choose the action, Set Link Congestion. from L~ main menu Once an object bad beat 
selected. it became the cumntiy selected object and ",#U displayed in the title blr. Jt would 
remain the CWTently sdected object until another was te.iected. All actions ref'a,ed to tt.s Q#Tenl 
object . 

Figure 24 shows the layout of the TravTek TMC opuatOr's screen. This tcreen c:omiiaed of a 
series of windows. These windows bad default ma and positions. howevef, the opentor could 
move and size most windows to suit their individual taste • 

.......... ·.--.. ._ __ ~- -..:.... ·-.. -!-..!! • -~ -l-
ta 

F'tpre 24. TMC operator Kl'ttll display (typical). c,, 

The title bar and the menu were fixed. The status window wu not normally pre,a• . This 
area was used to contain system error and warning messages. The window opened when any of 
these occurred . 

BEST COPY AVAILABLE 
St 
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Tbe TIN input wmdow displayed a cbronologicaJ list oft.be.,,.,,., thll h.vc been received 
from all external toUrCa. These data were used by the opentor for mains. confinnm& and 
canceling incidents When the operator ICled on the data received in the window. he or she could 
then ddete the mesnge When aD meaages were deleted. the window disapp,ared 

TravTek Map - this region WU used to display. map of the TravTek area. lt WU. titJeless, 
mmdea. non-movable window. It. however. did haw boriz.onral and vatica1 tcrOll ban to ICrOlJ 
and view infomwion. 

The V,ewpon ara bad horimntaJ and vertical sc:rol1 bara. It provided the opent0r witd the 
ability to have a leCOOd view of the map at a differenl z.oom level or location.. More ,iiewpoints of 
any me or lhape could be openec1 by the operator . Such procedures. bowewr , dramlticaUy 
slowed down the display as well as the OYa'l1l system's performance. 

The dialogue area was a regjon used for any type of window. Most frequently, it wu used for 
any dialogue boxes anJ windows from which operator input wu required. 

The following items were available by selection &om the fill on the mmu bar. Some of these 
items also existed in the viewpon menu bar. These mem1 selections were: 

• Sysaem. 

• F.dit , 

• Repons. 

• Voice. 

• Incidents 

• Link. 

• Info 

There were two additional functions that wen: available from remote workstations only. these 
were: 

• Communications. 

• TIN fimc:tiom. 

Tbe,e functions, when selected. pointed to other c:hoices. The full details of the menu function 
processes are given in appendix B. 
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DataFJow 
The l)'ltem operator ICbOOI MR coatrolled tJwousb a leria of mou,e ud keyboerd 

~«ltions . Molt system COUbob could be drec:ted with the mo&aae; 'Gy the entry of text 
information required the ute of tbe keyboard. Fagure 25 illultnles the mm, lele ction pn>ee11. for 
the graphics worbta1ion. 

--

'--------·------------ ~------------' 
Fipre 15. TMC opentw w Klet'dea ...,.._ 

The data flow for the TMC operator imaaction process is mown in fiaurc 26. 

TrnTek VEBICLE 

The final elemall of the TravTek l)'ltem wu tJ,e Yehide. A total« 100 ,pemly ec,lir,,ped 
1992 OOlmobile T01onadot wu med in TravTek.. F.acb wbide wa equipped willt • aautut,pe 
system of computers ud commumc:atiom eq11ip,nr.m for tu pgpoee « aaowidi.c :naemilll widl 
am'Cllt travel IDd routing infonnabon. Sewmy-&Ye «thele vehiclel were l'llllecl to die pul,ic to 
demonstrate the cap8biliria of the system. Tix ,emaini11125 vehides were leaed 10 the 
Evaluation Study team for utt in var½::! field studies and expe1imelcs. 

SJ 
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WEATliER 
BUREAU 

TIN 
TERMINAL 

TIN 
PHONE~N 

Figure l6. TMC operator interaction process data nc-w. 

The 7ravTek verucle system architecture is illustrated in froue 27 . ~ O'.c!sn.obile Toronado 
was e(it.:ipped with a t>roduction 12 cm diagonal color video clisplay renniltll (which !lad infrared 
teuch screen capabilities) embedded in the dashboard. 1n order to perform the various subsystem 
functions of the vehicle, two 20 MHz Ampro 386-PC computers with 4 MB of RAM and a 20 
MB mnovable bard driv: were added to the vehicle. Interprocessor conununk,.tion was 
achieved through both a 9600 baud serial link and a separate parallel t•nJc ro tl-.at in.~nnation 
could be shared by each computer. Other prod•Y.:tion items •has I~'" using the Tororwk- u the 
prototype (J) included I hands-free cdlular telephone and an internal digital com.·nmucaticns bus. 
A Data Speaker™ text-tll-~ voice synlhcsw:r was used to convert turning maneuvers into 
voice route guidance messages. Various other electronic components, such u, GPS receiver and 
a digital RF mobile radio communication System. were added so the vehicle could provide the 
driver with A..~ Driver Information System (ADIS) features. The location of the various 
components in the TravTek vehicle i.• st-own in figure 28. 

Tiie two computers in the architocrure each petfonncd specific taslc:s. The two r,imary tasks 
of the computers were the navigation and routing functions. One wk was assigned to each 
c.ornputer. ln addition. the c.omputers were raponsible for generating the displays for the driver 
interface screen. managing data and communication flow, and loging system performance 
information. The tasks paformed by each computer are listed in table S. Even thougn two 
separate computers were used in this system. all of the functions of the vehic:le subsystem could 
be petformed. ll least theoretic=ally, by one computer . Since the Tm'Tek system WU designed to 
use cum.ntJy available route selection and navigation software, two c:omputen were reqund in 
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Figart 17. TravTek vdllicx ard11itectare. (2) 
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Ftpft 21. Layo•t of die TravTek tq11i~t illl tile will~ <11) 

ss 

i 
I 

Google Ex. 1017



Table 5. Tasks ~rformed by each or tbt TravTtk ve ,ide computers. cu, 

NAVIGATION COMPUTER TASKS 

• Navigation 
• DrawMap 
• Driver Interface 
• Local Information 
.- Draw Vasual Display 
• System Services 
• Interprocessor 

Communication 

ROIJTlNG COMPUTER TASKS 

• Route Selection 
• Route Guidance 
• Generate Qujdance Saeens 
• Generate Voice Messages 
• Probe Reports 
• System Services 
• Interprocessor Communications 
• Mar.age RF Communications 
• W.i.anage Traffic Information 
• Log Data 
• Control Program 

the TravTek system because of the differences in the operating systems of each of the exfoting 
major software modules. <11> 

TravTtk Vd!.idt Fuactioul DescriptioD 

The core functions of the vehicle subsystem were to: C2.11,11> 

• Provide drivers with navigation information (Navigati on). 

• Assist drivers in selecting routes to their destination (Routt Selection) . 

• Provide driven with tum-by-tum instructions to guide them on their route (Route 
Gaidoet) . 

• Provide drivers with information about local services and attractions {Lt-cal 
laformadoa). 

• Provide an interface for communicating with the driver (Drivtr lnttrf ace). 

• Serve as a probe for providing current traffic information to the TMC (Vtbidt 
Probe) . 

• Log data used in the evaluation of the TravTek system (Data Logiac) . 

Each of these functions atti discussed in detail in the following sectioM The relationship between 
these functions is illustrated ir. figure 2~. 
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A J. 
COIGD I ION 

--- · ---------------------
Fipre 29. latuactfons between Tr2vT~k vehicle faadioas . 

The vehicle made use of. as weU a.s ge-,cratcd. current (real-time) traffc inforr.,atio:i. Curt'att 
traffic conditions were received by the vehicle's radio recer.iu each minute. Tbcu c..mditions 
were displayed through the dnver intertice , and were used in the routing (and rerouting) 
calculations. Funber. the vehicle itsel( functioning as a probe. transmitted its current travel times 
on a minute by minute basis back to the TMC for integration in the CUrTCOt link travel time data 
base. 

Navigatio,r 

The naviption function wu one of the most criticaJ functions of aD the IUbtysteml in the 
vehicle. Tbrougb the navigation function. the position of the , :hide on the street DelWOtk. w 
determined. Once the exact position of the vehicle was determined. a series of computa ·
generated maps of the streel netWorlc were developed and displayed to the driver on tm cdor 
video display lenninaJ mounted in the dashboard of the vehicle. The potition of the vebide Ml 
superimposed over the maps so that the driver couJd determine his or her relatiw location GIi the 
street network. All the displays developed throush the navigation function were intended to usisl 
the driver in traveling throughout the greater Ort.wk> area. 

In addition to providing navigation assistance to the driver, the naviplion function lllo 
determined the exact location of the whide on tile street netwol1t. AcaJrare placunelll oft.be 
vehicle Oft the street netW0rt WU a key piece of infonnalion med in many of the other Wlbide 
functions. for example. veflide position infonnation WIS med to plan routes and reroute 
vehicles. A.cante vebide position information was abo needed to trwer W'OfW • dilpla), 
m:J commands in the route guidance process. Furthermore. the potitioa of tK wllide oe die 
street network was necessary for the vehicle to funaion as a probe. Therefore. it was a1e1••• 
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that the navigation process acwrately detcnnine the ex.act position of the vehicle on the street 
network. This made the navigation function ooe of the most aitical of all of the vehicle functions. 
If the vehicle's position could not be acx:urately detennined. many of the other systems would 
provide the driver with erroneous information, which not only degraded the driver's impression of 
the utility of the system. but also increased traveJ time and navigational waste by TravTek 
vehicles. A diagram of the Navigation Function is shown in figure JO. 

V'EHCl£ ICN0WS 
PAtVIOI.C 
POSmON 

FunctjoQAI Description 

V&«UICJ«)WS 
HEADNO 

vtHCU ICNOWS 
QSTANCZ 
TRAV£lEO 

(DEAD A£0<0N~ 
,~~~,-· 

(GP$ CORAECT'EDt 

Figure 30. Vthide positionin1 ranction. 

('MPMAlt:HNG) 

. , 

0ArVER 
wro.ACE 

ln order to accurately determine the vehicle position by dead reckoning. the vehicle started at 
a known reference location. In most instances, the location of the last destination selected and 
reached by the driver in the route selection process served as the starting point As the vehicle 
traveled through the network., it used cbanf>d in heading and distance traveled to update the 
po~tion of the vehicle. The position of the v'!'!-Jde on the street network was esw>lished by 
comparu,g heading and distance changes to 5 d1gitiz.ed map i!.ua base stored in the navigation 
computer. This process was called map matching. Additional ,-m>rs in the positioning estimate 
we.re corrected by one of two methods: satellite positioning and driver interaction. The vehicle 
position was displayed to the driver through the driver interface. 

Process Description 
The vehicle used an inertial dead-reckoning system to estimate the vehicle position. The 

dead~redconing system uY'id the wheel sensors from the anti-lock braking system to measure the 
distance traveled betwer.n vehicle position updates. A flux gate compw in the rooi of the vehicle 
was used to provide current hwiog information. The vehicle estinwed its position on the 
network through a mav-matching process where the heading and distanoe traveled infonnation 
wu compared to • digital map data base supplied by Etak. The navigation map data base was 
stored in the navigation computer. 
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A GPS l)'lteffl WU one method used to correct the whide politioa. Tbt OPS~ ...t • 
~vox MX•22 six-<:hanneJ receiver to estimate the vdride'1 cumim poti1ioa The OPS 
system WU used mainly U a watchdog to ~ unrecowrable deed-ftdcoaing error&. TIie 
position of the vdride through the dead-reckoning prucat wu compared with the poMioa 
indicated by the OPS system to determine gross poiitionina errors. lftbe diff'ereoce in polition 
readinp exceeded a preset factor, the ~reckoning syaem wu initialized to the p0lilion 
determined by the GPS system . 

There were two methods in which the driver could correct the position of the ve.hide. The 
first wu through repositioning the car indicator oo the rmp to conapond with the OUllide screet 
environment. This was accomplished by either using the route selection process to idaltify a 
nearby landmark.. or by using the cuner controls to move the vehicle cunor to b 1pp10p1 iate 
location. 11" Tht driver could also use the Bop Ript/Bop Left keys to move the Yebic:le 
laterally between parallel streets. The first method could only be performed while the whicle wu 
in PARK. while the second method could be used while the vehicle was stllbOnlr/ or moving. 

P•s•FJo~ 
The flow of data in the navigation 

function is illustrated in figure 31. The 
data input requirements incruded the 
heading and velocity of the vehicle. the 
djstance traveled betwemt las: upd&t~ and 
the estimated latitude/loogitude of the 
vehicle from the OPS receiver. The 
pri:nwy output of the navigation function 
WU the position Of the vehicle which WIS 
then used in, number of other TravTek 
vehicle functions. Vehicle position wu 
also displayed as an am,w overlay on a 
computer-generated map of the Orlando 
street network via the color video display. 

One of the overall objeetiva of the 
TravTek system wu to minimize the travel 
time t(' destinations selected by the driver, 
while implicitly minimizing the possibility 
that I driver unfamiliar with the network 
would get mt This objective was 

Yepre 31. Vdliclt anipdoa data ftew. 

accompli!bed through the Route Selection process. The process WU performed at the vehicle 
usin§ proprietary software developed by Navigation Technologies and a cipta1 roue.map daa 
bue ~ by MA . The ~of information needed to perfocm this fimc:lioa deJ'ended. in 
part. on the configuration of the TravTck vcbide . For the EVMaabOG Project. tine ctiftiel• 
configurations ofTrav1'ek whic.!es v.-en used: the N,,iption Plus vehicle, the Na•iptiol. 
vehicle. and the Services vehicle. With I Navipti:,o P\as ve.hi.de_ aarrer:t link trawl ... 
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information from the TMC and nominal travel times stored in the routing computer data bue 
were used in determining the minimum travel time path. ln the Navigation vehicle. only nominal 
t.ravd times were used. A vehicle configured in the Services Only condition did not have the 
capabilities of performing the route Rlection process. 

The drive: couJd also contml the t)'Jte of roadways that were considered in the route selection 
process. The driver had three di.fatnt options for routing the vehicle: 

• FASTEST - considered~• of 1he roadways in the TravTck netWork (all ancrials. toll 
roads. and freeways) in the r0\11e selection process. 

• NO INTERSTATES - eliminated all lruerstale freeways and toll roadJ from 
consideration in the route selection process. 

• NO TOLL ROADS - eliminated all Toll Roads ~ m consideration in the route selection 
process. 

Regardless of the configuration of 1hc vehicle and driver routing pre.fercnc:es, the process of 
detcnni.ning the minimum traveJ time path was the same in each vehicle. 

Fu:,ctional Description 
TravTek used a distri1'utc<i arclutecture in determining minimum ,ra .. -et tim~ routes, that ir;. the 

selection of tt.e minhnum travel time routes was performed by procc:ssors in the vehicle. The 
route selection process began after the driver had entered rus or her desired desrination and hid 
instn."ded the vehicle to compute the minimum travel time path. The vehicle used its current 
position as the c...:.-._~n for the trip. Using nominal travel times. the routing algoritlvn in the vehicle 
simultaneously computed the minimum travel paths ft"1'n the origin to the TravTek network and 
&om the destination to the TravTek Network. A geocodd location 00na:ponded to the 
destination. Once on the TravTek network. the double ended search process continued to search 
for a minimum travel time path (within the cn:utfllints ~ected by the driver and the legal 
connectivity of the roadway network) until a coMeeted path was formed between the origin and 
the destination. The double ended search procedure significantly reduced 1he amount and time of 
the calculations involved in determinir.g a route for the vehicle over a single ended search 
proc:.:)dure. Becau.s¢ the routing prooess had been designed to route vehicles primarily on the 
Trav'Tek network and used a number of heuristic search rules. a route tlw was not the absolute 
minimum travel time path could be sclecte(!. However. the route that was Klected wu generally 
near optimum under the d~jgn coMi.-.inu. 

A similar approach wu used to rerou("'l drivers around areas of conge,lion and incidents. As 
the vehicle travded through the network. it ,eceived current updates of the travel times on links in 
the TravTdc ndwt'rlc. Si.nee the vehicle was n. .... ..eiving current travel time information updates 
ooce a minute via an FM da!a radio system, the '\;~cle contiooously searched for routes that 
provided a si~ time savings to the driver. lfthe alternative route provided the driver time 
saviogs of1 1 least 30 percent oftbe estimated trip time on the original route, the driver wu 
notified that a shorter route had been identified by the route selection process. <•I) If the driver 
accepted the new route. it Wal spliced into the initial route. 
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A func1ional diagram of the route sdection and rerouting pnx:aa ii shown in figure 32. 

Process Description 

CIQM~ 

--llffllWClf 

'----------- - - --- -- ---1.=-

The software used to perform the route selection functic,n wu ~ by Naviption 
Technologjes (N,vTech). The dat.a bue of alternative roadways that could be uted in the routing 
process WIS pro tff'.d by AAA. Due to the proprietary nature of the routing software. a detailed 
description of the matJi ematics used to calculate the minimurA travel time paths~ be 
provided. The technique used can be characterized IS I constrained optimization algorittln. 

In searching for alternate routes. the route selection process did not consider all possible 
traYel routes to the selected destination. The first step in the rerouting process was to locate an 
appropriate downstream link to serve IS the starting point for the rerouting proc:ea. This link 
WIS mo~ than 120 seconds {using the nominal link tnvel ~ stored in the NavTech dlla bue) 
but less than 300 seconds (again using the nominal link tra•Jd times ston:o in the NavTech dm 
base) ahead of the current location of the vehicle. (The maximum amount of time uaamed t'> be 
needed for replanning I route for a TravTek vehicle WIS 120 seconds.) Ally link on the 00,ainaJJy 
planned route within this range of values could be used IS the starting location for the rerouting 
process. Potential origins for beginning the rerouting process were determined by compel il'8 the 
c:urrent link travel times to the tra~ times used in plannina the original route. If the current 
travel time on a link WIS at least 1.S times greater than the travel time uwJ in pillDll8 the 
original route. the link WIS flasged IS a potential starting point (origin) fur the rel'0Utq ~ 
1f a potential starting link could not be found within 300 IOCOllds ahead of :be curreftl loclbon of 
the vehicle, the rerouting procas WIS aborted. 

Onu c potenti31 starting link for the ttrouting process had 1;,eeit identified. " destinatinn link 
for the rerouting process required identification. Only link.s on the original route were comidered 
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feasible new destinations in the rerouting process. Beginning ll the new SWtin,g link. the 
destination link was dctemunea by comparing the travel time on each successive link aJons the 
originally planned route. A destination link was selected when the current travel time on the link 
was within S percent or less of the travel time used in the route selection process lfno link wu 
identified th&t met this criterion. the routing computer would use the link on the originally planned 
route that was approximately 8 km (<8 ,000 m) ahead of the current location of the vehicle u the 
destination link for the rerouting process 

Once a new potential origin and destination had been identified, the rerouting origin wu 
adjusted to a link that wu I SO m closer to the vehicle (but still no closer than I 20 ~nds ahead 
of the vehicle). Similarly, the destination used in the rerouting process was moved to a link that 
was ISO m further away from the current position of the vehicle (but not past the original 
destination link). Adjusting the origin ,nd destination by J SO m ~ that an adequate route 
around the area f congestion could be planned. Unless a road closure message bad been sent by 
the TMC, the rerouting process was aboned if the totaJ distance between the proposed new 
rerouting origfo and dcstfoation was lC!S than approximately 4 km {<4,000 m). If : road closure 
message had been received by the vehicle a new route would be planned 

After the revised origin and destination had been adjusteJ, the dynamic tin.It travel umrs were 
then used to plan a route to the revised destination. If a new route existed that could provide a 
motorist with a 30 percent time savings (uf:ng the link travel times on the original routeJ, the r.ew 
route was offered to the driver. If a new route co<Jld not be found that was 30 percent shoner 
than the originaJ route, the travel time of the original route was updated using the current link 
travel times broadcast by the TMC. Figure 33 illustrates the process used for rerouting vehicles 
around areas of congestfon. 

Data Flow 
The 0ow of data in the route $election process is ilJuStrated in figure 34. The primary data 

inputs included travel time a,id incident information from the TMC, accurate vehicle positioning 
information from the navigation process. a trip destination entered by the driver. and the routing 
network supplied by AAA. As an output. the route selection process provided infonnation that 
was interpreted by the route guidance system to provide drivers with visuaJ and voice synthesi._.:d 
tum-by-tum instructions. 

ROfllt Guldanct 

TravTck alJO had the capability of providing drivCt'S with rw te guidance infonnation to assist 
them in locating and driving to their selected destinatioR. TravTck provided three different forms 
of route guidance infonnation: simplified tum-by-cum graphics. a highlighted overlay of the 
planned rout~ and voice generated tum-by-tum instructions. However, each of these message 
forms served the same function: to a.id the driver in reaching his or her destination as quickly ~ 
possible with a minimal amount of navigationaJ waste. 
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The Evaluation Project had several different human factt'<S srudies to determine the optimum 
mode and fomw of presenting route guidance information These scudies included the Orlando 
Traffic Network Study (Tuk C2), the Yoked Driving Study (Task Cl) and the Camera Car Study 
(Cl) . The reader is referred to the reports of these tuk:J for information on these studies. 

Functional Description 
The primary objective of the route guit1ance wk was to provide mote~ with navigational 

aids to assist them in reaching their desired destination. ln order to accomplish this soal. a 
number of functions were required in the route guidance wk, . First. a route was gencr~ed and 
selected. This wu accomplished in the Route Sel"'Ction function (see above). From this pr~ 
coupled with the knowledge oft.he street network. a list of maneuvers required to reach the 
desired destination was generated. The list t)f maneuvers was then convened into both visual and 
voice route guidance instructions, which were then displayed to the driver in the form of an 
overlay on the computer gener'l,ted map, srylized turning instructions. and voice turning 
inttructions. As a drim- .pproached a tum. both visual and voice instructions were provided in 
advanc,e of the tum so the driver had the opportunity to safely position the vehicle in the correct 
iane to execute the maneuver. A functional diagram of the route guidance process is shown in 
5gure JS. 

------ __ .....,. 

Figu~ 35 . Routt guidantt ruactionaJ diap-am. 

Process Descrip1jon 
There were two methods by which motorists were provided with route guidance information: 

visual and voice. The visual presentation involved ovetlaying the nighligbted route on the map 
di~lay . Both the current position of the vehicle and the destination oft.he driver were displayed 
Ort the map. Relevant congestion and incident icons were aJso shown on the map. 

Driven were aJso provided with visual maneuver-by-maneuver guidance screens.. These 
Y-:-~ ... ,s consisted of simplified, stylized di~ showing the distance to the next turn. the 
geometry ofintmectiou oft.he next tum or significant maneuver. the direction in which the driver 

64 
Google Ex. 1017



wu 111ppoted to tum. and the nu:1e of the 11reet where the maneuver wu flJppONd to ocaar. 
Tbrouab the Swap Map button on the •eerina wheel. the driYel' had tbe opcioD iu cwitdl back 
and forth bcnieen the maneuver-by-maneuver tcreen and the~ 1111P ditp&,41. 

ID addition to thele visual ~ voice route guidance ...,..., were available w lbe 
driver. The voice guidance information couilted of tufflina ~ (midi• •.be direcoon 
of the tum and the IU'eCC name). traffic information. &nd WIien Aal IT imonnabon adl u die 
cumat heldl"8 of tM vehicle. the name r,f the IU'eCC beinl driven. and tbe 111me of tbe rele\lllllC 
crou street. The voice guidance mea,\ea w.:n ~ed &om tbe IDIMUWr lilt produc-S by 
tbe route~ procea usina the routina nelwoct data bue. The voice meaar Win 
intended to suppl~ the visual guidance information and could be alternllely diwbled or 
enabled by the driver by pn:ssing the Voice Ga_icle steering wheel button. 

Data Flow 
M shown in figure 36, 

there were ..unerous data 
flows usociated with the 
route guidance function. In 
addition to the 
communication requiremenu 
between the various vehicle 
subsystem components. data 
also Oowed between the 
routing computer and the 
naviption computer. The 
routing computer was 
responsible not only for 
generating the route 
guidance insuuctions and 
tereens.. but also for 
genen.tingtbevoice 
mesaaaa. The naviptitm 
computer dn:w the map and 
displayed the map to the 
driver. 

Local lnjon,tation 

Another function of the vehicle subSy,tem wu to provide driven with informalion .a>out 
services and lttrlCtions in the local area. Information WU pn:,vided Oft I runber of .-.ices and 
annctiom including hotel accommodations. restaurants. points ofinceral. ~.llefflfflt parks. 
automatic teller machines (A TM'a). etc. Thia~ WU stored in data bua in the 
naviptioa computer. Local event and weather ina"°wlioft. which wu updated by the TMC. 
were also provided tbrouah th:a function. 
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FuQCbQQll Pat ':ption 
The prima,)' roles oftbe Local lnfonnation function were to I) provide drivers with current 

and ICCW'ale information about services. attractions. and points of interest in the greater Orlando 
meuopolitan ara.. 2) usist drivers in selecting destinations for the route seJection process.. and 3) 
display the location of services and attrletions to driver via the driver interface unit. The type of 
i'lfonnation provided by :his function included the location, pricing structure . AAA rating. and 
houri of operations of lerVices and attractions-; partcing availability at select parking facilities; and 
cum:nt weather information. Information on special events such u concerts. plays. sporting 
events. and similar transitory items were a1Jo provided by this function. Function operation wu 
controOed by the touch sensitive screen of the video display in the dashboard. A diagram of the 
functions performed in this wk is shown in figure 37. 

Process Pescrimion 
By design. the Local 

Information func:tion could 
be performed only when 
the vehicle WU in PARK. 
While the vehicle WU in 
motion. the Local 
Information function wu 
disabled. Most of the 
information provided by 
the Local Jnfonnarion 
rune::h\ .s WU contained in 

MND 
~ arucra M:CDS DUTINAnoN 

00lltf.O --- - ~TE .---- ~ TO IIOUTE 
MEHU VWl'Y MTA ~l aatcnoN 

fUHCTlOH 

INfflA ff CALL 
CINcn&.Ul.NI 
TUUMON! 

Fiaure 37. Local information fundioul dil1ra111. 

data bud resident in the navigatJOn computer A system of menus was designed to assist the 
driver in lldecung a desired IOCl!ion, The driver had the option of searching a listing of the 
~ servica and attractiom or entering 2 destination through the touch sensitive screen. 
Once the desired service or aruacbOn had been identified. the driver could ~ imporunt 
information about the R&eded atttld ion. !UCh u houn or operations. price structure. MA 
ratin& de The driver could a!so dispiay the location of a desired seMce or att.r1etion on the 
computer gencntec! map Through finger touches on the driver in:erface unit, the establishment 
cowd be emerod u c.he destination to be used in the route selection process or the driver could 
call the establishment on the cdlular tdephot\e 

Olla flow 
Although there wu some Oow ofiruo."n&tion between the ™C and the navigation computer, 

most of the ciau. flows in the Loca1 lnf oonr.ion function were menu entries &om the driver 
mcenace unit The type and direction of flow of information is shown in figure 38 

~lnlafo« 

Tnr/Tek wu desiped to make available to drivers a wealth of travel~ed information 
The inf'ot malion wu intended to assist motorists in ldecring deslinations and plannu\, routes to 
their destination However. without a properly designed ~ of c:ommunicating t.bt 
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infonmtion, :iriwn 
would not be able to use 
the TravTek S)'lleffl to 
iu fullest potential. 
Tberefcn, the dtM:t 
interface wu one of the 
aitical compooeotS of 
the Tm'Tek system. 
The driver inta&ce was 
designed to 1) maximiu 
the driver's 
comprebensioa of the 
information ptetentcd , 
and 2) mini:nir.e 
distraction from the 
driving task. (J) Y1Prt ll . LooJ iillol'IIUdN dau e.w. 

Because of the critical nature of the driver interf.tee, there were numerous lb.ldies in the 
TravTek Evaluation Project that evahwed the dfec:tivmesa. Ullbility. and ICX>ef'Cmoe of'tbe 
driver ir.terface. The reader is eocounpt to comult the study reporU for further inb llllbOu on 
the human factors analysis and evaluation of the driver interface. 

FuncrioOI! Qnqjption 
The primary function of the driver interface unit wu to dispJay il.ronmtioa in IUc:b a way u 

to maximize the transfer and comprehension of critical information wtJile mu..imizing iim,<er 
distTacrion. The functions of the driver interface systems were u follows: 

• Provide the driver with acces~ to the local informasion dlta bae of local butineNea and 
attractions. 

• AJJow the driver to sdect a destination based on street address. type of'localioe. or menu 
entry. 

• Provide ceilu1ar teJepbone communic:ation to places listed in the local infonmbon data 
bue . 

• Display to the driver an clectJoclic ~ of the streec nerwor1c in local areas 

• Accurately display the cumm posilion of'the vehicle on the Mtbutiic map. 

• Display to the driver the loc:a6on of a tekaed ktr i•wrion.. 

• Display to the driver the optimmr. route to 1 1 elect• destination. 

• Provide guidance instructions to I saectecl desrinetion. 
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• Provide the driver with information rdati·1e to the location and magnitude ofinc:idcnU and 
congestion. 

• Allow the driver to ~ information aiticaJ to the driving wk. 

The relationship between these functions is illustrated in figure 39 . 

Process Qescription 
There were three primary ways 

in which the driver could obujn 
information from the vehicle. The 
first was through visual displays 
Color displays. maws, and maps 
were presented to the driver via a 
production 12 cm (diagonal) color 
display with a touch sensitive 
feature. The color display was 
mounted in the center of the 
dashboard of the vduclc. Through 
:.bis intaf&ce unit. the driver could 
review and sd«t destinations from 
the local inf onnation data base, 
execute route planning features, 
and initiate calls on u-.e cellular 
telephone. The color display was 
also used to provide the driver w'.:h 
route guidance instructions, 
information on traffic congestion 
and incidents, and navigation 
information 

In addition. the driver hl1 the 

Yt111rt 39. Drinr illtmace f■■ctioe diapul. 

option of receiving traffic and oongesiion repons as well as route guidance instructions via voice 
c:ommunication.. A text-to-speech voice synthesizer was used to COOVffl text traffic memges 
Md tum-by-tum instructions from the routing computer into voice messag,es Through a switch 
on the steering wheel, the driver could sdect whether or not to hear~ messages 

ee,..;:o features of the driVff interface function could be contr0lled by eigh: bunons placed on 
the 11eering wheel . The buttons allowed the driver to accq,c a new route of&red by the route 
1dectioo fJfOCeSS (OK NfW Ro■lt), toggle between \he route map and the guidance displlys 
(Swar Map), adjust the vehicle's on-screen position (Bop Rapt/Hop uft). activate a voice 
,nes,qe indicating the current position of the vehicle (Wlleft Am I! ), repeat the last voice 
mesJl8e (Repeat Voice) , and tum the voice suidance (~ on or ofl'(V,m G■lde). All of 
these anterface components allowed t"e driver ready kM:» to critial ilif ormanon needed to 
complete the driving task 
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DataF)ow 
ragure 40 illusuates bow information flows between the driver and the other vebide 

subsystems throug.'I the driver interface. 

Fipre '°· Data flow diaa,am for driver iattrface fuactioa . 

Vehicle Probe 

The Trr . .-f ek vehide was also designed to function IS a •probe· or moving sensor to coUect 
information on the operations of traffic on the TravTek N~rk. The primary ct.. provided by 
the ;,robe veb:des were link ttav.:J times. As the vehicle travded through the TravTefl: nerwort. 
the rime required to traverse a TravTek Network link .vu broldeasa tot.~ TMC. Al the 1MC, 
~ probe reports were combined with other sources oflink travel time to provide a c:urrall 
reprnctllation of the travd conditions on the TravTek Nerwork. This information was then used 
by the TravTek vehicles in the route selection and route guidance pr~ 

Functional Pna:ip6on 
The manna" in which the Yebide ~ IS I probe is illustrated in fipe 41. TbNugh the 

Naviption fimc:tion, the TravTek vehicle laleW its current position in the network. Al it traveled 
tMouah the network, the time required for the TravTdc vehicle to travel a link wu delennined by 
monitoring the ::.-ne it croaed the bqinning and end of the link. The link travel time..,.. with 
link uavd time information from IS many as two other TravTek links traversed bv •he vebide 
during thaa minute, was broadcast to the TMC. The TMC used the link travel time information IS 

one of the inpuu into the da!a fusion process. 
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Fipre 41. Vdlide pn,be faactioe. 

Process Description 

18c. 
TO 

TIIC 

The routing computer was responsible for performing the vehicle probe fimc.tion. Software in 
the routins computer monitored the time required to traverse links in the TravTek Networic. 
Vehicle positioning information was provided by the Navigation task (which is performed by the 
navigation computer). The routing computer combined the vehicle position information and the 
link travel time information. The information was then transmitted to the TMC via the FM data 
radio system. 

Dataflow 
The Oow of data u the vehicle performed the probe reporting function is illustnted in figure 

42 . The primuy typeS of information used as inputs in the probe reporting function were the 
description of the TravTek ~Oft. and vehicle position and~ infonnation.. Ouq,w &om 
the vdlide probe function were the travel times of the lat three TravTek ~ Links 
travened by the vehicle during the minute Link travel time infonnalioft WU broedca• to the 
TMC once every miNJt11. 

Daltllogging 

The final function of the vehicle subsystem wu to log data needed for evalultina ~ driven 
use the system and the type of benefiu. in terms of time saving and reduced •viptionu waste. 
tbll could be obtained &om the system. The fravTek ~ WU somewhll unique in tbll the 
eomputffl in the vehicle also logged data that WU uted in the evaluation process_ Tbere6:aie. the 
vehicle wu one of the primary tools for measuring the operational benefits of the TravTek 
System. 
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Figure ◄2-. Probe report data now. 

functional Description 

. . . 

The type of information Jogged included interactions between the driver and tne system u 
well u what infonnuion was available to the driver at any time and bow he or she used it. The 
specific information logged by the system included all touch screen interactions. steering wheel 
button interactfons. the routes selected by the vehicle route selection process. the routes driven by 
the driver. and all messages transmitted to and received from the TMC. Vehicle and driver 
performance data (e.g., vehicle speeds. brak~ applications. etc.} were also stORd i., the vehicle 
logs. Figure 43 illustrates the functions of the data logging procedure. 

Process Description 
The log data were stored on the removable hard drive of the routing c:offl?lltcr resident in the 

vehicle. When the vehicle wu returned to AVIS, the hard drive was removed from the vehicle 
and the data downloaded. The raw data were then sent to GM Research for processing and 
analysis. The data were then entered into the TravTek library where they could be accessed by 
the Evaluation T earn. 
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A data Oow diagram illustrating the type of information logged in the process is shown in 
figure 44. All data flowing into the vetucle log were date and time stamped The log data 
included, among other things, the following items· on 

• Hard and soft switch action taken by the driver during interaction with the TravTek 
functions. 

• The screen from which the switch function was taken 

• Voice and display messages provided to the driver by the TravTek functions 

• Each vehicle Probe Repon sent to the TMC 

• Position of the vehicle. 

• Current selected route 
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QUALITY OF TRAmC AND TRAVEL INJIORMA TION 

One function of the TravTek sys1em was to provide driw:n with current inConnlrioa ..,_ 
t.rlW:I conditions on the toldway networic in the Orlando, Florida.._ TnvTek w d ·, ad to 
help drivers reach their inteoded destinations in the shonell amounr of time and with ._ 
fiustmioa by providina real-time information about travel and .... condi6oal Oil .... 

roadway, in the Or1ando mcrropolitu areas. llaJ-tune ttaYel time lftd im:idenl ~ W11 

used to select the quickest route to a drivers mterec.f ~ while awidiat ... of 
congestion and incident locatiou. In OC'der for TravTek to~ tbia objecliw. acc:uraae aad 
timely travel time and incident infomwion hid to be provided to the vebiclel Bera•~ 
and untimely information could ctes,ade the perfonnmce of tbe l)'ltem and affect driYll'I' 
perceptions and accepunce oftbe system. one objective of the System Architecture evaluation 
was to assess the quality of the traffic and travel information. both incidcat and traveJ • 
provided by the various sources. Specifical)y, two issues related to the quality oftbe trd&c 
information addressed in the System Architecture evaluation were u follows; 

• How closely did the link travel times provided by the various raJ.rime IOUrCet rep.,.. 
actual conditions in the TravTek network? 

• How accurate and timely was the incident information that wu brotckac to the TravTek 
vehicles? 

This section presents the results of the analyses of these two issues. 

QUALITY OF TRAVEL TIME INFORMATION 

Estimates of travel times for the links in the Travfek traffic link netWOric were deriYed &om 
information obtained &om I number of sources. including the followma· ~ 

• FDOT's freeway survcillanc:o system 

• The City of Orlando's computerized traffic signal system. 

• A bacqround computer simulation model 

• A data base of bistoricaJ travel times. 

• Operator overrides and inputs 

• The TravTek vehicles themsel~ . 

f'DOT maintains a computerized traffic aurveil1ance system on approxirmtely \ I Ian of J-4 
though downtown Orlando. Loop deleaon embedded in each lane of the freeway prowie 
measurements of the volume. speed. and occupancy of traffic traveling in ach directioe. Loop 
detecton were spaced approx:mateiy every 0.8 km Data &om the loop detector were c:olec:aed 
at the Freeway Management Center {FMC) and sent electronically to the TMC, where it wu 
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mapped onto the TravTek netWOrlc. The speed measurements were then used to estimate link 
travel times by dividing the link distance by the link speed. 

Estimlies ortink travel times were provided on select arterial links using infonnation from the 
City of Ortando'1 computerized traffic signal system. Tht software used to operate this system is 
an enhanc:ed version of the Urban Traffic Control System (UTCS) software package developed by 
FHW A. This system collects several 1neasurcs of traffic performance including the volume (in 
vehicles per hour) and the average delay (in seconds per vehicle} for each link active in the UTCS 
system. This information wu sent electronically to the TMC workstation computer where it wu 
used to estimate the travel time on the corresponding TravTelc traffic links. TravTek estimated 
the travel time on the UTCS link by adding the measured delay to the nominal travel time for th.at 
link. 

A computer simulation model (FREFLO} was used to provide estimates on link travel times 
durirlg incident conditions on the neway (l-4) uod the toU roads (Beeline Expressway, Aorida 
Turnpike, the East-West Expressway, and Ea.st Beltway) These fa.cilities were modeled on 
demand when a report cfan incident was received at the TMC. The dynamic data used by the 
model consisted o(tlow and capacity values which wen, either obtained &om the ™-C (in the 
case ofincidenu of the freeway) or from historical files (when the incident occurred on a toll 
road}. When a change in capacity was received (in the fonn of the operator reducing the number 
oflanes), the changes were automatically made to the FREFLO input me. The model produced a 
series of future travel times on links upS1ream of the incident. At the time these data became 
curra1t. they were added to the data fusion process for analysis. 

The TMC also maintained a data base of historical travel times for each link in the Trav'Telc 
traffic network, Ton information was used to estimate the link travel time when no other sources 
of information were available. Historical travel times were indexed by day-type (i e. weekday, 
weekend, and holiday} and time-of-day. Different hiS1ori<::al travel times were for different time
of-day and day-type categories. An exponentiaJ smoothing algorithm was used to constantly 
updaie the historical data base from the other non-incident travel time sources 

The operator also had the abiJjty to override the link travel time selected by the data fusion 
process. The operator could enter congestion indicators which provided estimates of travel times 
in response to incidents (particularly on arterial links). or to construction or event-rdued lane 
closures. Like the other souroes. these travel time values entered by the operator were used in the 
data fusion process to select a travel time that most closely rep~ted acrual travel conditions 

The Trav'Tdc system also tested the concept of using probe vehicles to collect real-time 
information on current traffic and travel conditions in a network As a TravTelc vehicle traveled 
through the neiwork. it acted as a probe vehicle. providing the TMC with iu measured travel time 
on the last link traversed. Thjs information was broadcast to the TMC every minute by an FM 
data radio in the vehicle. Because the probe vehicle wu measuring actual travel times (as 
opposed to estimating travel time from other measured traffic parameters). the travel time 
information &om the probe vehicle was considered to b< the most accurate measure or actual 
travel conditions by the Trav'Tdt syst=n . 
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Of these six 50Un:n or travel time information. only three were capable of pn,vidfoa dynamic.. 
reaJ•ti.me estimat~ of travel time on a link. the ~way surveillan<:e aystern on I◄, the UTCS on 
select anerial linb, and the TravTek vehicles The othes-three source, provided only static 
estimates oflink travel times 

One of the primary functit'ns of the TMC was to collect the ~ent trawl time infonnaaion 
from the various sources and transmit this information to the TravTek vehicles en route to their 
specific destinations, The TravTdc vehicles. in rum. u,ed this information to determine optimum 
routes that minimiz.eJ the remaining travel time to the~tered destination The succeu of the 
routing algorithm to provide minimum travel time ~ths depended on the availability of ICCW'alC 

and timely link travel time information. lfthe TMC was unable to obtain a realistic representation 
of the actual travel conditions that existed in the network. drivers we.re provided wi1h less than 
optimum routes to their destinations Therefore. it was essential that the sourus of reaJ .. tiAe 
infonnatjon provide estimates offink travel times that accurately reflected acrual condition, in the 
network. This analysis examined how well the various sources of real.time information povicied 
estimates of actual travel conditions in the network 

E"aluation MttbodoloC)' 

System performance statistics were prepared dt"picting lhe general degree of automation in 
the TravTek system These statistics were intended to measure the ability of~ system to 
collect. synthesiz.e. and distribute real-time travel time infonnation to the TravTek vehida and to 
the TIN users. They provide insight into the amount and nature of the cumnt travel tirr.e 
infomw.ion in the system at any point Using the Oat.a Fusion Winner logs. frequency 
distributions were prepared for lhe winning sources of travel time on each link These da~• were 
then used to detennine the following summary statiStics 

• Number of link travd times generated by each automated sour<ie 

• Number of link traveJ times generated by each non-automated source 

• Number of times the operator was forced to override a dynamic link tjme generated by the 
system 

To examine the ability of the various sources to accurately estimate current conditions c,n the 
TravTe.k traffic network. actual link travel times (as measured by the probe vehicla) were 
compared to link travel times estimated by the other reaJ-time sources (i e. the travel times 
estimated from the freeway surveillance systems and from the computenud traffic: signal sysicm) 
Non~autornated sources (i e., the tnffic model. incident repon.s. and operator overrides) were not 

included in the analysis because of the relatively low likelihood that they would be selected u the 
winning source of travel time in the cuta fusion process 

Sources of travel time information were compared using• relative error measure con,puted by 
the following equation 
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Relative Error _ 1 • Trat,,,t/ Tim, EstimaJed by Otbrtr ~ 
T~I Time MUJSUrtd by P'r-o«. 

This measure was selected because it qUAntifies not only the ITUlgrutudc of the error t ~ also the 
dimension of the error. For example, a negative relative error measure indicated that a particular 
source overestimated the actual travel time on a link (as measured by the probe vehicle). A 
positive relative en-or meas:ure indicated that the source unde.:cstima.ted the acrual travel time on a 
link. A relative error measure of zero indicated tha1 the source estimated the actual travel time on 
• link exactly. 

Data Soun-es 

All the data used in this part of the eva.luarion was collected automatically by the TravTek 
system at the TMC. System pcnormance statistics were developed using the Da,a Fusion Loss. 
Logs of the data fusion winners were available for June 1992 to March 1993. 

To analyu the accuracy of the travel time estimates., both the Data Fusion Winner Log and 
the Data Fusion Input Logs were used. No di~ field measurements of actual travel times were 
paformed . It was assumed that the travel ti.mes provided by the probes (i.e., the TravTek 
vehicles lhecnseJves and logged at the TMC) acauately represented actual travel conditions at the 
time the vehicle t.ravcrsc,d a link. (Limited comparisons of measured travel times and uavcl times 
values logged by TravTek vehicles at the TMC by other members of the evaluation team suggest 
that this assumption is valid.) Therefore, link travel times provided by the probes were compared 
to the travel times provided by the other real-time sources (tc.. the FMC and the UTCS). The 
Data Fusion Winner Log was USN to find instances where the probe was the winning source of 
travel time. Corresponding input sourus were obtained from the Data Fusion Input Log. Data 
Fusion Input Logs were available only for January 1993 through March 1993 

Because the same probe measurement stayed active in the data fusi\)n prooess for 
approximately !O min and because travel conditions can change on a link during this time, only 
the first entry of a probe as the wiMing tnvd time source was used in the comparisons.. It was 
f eh that the ability of the various sources to estimate travel times differed during peak and non
peak uaffic periods. For this reason. comparisons of link travel times in the peak and non-peak 
traffic periods were paformed separately. The morning peak period (AM peak) was defined u 
occurring from 7:00 AM to 9:00 AM weekdays. and the afternoon peak period (PM peak) was 
defined u occurring &om 4:30 PM to 6:30 PM weekdays The remaining weekday periods were 
designated u Off peak. 

Results 

~e m Perfo,man« 

One of the objectives ofTravTek was to rely, wherever poSSJ'ble. on autonwed sources to 
provide real-time information. Using the Data Fusion Wanner Log. frequency distn'butions were 
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prepared summarizing how often each llOUl'Ce was sdected by the data fusion process u ~ 
a travel time estimate that was believed to most dosdy rq,raent actual conditions. Figura ◄S 
Wougb 48 show the ct.istnl>ution of the winning souroes of travel time information on 
instrumented and non-instrumented arterial and freeway link:s. 

WIJllling Source of Tl'l\'d Times 

IIIJ Historical O Probe Repocts 
UTCS ■ Ope,ator Inputs 

Ytpft ,5. Distribution or wiaai•1 tnvel time sc11r«s for instntaeat~ arterial liab. 
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0 Probe Reports ■ Opcnieor lnpuu 

Figu~ 4'. Dutribution of winning travel lime sources for non-instramnttd arttrial Hales. 
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I]] His1oncal 

□ ~•m,•Jarion Model 

16.4% 

• ~~ □ ProbcRepocu 
floocvt"t)' SW\-eillancc 

W'imng Source of Tra.-d Times J 
.__ __ 

Ytprt '7. Distribatioa orwi■■ia1 travel time soal'ftt on ialtnlaeattd fruway liaks. 
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,S,86"""'"----

O. l .,.._-~ 

Winning SoufflC or Tm~ nmes 
DI) Historical ■ ()pc'1fOf Inputs 
D Probe Rq,ons □ Simulation Modd 

Pfau.re 4 Distribution or winnina travel time sourtes ">D non-ia1tnamen1td 
frttWay links. 

M indicated by these figures. much of the travel time information ttult was contained in the 
TravTek system came from automated source,. Automated sources of travel times included the 
FOO rs freeway surveillance center (FMC). the City of Orlando's traffic signal system {UTCS), 
and the TravTelc vehicles themselves. On both the instrumented arterial and freeway links, over 
half of the winning sources of travel time information came from automated sources. On the non
instrumented links. more than a third of the winning travel times came from automated sources 
(essentiaUy probe vehicles). Almost all of the remaining wiMlng travel time sources were 
historical, which was censidcred a nonautormted source. Operator overrides consisted ofless 
than I percent of the winning travel times on both the instrumented and non-inst'\!mented links. 

It should be noted that continuOU$ automated updates oftravcl time information were 
available on only a small ponion of the TravTek network. Only those links coven:d by the FMC 
and the lITCS were capable of providing continuous ral-time information automatic:ally. These 
links comprised only 12 percent of the 1,488 links in the TravTek traffic network. This &Qcounted 
for only 14S km of the tottl 18S4 km of roadways in the TravTek traffic network. 
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Source Error ., 

Tables 6 and 7 provide 1he mean and standard deviation oft.ie rdative error for each oft.be 
souree.s ofreal-1ime information (cxeludi'\8 historical data) used in t.M TravTek system A Mat 
was used to determine whether 1he computed rdative error rneuures differed ll&tisocally &om 
zero (Recall that a relative error measure of zero implin that the travel time rneuured by the 
real-time souru and the actual travel time on a link art equal.) The rault.1 of the t-tat are also 
included on these tables In most cases, the mean relative fflOt' differed IWistically &om zero 
wi1h relatively high degrees of significance. 

The relative error measures for non-historical sources uf lra.vt:I time infonnatioo for the 
freeway and arterial links are shown in figures 49 and SO AJ can be seen in these 6gwa_ the 
mean relative cm>A of all of the sources of travel ttme information~ negative. This implies 
thnt all of the sources provided estimates of link tnvd ci:mes that were higher than the aetuaJ 
travel times (as measured by o probe vehicle) Most noticeably, the comp1:ter simulation model 
(the FREFLO model) dramatically overestimated che link travel time on both the freeway and the 
arterial links. Travel time estimates derived rrom this aoun:e overestimated ICtU&l travel~ on 
a :ink by as much 1,000 percent However, it should be noted that the FR£FLO model wu not 
developed specifically for estimating link travel times during incident conditions. which is how it 
was used in the TravTek system Therefore, one would not expect this source to provide reliable 
estimates oflink travel times Because of the complex traffic patterns that typically oc:cur during 
incident conditions, no existing computer simulation software package currently available to tho 
traffic engineering community can adequately predict traffic operations during incident conditions. 

The opcn.tor also had a rcndency to overestimate the tnlvd time on a ljnk, Figures ◄9 and SO 
show that. wi1h the exception of arterial links during the PM peak. the operator haa a tendency 10 
overestimate rhe travel time both on the freeway and arterial street links by approximatdy 70 
percent or more The comparatively low relative error by 1he operator for the arterial links during 
1hc PM peak may be indicative of the operator's knowledge of traffic operations on the arterial 
street systc.'TI during these periods By des.~ the TravTek s, ..m operaton ~ alJo the 
operatc,rs ofrhe City of Orlando's Computerized Traffic Signal System Through their e:icperk:nce 
with working with traffic control system. traffic system operators generally have a good womna 
knowledge of 1raffic operations in t:,cir system. As a result, a lcnowledseabte operator can make 
fairly accurate estimates of traffic oonditions based on ljmited information. ll is possa"ble in thole 
situations where the operator was required to input a t.ravcl time. the operator was able to make 
an accurarc estimate of the travel conditions on the links However. it must be pointed out dw 
this relative error measu-re is based on only four data points over a 3 month ~riod . 

Of the two surveillance systems, tne one that suppon:d the UTCS computerized traffic ~ 
system provided the lea.st accurate estimates oft.ravel times The relative enor produced by the 
surveillan<:e system on the arterial streets ranged rrom -1.8 in the AM peak to -0. 71 in the PM 
peak . In the AM peak. a rc!ative error of -1.8 implies that the swveillance system overestimated 
the actual travel time on a hnk by over 180 ~cent. 1n the PM peak. t'le surveillance system 
overestimated link travel times by 7; pen:iem . During the Off peak. 1ravel times WCR 

overestimated by the UTCS surveillance system by 86 percent . 
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TAilie 6. Rdati.-e error ortoarcu or travel ciJM iarorm1tioo ror arterial~ 

Source of Sample Mean Standanl t Stttistic Prob> ~I 
Travel Tune Period Size Relative Error Deviation (Mean•0) 
Estimate 

Operator AM Peale 0 - - - . 
Inputs 

OtfPeale 16 --0.72 1.04 -2.79 0.0138 

PM Peale 4 --0.19 0.6S --0.SS 0.6026 

Computerized AM Peale 371 -1.80 4.S9 -7.S4 0.0001 
Traffic Signal 

Off Peale 3493 .0.86 3.32 -IS.33 0.0001 System (UTCS) 

PM Peale 741 --0.71 3.03 -6.JS 0.0001 

Computer AM Peale 0 - - . . 
Model for 
Incidents OffPealc 20 -7.81 6.48 -S.39 0.0001 
(FREFLO) PM Peale 12 -4.75 J.16 -S.20 0.0003 
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00 
VI 

Source of 
Travel Time 
Estimate 

Operat or 
Inputs 

Freeway Loop 
Detect ors 
{FMC) 

Computer 
Model for 
Incidents 
{FREFLO) 

Table 7. Relative enor or sources ortravd time lnronaatioa ror frenray Uaka. 

Sample M~ Standard I Statistic Prob> !ti 
Period Siu Relative Error Deviation (Mean • 0) 

AMPealt l -0.90 . . . 
Off Peak 13 -0.79 0.62 --4.60 0.0006 

PM Peak 6 -0.69 0 .89 - 1.89 0. 1172 

AM Peale 671 -0. 16 0.27 - IS. 10 0.000 1 

Off Peak 4462 -0.18 0.S7 -20.S9 0.0001 

PM Peale 7S3 -0.~7 0 ss - 13.SI 0.0001 

AM Peale 2 -0 2S 0 3S -1.02 0.4949 

Off Peale 9S -10.32 IS.SO .s 43 0 .000 1 

PM Peale 47 -2. 12 4.99 -2 .91 0.OOS6 
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ln comparison, the freeway surveillance system only slightly overestimated link travel times. as 
compared to probes. During the AM peak period. the freeway survc:illance system overestimaled 
actual travel times (as measured by the probe) by only 16 percent. ln the Off peak. the freeway 
system provided travel time estimates that were onJy 19 pcn:c:nt higher that those measured by the 
probes. Unlike the an.eriaJ street nerwortc where the moSt accurate travel times were produced by 
the surveill&nce system during the PM peak. the travel time estimates j:?roduced by the freeway 
surveillance system were the least &CQU'l1e. During the PM peak. the freeway surveillanc:e system 
tended to overestimate the actual travel times by 27 percent. 

Even though surveillance systems for both the arterial and freeway li'1ks overestimated the 
travel time on a link. this does not automatically imply that the travel time infonnalion provided 
by these sources were not valid. As long as a SOW'Qe consistently predicted high travel times 
when the actuaJ trr.el times are high. correction facton could have been applied to lbc estimated 
travel ti.mes to calibrate them to more accurately reflect actual conditions. Figures 51 through 53 
compare the estimated link travel time from the freeway surveillance center to the travel time 
provided by the probes during AM peak. PM peak. and Otrpeak periods. ~y . These 
figwes show that. for the moSt pan. the travel time provided b'} the freeway surveillance system 
and those provided by the probe vehicles are fairly consiStcnt (M seen by the relatively straight
line on wruch the data falls). These figures show that when the actual travel times on the freeway 
wett rugh. the freeway surveillance system aJso provided rugh estimates of the travel time. 

Figures S4 through S6 show p1ou for travel times estimated by the surveillance system that 
supporu che UTCS. In ~ figures. travel times estimated by this surveillance system in aJl 
periods do not correspond wcll with the actual travel times &S measured by the probes. Unlike the 
travel times estimated using lhe speed data from the freeway surveillance system.. there does not 
seem to be a consi.Stcnt pattern in the accuracy of the travel time information derived from the 
arterial links. 

A condation analysis was performed to statistically determine whether the ~ 
consistently overestimated link travel times, The results of the correlation anaJysis are shown in 
table 8. The analysis showed there was not a good StatiStical correlation between the tr.vd times 
estimated using the delay measurements produced by the computerized signal system and aaual 
uavel times io both peak and the non-peak periods (with Pearson correlation coefficients of less 
t1w 0.36 in both cases). A hi.gb degree of correlation (Pearson correlation ooefficienu greater 
than 0.45) was observed between travel times estimated using speed information from the freeway 
surveillance system and actual travel corxlitions in the AM peak. PM peak. and Off peak periods. 

Based on these ~ it was concluded that while the freeway surveillance system 
cx."ilSi.stently overestim&ted ac:tuaJ travel times, it was a raatively good source of tnvel time 
infon.-ution The travel times provided by this system consiStcntJy followed the Sltme trends as 
actual 1nw J times on the freeway links. This implies that using measurements of • .peed from loop 
deltoetr.n embedded in the freeway lanes can provide reasonably accurate esrlnw-.s of travel time 
on a tto:way link. Better caltb....-..tion of the loop detectors or correction faccors may need to be 
applied to the estimated travel times to compensate for the tendency of this sourc:e to 
overestimate actuaJ conditions. On the other hand, it can also be concluded &om these analyses 
lhll the surveiUancc system on the arterial street netwoft did not provide ICCUJ"l1e estimates of 
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amaal tmYel ooadiriom on the anerial linb. The wly,es showed there wu no eou••• 
reJarioothip between the travel times estimated using the delay memunmem prodlaeed by the 
computerized traffic signal system and ICtUIJ trawl conditions Oil the arterial linb. 

Table L C..-relatioa bdc.ea tnvtl dac esdaata prodaced bJ ,..._ ud 
.. prodaced by real-dael&neillaacclJllall. 

Source \lf Traw! Tune Period PeanonCom:lalioa 
rsaa,wte Coefficiem 

AM peak 0 .36 
Computerized Traffic Signal 

Off'peak 0.32 System (tTTCS) 

PM peak 0.29 

AM peak 0.11 

Freeway Surveillance System Off peak 0.45 

PMoeak 0.78 
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QUALITY Oil INCIDENT INPORMA TION 

Another major function of the TravTdc system was to provide motorists with 80CUrate and 
rimdy infomwjon about incidents that affect traffic flow in the octwor1c. Like any other system 
that opera1es in real-time. the incident information in~ TravTdc system must acaaately re6ed 
acnw conditions for it to maintain end.ability with drivers. Pan of the System Architecture 
evaluation wu to examine the ability of the TravTek system to provide motorists with acaaate 
and timdy incident inf omwion. Specifically. the issues addressed in this ponion of the evaluation 
were u follows: 

• Wu the incident informa.tion in~ TravTdc system indicative of actual conditions on the 
TravTdc traffic netWoric? 

• How timely was the incident infonnation contained in the TravTek nerworlc? 

lnc:idem information was provided to the TravTck system through the Traffic lnfomwion 
Network (TIN). The TIN wu a collection of private and public agencies and organizations that 
Operaled in the transportation arena in the Orlando area. Members of the TIN included the 
following: 

• Several locaJ and State police agencies, 

• The Freeway Management Center (FMC) operated uy FOOT. 

• A privase traffic reporting savice (Metro Traffic), 

TIN users were the ~ source of incident information. Upon becoming aware of an 
inciGenl, tbt TIN users were to report ~ incident 10 the TMC. A variety of electronic means 
were available to the TIN users for notifying the TMC of an incident condition, including the 
foUowing.: 

• Dial-up computer tenni:nal {1TIN) . 

• Telephones (P TIN) 

• Graphic work:slatioos (GTIN) , 

lti addition. the TMC opemon were 6lso able to enter incidents into the sysaem based on other 
penonaJ observations or olher available sources 

There were no automaled means for incident infonnation to enter the TravTdc sysacm. No 
TIN soun:es were permitted to enter incident data directJy into the system. In order for an 
incident to become active in the TravTek sys:em. it had to be acknowledged and entered by the 
operator. AD i.ncideors bad to be con6nned by the operator before they were accepted in the 
sysaem. This procedun: was adopted in TravTek to ensure the ac:cuncy of the incident 
information in the sys:lem. 
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and loop ddocton. The Florida Highway Patrol (FHP) continuously opemes the FMC ·.vitb the 
usislance &om FOOT. FHP is responsable for monitoring the surveillance cameras and 
dispetc:nng nflicen to ranove rw:iden!s when they occur on 1-4. Since the video cameras are 
monitored onty during peak bow, (i.e., from 6:30 AM to approximately 10·00 AM and 3:30 PM 
to approximatdy 6:00 PM). only incidents oc:cuning during peak periods were used in the 
evaluarioa. Detli1ed logs of incidents were not kept until late in the TravTek evaluation; 
tbaeforc, incident logs were availai>le only &om the period spanning January 21, 1993 to March 
26, 1993. The data base generated from combining these two logs is shown in appendix C 

Raa1ts 

Figure S7 shows the type of incident information contained in the TrnTek system As 
crpocted. the most frequent types of incident information logged at the TMC were acade.-us (S4 
petcent) , and ~.ction ~ (18 percent} Rdativdy few stalled or disabled vehicles (5 
pertall of the total runber of incident reports) were logged in the system One possa'ble 
txplanation for this observation. however, is tlw unless the vehicle is bloclcing a lane. most stalled 
or disabled vehicles have only an minor impact on traffic operations. As a result. agencies 
responsa"ble for providing information through the TIN to the TMC may not have reponed 
incidents that did not impaa traffic Oow. 

Another interesting result is the relatively high freque:ocy ofinc:idents (6 percent} that were 
loged IS having no cause. lt is unclear why so many :.nc:ident , eports were labelled IS having no 
cause. One possao&e explanation for this is that reporting agencies failed to notify the lMC 
operator IS to the cause of the incident Another passable explanation is tJw the TMC operator 
failed to enter the information into the system. Both explanations suggest that better, mo~ 
automated mechanisms for entering incidents into the TravTek system may have helped t<' 
improve the quality of the incident information. 

The opera!« was listed IS the primuy source of almost all of the incidents in the TravTek 
system. Rdat:ivdy few incidents (}es, than I percent) were logged u being rq,oned by other TIN 
users. Two possa'ble explanation for this are IS follows: 

• The TIN users did not u,e the TravTek system to report incidents. 

• The TMC operators did not properly enter the source of the travel time inf onnation. 

Bued on interwwe with both the TMC operators and various TIN users (i.e., Metro Traft"ic and 
the FMC). both explanaliom ~ plaasa'bae. Several of the TIN men reported poblenls with 
100essing the T~Tek system early in the evaluation period. The,e experienc:a may hive CIU9ed 
,ame of the TIN men to lole confidence in the system. In addition. in intemew,. TMC 
opcn10rl indicated they received very little incident infonnation &om external 10Ur0CS. In fact. 
the operators at the TMC indicated that nu:h of the inciclenl information they entered in the 
system wu obf.ained by lisaening to commercial radio surions. 
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Type" tr? I lAllld 
D Noc-
■ Aicdllll• 
B! ct,..,.c,~ 
• Pwna.Oemllge 

~ Conllndon 
• lMllyWDltt 
0 Signal......,,. 

a Patu••· a Spec:IMe.. 

Fap~ 57. ~ of iacideat iar..,..tiell 1oaN al die TrnTek 
!rafrllC aaaacemnt ffllter (TMC). 

To examine the acanc:y and timeliness of the incideitt data, incidms lolled It the 1MC 
were compared to maraaal lop of inc:idenls ~ by operators It the FMC on the &ecway 
surveillance system. The remits of this comparison are lbown in able 9. 

Of the total so inc:idelu obeel wxt by operators at the FMC on the video sy11em. oaly 11 (36 
percent) were loged a1 the lMC . Thirty.two inc:idenls ( 64 pe,cent) obterved by FOOT 
penoanel ~ the aneillance systan wmr ,.,.epcwted by the TravTelc tylteln.. There are two 
poslible e,qurwtan for this ob9emtioft. rn. not Ill inci"eel• otierwd by opaato.'I It the 
FMC MR CW!N!MMC'#"'CI throuah the TIN to the TMC. Throup • views wa FOOT 
penoanel at the FMC, it wu ditcow:red that opcnton at the FMC only reponed ... aey 
c:omideffJd major incidents (ones~ a peat implct oe tnftic C0Cllditiom on 1-1) to lhe TMC. 
Since 1110S1 incidela tmd to be minor in 11111Ure (fender benders and llaled wllida ). ii ii aaliWy 
the FMC operators reported many of thete incidelu to the TMC. 
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Table,. Peak period iacidaats oa I~ loged by tht TravTdt l)'lten. 

lncident T 

Total Number oflncidents 11FMC so 
TravTdc 18 

Number of Incidents Not Lo TravTdc 32 

Number of Incidents FaJscl TravTelc 21 

Confusion about the level of automation may also be another possible explanation for the 
rclativdy high number of unreported incidents. ln interviews. some TMC ~'ttltors thought tb&l 
incident repon.s from the FMC were entered automattcally into the TravTek sysi i'lffl, sin0? the 
reports were transmitted electronieaUy. However, the Trav'idc syst~ was d~gned so that the 
operator had to verify incident reports corning from the FMC Therefore, it is possible that many 
of the incident messages reported by the FMC were not entered by operators at the TMC. 

There were also a high number ofincidcnts that Wett logged 11 the TMC that were not 
observed at the FMC. These incidents were classified as faJ~y reported incidents because there 
was not a corresponding entry in the FMC logs. However, it is unecnain whether these incidents 
were uuly false alarms {"i.e., reported incidents that did noc actually occur) or ac:tuaJ incidents that 
were noc observed or logged 11 the FMC. 

The times that the 18 matched incidents were logged II both the FMC and the TMC were 
compared to provide an indication of the timeliness of the incident information in the TravTek 
system. The results of this comparison are summarized in table 10. A negative value indicates 
t.bere was a delay in the time that an incident was reponed II the FMC and the time lhat it WIS 
entered into the TravTck system 11 the TMC. A positive value indicates that the incident WIS 
reported by the TravTelc system before it was observed and/or logged al the FMC. 

From this W>le. it can be seen there was a considerable delay bclween the time incidents were 
observed II the FMC and when they entered the TravTck system. The averqe delay bffl,een 
when an incident OCCUJTed (ISSUl'IUD8 that the FMC logged the incident u soon as it oecumd) 
and when it appeared in the TravTelc system was 20 min. While most of the reponing delays 
were between 8 and 30 minutes. one incident experienced a 91 minute delay before it was loged 
by t.'le TravTelc system. Only one incident appeared in the TravTck logs before it was recorded u 
being ~ by operators at the FMC. In two cases. lhe incident was logged by the FMC as 
being clear~ before it was even Jogged in the TravTek system. 
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Table 10. Dela71 ia iadclat infonaatioa ia Travf dl .,..._ 

TypeofDday Mean Standard 1tange 
Deviation 

~--· ..:..__ Oelav -20mins ZS~ -91 mim to +IS mini 

ClelraDce Delay -6mins 39 mins --8:S mini to +6S milll 

Wbi1e the~ of the clearance reponing dday was not u great (6 min). then wu 
considerable variation in times the incidents were reported cleared by the two systems. In leYell 

of the incideots. the TravTelc system indicated that the incident bad cleared the freeway lanes 
before the FMC. fa one case. the TMC logs indicated that an incident had dared 6S min befixe 
it was loged by the BtC as being cleared from the ireeway lanes. In 10 of the reffllinillg 11 
incidents. the TravTelc system reported the incident cleared approximatdy 33 !Din after it was 
reported deared at the FMC. Only one incident had exactly the same clearance times recorded iD 
bothlogi. 

DATA BASE ACCURACY 

The TrwTek system had tmie major data bases: historical. map, and local W0t11•ion. May 
O(ber- dll& bases were in the ~e,n. but these were not considered in the evaluation. The three 
major data hues were unique to the Orlando uu. while other system data hues 'NOUld baYe been 
required IS uy ~ . The original plan was to conduct a series of field studies to -... t.be 
accuracy of the da:a bases. For various reasons. thete field studies were not conducted. The 
results discussed nere are based on anecdotal infonnarion. 

llistorical Data Bue 

The term bistorical data bue refers to the historical or fallhlck. set of link trawl times. 
These trawl times (m teCOnds) ~ initially estab6,hed by the uaal technique of diYidin8 the mlt 
leagtil (m feet) by the posted speed limit for that link. and tmaltiplyiQg by 0.68 . Tbis procedme 
esaablisbed a refelence data base of tbeoretically irreducible trawl times. Tbis refelwie dll:a bue 
resided in both the TMC and vdudes . Since link travel tilMS were transmitted &om the TMC to 
the vehicles in the fonn of ratios relative to this reference set. this enabled cumnt trawl 1ima to 
be replicated in the vehicle. Ratios were used to reduce the amount of data broadcasa to the 
vehicles from the TMC. 

The initial ,et of minimum link 111vd times in the , c:&lence .tlla bue MR then • .....,,... hiy 
a ~ of trawl time runs OYer major thoroughfares. This procedure established the initial 
wnion of the biltcric:al travel time data hue. COUIIHO(lla'y refeared to IS the hiltorical dltl bw . 

101 
Google Ex. 1017



This collective procedure produced a flirty accurate representation of link travel times. The 
routes produced by the routing algorithm yielded reasonable results. Since this is lh0 ultimate 
measure the driver uses to critique the routing tcchniqu~ TravTek passed this cursory t~ . As in 
most routing techruqµcs, the questionable resuhi occur when there ~s a •tie,• which may differ 
from the driver's test of reasonableness over I known route. 

For the period June, 1m through September, 1992. a problem occurred with the historical 
data base versions. One version wu in the TMC, and most vehicles had I different ven...~ This 
caused the referencing of link travel times to be in fflOr, the associated link ratios to be in aior, 
and ultimately the link travel times to be in error. Software vcnions and data base versions were 
frequently updated. The coordination of these updates temporarily failed, ,nd produced obvious 
errors in routing for about 2 months. This condition wu thought to be I contributing factor co 
the situation with exc...-~ve and incorrect congt:tion symbols appearing on the screen. While this 
did exacerbate the problem. it still existed when the historical data base versions were later 
correcdy matthed . 

The historical data base was actually seveta.l data bases corresponding to different times of the 
day and days oft.be week . The system automatically accessed the appropriate data base according 
to time of day, since link travel tunes vary considerably during 1 24 hour period. On I very coarse 
scale. this is evident for the three most basic opera.ting perods: AM Peak., PM Peak., and Off 
Pm. coupled with weekday, weekend and holiday categories. 

An e:q,oncntw smoothing technique was applied to update historical link travel times which 
were influenced by p,obe vehicles. u well as for those links which had update information from 
the FMC and UTCS. 

Prior to the implementation of a software mooincarion at the TMC in January. 1993, the 
bistoriw data base information was not svailabte for analysis. This made it difficult to determine 
the bounds of dynamic changes in the hiStorical data base. 

One problem that surfaced wu the abruptness of change in link tr'I\CI times when a new time 
or day period started. The data smoothing technique did not cross these boundaries and some 
noticeable routing anomalies occurred, u well u exacerbating the consistent problem with false 
indicaron of congestion appearing on the vehicle's screen. In effect, there were OCCW1'enca of 
COQgestion :ndicaton appming which reflected traffic conditions from those existing exactly 24 
boun ago. When this problem wu identified aod remedied. it still did not completely solve the 
permtent fa1te congestion symbol displays. 

Map Data Bue 

The map data base wu the Orlando network description used in the vehicles. Thia data hue 
oomisted of two map data bases. the naviption data base from Etak. and the routing data base 
from Navigation Technologies (NavTech), 

Map data bates require a significant dfon to crate and maintair,. Ultimately, the kickoff due 
for TravTek wu delayed 3 months to remedy the rnany errors in the map data base. Al le&Sl 10 
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vehides. both fuU and pan time, were on lhe netwotk checlcina the ac:cuncy of the data buet 
prior to initiation oft.he TravTek demonstration period of I ya, . This major efl'on produced IUlp 

dat.a bases with a reuonable level of error. Ma,,o data bue:s were updated tJwoupout the life of 
Tra-v'Tek. Consistent improvements we.re made in the level olnerwork IICCUnlCY durilw the I yw 
evaluation period. One hundred percc11l l0CUl'IC)' could not be IChleYed. if for no ocher nuon 
than the fact that lhe ndWOrtc changed, u for example ·Nith c:onstNction actMtia. M-s> dm 
base maintenance wiU be a steady, °"8')in& process II any level of MiS system implemecalion. 

The NavTcch map data base consisted of over 80,000 links, 11:>ffle of which defined 
geograpbiw features. The maintenance of this large data bue wu a rdativdy llow proceu early 
in the system operation, due to the large number of chln8ea beq made. Cbanpl were batdled 
to comp.lete a new version of the network. Changes Ibo created errors. Tbae error, would 
remain undiscovered in a new version until the lwa were driverupiu . After the system became 
operational, it was difficult to match feedback &on, the uaen with aipecik network emn. The 
measure of performance for acceptable levels of acc:uncy in a netwodc is undefined. but probebtj 
relates to the volume over the affected links 

A further glitch occurred when the ven.ons of the £talc and NavTech map data bues were 
mismatched. This cx,cumd in several t'!"1 l'fld was discovered and remedied quickly after ..-otw 
comp;aints. The te:Nlt of the mismatell was'-'' incorrectly route vebidea to a destination alofta 
Bumby Avenue. regardless of the d~ dnation selected by the driver. 

The map data base versions were 1088ed at ~ TMC. These data were a ptn of the header 
information received from the vehicle mnsmissions. The inserviee tJffle$ of the naviption map 
data base versions are shown in figure 58 Similarly, the duration of the routin& data hue venion 
numbers are shown in figure 59. Since only one m&Jor navigation map version wu UJed. and orly 
two major routing map versions were used, these data indicate that the map data bues may have 
been updated without recording a mw version number in the vehicle. Ocher infonnllion indicates 
that many more map dltl base versions were installed 

It was observed that map da11 base maintenance is very critical. and it is neret11ry to be 
careful to er~ that a correction does not cause another error. The new error may be ctiffimb to 
find ifit i.s an area ofa network 1hat is not ~ng mriewed for errors. The aecnoe and 
maintenance of map data bases was observed as an exceedi"8fy metia•lous and labor~ 
eff'ort. 

Local lafonutioa Data Bue 

The local information data hue. commonly referred to u the LID. pn,wled in-wmcle •ye0ow 
pages• informatioo to the driver. This information was ac.ante. and the nwnbcr of complaim 
registered by drivers were relatively few. Suggestions were received fOf imp OYemer'll. but were 
nc;t considered criticisms. One of the sugations was to have aliues for lddr~ since 
locations could be identified in several ways. 
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I TravTek Navigation Map Versions I 
"'92 ~92 Noo;.92 J-9) M¥<93 

~92 A.uo-92 Qd.92 o-92 F.,e) Ac,1-03 

Figure 58. Venions or navigation map data bases 

TravTek Route Map Versions 
.U-92 Scs>-92 NoY-02 Jan.Ol Mar-#l 
~ A.ug,-92 Oct-92 <>-02 Flb<Ol Ac,1,03 

2.7 

1 1.2~~;:=,,;;;;~ ;.::;.::: 
• >•2 1---+--t--l~f~li:?;':!?!:$! 

! m vnon., use I 

s l---+---+-+--+ - +--+---f--f--4t 

Figure 59. Venions or rouling map data bases. 
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The LID was easily maintainable, and upgrades were oot likeJy to produce additional errors 
During the course of the operational test, the LID underwent S version chanees as shown in 
figure 60. 

TravTek LID Version 

Fiptt 60. VtniODI or local inronnatioa data bases. 
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EVALUATION OF THE DATA FOSION PROCFSS 

Each of the mdhods for estimating link uavel times was a potential data tOUrCe for the 
vehicle's route optimization process. All of the sources ofcravel time on each link were 
accumulated. analyzed. and processed at the TMC before a finll link trawl time was broedcul to 
the vehicle. The process of sdecling a link travel time to broldcul to the vehicle wu termed 
•c1m fusion• in Trav'Tek. 

The selection of the travel time information through the data fusioo process wu oeo ol the 
poteoti.al sources of error in the TravTelc system. The ability of the data fulion procea to Nlecl 
travel time values that accurately reflect uue travel conditions on the necWOfk was critic:al to the 
route optimization proc:ess Enon in the data Mion procaa or in the ldection oCthe tra\lel time 
source could have produced routing inefficiencies and impacted u.ter accepcance of the TravTdr 
system. The objective of this evaluatioo was to assess the ability of the data Mien procea to 
select the "best• so-.arce of rravel time inf onnatioo that accurately rdlected IIClUaJ coaditions in the 
TravI'ek traffic network.. Specifically. the goal of this evaJuatioo was to delennine whecher or noe 
the assumption wu valid that a probe,-meuured rravel time accurately fdlected actull b"IM:I 
conditions i:n the network for 10 minutes. 

DATA FUSION PROCESS 

The data fusion algorithm used in the TravTek sys&em wu a fuzzy losic, maxinum beipl 
solution process that evaluaied the quality oitbe source and the -,e oft.be trwYel time 
information. Cl'l It selected the travel time source believid to provide the "bat• atinme of actual 
conditions on the link. All of the active sources ofrravd time on each TravTelc traffic netwofk 
link were evaluated every minute by usigning a score to every travel time ~ 011 each link. 
The score reflected not only which source provided the travel time estilnate, but mo bow Jong 
ago the ~ provided the estimate. The source with the highest score WIS tdected u the 
•winner" and its ~ ti.me was broadcast to the vehicle. tr an updated ~ time was not 
available &om the source on the link at the beginning of the next minut~ the ICOl'e af the prew:ius. 
travel time estimate was reduced in a linear fashion. If no updated tra\lel time was receiYed. the 
score continued to be decreued fNUY mitmte until it reached zero. or WM overruled by ...,.. 
source. 

On any sivcn link in the system, theft were a runber' of COf•a.,.etWII IOUrCel oltrava time 
estimates (e.g.. history files. operator inputs. the UTCS syatem. the FMC. probel. etc.), (See the 
previous leCtion entitled "Quality of Traffic and Travel lnf'onrlllioo" for• dd1ifut tfiectnuioe 
about the toUrCeS of travel time infonnation Uled in the TrwTek ty11an.) In die clllip oldie 
S)'Slem. uunpbOftl were IDlde about the quality of the es,i2 ◄e t!ld 1be .._.. altime thll the 
estimate could rep,l:ICmt .ICllJII conditions in the nerwott for each aldle QRe8aln\11111illl 
information.. In addition, each -,urce bad .. O.ei I ide value when die ICOnl af die lnwl IIIBe 
would ranai,1 mnstMI for a number of miruta bdore btt;i-+ • 11 die decay proCIII. TIie .,_. 
quality. dunboa. and override values Uled for each JCJUR:e in the Trav'J'et sy11an are.,_. in 
table 11. Tbae values wett estabfitbed hued on the-d:1·ipen ~ and txp11ieaoe widt 
traffic caatrol tylteml. (lf) 
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Table 11. Def'autt quality aad age vaJua auiped to travd time sourus. ,,, , 

Source Quality Duration Override 
(minutes) (minutes) 

Arterial Computerized Traffic Signal 40 2 0 
System (UTCS) 

Freeway Surveillance System (FMC) 40 2 0 

Input from Operator about Incidents 3 1 User 
Specified 

Input from Operator about 100 l User 
Congestion Specified 

Computer Simulation Medel 20 2 0 
(Freflo) 

Probe Vehicles so 10 3 

HistoricaJ Data 2 1 l week 

Figurb] tJl~ bow the d4t4 fusion process used in the Tra·,Tek syst~" was designed to 
work for~• f/l'lf ek traffic network link not equipped to provide real-time travel time 
infonnation ,. • •Those links not covered by the UTCS or freeway surveillanec systems). ln this 
example. estimates of travel times were provided by the history file. the computer simulation 
model. and a probe vehicle. Up until time t t. the only lcnow:a source of travel time information on 
~ bypotbeticaJ link came from the historical data. At time t I, an .incident caused the computer 
simaJmioo model to provide an estimate of the travel tn~ un the link. Because the score of the 
coma:uter simd'"1iot, model (20) exceeded the score of the historical data (2), the computa 
timulatioD model wu ,elected by the data fusion process u the winning source of travel time 
infonnalioa oa this link. The acore of the computer sina1lation model then ~ to decay at a 
rate dictated by the quality divided by duration (e.g.. 20/2 • 10 pomu per time slice). Therefore. 
after two time slices (I min each), the score oftbe computer simJ.lation model bu decayed to 
zero. and tbe bistoncal data fiJe is then lelected by the data fusion algorithm u the winning touree 
of travel time information. The historical data remai:\s u the wirming source of travel time 
information until t3 when a probe vducle traverses the link. At this time. the data fusion process 
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selects the probe as the winning travd time SOU.'t' .e. The probe remains ~ winning ,ourc:e of 
travd time information on this link until tS, even though the simatation model provides an 
es1imale oflink travel time at t4. Al tS, the computer simulation model takes over and aablir.s IS 
the winning source until its ~ ~ys to zero at t6 . Bec:au,e tha e are no other inputs after t6, 
the data fusion process ~ the wi.wng travel time from the historical data hue. 

Figure 62 illustrates how the data fusion 1voces.s was designed to work on the links 00\llred 
by real-time IOUl'ces of travd time informarior (i.e .• the UTCS Of the fiee-.ay U'veillance 
sysaems linb) . Prior to the TMC rec:eivin8 re.time infornatioa &om the~..., 
covering the link, tbc:re are no q,uts into the data fusion process other drm bitt01 icoll dala. At t I , 
the data fusion process receiYes its first report from the reakime uveillance syltelD. a-. 
the real-time toUrCa provide fairly regular repons. a rapid decay rate bis been wJe cted for thele 
sources .. >J soch. the reaMilM 10Ur0e1 decay to z.erc-after only 2 min in the dala 6l90ft pn,ce11. 

Because real-time 10Ur0e1 are polled by the TMC once a mimrte. new travd time reports are 
received nery minute. Therefore. new travd time reporu are con.antJy eraering the ct.. Mion 
process (U long IS the IUM:illance :and the communicarion 
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systemS are operational). Before the fit!1 report decays to zero, 1 new report is received from 
the real-time source (It t2) , which is only I minute after ti. 

The real-time source continues to provide the winning travel time estimates until I probe 
traverses the link at t3. At this time, the elm fusion process seleca the probe u the wi:nniQg 
source of travel time information on this 1in1c beatase ~ initially bu I score bisber than the ,core 
produced by the real~time source. Wrt.b a combination of the decay rat~ and the override values 
assigned to the probe. the probe remains I.ht winning source of travel time for 6 min. wbere (11 t4) 
the reaJ..cime source then becomes the winning soun:e. The real-time source OI u.'Vel time 
information COUblaJel tc produce the winning travel limes until tS where the data fusion pR>QeSS 

stops rea:iving reports from the source (u in the cue of a~ failure betwoas the 
TMC and the swveil1ance system. or where the swveil1ance system bu Slopped fuoc:rioaing 
property). After the score of the lut report from the sun-eil1w:e system bu decayed to zero, the 
-Nioniog source of travel rime infommioa on this linlc would a,me &om the historical dm bue. 

Becau,c of the impact tba the dat.a fusion process bad on the opea llioos and perfonnance of 
the TravTek system. it is critical 10 le.now 1) whether the data fusion process was fi.mc:tionil)8 as ii 
wu intended. and 2) whether the assumptions used in the design of the system (i.e .• the quality 
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>J in the am1ylis or· the quality of the travel time infonnation. no direct 6cld meauremeatJ of 
acaual link travd times were performed. For this ~ the tnvd times provided by the 
TravTek vehicle (i.e., probe measured travd times) was assumed to provide accurate 
measurements of ICtUll travel conditions on the link.. Limited comparisoas ol meand b'IVd 
times and trsvcJ times logged by the T~vTek vduele conduoted by otha's in the TravTek 
evaluabon supported this assumption. Only those dat.a loged bd'ween Jamaary 6, 1993 and 
Jal"Aly 28, 1993 were used in this analysis. 

Raahl 

One of the first things noted in reviewing the Data Fusion W'mnins and Datt Fusion bput 
Logs was the way in which the data fusion proocss functioned. The Om Fusion W'mniQg Logs 
showed that, unless another probe travencd the link, the same probe meaarn:meat for my given 
link remained u the winning source of trBv-.i tin,e infonr.ation in the elm fuJion process for 
approximately IO min. While this i,1 -:omct for those links not covered by IUtOmlte.i sources of 
b'IVd time. !)t'0be rq,ons should have been sdce,ed u "-~ winning source of trr,el time 
information for only 6 min on those links covered by the urcs and the &eewr, surveillance 
sysaem. (This observation is based on the design of the data fusion process m:, reported in 
reference 9.) This suggests some variation in the func:tioning of the dllJI fu.sic.'l pn,cess &om its 
design description. T'bete are several possible explanations for this observation. Fant. the default 
quality and dwation values assigned to probe-measured travel times may have been dwnpd hy 
the opcrator1 so lbal the combination of these two values permitted the probe to remain u the 
winning travel time source 4 min longer than designed. Another explaNtion for this obtervalion 
is that the dm fusion process was reprogrammed. thereby cm,smg the probes to remain as the 
winning source of travel time k>n8er than was inlended in the design of the cw.a fidion process. 
Unfortunately, thiJ observlrion wu made late in the cvalualion process_ after the TravTek sys1an 
oeased opaating ln Oriando, so it was noc possible to identify the came ~this diKrepacy . 

Tables 12 through 14 proviM be mean and standard deYiatioo oftbe raative error meuures 
for each l min interval that the probe WIS listed u a winning source of tnvd time in:foramioa. 
The upper and low bounds of the 95th percentile confidmc:e in:erval IR abo shown in dlae 
tables. Figures 63 through 65 graphically represmt the dala in thele tabla. A thl abold WU 

established by using ~ 95th ptteenti)e confidence interval about the relative etrOf' cormponding 
to the first time a probe-measured travd time WIS selected u the winning sourc:e of b'IVd time 
information. This threshold was used to evaluate how IOf18 the probo-me:uured travel time 
remained a valid estimator of actual conditions. The probe-cnie&u'ed tnvd time wu oo;Midered 
noc to be a valid estimator of actual conditions when the 9Stb pereentile coafidc..cc illlavl1 of the 
relative crmr for each subsequent iteration in the data fusion process m:eeded the thl esbold . 
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Table 12. ltellldft tnW f/1 pnN aaRftd tnMI ...._ te mml ... ■Illa .. ., 

,._,,■ iMeiJ...._.-. .... 111at11·,-.. .. treewa,IIIIII ..... AM .... put1ill 

Time S-.e Mein Standard 9S% Co,d;daw:e llllerwl 
Interval Size llellbYe DMllioa 

Emx Upp« Lower 
Bound 8ouad 

1 209 -0 .l6 S 0363 0.562 -0.191 

2 204 -0 .142 0276 0410 -<i.694 

3 201 -0.164 0.S09 0.153 -I.Ill 

4 199 -0 .122 0.2S8 0.39S -0639 

s 194 -0 .113 ~.252 0.390 -0.617 

6 193 -0 .095 0 191 0.301 -0.490 

7 116 -0 122 02SI o.Jao -0~ 

a 116 -0 139 0.356 O.S73 -0.ISl 

9 la.4 -0.122 0261 0 ◄14 -0651 

10 174 -0.134 0.lSI 0.561 -0.136 

From tbae figures 3nCI tables, it can be see that the mean rellriYe em,. ,enwiNd &irty 
c:omtant for eaclt of tbe Io min the probe aerved as an input into the dlh Mine procw in • 
tine dtbe peak periods . This implies that for every iteration of the elm tillion procea. the 
fi-eeqy ana1lance system ClvelestDblled the fink trawl times IS oorape,ed to the probe 
meaanmenL 

The dm lhowed there is very little variability in the rmdM em,r ben.eaa a pl ol,o.m I .. 

tr1IYel time and. travel time. elblnlle derived &om the freeway UYeillance 01111111' .... OIi' 
peak periods. F''llft 63 shows that the pn:,t.measured tnrYel ,awed• ~ad• · rfM ~ 
UWYel time on a link for at least lix to eip& iteratJOnS in the ciao. '-dion P")Cell. Ala' .... 
itentiou. the ~•iw:c m the relatM em,r cauled the 9S\h percectie coafi ~ --• 1D Ill 
Olltlide the • .,., etlablilNd by the fira ,.. report. 1'llis implies - th., s.,A l F .. 
tr1IYel time may be auned to be i111dic.atiYe of acrual tr1Ml conlitions on a link 1:,r ap 1D I lllira 
after the probe has trftened a link in the Off peak period. In other wonts. dlllina OIi' ,
periods. a probe-meuured trl\'d time can be uted for up to a min and ltill be -A • bad 
,ep IICntative of actual travel concfitions 'XI a link. This is to be aq,ected bec■•, -darinla OIi' 
peak pa iods, speeds on the freeway are relatively consrant. Crq •ion ca c■a rapid 
fllcmioN in travd speeds on the freeway~ peak periods. l.r. com.• then it t,picaly 
little 00"8 •k)D dur-. Off'~ periods. and tbeiefore one would 1101 apec1 tr'l¥II tilllll aa a 
link to c::barlee cir,,--...-icaDy. 
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Table 13. Rt.lativt error of probe-•eaawd travd times to travd times aear.1red by 
sarveiJluce IJS(cm eadl aiDate la clata fuion oa freeway liDkl d•riaa Off peak periodl. 

Tune Sample Mean Standard ~5% Confidence Interval 
Interval Siu Rdalive Deviation 

Error Upper Lower 
Bound Bound 

I 3446 -0.147 0.398 0.646 -0.946 

2 3353 -0. 146 0.J80 0.615 -0.906 

3 3269 -0.137 0.196 0.255 -0.529 

4 3194 -0.143 0.252 0.361 -0.647 

s 3124 --0.143 0.223 0.303 -0.589 

6 3048 -0. !49 0.438 0.723 -1.021 

7 2979 -0 .147 0.316 0.◄8S -0.779 

8 2924 -0.164 1.230 2.296 -2.61.S 

9 28S4 -0 .148 0.288 0.427 -0.72.3 

10 2787 -0.152 0.478 0.804 -1.JOB 

This is not the case. however. an \he AM and PM peak periods. Figures 64 lnd 65 graphically 
show the mean aDd the 95th percentile confidence intervals of the relative error between the 
probc-mcuuted travel time and the travel time estimated using speed data &om the freeway 
surveillanoc center for the AM and PM peaks. respectively. As in the Otr peak periods, the mean 
relative aror rate for each of the times the prol»mea.sured travel time was k>sged as the winning 
source of travel time information remained relatively consum in each or the iterations of the data 
fusion process. However. the variability of the relative error caused the probe not be u reliable in 
estimaung of traffic conditions during the AM and PM ~ - In the AM peak. the Vlriability in 
relative error exceeded the 95th percentile confidence interval of the initial probe report after 
three iterations in the data fusion process. This implies that on the freeway system in O:tando 
during the AM peak. a prot,e..measured travel time can be assumed to be repre9tftWive for only 3 
min after it h.Js traversed a link. After 3 min. fflOUgh ehanses in the traffic stream have occurred 
that would~ the ~measurcu . •n-ve.l time to no longer be a valid estimator <.'ftravel 
conditions on a link. 
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Table 14. R.elatift er"rW" or probe aeawJ'td tnvll dlllel .. trawl dlllel • •• .. l,y 
...-willuu .,.._ acR IIWl■W ia data,.._ N fteew-, ......... PM. ,ak ,-t1 .._ 

Tune Sample Mean Standard 9S%Coa6dmcel-.mil 
lntavlJ Size Relative Dmation 

Enor Upper LoMr 
Bound Boulld 

I 426 -0.209 0449 0.619 -1.107 

2 404 -0.248 0718 l.190 ·l.615 

3 393 -0.247 0S40 0.lll 1.321 

4 386 -0.251 0.618 0.979 -1.492 

s 369 -0.336 1.642 2.~9 . J .620 

6 3SS -0.228 0.SOO o.m - 1.230 

1 349 -0.288 07S6 l..224 -1.I00 

8 341 -'>.231 0.S21 0.112 -1.273 

9 33S -0.268 0.800 1.332 -1.161 

10 I 327 -0.230 0.S79 0.921 -1.311 

1n the PM peak. the variability in the travel time Clllled the relative« or wn to ..ct 
the 9Sth percentile c:onfidence intaval after the first iteratioa o(the datt Allioe procea. 
Therefore. in the PM peak. probo-meuured travel times were oaly Yr' .Al for the fint l miaule 
interval they were in the dm fusion pcoc:ess After tlm first mimJte. the v■ ialiocl ill die travel 
conditions on the freeway caused the probe-measured trawl time not to be a -1 • · ••« ol 
travel conditions on the nelwork. 

. 

This analysis showed that the uam,ption that • prob>fi.....-ed nYel time could prOYide • 
good estimator of mu. travel times for up to ten minutes after the probe hid tmw lld I lillk -, 
not be valid. The analysis showed that. durifl8 the Off' peak paioda. probe ,.,.u could be med 
u valid estimaton for appcoximalely eight milutes. Howewr . dur-a the AM 111d PM peak 
periods. the gencnJ fluduatioD in tnffic does not permit a probe, ea•rred b"IWII timc to ....., 
valid for ettended periods. Bectlase of the emphasis placed oa ~ wawwm in die cllla 
fusion process. the probe-measured travel times may hlY6 ,& . d ia die dara 6llioa pocw 
put the time where they providing reuonable estimates ot ~ ~ ill die .-work. Na 
result. there may have been some ineffic:ienc:ic introduced so the l"OUl6 c,pcitni MMMI pn,c1111 ia 
t.beTravTekvmde. 
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EVALUATION OF SYSTEM AND NElWORK OPERATIONS 

TMC OPERATOR INTERFACE 

This section focuses on the hwmn fact on evaluation of the openior mterface at the TMC. 
This qualitative evaluation examined operator intemce factors that may aff~ the Oow of 
inforrn.Mion within the TravTek system. The opentor'sjob responsibilitia and tub Mn 
evaluated in conjunction with assessments of operator worldoad Qualit.atM anaty,es raulted in 
the identi6catio11 of: I) operator tasks that may restrict information Oow. 2) job penormance 
suessors; 3) work.load factors influencing operator job performance; and 4) potential solutions to 
improve the operator intcmce 

The TMC contained a considerable amount of automation in the coDec:tion and processina of 
infonnation. The TMC operators served as system monitors. Furthennore. they intended with 
TIN sources and input incidents into the system~ affected the estimation of travel times. The 
primary interface of the operator to the TMC system was the graphic wortstation. 111is was a 
486 personal computer with a large screen color display. The ~cm operated under OS/2. 
providing the user a Windows-like environment The operator was presented a map 
representation of the TravTek network showing the location of incidents., level of co~ and 
the position of the last reponed locatian of the TravTek vehicles. The operator interacted with 
the system using a mouse and keyboard through a series of pop-up merus. The operator 
pa-formed such functions u zoomin$l into a specific area of the networ\, enteri"g an incident.. and 
setting congestion indicators. 

The collection and transmission of data at the TMC were designed to be highiy automated to 
reduce the amount of labor ~uired However. the system still required human decision making 
and system monitoring Therefore.. a bu man factors evaluation of the TMC interface was 
conducted to determine levels of workJo~d and identify potential chokepoints. 

Metbod 

The evabation of the TMC/operator interface involved obsetvation, ~ and 
interviews with subject matter experts (the operators and their supervisors) The evaluation wu 
divided into three st•ges: 

• Wonnation analysis. 

• Job analysis. 

• Workload ana.'ysis. 

Theie three .Mluation stages were used togethet lo de" elop a picture of operator interface 
factors and how they corTeSpond to the flow ofinformation within the system. 
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The finl .. of tbe evahiarioc, «mailed ID infonnatioo flow analylis. This stage dacribed 
the~ of d:sa. data comnmicatioo methods. data tnmCcr oNlbob. wbae iaformlriou #II 

received. the flow path. and itJ 6ml datiDlfm. ne mfonnatioo required by this wlylil WU 

obclined tbrou8I' d.itcunic>ol with the TMC pa'IOODel and rmew of l)'ltml documes,1rion. 

The infonDllioa aaalytiJ WU Uled CO obtain a list of tbe data toURa, dac:ribe the flow of 
infomwjoa. and ~ bow the infonmtioa WU manipula&ed. This analylis proYided a 
tiamtwort for idealifyioa openu,r cbokepc;inb in the infonnaboa flow. 

JobAnaiysl.J 

The job IDllylis pOYid,d insigh& into bow tbe opentOn i:alcnc:r with tbe ty1tem and the data 
6ow wishin the ty1tan. Identifying the openlot', job respoosibiJitie and Wb bcpn by 
~. lila of the openlOf job rapoasibilities rmewing and wrifyiQs tbe KQlrK)' with 
1MC operllOn. oblCrvins tbe opcnaon paforming their duties. obtamina job performance 
hquency mt diffio•ltia. idcalifying cues 1h11 initiate and guide performance of tbe tuk. lisling 
any job aid, Uled to perform ~ and detcribiag the ltalldards tbal dcccnnine ldequa&e job 
pafonnaoce. 

The job analysis wu Uled co: I) sa,erat.e a list of operator respc.w,Nilities and wb, 2) 
identify job performance factors. ud 3) gain imipa into the opcnrot's job . The uwysis provided 
the bacqround elm for coodlactm, the workload assessmmr IDd facilitates the~ of 
ideotifying factors that affect information flow. 

Won.lood bolysis 

The work:lold IDllytis wu conducted in two pbucs. Tbe finl pbw neniMd ~ 
ltt'eUOn anociaaed with job tub by investigating Qpentor tubjective ntings of time presiure. 

viluaJ eftbrt. and ment&I stras . Subjective wortdoad measures "'U'e obcained &om ditomioN 
with the openton . For each task. aabjec:tive ratiap of low. •nectiom, or hip wa-e obtained fur 
each of the three dimeoliom (time. effort. and suaa ). 

Tbe tecOnd phue of this analysis mesaed worksw.ion desip llreSIOrl. The Amaican 
Nllional Standard for Hwna!2 Factors Ensi,nt,.:ring ofVasuaJ Display Terminal Woe\su1tiions (Jf) 

(ANSI/HFS 100-1918) wu Uled as a guide ro devdop a cbecklisr to identify area tbll may 
hinder the openlot's job performance. The openlot's worbtaticm were 111e11ed throuab YdU&I 
impec:rions and ditoawom with the opent~ . Performance data were not collec:led to lbow 
perf'ormanc:e deaeanm. or information chokepoinu.. Facton wblcb bad the potClllill to cause 
deaemeub in pcrfonnw:e or information ftow were inveslipled . Tbe ewhwion foalled oa 
an:u idamfied in the ANSl/HFS 100-1918 Slandard and Uled three types of rlliap : eccepcable, 
Qlaestioaable. or not ap1)ticablc 
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The second calegory bad a ~ictable timeuble for urival which required mimmal operatOr 
attention until the anticipated time of arrival. The next two data sources Mtt dtwW into the 
second category. The City of Orlando Street and Lane Closure permiu and FOOT Consuuction 
reports were transmitted to the TMC facsimile machloe and the operators knew when and where 
to pick up 111o:w data. The TMC received City of Orlando Street and Lane Closure permit reporu 
daily and FOOT Construction reports weekly. Because this group of data arrived 111 p-o
determined time. the operators only had to monitor arrival of the new data ll the pre-tel time. 
Therefore. the operators did not have to monitor arrival of the new data beyond the e,cpec:aod 
timeuble ~,nivaJ . Although the operator was 111 integral pan oft.be 8ow path. the JRdic:table 
nature of new data arrival mininuzed the lilcelihood of missing the trrivaJ of new data. 

The third calegory bad 111 intermittent and uncettain timetable for arrival, thus requirina the 
operator to monitor and detect the arrival of new data and enter it into the system. The lul four 
dm sources were cla~ed into the third category. The Metro Traffic Congestion and lncident 
(C & I) reports. Loca: Radio Station C & I reports, City Traffic Operations Penonnel C cl I 
reports, and Local Radio Station weather broadcasts, had data arriving at the TMC at intermittent 
time intervals. For this group of data. the TMC operators were required to continuously monitor 
either the TravTek computer screen (Metro Traffic repons) or local radio broadcasts for 
, ....,,gestion. incidents. 3nd weather information. 

Since the operatOr was in the now path for all four data 5C>UJ'0CS. if the anivaJ signal for new 
information was missed, the data were not entered into \he TravTdc computer. The arrivd sigmJ 
for Metro Traffic repon.s was the presence ofa window on the TravTek computer's sc:reen. 
wtuch required the operator to maintain viSUI.I contact with the computer's display. {In rality , the 
operators did not remain ~eel in front of the display but would periodicalty check the ,creen for 
new infonnation..). The arrival signal for the radio broadcasts were not so apparent. since the 
signal was auditory not visual, masked by other noises (fans/air conditioning blowers). and the cue 
or signal (if any) varied depending on radio statjon. Howewr. the operators did know that 
reports came either hourly ~r every few minutes depending o,, the time of day and the loc:al 
station. 

Job Analy:ds 

The information anatysi, was used to identify and desc:noc the sources of infonnation uaed by 
the TravTck syatem. The next phase in the eva.ll'ation examined the operators' role in TravT<k 
system's information Row. Since the focus of the evaluation was to identify choke points in the 
Dow of infonnation and identify opera1or interface factors 1h11 may aff'ec:t the flow of infonms:ioo 
within the TravTtic system. the job analysis f0al5ed on the tasb/subt&sks that directly aft'ec:ted 
t.ie flow of information. 

The Job AnaJysi, W>le. shown in ~..hie 16, uses eight columns to describe the critical talks 
perfonncd by the TravTek operators. Oisamions with the operators identified sevm Wb {listed 
in column 1) that the operators descn'bed u b;eing imporunl for maintaining the flow of 
information through the system. For ach task. the task iMiali' ... "' cues used to tipl the opcnlOr 
to begin the wk '" shown in column twO. Column thRe shows the subtask or type of ldivity 
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N .... 

Task c.. 

f%1pUt Maro Traf11t7~ rmdow appea1 
::: .t. I Reports , a 01 UllllpUW:r 

~uRad io Lis1al for radio 
Bn.~C.t.l bloldcast 
~ 

'11J1Ul City Employee 
t.t.1Rq,oru 

T dq,bone call 

lnput City of Orlando FIX received 
Strcel/Lanc Closure 
k>ermiL, 

~ flX?T Fax received 
Rq,oru 

Input Wealhcr F"ust thing in AM 
Coodllions or llS cbangcs 

occur 

~Systan Mcss-,elppQl'S 
on 01 computer 

Table 16. Jeb ualylil table. 

51,btaJk JellAilk Dlflaillie 

E.ditO.. TlNUt:n~ Noae 

0..Etllly TlNUtcnMaraaal, Look up Link '· 
01 UllllpUW:r EmerC--. 
Utililic:s Duntion, Lam 

Rlnd<s- !Afo. 

DuEnuy TIN Utcn MOIi.iil, SamcaAboYe 
0IComputcr 
Ucilitics 

O..Enuy TIN Utcn Mama!, Same es AboYe 
0ICompm 
Utilities 

DalaEnt,y TINU,ersMaaall, Same as AboYe 
0l<Ampm 
UliJJties 

Data Emry btio Bro.bit Noae 

Follow TlNUtcnMIIIUal Sequaaof 
insuuctions inlliuctiaasllllllt 
in TIN Utcn 
U- ••' 

be done oomr:dy 

,...._, c, 
' t I ,... cc ....... 

ff.-cbqnlllt Wo.110t 010..,.. 
i..ania •-.iaod10 ........ 

wliidc:laim.o1 wida•icoa 
imo.forlOllle 

Appro,t.e¥a)'l5 Samcaabowc S-•:ibcwc 
to JO mill 

Ullt'l'llliaallcbilic s--~ S-aabowc 
norm«Myboun 

Clac:c( .. Samc•aboY-e Samca.tlo\-e 

Clac:cweaty S-•abovc Same • .tlo\-e 

o.ilyOflS Docs not updlle Updlied info OIi 
conditions CUQlt inwmdes dx 01 Computer 

Approx. oace • Noaeollbe ~~ ,,._ 
sy'1aD comp,a:11 OIi .a~ 
will work -1- L . 
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required by the operator before the information wu catered into the Tmll"elc computer. The job 
aids UJed by the operatOr to wilt in completing the task wse recorded in c:oluwm four, u were 
any di.fliculDes or inconYaliencu reprding the task (column &le) , Nat. collnm ti.x lbowl the 
number of times the task wu normally pafonned by the operator, and the COftleqUences of not 
performing or completing the task was also listed (colwrm seven). FmalJy, io oohnm eiabl. the 
performance indicators which were used by the operator to determine whethet or not the I.Uk was 
done correc:tJy and successfully completed were alto reconlcd. 

The cue information contained in table J 6 shows that two tub required tbe opent« to 
monitor the TravTek computer display 'or a message window, inpuc Mc:ao Traffic C a I repo,ta 
and reboot syslem computers. Two tasks required the operasor to monitor local radio broadcasts 
for information. input radio broadcasts of C & I reports and input weather condilions. OM tuk 
requited the oper11or to listen for tdephone calls and City ofOrtando employee Ca I repoc11. 
Two of the tasks required monitoring the TMC fax machine either once a day or once a week for 
new infonnation. sueec/1ane closures and construction reports. 

Once the operator had detected that new infonnatioo was available and waiting to be enaa ed 
into the sys1em, six of the seven tasks involved entering or editing data. When entering data, the 
operator used the TravTek Traffic Information Network (TIN) UICT'I Mu.ual u an aid. The TIN 
Users MarAJ&I wu used to look up the link number, enter an incident code. and any 1w bkri::1p 
codes. The TIN Usen Manual was also used to provide instructions for ~ the system 
computers . 

When discus$i'lg difficult tasks, the operators stated that none of the tasks were puticu1arty 
difficult. However, two tasks were identified IS oeing •inconvenient,• looking up information in 
the TIN Users Manual and rebooting the TravTelc computers. No other wb were ide11ci6ed IS 

being particularly difficult or inconvenien• 

The frequency of performing the tasks were found to vary depending on the wk. IDputting 
oongestion and incidents &om Metro Traffic, radio broadc.tsts. and C'rty of Orlando employees 
could OCQIJ' u often IS every IS to 30 min depending on time of dav and weather conditiou. The 
weather information was entered first Jung in the morning and then modified IS oonditions 
changed. Street c:1osure or construction reporU occurred at predic:mble daily or Maly intervals. 
so~ ,. the information was entered daily or weekly. The &equency of rebooting me 
computers was reported by the operators to OCQIJ' approximately once a week oc 10 . Howewr, 
during the firsl few months of the TravTdc evaluation. the system required rebooting more 
frequemly and dectt.a,ed u time went on. 

Operators seemed to understand the c-onsequence.s of missing a C&l, so-eet/lw dom~ 
consttuctior. tep()tl. or weather report and delaymg the snput of information into the TravTek 
system. If they miued or delayed the data entry. the ir:onnation would x>t ~ tnmmicted to 1he 
vehicles and the vemdes wc.uld not have the most current information for route pa---. and 
route updates. The consequence of not rebooti"fJ the TravTdc system ~ conectly 
would result in the computers not working correctly and not providing data to the vehicles. 
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The operuon relied oo the TravTdc operator interface com.puter to provide feedback that 
they bad adequltdy pa-formed their tasks. Depending on the wlc the computer would display 
either an icon. update the information on the screen. or provide a message to the ope:rat.or. 

Workload Anolysls 

The worldoad analysis exami-m.d the operator,' worldoad stressors and wot1cstation design 
stresson . The analysis was ses,nented into two phases. The first phase eumined worldoad 
stresson associated with each of the job tasks , The second phase ,uc:ssed 'Wfkstation design 
suessors for the TravTek operator interfa'-C computer and the communications computer. 

Worldoad Assessment. Using the three measures of workload (time pres.sure. visual effort, 
and mentaJ stress). all tasks except system reboot were rated u having low workload. Even 
during rush hour and dwing rain storms the tasks were rated to have low workload. Rebooting 
the system computers was rated as having medjum workload for al.I three measures. Time 
pressure was rated as medium because the operators knew that at certain times of the day the 
TravTdc evaluation studies were running and they wanted to get the system back up and running 
u soon as possible. Visual eff on was also rated as medium because there were three computers 
to monitor and re-.start to get the system working correctly. First, the data oase computer, 
second. the communication computer, and finally the operalor interface computer. Mental stress 
during system reboot also wu rated as medium. The comments indicated there was medium 
mental stress usocilled with rebooting the system because 1) they had to mQnitor three 
computers, 2) it was important that a ~peci6c sequence of instructions (in the TIN t•~ Manual) 
be followed. and 3) theR were time pressures to get the bystem back up. 

Wotlatari;;,n Desi111 Assessment. The workstation dcsign checklist was completed using 
discussions with the operators and visually inspecting their workstatioAS.. The checklists are 
shown in table 17 for both the operator interface computer and the communications computer. 
Four areas of the workstation were examined: working environmert1 (office iO~ visual 
disuactions. noise, etc.); visual display characteristics (resolution. screen glare. etc.); keyboard 
characteristics (height. slope. etc.); and furniture (worksurfiice.. seating. and accessories). 

Wodcina Environment. The working environment for bo"J, the operator interface computer 
and the commmication computer had identical ratings. Five of the six factors (office illwrnoaoce, 
visual distractions. lemperature. air movement. and air quality) were rated as acceptable. 
However. acoustic noise wu rated as questionable. This was judged to be questionable because 
of the constant noise generated from fans. air conditioning. ~ radio broadcasts. 

Visual Djsplay. The visual display for the operator interface computer wu rated accept.able 
for all facton. The communications computer was rated acceptable for aJJ factors excep& screen 
glare. The xreen glare for the TravTek Communication computer display wu judged 
qutStiooable bcQuse the display position was nor easily adjustable and the overhead lighting was 
cleariy visible on the display faco. 
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Table 17. Werbtadoa ~1t:m1rc:M•._._ 

- ...... ~ C1 I .... -

I. Wartan. En"in--1--c · 

Offioe Uh■ I ·1• 
.. . . . 

e . 

V"--1Dilll dJDI . . .. . . 

ACOUlllicNoilC - . n . 

T . - Dillnlc:liom .. .. . . 
. 

AjrMol,wywt .. .. . . 

Air Quality (Odon. Stuffincsl) . . . .. 

2. Vima!Oimlw: 

Rcloluliaa . . . .. .. 
Screen Glare . . -

V'iOinloorJ . .. ... . . 

Calnll A. 
. .. ,._ . 

ColorU-
. .. . 

- ~ .. . .. . . 

lmMeSubiliiv 

fdlef .. . . . 

Flicm .. . .. . 
I 

Foa1Twe . .. . 

Cblndcl'Hcialc .. . . .. 
-

I _..._ "'-- IReadlbilitY .. le .. 
-

~ColarCaalr.- . . .. .. . 

Vicwioa DiJlllnce .. . .. . 

Corr.-ob 

. . le .. . . 

.. .. .. .. . . . 
-

I 

3. ".-a..-.--,o. 

Helabl .. . . 

Sime .. .. . -
- . . . .. .. 
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Table 17. WOf'btado■ daip stnaor dNcldht (co■tiaaed). 

- lllterfaaC eo. ......... 

3 . • . -
~force .. -• le .. 
- ..... .. le .. . 

4. Fwnitln: 

Worbmce: 

OcncraJ - . .. - ,Lie ~.«meNe 

~ .- • le , . 
-

Adjurt.abilitv .. le . . . 

~t,cwd$upportSw{a)C MCCl)(.ablc I" le 

Worb.nacc W'idlh 4 Haab& ACCl:Dllble . . 

Dam.lav Support Swface .. --•-Lie . 
Seatina: . 

Heiaba .. le •-•-Lie 

Dmlh ~ blc .. . 

Width . .a.- ~-L1c .. -'"le 
. 

PaaAq)c ~ 'ie .. . 

Paa IO Baclaal Analc .. ---------, ... le .___._ .... __ 

8adcrat •-•-Lie ................... le 

Support Wdb •-- •-Lie .. 
Ann Res . • le .. . . 

Cdcn . • le .. 
Aoo•+ics: 

Wri,tSupport NIA NIA 

F00Crcll NIA NIA 

AntHtlarc Sc:na NIA NIA 
- U..!.&- . u, .. 'JI& 
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Kcybotrd . The kevboards for both computer. ~ judged to be accepaible ~ ....._ .... 
placemelll, key force. and aability . 

}fumitp.-e. Tbe futnitutt. UleSlmCOt WU divided into three ll'W: ~ I ' -
ICC eNOiia . Aa shown in table 17, the womwface fuf the operuor interf'acb computlilll w nmid 
u ~ for five of the six worbutface factors. One area of coacen for thl. opes aaor 
interface computer wu leg dearuce . Due to the layout of hlntware under the worblrface. Ill 
deannce WU vety limited. Consequently, leg clearance WU judged U ~-- for the 
operator interface computer. 

The woriClurface factors for the communiclljon computer were rad u q.~ for all 
six fidon . Worburface general principles were judged to be qu~ N'Ql•te leYClfll 
wor1cstation design concems were identified. For example. the design of the furniture limited the 
locatioo and pllGO\'lleltt of the hardware componc:nu. and ~ucndy the rwt bun011 wu 
located near the opemof's feet approximately l S cm above the floor. Also the hardware Clbinec 
which contained the kevt:oard. display, and computer hardware was generally low to the floor. 
cramped. and not adjustable.. 

Next, the COl1UDUnication computer clearance under the worbur&ce cid not meet tbe leg 
dearanc:e envelopes described in the ANSl/HFS standard. Because of the desip. there wu ft0 

room under the WOlburface for the operators legs. therefore it wu med u q11e1tioalble . 

The CC>tnnlnication eomputer workswface wu also the keyboard support surft.ce.. In 
conuut to the openlOf interface computc:t", wbicb ~ a luge wotb.Jr&ce. the COfflllUlicatio 
computer worbwface was just large enough for the keyboard The worbwface width (and 
depth) wu too small to allow the user aecess to the mouse unless the hyboard wu IDOYed. In 
addition. the keyboard support su:mce wu too lnw (approximately S3 cm above die fto«) IDd 
~adjust.Ible . A$ a mult, the communication computer cabinet's woruur&ce lldjultlbilily, 
keyboard IUppM twface. and womurface width and height WU rated U questionable. 

The communication computer's display ~pport surface titted the display Mdrwlnil ad that 
the overhead lipts were dear1y visible oo tbe face of the display. AJthoup the cidplay could be 
slighlJy repositioned in the cabinet. the display could not be adjusted enouett to elinwre tbe 
refteclions. Con.tequatt.ly, ~ communication computer display SU9P()ft uface wu naed u 
questionable. 

The MICOnd tiarnitute area. ,eating, WU rated u acceptlble for Ill nine..,._ nillted to 
ttaring. Bod, the opentOr interface computer and the communications "°'"P,cer were ~ 
for: Ital bei.ght adjustability, wt depth. wt width, pen anp. pen to becb• ..-, badawt 
daign. aapport width. lffll rat suppon. and chair casters. 

The third furniture area. ICOeSIOI ies, WU not rated and receiwd • N/ A bec:am the .... 
listed in the table were not present or used by the operators at t!le TMC. 
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Tbe openlOr1' job relpOOlibilitia and tub. and the dm flow information were evaluated in 
coquacrion "'Wilt. tbe 111 rtlWIWM• of~ From du coOectioa of infonmtioh. four 
iabmllioe IOUl'CIII were idaf ified tml bad tbe poceatial to de. ., the T,-vTek cocnpwff data 
roocptioa Tbe four iafonmlion IOllrcee were: Metro Traffic COi\. :stioa and incident rq,,..~ 
local rdo llalioD CClftllr•ino and inddeml nipo,ta. City of O.lando traffic operations pa,omei 
COllpltioa and ~ reports. and watber reporu from local radio broedcuts 

AJtbouah it appears that the inlermittml unpredictable reponing inlervalJ were primarily 
reapo8ible b cieuya in in£omwioa flow, ICYCr'II other fac:ton appeu-to have also contributed ,o 
the problem: 

• The •new du· wamiQg signals wn l001Climes mined by opcratoo . 

• Opaaton were n,quind to monitor a vari«y oflOUfee.1 for •,ew data.• 

• Opera!ors w:re required to monitor auditory sipa)s over the noisr. of air eooditioning 
blawen, computer ~ and radio broadcasts. 

• Manual ediring « dm ettry W3 ,ornetim:s required before ir.fonnation was available to 
the sysiem . 

• Job lids were ,omcrime, needed to complete data eutry and keep the S) ~ n~ 

AJthoaagh. bisb workload levels did noc appear-to be a factor. low wortdoad lewis K rmed 
to add to tbe likdlhood that new infonnatioa would be delayed in g£tling into the system. For 
moll tub. the opcrllor'I workJoed WU low. Tbe oaly task till! WU rated u medium 
wortdoad WU rd)oocing the system computers. The ope,mor hid a key role in keeping the 
system u;wnmning with up-t<Hiate data. However, ffl&JCh of the incoming dm requiring 
opcnlOr mtry or editing arrived at sporadic. ~ times s:,d inlervals, and reduced 
~ vigil£:.~ due to bo.--c(,om CD result io frequent delays in l~ diacminttioo of timely 
elm. This~ found lhtt the network of information sources needed ~ 
rdnemeat, ad the commenu rcc::ived incfic:ated till! while the S)stem did noc suffer from too 
much infonnabOa coming in. it actually could hive uled more (and better) inforamion.. 

Sewnl WOC'UWion design factors were identified lhll had the potential to degrlde 
operasor pcnonDID0C. For example. the c:omnmicatioa compute; display could noc be 
p0litioDed to ftduce ,cn,en ~ from overhead ligbtiQg. the worblrfaoe WU found to be 
too low (appro,cimalely S6 cm) . there was no leg cJearmce. the keyboard wu too low 
(approximately S6 cm), there was imuffic:ienl room for mouse opa-ation. and the computef 
re,a switch to rebool the computer w too low (appoxinlllely IS cm above ftoor) . 
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TRAVTEK TRAFFIC NETVVORK 
Numberof Unb by RoeawayType 

Figutt 61. Number of links by roadway type. 

TRAVTEK TRAFFIC NETWORK 
link Cawgo,y Oktnbution by Distance 

fi&utt 69. Link catecory distributioa by distaaee. 

Probe Vebide Activity 

Probe reports are an essential ingredient of the lVHS concept . The capability to have link 
travel times measured throughout the netwonc provides traffic information that is not a~ 
through any other means. The TravTek operational test provided the opportunity to observe 
the interaction of probe reporting with system operation. With only l 00 ~-ehicles available. 
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tbse were ,-nlly fewer than SO vehida in daily opet.._ Lmk uWYCf D11111 npclltld by 
prohe wllida wenpd appcnximetefy 4S,OOO per molltb u lhown in fiaure 70. TIie daily 
avenaa of link km cowred during the tell are shown in fiain 71. 

l 
DICD 

10000 

Probe Reports 
~LINIZ-} 

Yapre 7t . TnvTt.k vdtick prebe "POf1I. 

Daily Average Link Kilometers 
aio-.------------

00D 

0 

YIPrt 71. TravTek tnfflc Mtwerk- dally nenp: lillk Ima. 
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The total monthly link km are shown in figure 72, averaging approximately 53,000 vehicle km 
per ffillOtb.. In assessing network covering. it is important to consider those links which bad 
no probe vehicle activity during the month. figure 73 shows the number of links whic:b did 
not receive any probe traffic during the month. These links, referred to as zero traversal links. 
deserve special scrutiny because of the possibility that they are pan of a network coding 
problem or link travel tun~ error. White figure 73 depicts zero traversals, w .... -e was some 
variation between months as to which~ of links occupied this category. However, the 
intersection of these seu represent those links which did not experience any probe vehicle 
traffic during the entire test. These 14 link.s N"e shown in table 18, and are suspect in terms of 
their eligibility to be considered by the routing algorithm. 

Total Link Kilometers 
pwiicdl 

Figure 72. TravTtk tnfrac network - monthly avenge link km. 

Zero Links per Month 
10,"T""""------- --- -
., 

3) 

o ..,NAl,GS.., Oca ,,_,0.C.anf:40_, 

••♦agu~ 73. Links without probe vehicle traffic by month. 
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Tabk 11. Liakl •Well laad ■o orobe wMck __,;_:.;. dariNtal. 

TnvTekLINlC LINKNAMI: FROM TO 
~ER 

S4S Magnolia SRS27 Aodenoa 

SS4 Magnolia Robinson Uvinpton 

m US17192 CR IS J-4WB 

799 us 17192 l-4WB CR 1S 

800 USl7192 J-4WB 

866 C46A/431 Rinehart (4318) SR46 

1184 Rosalir.d Llving,ton Robimon 
r IJIS Rosalind Robinson Wuhinatftft 

1186 Rosalind Washington Cemtra1 

1187 Rosalind Central Oaud, 

1188 Rmali:Jd Church ~ 
·-

1189 Rosalind South Audel1011 

1279 F1a Tpk Exit S1tS2110BT 

1287 E/WExDExit ........ 
The tow probe vehicle volumes for the duration of tbe operational test. plotted u vaa iatlle 

width bands. are~ in figure 74. The distribution of probe wllicle &equencics by month are 
shown in appendix 0 . 

Table 19 is a IUffiffllr)' of network link pen:entaga and probe wbide mileage by roadway 
cateaory: arterial. toO road and lnterswe.. ngu."'e 75 is a paspectiw .:t.rt oflhe probe Yehicle 
milea&e distribution by month. 

A plot of probe vehicle coordinates routinely reported to the TMC a l O days during tbe 
month cf September, 1992 is shown in figure 76. 
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Yasure 74. Pn.•be vehicle volumes band map - total during opentioaal test. 
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Table 19. Summary of networi( link pattntaaes and probe veltk.le .... by catepry . 

McriaJ 

Ton 

ln1cntatc 

.. . 

1991 

%of "°' Jun Jul Aug Sep Oct New Dec Jan 
Network LUlks 

71$.S 82.8 604 SS.2 S69 S8 I SS I ◄90 493 46-8 

13 I 98 67 S.3 37 4.S S7 8.0 6.6 79 

8.4 74 31.9 39 .S 394 37.4 392 43.0 44. l 4S.3 

Probe Vehicle Mileage Distribution 

70 

80 

by Roadway Type 

Jun JulAugSepCctNoVOecJenFebMar 

Fipn 75. Probe nbide mileast distribtltioa by aNdt. 

r ... 
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1993 

Feb M# 

50S Sl.5 

6.5 S9 

43.0 ◄26 
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Fipre '76. Plot of coordiuta reported by probe vdlida for 10 days during moam of 
Stptem~,, 1991. 
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AuJysit 

N shown in tabJe 18, 14 links did no, receive lraffic for the duration of the operational tat 
Links I, 184 through t . 189 were along Rosalind A venue in downtown Orlando. A cbeck of the 
link data revealed that this section of Rosalind Avenue was chansed from two-way to one-way 
operation at the time the TravTek operational test wu initiated. The upanding of the netwo,k 
description in the vehicles wu totalJy satisfactory, and the routina algorithm was prevented &om 
using the$e links. 

Link 1279, an exit from the Aorida Turnpike to SR S28/0ranse Blossom Trail, wu on a 
high-type facility and would otherwise have had an expectation of probe traffic. However. with 
limited 80"'..ess to the Florida Turnpike. and the need for a trip with origin well to the was of 
downtown Orlando, it is possible that no trips required this link on a rwte . 

Link 1287, an ea.s1bound exit from the Ea.st-West Expressway (a toll facility) to Hiawauee, 
should have experienced probe traffic . No explanation is available for the lack of probe traffic. 
other than either a topology or travel time coding problem 

Links 798. 799, and 800 are at the crossing of US 17/92 under 1-4. These linla. are J.! d:ie 
extreme northeast of the networic. and can be considered external nodes. The link codi_n~ 
description does not match t~ geometry of the roadways, an error in coding is suspected. 

Links 545 and 554 are on opposing ends oflhe on~way section ofMaplia in downtown 
Orlando Again, the absence of pr,;be tra..Efic-::,n these two links i1 probably related to the 
changeover to one-way operation at the time ofinhiation ofTravTek operations, 

Link 866 had the name C46A/43 l (county road/State secondary) The map section for link 
866 is shown in figure n The link dcfinjtion is from Rinehan ( 431 B) to SR 46. This link is in a 
sparse area of the network. The tail of link 866 has a single co~ng link. which is the head of 
link 865. Link 865 tw a length of3 .38 1cm., and li:uc 866 ha.s a I~ of 4 38 1cm. A path f.-om 
Lake Mary Boulevard (the taH oflink 86S) to SH 46 (the head oflink 866) has two turns and 
crow-sunder 1-4. An alternate path. also with 2 turns (one of which is a freeway ramp), traverses 
a boulevard. an Interstate and a State highway Visual inspection indicates the anractivencsa of 
using the alternate route since it can predominately use 1-4. Referring again to figure n. tbe 
travel time over the solid route {using l-4) is O + 251 + O + 121 • ln seconds. The travel time 
over the dashed route is 188 + 253 • 441 seconds Unless a trip l\ad an origi."l along link 86S, a 
path over link 866 wu probab>;· never selected ty the routing ~gorithm. 

CoacJuiou 

The TravTek Traffic Link network hi,d almost total coverage by TravTek vehides. While an 
averqe of about 70 of the 1,488 links di~ not receive probe traffic during any month, the 1ink:s 
not travded by probe vehicles Vil~ from month to month 
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ca 431 

SK46 

UNl.164 
2.lSLa 

121 Secoou 

Liii · 1431 
U2La 
O Sccood.l 

LINl. 1430 
7.llla 

lSISecoMI 

CR 4318 (l)NERART) 

-- ~ LDff.16S 
3.311:.m 

JU Sec 

LAU~Y 
BOULBVAI.I) 

Fipre 77. mustracion or route pref'tre11ce. 

There were approximatdy 4S.OOO probe repons per month. or about 1.soo link travel times 
reported daily. This generally amounted to 53,000 probe vehicle km per month, or 1,800 probe 
vehicle 1cm per day. 

During the operational test , probe vehicle mileage essentially remained constant over the to0 
facilities. However, 111erial mileage decreased 10 percent. and interstate and toll miJe18e 
increased 10 pen:ent dufine the operational test. Since only 10 months of the data were lVlllable 
for this analysi5' it is unknown if this p~menon has a seasonal correlation. 

The network Wti a good representation of the actual road\Vays and their uavel times. For a 
limited Beet of only l 00 vehicles, there was a good balance of coverage over the oetwofk by the 
probe vehicles. 
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The plot of the TravTek Traffic Link N~ in figure 67 revaJt one or more nodes that 
have coordinates in error. Probe reports v-01 have substantial errors for any linb connec.uid to 
nodes with incorTect coordinates. Since th.~ coordinates rep,ekl'lt thresholds of acbie'1ement to 
sitp\11 completioo of the rmk travel. miscodet.i ~d inates can tuppres, pt obe reports. This 
problem wu ditcovered lat~ ~- the analysis. and could not be verified in dew.I Some une,cpected 
iNtances of skipped links in probe reporu for a specific trip may be annl,uted to node coordinate 
uror . 

DEGREE OP AUTO MA TJON 

Table 20 depicts the major automated and non-.automated functions of TrsvTek. The 
TravTek system WU highly automated. except for the ha.ndlins or incident infonnation 

Tablt 20. Maior automated and non•automattd fuadioct ofTn•Tdt. 

Automated on-A•tomated 

Routing. Tum b) Tum Weather Rf1)0tlS 

ProbeRepons Events 

Map Matching Incident Detection 

Dad Reckoning Incident Venfie&tion 

Oat: l..oging Incident Duration 

Vehicle Navigation Incident Logging 

Dynamic Link Tunes Parking Lot Swus 

Route Calculation 

The Tra\f'Tek system operator was on duty at the NC to =onitor system opeiatioo and 
interact with the system u needed to enter, monitor and clear incident information An opera&or 
wu present 2-4 hours a day, and 7 days a week Even with this twJ time viai)ance.. it wu found 
that the entry of incident information wu not al\ .. ys timely One system operator wu adequate 
for btndlina all the system operating requirements 11 the TMC 

4oother fWJ-time. online terVice wu the help desk 11 the TISC Two-full time operaton 
provided telephone call-in assistance 16 hours a day for the remainder of the time. calls were 
routed to the AAA service opera&on The TISC operators also provided daily updates to the 
TMC dala bue for broadcasting weather. event. and ~ !I)( statUS infuruialion to tbe 
vehicles. Becll,,e of the nature of the TravTek Operational Test, the SOJ)hi1tication oft.he system, 
and the need to provide a high level of service t--o drivers unfamiliar with the iTravTek system. tt-e 
TravTek help desk was essential >-~ :n.vehicle systems become eommooplac( , a help dtsk 
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funetioo will DOC be nec-aA,Y . The monitorin& acquisition. verification. dealing and disuibution 
of dynamic JocaJ infomwion will Aili be handled by an opera10r or opemon . Depending on tbe 
extent ofprivalization. I.hit function c.ould be handled at the TMC. 

The Traffic Information Network comprised the entire traffic infonlWioo sources and WgeU 
ofthiJ infonnarlon. By definitfon, anything or anybody capable of providing tru6e information 
WIS a pan of the TIN. This in essmce included the probe vehicles. All police and fire 
departments and major delivery savices were intended to have a TIN commwucation link to the 
TMC. either by voice telephone or digital data by modem This dfon wu unsuccessful. for 
several reasons detailed e1sewbete in this report Regardless. the majority of the TIN interaction 
is envisioned to be due to incidt:nt activities. and this presupposes the presence of a penoo either 
in the field or a person at a fix.eel location receiving information from a person in the field. These 
sentries will be the major pan of the non-automated feature of an ATIS system. representing the 
intelligent eyes of the system. lt is assumed there will be a sufficient II.Imber of probe vehicles on 
the nerwortc 10 report routine congestion information. 

Tbe TIN wiers. in tum. are beneficiaries of traffic infomwion. Police and fire units. u well u 
commerciaJ vdude opera1ors. need timely, detailed traffic information. The panicipation of a 
broad bu- of traffic infonnatioo proviJers and users is in effect a degree ofw,omation. because 
the large numbers invol"ed re;,resent a depf1ldable deg,ee of redundancy 

Metro Traffic Ccnuol, a commercial traffic Sttvicc. was the most consistent provider and user 
ofTravTek traff'ac information Their link with TnvTek provided an additional infomwion 
,ource . and in tum provided timdy and valtable incident information Since their information was 
verified by either aerial or gou.nd u.niu prior 10 beinlJ broadl:&St. they wer-e considered a 
confirmed source of incident ,nfonnanon In olher words. information from this source WIS 

irnmedwdy input 10 the TravTek system without the need to wail for confirming cbta 

Two other important and fundM:lental data sources were the Florida DOT Freeway 
1'.unagemeru Cerner and the Ciry ofOrta.ido Tn.ffie Signal Conuol Center The latter is merred 
to as chc trrC S ~ em in other p.ns orahis repon 

The ~a Man.aganem Center was su.ffcd around t.-.C clodc. since it was located at the 
~ Highway PltTOI (FHP) Oup tC'h Off'-ce E.i,shteen v,deo monirors were instaDod at this 
center u pan of the 1..-video~ sysaem Thcr.-was not an usig,tod opem_or at this 
~ :-.r 10 vtew the monrlors., but the FHP de.spatchers did scan the monitoc. for incidents during 
peak, eriods Live vMteo was nnsmined to che T\iC for viewing on a single monitor , which by 
dd.atlt disiuycd a ,a-ies of four•~ on the $CTeen Ahemasdy , the TMC operuor could 
~ lCQ a smgJc c:amen and conu-ol 11 Thett were some automated data dw was fed 10 the TMC 
.; :,en !he FMC ~ ery 30 seconcb llus consasted or 5pe,ed and ,-otume data &om loop dctcaor 
stations along J • These data -.,ere a valuablt soun:e of data in regard to 1-4 trd°IC conditions 

The Traffic Signal Control Catter was the l 'OSt fxility for :he TnvTek TMC Information 
from lhe UTCS computer , u supplied to the T -.vTek computers --.ch minute This was an 
automated process mi.! ~ UTCS CIOfflPUttt prt vided ~y times for rbe links affected by the 
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mes. Tbe Traffic Signal Control Center was routindy mff'ed s days a week. 10 boun a day. 
ud al other times for rpec:ia1 events « emet gencies 

111us_ automated data were received from the vdudes , the FMC llld ae mes syaem 
Other elm received by the l)'1lem required the TMC operator to co~ ud/o, forward thae 
data. 

fo, TravTek.. it would have bem bes!eficiaJ to have a full-time operaor a1 the FMC to,... 
the incidenl lwaRneU of that facility Simiwty , bavin& the rulJ Id of video mmliton • ~ TMC 
would have been beneficiaJ. But. this is the ttal-world and varioos pieces of Qe l)"llem are 
operated by separate jwiwctions. and budgets do no always pamit ftecibitit) an llaflins Tbe 
TravTek effort should have included funclina for a FMC operator o, operators 

Althoygh the TravTck system wu not c;ornpletdy IUlOmlltld. the~•"' of lUtOmltion durina 
the operalionaJ ttst WIS the highest that could rasooab!y be achieYed. ~ the c:-aftlll ltalM){
ti.111 in wrveiOanc:e and control techoology Current ~ techmlogy (loop deteaors 
and CCTV cameras) do not permit accurate measurements of trr6ic coaditio:» on heways md 
anerials. Existing automatic incident----~hms car.iu,c reliably decea when and wb=re 
iftcidtnt.s occur, even with a reasonable investment in vehicle detectors aJoat me roedwly . 
Bec:a,,e of thele li.miwions. human operuors have to be pcesent in traffic n_-napnaaa and 
coauol centers to verify 6dd measumnem.s and implement appropriate conrrof ltrlleps Uatil 
these limiwions can be corrected. the la.Iman operator will continue to be an integral part of a 
traffic control center for the foraeable future 

A single system operator can provide a good "-"UUre of control for thousands or yrobe 
vehicles. The control center Slaff must be made aware that they have a key role in syJtem 
opentions . The coUection of onsite incident data for traffic management requira tht c:oope.llbCii 
of emergency services In tum. these data suppliers musa perceive~ benefit to pan;cipea.,e in tliis 
effort. 
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SYSTEM llELIABIUTY 

SUBSYSTEM llELIABJLJTY 

The following IUl>syltems compi iJe the non-w:hide relillbiily • I 1N M pr 111 tild ill dlis 
section: 

• The UTCS Traffic Signal Control Computer (UTCS). 

• The TravTek Information and Services Center (TISC). 

• The Traffic Information Network (TIN) 

• The Freeway~ Center (FMC) . 

• Radio cnmmission to vebida (Radio) . 

This section dacnoes the reliability of the,e ,ystam will,..,.. to hqueDcy of....._ 
duration of failures. time of day of failures, and pen:em downtime. For the Pll"PD 1111 r,I dlia 
analysis, a failure is defined u the inability of a IUblytaem to pri,rm ii- fiMdioe nil lam~ 
performance was generally cauted when a~ or one of the IDftwlle 1Mb Nllllill8 on the 
computer failed to operate for some period of time. The~ IICtiaa dinorl• 'the IOlll'c. 
of the reliability data. 

DataSCMlna 

Mam,aJ and Cct,,p,Mr ~nuatttl Logs 

Reliability data were gathered lhrouah IDIDUII ewns Ing ' •by .. ..,__,,_ dlroup 
computer event logins. lo addition. anecdotal data were collected dlroualt ialaviewt widl key 
individuals invoived io the project. Tlb&e 2 l IUfflffllriza CM toura1 ol dlSa. 

When aaemblr,l& the data for w,iylis it WU..,.,.,. dNft Mn ..... ~ feww eel 
entries than computer 1ene11tat eatries i:, the lop. For ...... an were 161 r .el tlllrill 
for the trrCS system and over SOO ,;omputer generated ealries duriag die.._ tm peri.ld. nil 
variation WU cauted by the diffinat k>ain8 ~...,,.. by 1M c>p&Muli - .. 
computer ,oftwlft . 

The operators~ loged only major. eaalli.ed lime &ilurel M requinld dlma to.,. 
start· the computer sysaem funher. the UTCS l)'llffll wu not ltaft'ed 24 boun per day 
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Table 21. Sources or rdia.bility data. 

Subsystem Muualup Compuw-up 

UTCS Yes Yes 

Radio No Yes 

TISC No Yes 

FMC Yes Yes 

TIN Yes Yes 

The computer software. on the other hand, togged continuously and recorded failures ot 
individual computer tasks that had durations of only a few minutes. The primary computer wlcs 
relevant to monitoring and recording reJjability are as follows: 

• UTCS - Inputs City of Orlando traffic &ignal and traffic volume data. 

• FMC - Inputs State of Aorida freeway volume data. 

• TISC - AAA's TravTek Information and Services Center (TISC). 

• RADIO - Communicates to and from vehicles 

• LOADTIN - Communicates to Terminal-Access Traffic Information Network (TTIN) and 
Graphjcs Traffic Information Network (GTIN) users 

The software was structured to anempt re-swting these failed computer tasks on a periodic 
basis. After a maximum number of failures, the task would no longer be tested for startup 
capablljty. It would be •faiJect• until either operator action or until the midnight restart anernpc of 
all subsyscems. Table 22 identifies the time intervals between stanup attempU of subsystem talks 

The co:nputer generated lop were compiled and writ ie,, to tape oo 250 MB cartridges. 
These tapes were consolidations of various logs generased .• , the TravTek computers , Tbae dm 
were aggregated on a monthly basis and made-available for analysi$ 
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Miaata Bdweaa 
Co•pvter Tuk "Startap" Attnlpll 

lTTCS s 
FMC 30 

nsc 10 

RADIO 10 

LOADTIN s 

Los Aaalysil 

Relevant data were extracted from each tape to produce a failure profile for each subsystem 
and for the system u a whole. This effort required. 

• Loading the ata onto a hard disk drive. 

• Decompressing (unzipping) the data stored on tape. 

• Oecodil'lg the dam. 

• Buildifts a ~tiaJ failure history log (the files were genmUy one day's data for each 
subsystem u pro"ided on the tapes ) 

• ~Ying any discrepancies betwc:en data extracted from various files 

• Comparing the computer generated failure tiata to the manually collected logs 

• Re.solving any discrepancies between computer generated failure dn& a.,d INJllalJy loged 
data. 

• Writing SAS code to Slllistically anaJyie the sequential failure history lag 

• Running the SAS programs and producing tabular output 

• Inputting the tabular output into MN:rosoft Excel programs for the s,uriae of generating 
preseotation quality material. 
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On-Site /n1erviews of Kq TravTek Participants 

From March 8, 1993 to March 12, 1993, on-site interviews of key TravTek participants in the 
Orlando area W(n conduaed. Those iotefViewed are listed in table 23. 

2J. Traflek - lnkrvlcwcd d•rtll• Marcia I,, 
N ... ■ 

Dcbonh Dcmard AAA 
OonGordoo AAA 
Kent Taylor AAA 
lan Edwards AVIJ 
Joe Bannister City of Orlmdo 
JakcBlwck City of Orlando 
Hln'V Cams,bdl C1tv of OrllDdo 
ElfordJICboo C11Y of Orlmdo 
Chnsl<lblcr C1tv of Orlando 
NodOakc:s City of Orlando 
LanvRIYCn F Svsacms 
JohnVHOt!tt Genc:raJ Mllors 
Scoa Fncdman J>BSct.J 
Crystal.JohnlOI\ SAIC 
Robert Sanchez SAIC 
J,L. Schroeder SEI lrtf'onnauon T "' 

JonChcnc:y Stmcolflonda DOT 
Gcon.'C Gdhoole)' State of f1anda DOT 
GcncLcc Uru\'USl1V o(Cc:ntrll F1ondl 
A. Emm Radwan Uru\'Ct'Sitv of'Central Aonda 
Sl.lecYBneka UN\'U'Sl ty of South Aonda .,..., ___ .. ,. ,.,-cc-_ .... e1-.1 • 

The primary objective of the interviews was to assess these participants' opinions of the 
reliabiJjty of the TravTek project and to uncover any reliability issues not readily cpparent through 
analysis of the data. A general, open~ed set of questions was used as an w.line fur the 
interviews. The questions were: 

• What is (was) your role in the project? 

• ttow satisfied are you with the system or ics components? 

• What works? 

• What doesn-i work? 

• What would you change? 

• Ally interesting stories relued to TravTek? 
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For the purpotes of analysi1 the reliability data were aggregated into tWf> time periods: 

• June 1. 1992 throuah Decemher 31. 1992 

• !anuary I , 1993 through Man:h 31, 199; 

Th:s action wu wren to account for the different levels of lllbiliry that aiste,t with the 
system during the evaluation period Between June, 1992 throup 0-:e.-, 1992., leYel'al 
modifications to both the TMC and vebiele ,oftware systems OCQlffed. After Deoembet 1992, 
the system stabilized. Signific:am diffet enca ;n reliability may haw ailled beff-'eal t.hae periods 

lo addition. an agrepie analysis was perfonned across the entire project's opcrarional pbue 
for whic:h log data were available. June. 1992 through March. l 99J Loa data were not available 
prior to June, 1992. 

RISM/Js: .lflM I TJro,,gh ~amkr JI , /991 

Number of Failures 

Table 24 identifies the number offat1ures by subsystem by month Again. a &wte;, defined 
u the inability of a subsystem to perform its function Figure 78 illustrates the cunuatiYe IUl1ba' 
of failures during the 7 month period besinning in June 1992. 

T .... 2A. N-lieretfallans ~y . , k......_"'2-lJlft. 

~ 
~ UTCS FMC TISC TIN ... T_.. 

Jure S7 6 2 I 0 66 
MY 76 4 18 I I 107 
Auamt 24 6 9 0 21 61 
- 21 s 9 13 21 69 
0dobs JO 4 0 ) 7 44 

NcM:mba' ss I 2 9 3 70 
D-A.,lbet 69 2 7 I 0 79 
TW\'l"AI_. ~ - ,.., - i«o -
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Figure 71. Frequfflcy of'failura by subsystem. 6192 - 12191. 

Duration of Failures 

Durations of failures are descnoed in this section. Table 25 identifies the avenge. minimum 
and maximum down times associated with subsystems from June 1992 through December 1992. 
Figure 79 iUumates the data defined in table 25 

ra ,, .. . Tabk 2S. Dvadoa ol falla b aoetll "'2 12191. 

Down Tame Data in Minutes 
Moetlt 

Mean Mia Mu Total 
June 11.89 s 30.0 785 
July 12.32 s 93.0 1)1 8 
Auiru.ct 17.55 10 73.5 1, 176 

Seotcmbet 17 55 5 94.S 1,211 

October 1167 5 30 .0 513 
November 986 5 30.0 690 
r . II M s 490 R7~• 
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Figures 80 through 84 pictorially illustrate the down times for each of the subsystems : lITCS , 
FMC, TIN , TISC . Radio 
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Fiaure 11. Dowa tlma for tbe FMC 111blyltem, 61'2- 12/91. 
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Yapre 11. Dow• times for tbe TIN sabsystt:m, 61'2- 12191. 
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Ttme of Day of F111ures 

Table 26 and figure 85 illustrate the time of day of failures for the period of June 1992 
through December tm The larger oomber of failures occurring between 12:00midnight and 
1.00 cm might be attributed to the unique end-of-day tasks run in the computer at that time. 

1'•~ 26. Number of failufft by subsystem by time of day, 6191- 12192 

S.bn'ltca 
Hoar UTCS FMC nsc TIN .... Teul 

12AM ◄7 0 " 0 4 St 
I AM IS 0 0 I I 17 

2AM 8 0 0 0 0 8 
3 AM I 0 0 0 0 I 
4AM 8 0 0 0 l II 
S AM 8 I 2 0 2 ll 
6AM 7 I 2 0 ; 13 
7AM IS 2 2 0 4 23 
8AM 9 I s 0 3 18 

9 AM 19 2 3 0 2 26 
10AM 20 l I 4 3 31 

II AM I 18 2 ) .. 10 )7 

Noon 9 I 2 2 2 16 

1PM 13 2 6 s I 27 

2PM 8 ) s 4 6 26 
3PM 17 3 7 3 6 36 
4PM 14 2 2 4 I 23 

SPM IS l ) I 4 24 

6 PM 20 2 0 0 4 26 
7PM 16 0 0 0 s 21 

8PM IS 0 2 0 0 17 

9PM II I 0 0 2 14 

10PM 12 0 0 0 t 13 
,, II PM 7 I 2 0 0 10 

TOTA.13 )32 21 47 21 67 5'l2 
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Ytpre 15. Freq umcy of f.silura by time of day for aD subsystems. 6191- 12192. 

Figures 86 through 90 illustrate the frequency of failures by time of day by subsystem: UTCS, 
FMC, TIN, TISC and Radio. 
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Yapre 16. Freqamcy offailara by time of day for UTCS 111bsystaa, 6191- 12192.. 
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n- t1 01y 

F"apre 17. Freq.aacy orrailara by time of day ror FMC 1absystea. 02 -11191. 
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F" .. re II. FreqHMJ of faiara by tiae or day,~ TIN Rblystea. "'2 - 12191. 
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Fipre 19. Frequency or failures by time or day for TISC subsystem. 6192 - 12192. 
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Jllpre 90. FreqH9CY ol fail•re:t by time or day for Radio .. blystea. "'2 - 12192. 
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Rtsvlts : JQmlQT)I I ThroughMarcJr JI, /993 

Number off aiJ,Jres 

Table 27 identifies the number of failures by subsystem by month. Figure 91 illustrates the 
cumulative number of failures durins the 3-month period beginning in January 1993 

Tablt 27. Na•lliff of r.a.,- lly ••b.-ntaa lly __. 11'3 . Jltl. 

M•~ 
J8INII)' 
February 
March 

TnT.ol.l _~ 

UTCS 

200 

~ 150 

i 100 
c» 

80 
90 
0 

170 

u:: 50 

0 

s...,-. 
FMC TISC 11N 

I 6 s 
I 9 I 
6 ) 0 

• ,. ,. 

Frequency of Faiures by Subsystem 
January to March 1993 

UTCS FMC TISC 

Subsystem 

TIN 

... 
0 

10 
7 

17 

Yaprt 91. FrtqHIICJ o(fail•ra by a■bsystea, 1193- 3193. 

Duration of failures 

T..a. 

92 
111 
16 

219 

Duration of failures are described in this section. Table 28 identifies the average. rnimN.tm 
and maximum down times associated with subsystems from January 1993 through Mardi 1993. 
Figure 92 illustrates the data defined in table 28 

Table 21. 0.ratioll o(fail■ra 

10 97.S S97 
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Down Tmes for All Subsystems 
January to March 1993 
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□ Al Other Subsystem, 

e 
(\') 

■ UTCS Subsystem 

0 
LD 

0 
(0 

0 r-

Down Tune (Mnutes) 

0 
00 

0 
O> 8 

Fipre 91. Down times ror all subsystems, 1/93 - 3/93. 

Figures 93 through 97 pictorially illustrate the down times for each of the subsystems: UTCS, 
FMC, TIN, TISC and Radio. 

180 

180 

140 

1'20 100 

ao 
"- eo 

40 

20 

0 
10 20 30 

Down Times for the UTCS Subsystem 
J•nu•ry to M1rdl 1993 

40 50 eo 10 

Down Time (Minut") 

ao 

Fiptt 93. Down times for UTCS subsyscan, 1/93 - 3193. 
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10 30 

Down nn.. far the Fie 8: e1y-.n 
Jw&ary ID MIich 19'0 

40 90 eo 70 
OownTime~ ) 

90 80 

Fipre "'· Dow■ times for FMC subsynem, 1193- 3193. 

30 

Down Tilla far the TIN~ 
Jw&ary ID MIich 19'0 

«> 90 eo 70 

Down Time (Mruaa) 

90 IO 

Flpre ts. Dowa tilNI for TIN .. ~ 1~3 - 3193. 
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7 

6 

~5 
i 4 
:, 
g-3 ... 
u.. 2 

1 

0 

OO'Nn lines for the TISC Subsystem 
January to March 1993 

0 00000 0 0 0 
N O'> "Ir lO <O r- CC> 0) 

OO'Nn Tme (Minutes) 

Figure 96. Down times for TJSC subsystem, 1193 • 3193. 

Down Tme3 for the Radio Subsystem 
January to March 1993 

Down Tme (Minutes) 

Figure 97. Down ti!Des for the Radio subsystem, 1/93 • 3193. 
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Tune of Day of Failures 

Table 29 and figure 98 illustrate the time of day of failures for the period January 1993 
through Mardi 1993. Pleue note a proportionately smalJer number of failures between 12:00 
midnight and J :00 am than in the time period June 1992 through December J 992 (see figure 85). 
The proport.ion of these failures decreased 27 percent from the June J 992 through December 
1992 period. This reduction is probably due to improvements in end~f-day tuk processing 

Table 19. Namber of failura by suhlV1tem by time of dav. 1193 - 3193. 

Subsystem 

Boar UTCS FMC nsc TIN Radio Total 

12 AM IS 0 0 0 J 16 
JAM 8 0 0 0 0 8 
2AM 9 0 0 0 0 9 
3 AM 7 0 0 0 0 7 
4AM 8 0 I 0 2 11 
SAM s 0 0 0 6 
6AM 4 0 0 0 0 4 
7AM 10 1 2 0 1 16 
8AM 2 0 1 0 0 3 
9AM 11 0 I 0 0 12 

10AM 12 1 s -,n 
11 AM 5 l 2 10 

Noon 7 0 2 2 2 11 
1PM 10 0 0 11 
2PM 14 0 l 0 16 
3PM 9 I 0 11 
4PM 6 0 I u 2 9 
5PM 6 1 0 ~ I 10 
6PM 6 0 0 0 I) 6 
7PM 4 0 0 0 I) 4 
8PM 2 l l 1 1 6 
«.!PM 2 0 0 0 0 2 

10PM 3 0 I 0 0 4 
11 PM ~ n n n n ~ 

TnTAIC 170 R Ill 6 n ?10 
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2(.1 

18 
18 

l;' 14 
i 12 

f 1~ 
~ 8 

.. 
2 
0 

Tlme d Day d FlilurN fOf M Subayaunw 
Januwy to Match 1993 

llllllllll 
N M ~ ~ 0 ~ ~ m O -- -

Timed Day 

Figure 91. Time of day of failures for aD subl)'!tems, J/93 • 3/93. 

Figures 99 through 103 illustrate the time of day of fa.ilures for each subsystem: UTCS, FMC, 
TIN, TISC and Radio. 

18 

Timed Day d F8'1urN '°' Che UTCS ~m 
January to March 1993 

Timed Day 

Figure 99. Time or day or failures for UTCS s11b,ystem, J/93 • 3193. 
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3 

Tme of Day of Fai ures for the FMC Subsystem 
January to March 1993 

C 

8 
z 

TmeofDay 

2: 
Q. 
Q) 

Fiprc 100. Time of day of failura for FMC &::!;.711em~ 1/93 - lV93. 

~ 
C 
a, 

& 
£ 

2 

1 

0 
N 2: 
-< 

Tune of Day of Failures for the TIN Subsystem 
January to March 1993 

~ ~ 2: C l 2: < 8 Q. 
c,) (0 a> z c,) (0 

Tme• . . Day 

F°lpft IOI. Ttmt of day of faDara for TIN nbsyltea, 1"3 - ~ -
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5 
C.5 

' 3.5 

i~; 
~ 15 

1 
0.5 

Time ct Day ct Flllurn fot fie TISC S-~m 
January to Mwch 1993 

o----

3 

r 
it 1 

0 

t I f f f f I ~ ~ ~ ~ ~ I l l l l l l l l l l l 
N - N " • ~ ~ ~ G ~ 0 - Z - N " • ~ ~ ~ G ~ 0 -- - ~ ~ ~ 

T,mectOay 

Flpre 102. Tunt or day or failures for TISC nbsystcm. 1193 - 3193. 

Time al Day al Fllilu,• fOf the R.clo &.tt.ystem 
Janua,y to Mitch 1993 

Tlmeal()ay 

Yep re I 03. Time or day or railura for Radio nbsysttm, 1193 - 3193.. 
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Rlsw.11.s: Junt! I, 1991 Through March JI, 1993 

Number of failures 

Table 30 identifies the number of failures by subsystem by month. Figure 104 iUustrates tn 
number of failures during the IO month period 

~ 

JIDC 
Jutv 

AMMI 
s.-er ---~ Octoba 
NcM:mbcr 
D ember 
Jmuav 
fcon.y 

.Ywc:b 
Tr)T&IC 

100 

500 

1: 
w.. lOO 

100 

0 

Table 30. Nuaber ol falharet by nbsyme by -t~ 6192 - 3193. 

urcs 
S7 
76 
24 
21 
JO 
ss 
69 
80 
90 
0 

en ,., 

UTCS 

S•bsy.ana 
FMC TISC TIN 

6 2 I 
4 18 l 
6 9 0 
s 9 13 
4 0 3 
I 2 9 
2 7 I 
I 6 s 
I 9 l 
6 3 0 
u £C -u 

F~ of Falura ~ SUbayttem 
June 1992toMwch 1Sl83 

Racio nsc 
SUblystem 

FMC 

hello 
0 
8 

28 
21 
7 
3 
0 
0 
10 
7 

tU 

J,ip~ HM. Freqaeaty of'failures by Hbsystan, 6192 - 3193. 

TIN 

T..a. 

66 
107 
67 
69 
44 
70 
79 
92-
111 
16 

711 

Fia,.,.res 105 through 109 iUustrate the frequency of failures by m '1th during the period June 
1992 through March 1993. 
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Fr~•ncy of F..,u , .. by Month for Al Subsysla,,.. 
Jl#le 1992 to Man:tt 1993 

w ► i ... ... > i CD z _, Q. 8 0 w 
~ 

:, w z .., 
~ .... II) 

MOfdl 

Figurt 105. Frequency or railura by month r~r all subsystems. 

F-'ur• Frequeno• b/ Month fo, Che UTCS &mystem 
June 199'2 to Mardi 1993 

Monlh 

Fipre 106. Failare freq■encia by month for tbe UTCS sabsystea. 
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14 

12 

10 

! 8 

! e 
4 

2 

0 

Freq.,eney ot Fal\nl ~ Month few Iha FMC Sublyswn 
June 1982 to Mlrc:tl 1983 

Month 

Ytprt 10 • Fnqaeacy offailara by moatb for the FMC subsystem. 

! ► 
~ 

Frequen:y ot Flihs• ~ Month few the TIN Subayllem 
~ 1992111> Mardi 1993 

Manlh 

Ytprt IOI. Fnq11acy or failara by moatlt tor die TIN Rbsyrte. -
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Frequency of Falures by Month for the Radio Subsystem 
June 1992 to March 1993 

30 
25 

~ 20 
~ 15 er 
~ 10 

5 

o --
JUNE AUG OCT 

Month 

DEC FEB 

F"tpre 109. Freqancy of faiara by moatla for tM Radio •blJlu& 

Duration of Failures 

Duration of failures are descnbed in this s,,,ction Table 31 identifies the down times 
categorized by month. Table 32 identifies the down times categorized by sublyllem. r..,e t 10 
illustrates the down times for all systems. Figura 111 and 1 t 2 i!Ju.wate the down times for the 
trrCS and the FMC subsystems respectively 

Table JI. Dwnmoll etfa.lil■ra by .. .._ 02-JIIJ. 

n...n----
M•~ Maa Mia Mu Teal 

June 11.89 s 30.0 71S 

July 12.32 s 93.0 1,311 

August 17.SS 10 73.S 1,176 

September 17.SS s 94.S 1,211 

October I l.67 s 30.0 S13 

November 9.86 s 30.0 690 

~ 11.06 s 49.0 174 

Jmaaary 11 .◄7 s 66.0 1,055 

Fd,nwy 12. 13 s 16.S 1.346 . 
Mardi 37.3◄ 10 97.S 597 

Total ,~ 
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T•ble 31. Dantioa orrailun:s In 111- • Ir¥ tillle of day, 6192 - 3193. 

s.·_J __ 
UTCS 

FMC 
nsc 
TIN 

Radio 

Meaa 
10.26 

32.SO 

IS.26 

S.12 

24.79 

"'-- n-• ,. ~--- ·-
Mia Mu 
10 66 

30 90 

10 93 

s 9 

10 91.S 

Down Tines for Al Subsystems 
June 199'2 to Mardl 1993 

Total 
s.1s1 

1.110 

992 

174 

2.082 

a Al Other Subsystems 

■ UTCS Subsystem 

10 20 30 4'° 50 60 70 80 90 100 

Down Tme (Minutes) 

Fipft 110. Dowe dma for al systems. 
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1: 
"'200 
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100 
50 
0 

10 

35 

30 

25 

I: 
"' 10 

5 

0 
10 

20 30 

0cMft T\fW bh UTCS 811111'1.,.. 
.u,e 1882 lo tillrdl 1183 

40 so eo 10 
0cMft Time~, 10 

Fipnlll. Dowatuaar ... t.11eUTCS....,... 

20 

0cMft Tlfflla tor h Ft«: S:ie.,•ia 
June 1882 to Mardi 1983 

40 so eo 10 

OcMftTifM~) 

10 

90 100 

100 

F'8lftl 113 and 11'4 iDustrlte the mimnun, r.~ and maximum down times by month 
and by ad,system rapectively . 
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Minimum , Average, and Maximum Down Times by Month 
June 1992 to March 1993 

120 

100 

!~ □ ~ □□ D~ 
0 +----+---+----+----+---,t---+----+- --+- --+----i 

120 
100 

u, 80 
G) 
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~ ◄O 
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Fipff 1 ll. Millimam, avenae, aad maxima• down tima. 

Minimum , Average , and Maximum Down Times Bi 
Subsystem 

□ D 0 -t------t------+-----+-----+-----i 

UTCS FMC TISC 

Subsystem 

TIN Radio 

F1pft 114. Mbtl.m■a. nenae, ud maxim•• dowa tima by nblylae& 
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Tune of Day of Failures 

Table 33 and figure 11 S illustrate the time of day of failures for the period June I 99'l throvtb 
March 1993. 

Table» . N■aber of faD■ra bY ••· •J by tille el tin. 02- 3191 -

S.btyRea 
BHr UTCS PMC 11SC TIN ..... t'...a 
12 A A 62 0 0 0 4 r 
I Al, ?1 0 0 I t• 

2 AL 1' 0 0 C 
]AU 0 0 0 I 
,CAM -, .. 0 l 5 'Z 
SAU 11 1 2 0 3 1u 
6AM t l 2 0 3 1 
7AU ?~ 5 4 0 5 ]O 
IAU I t 6 0 ] 2 
9AM 10 2 4 0 2 I■ 
10AM 1? 4 6 5 ◄ ;1 
II AU 21 ' 5 5 11 d7 
NIVWI 16 ◄ 4 • 1PM ?1 ' 6 5 •t 

2PM ?? ] 6 5 j t 4 

1PM ?I. 4 7 1 t 47 
4PM 20 2 1 4 l 12 
5PM 2 2 3 7 14 
6PM ?II. 2 0 0 4 1? 
7PM ?O 0 0 0 5 2~ 
8PM 17 3 1 ?1 
9PM ll 0 0 2 tli 
10PM 15 0 I 0 l7 
11 PM 1? 2 n 0 15 
TOTALS 502 36 6S 34 14 721 
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70 

eo 

20 

10 

0 

llme d Day cl Falk,,- fof M ~,re 
June 1992 ID Mlrd\ 18'3 

TlmedOay 

Pipre l ts. Time or day or aD sablysttm railura. 

Figures 116 through 120 illustrate the time of day of failu.res for each subsystem; UTCS, 
FMC, TIN, TISC and Radio. 

70 
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0 

Time cl Day d Faiklret fof the UTCS Sublysam 
.,.. .. 1992 to Mlrch 1983 

Tl"MclOey 

Fipre 116. Tuae or day or UTCS nbsystna failua. 
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Fiprt 117. Time ot day of FMC 1abl)1tea fahra. 

Timed~ b h TIN~- .. 
June 1982 ID Mlrdl 1883 
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Figart IIL Tiat tifday otTIN 111bsyltea raa.ra. 
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Pipre 119. Tiae of clay of nsc subsystem f ailara. 
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Onsite lntnvi~ fuSIIIU 

Onsile interviews were COflduc:ted with key TravTek participub. Major itaaa tbll 
emerged from the interviews are u follows: 

• Many voiced their conc:an reprding car batteries. A ,mew of l"f)m lop lbows 
very few recorded battery failures. FoUowup di,c:ussions with Avit iadic:ata tbal 
many vehicles were n:tumed to the airport with battery &iluRs noted by the 
customm. Aw routinely placed the batteries on their 2 how bettay c:bllpr ad 
returned them to rental status without recording the r,roblan on GM lop. 

• MM)' thought the congestion information provided to vebida WU W 1.-tisfiqo,y . 

A number of hypotheses were sugested why the congatioo infot mltioa w 
unsatisfactorv, induding; a) L~ Nlioo pr0QCSI frequently dlOIO 1utorica1 data; 2) 
link ratios have a disproportionate impact on stiorter links; 3) lipal delay could 
appear U congestion; and 4) inaccurate cbta cmsed OU ofc:oc6tence_ 

• The screen on the vehicle ,tispt.y occuionally watt blank wben apoeed to dinc:t 
swwgbt. 

• Link tJ'IVd times were not l0CUflle mo1agb Posed tpeeda Wa"e too hquailJy 
med. 

• Metro Traffic wu the oaly TIN Uta' that regularly rq>Ol1ed in «-s V«y few 
were rq,orted first by the FMC. 

• Directions m>m TravTek sometimes caused dtiven to become confided (e.g.. 
direc:tions cowd tell the driYer to make a U-turo which is illepl in 1CJ1De St.Ila) . 

• A way to designate off-network incider1lS wu needed. 

• TravTek got some people to vemu.re out further &om the hoceb ad theme p(RI. 
They felt safer, therefore TravTek tended to •spreact out• its economic benefit. 

• Address structure of the yellow pages informlbOO wu not c:ocnpae. A buw 
or service needs multiple lddlesses. Address c:boices should made : lb'eel 
address. 11J1WD1 lddless and a "vanity" address (e.s-, daipMi.oa ot•• the cans 
olx lb'eel ad y avauej . 

• The a.rd citk driYa in me cars were;,. sig,it- •• pn,blan be-... ~iaa . 
faiba IOWlrd tbeead oltbe cal. 
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Figure 121 i.Du.suatet the rdiability oftbe Tw. Tele syaem by moalh by alblyltem. 
This figure iilusuates availability in ac:as of 96 S pert:eal tbn:Jugbout the projec:a across 
IDd,syserns 

F'Pft 121. Peraat dew11ti91e by nbsyltal by......_ . 
TMCIVEBICU COMMUNICATION SUBSYSTEM R.CLIABD.JTY 

A study WU performed to evaluate the reliability of the two way~ linb 
between the TMC and the vehicles. This study was coaducted to determine the enor rates 
1aociated with the communlcatioo ~ u welJ u to de1ermine if tbcft wae 
localized areu in the network where enor rates were high. 

E ..... etiee Mtt1Md1hc,-

Thc !mis: qiiarim ro ~ wtd iD die TMCJvdiicle acc:11111-•· ••11eicl•• t 5 CAI) 
Ddywae: 

• Did tk w:llides rnceift. JD wbm die TMC a:■ ic!tid? 

• Did dlE TMC .~ve data when the '\!dudes b +&1ined? 
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The data for du saudy were ctaived from tne TMC log,~ the vebich lop . Tbe TMC lop 
were used to devdop !MC up--time ~ which were 1,440 character re00fds for each day of 
operation from June. 1992 through March 1993 (April and May. 1992 TMC lot data were aot 
available). Each chanc:ter in the up-time vector corresponded to a milUte oftbe day, Ind hid the 
value J if the TMC wu operating and broadc:mting data to the vehicle. and hid the value O if'tbe 
TMC wu down. For J)W"pO{eS of this di,ainicm, the vdnde's receipt of broadc:ut elm wiD be 
termed an event "Jl • Similarly. the vehicle's transmission of a probe report wiD be termed an 
~ent '7 .· 

To develop the buic data for the error rate anaJysu. the foUowins procedure wu f'ollo-M3d: 

1) IMC to vehicle error we data. For ead'I 1 in the up-time vec:tcw, a cbeclc wu made in the 
vdu~ Jogs for the corresponding miJMe to determine if the vducles received the broadcul dm 
(denoted by registering an event "R•). 

2) Vehicle to ]MC qror mte 4111. For each event .,.. regjstffl:d by the~ a check 
wu made in the TMC's up-time vector to determine if the TMC wu up and reccivina probe 
rq,ons. If the )"MC was up, the logs were c:.hecked for probe repons nmdring the T eYaU. 

DataSo■rta 

The data !OW'0eS for the TMC/vehicle communicatjon reliability saudy indudtod the TMC lop 
and the TravTek vehicle logs. The up-time vectors were developed according to whether or not 
data we,-c being logged by the TMC. Missing data gcncrared the zeros in tbe up-timt YeCtorL 
The TMC up-time vectors were used u the basic data set which indicat=d wbctber or not the 
TMC broadca5l data to the TravTek vehicles. Also, the TMC radio lop l'1JCOrded tbe probe 
reports on a minute by minute basis. These probe reports included the vehicle ID, latitude, 
lol)8itude. and link travel times, among other things. 

The vehicles Josged an event "R • when a radio transmission wu receiv.,d from the TMC. AD 
event T would DOC occur unJess preceded by an event "Jl"' lf the TMC broadcast dla. Ind the 
vehicle did DOC receive. an em>r was Josged for that vehicle for that min.ate.. Additioaally, it WIS 

imporunl to know the location of the vehicle at the time of missed radio reception. 1'bis was 
determined by interpolating the latitudc/lonsitude values between the last time t.be whide 
received data. and the firsl time it received data after the missed rMio receptioa. When the 
vehicle transmitted and the TMC did DOC receive (assuming it WU up). an aT'Of WIS loged. as 
well u the location of the vehicle when it 1rlnSmitted. 

Additionally, the time of the vehicle's radio transmission was logged u pll't of the ewnt --r.• 
This time. relative to the beginning of the mmute_ wu critical to the probe ~ procea. The 
system timing procedure for probe rq,oru was that the TMC woulc! bansmi, for appccaMi11Mllely 
l S leCOOda, and the 100 probe vebides would report in during the next ◄S N00Clds. F.adl vellidc 
ba:f a desipated time slot accofmJl8 to .the formula: 
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1◄., + 0.4 • I • (seconds) 

where l is the vehicle's ID number l- 100. With lhe need to maintain this rigor<K.S timin5 
sequence, all t~ vehicle's logged transmit times were compared to their calculated transmit liCleS 
to dcternune how well the vehicle$ were limiting their radio ttansmissions to their assigned slots 

Results 

The data were processed as described in lhe previous 2 sections Massive amounts of dl.l.l 
were handled during these processing runs, routinely ranging from 35 to 70 megabytes. 
Approximatdy 8 hours were required for ear,:; !If the scr up runs. Initial results indicated a much 
higher than expected error rate. in both directions These figures were reported early and found 
to be in error. After correcting the prooessing programs. the average error rate for TMC to 
vehicle communicatrons wcs found to be 14 8 percent The mor rare for vehicle 10 TMC 
communications was found to be 14 I percent These results were still higher than expected 
Because of the Oat terrain in Orlando, and lhe relatively small central business district (C8D), an 
error rate of not more than S percent was expected. 

The TMC to vehicle communications rustory consisted of 1,052,522 communications attempts 
between June 1992 and February 1993 inclusive. Of these aucmpts, lSS,948 were failures (I ◄ 8 
percent) . That is, 85.2 peroent of the TMC initiated communications messages v, t:re received 
successfully by the vehicles. Figure t 22 cont ams a histogram of the failure djstncution. 

The vehicle to TMC communicatjons history consisted of 88S,S34 communications attempts 
between June 1992 and February 1993 inclusive Of these attetl'pts.. 125,230 were failures (14 t 
percent) That is. 85 9 percent of the TMC initiated communications messages were received 
successfully by the vehicles. Figure 123 contains a hjstograo1 of the failure distribution 

TMC to Vehicle Transmissions -~,----------~---- --, 
~ ~t- -------- --t~~----
~ 25 +---------- ----·- -----

20 +---------- -1::..1------ -t 
~ 15 
! 10 ½---- ---E 5 ._ _ ..., 
l o ..--.. .... 

$ 
II) 

,..: 
$ 
0 
0 -

$ 
0 
0 
N 

Aln:entage of Comrunk:at.ions Faues 

Fiautt 121. Perctnuge ofTMC to Ytbic:le tomm unic.atioos fail■ra. 
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Vehlcle to TMC Tran9rnlstlons 
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on on on .,., 0 "' on I N ,n ~ e N ,n ~ 0 f:s 

.,., 
~ g - - N N N 

Aefcentage of Comrun ca110ns Faues 

Figul"f 123. Ptrttnlagt ohthic lt co T~IC communiucions failures . 

Figures 124 and 125 illu t --ate the percentage of communications failures by month Figure 
124 depicts TMC to vchlcles failures, and figure 125 depicts vehicle 10 TMC failures. 

TMC to Vehicle Transmls'Sions 

F11a~ 12◄. Pttttntact of TMC lo vt hiclt communkations raiJura by month. 
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Vehlde to lMC Trananialons 

i i 
., I&. 

Y...,-e 125. Pauotage of vehicle lo TMC communiutioas failura by moada.. 

Tbe next 51,.ge of the processing was to determine whether a few cars were contributing to 
the,e higher than expected results. The data were reprocessed by month by vehicle number, in 
effect~ a IOI x JC, matrix of CtTOr rates. The first 9 columns represented June- March, 
and tbe lu ..olumo was the total for each vehicle for the study Similarly. rows I - 100 
repesentcd ac-b vehicle. and row IOI was the totals. Only four vehicles had a failure rate higher 
than 30 percent when initiating communications to the TMC The vehicle ID numben and their 
u.~ed failure rates are shown in following table 34. Forty two percent of the vehides bad 
error rates in the l 0-1 S percent range. 

Table 3'. Vellides witb lligb enor nus when transmitting 10 TMC. 

TotaJ Number of 
Vdlidem# Failare Perttatage Communiaitions Attempcs 

49 96.r/4 12,006 

79 39.1% 7,203 

97 37.r/4 6,402 

100 31.3% 7.875 

~ a further cbeck. the transmit time slots were evaluated to determine if vehides were 
trmim,itting outside their designated time slots; and possibly int:rf ering with the data 
tno,missiON of other vehicles. Figure 126 shows the results of this study . Indeed, a large 
number t')f dala transmissions did occur outside designated time slots The 1.ero point in figure 
126 is the point al which the transmission was to have occurred. If it was early. it is shown as a 
neptiYe value. If it was lite. it is shown as a positive value The time slots were each 0.4 
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seconds in duration. It is unknown exactly how incoming dst• transmiaiom «> the TMC &~ die 
vebides were ~ed by pos s,1,le simultaneity. This was a possible cootributiQg &c:tor to die 
bi~ error rates. 

1:aooa, -,-- ____ _________ _ _ 

O..&-J~~I ---• • - .=, t;s:.;,a-4,,_.•1-4 -4,_1'--',0 ,-,.l~O~ l i=.,>..,,.._, ...... fU,.-~. 
• ~I •111 -1l -4 1 42 01 U II I~ ZH 

n......, -, 

F"epre 126. Vdaide traasmit time slot a«ancy . 

The radio equipment in the vehicles may have had antenna lead-in pi~ with rectilrion 
&om the SMR radio sysaem inducing i.nterf~ in the GPS units. All early problem occurred 
with the coaxial cables in the vehicles exper.encing induced EMF from equipue.11 imtded for 
TravTek. 

The signal receMd &om the vehicles at the mute-- antenna was weak. There we:re 2 
rec:eiven. and voting logic was used to honor the SU'Ongest reception. This low power recepoc,a 
couJd have been a problem for incoma,g da!a. 

Finally. a plot of the latitude / longitude pairs was made to dc:tenniao the loclllioa of data 
communication problems. Figure 127 is a piot of the latitude / kqillKle pain b wllicb all 1'MC 
to vehicle data transmissions were suecessfully completed . Convenely, .... l2I is a plol oldie 
latitude / longitude pairs for which all unsuccessfuJ TMC to vehide elm b Fri..,. were amde. 
Figure 129 is a plot of the latituck / longitude pairs for which aD mc"'e-41tl ~ to TMC daa 
transmissions were completed. Conversely. figure 130 is a plot of tM labclKle J ,,,..... p!lir'I b 
which all unsuccessfuJ vehicle to TMC data transmissions were made. 

Figures 127 through 130 rather dearly demonslrate that~• transminw,a cmn were not 
confined to a subset of the vehicle fleet nor were they confined to specific: area of the netwon.. 
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If they were, they are mulced by data loSSing artifacu lhat caused the erron to be uniformly 
distributed over the network. 

It was thought that many vehicles may have been outside the designated study area, IDd thus 
were out of range of the master radio transmitter. Similarly, it was pouible the vebides were 
receiving data from the TMC while outside the study area. but their transmitters were out of 
range of the master radio receivers. Neither oflhese assumptions proved to be true, as shown in 
the plots of unsuccessful radfo transmissions depicted by figures 128 and 130. Since the radios 
were licensed for a specific geographic area. the vehicle software apparently did not log ewnts 
•r an:j ~ • when the vehicle's location was outside the licenscc' boundaries 

With all these data in hand, ;, is concluded that datn communication errors may have been as 
much a problem with data l<>ssing u it was a problem with actual com,nuniQtion em,n , 
Unfortunately, the operational test wu ove:r before the$e data "°ere processed and the results 
known. 

sonw ARE RELIABILllY 

This section will descn1>e the software reliability ofTravTek. This description is partially 
anecdotal, ~ a limited amount of data were available for the analysis A data coltec:tion 
pmcedure wu not in place for logging software failures, plus the fixes were not always 
documented by the programmers. 

During early months of the project, a Teduacal Committee existed 10 discuss and raoh,e 
technical problems. By July I 992. this committee was replaced by the Configuration Control 
Committee, which had a similar function and smaller membership. By this time, it wu felt ~ 
the list oft~ problems bad become more manageable and there WIS need to 1'9late the 
process to minimize system changes which might impact the oven.II TrwT elt evaluation effon. 
Many studies were being conducted that depended on uniformity of systtm operation. 

A TravTek system rnanagef WIS hired after the operational lest WU underway. The manager 
was assigned the task of monitoring operations of the TravTek sysiem, primarily throuch 
observing operations of the lMC, rxamining various data logged by the TravTek I...ibrarian. ad 
periodically chedcing with ~tatives of the various TravTek subsystems. 

The TravTek system performed normaJty with respect to the reliability of IOftwve . As more 
changes and fixes were made. 1he teliabifrty improved. Had detailed data been tak~ it would 
have shown thal the mambe:r of failures declined with time. Software fails bec1111e it contains 
faults (or omissions) that were introduced during its creation, or at later stages of its life. An 
ewnple of later saage failure is when it is cbanpd in an attempt to fix ocher faults. or when it is 
enhanced by the addition of new functionality. The general perception with TravTek was that the 
successful removal of design faults resulted in an overaD improvement in software reliability. 
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Table JS depicts the vehicle software chanae history for the first aeven relellK!I. Tbe 
utilization of~ TravTek vehicle program versions was detamined Qoup proceuina llf' 
TMC radio logs. Figure 131 illU$U'lles the deployment periods for the whide computer program 
versions. 

Table 36 shows the reboot frequency for each of the 3 networked computers that pafonned 
the TravTek control function. No logu were kept for the libfary computer. since it wu aot critical 
to the control proceu . Ninety three pt:rcent of :he entries in the operator's logbook noted ~ 
u the action. 

Table 35. VdlkH IOftw t -. chance bistory. <JJ> 

Relt»t Number of Estiluted Number of Eltiwated 
Namber Routia1 Software Time to Fis. Naviptioa Software Tille to Pb 

Cllusa (Ma• Moaths) Oaaaa (MuMNdla) 

1 F"arst Release First R.deue 

2 Test Release Only Test Release Only 

3 16 3 6 2 

4.1 9 4 9 2 

4.2 0 0 I 0.2S 

4.3 1 o.s 0 0 

4.4 l 0.1 0 0 

Very few other TravTek system problem repons were available. Minu•~ of TechnicaJ 
Committee and Configuration Control Board meetings were not available. A sysaem stab.IS report 
from the system manager for July 1992 is summarized b !'viiuws: 

• Two failures due to comm.mication component of base station. 
- lightning Shike (3 days). 
- air CO!lditioning system failure (S days) . 

• One failure due to AAA computer hard disk (70 hours) . 

• Two trouble reports due to TMC software. 
- slow down of SQL ,erwr (not releasing system memory). 
- illepl character in vehicle log ( communication failure), 

• One trouble report due to GT1N software (communication bandier). 
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• Ongoing investigation. 
- &lie congestion reportS. 
- 1TIN ecceu to 1MC. 

These sparse records show that data were not available for a comprehensive analysis of the 
aoftware reliability. 

I TravTek Vehicle Program Versions I 
.M-82 s.-92 No¥-82 Jen-83 Mar-83 

Jun-82 Auo-82 Od-112 Oeo-82 Fe1>83 Ai,,-93 

; ---+----i-0➔!~~-+!~-!+!-~~~-~!f:-f::-f:-j 
3.1 i== 
• 

IH~~~1~l1~l~~l~~1))1)!l!!l!El!i~ >.c,.c 
.C.5 

5 
e t---+----if---+--➔-+--+-+--➔---• 
7 - -------------- -

I - Vfflion In UM I 

Fipft 131. TravTek vellick pnpaa venioa Nft'ice ti1Hs. 
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Table 36. TravTek TMC compatffl - reboot fNqlM9CJ. 

Moadl Operator Data Bue Coaa■■Jcadoll Teal 
l■tmace Compater Coapeter 

Coapater 

April 1992 25 9 16 so 

May 1992 11 5 20 36 

June 1992 13 s 10 28 

July 1992 28 16 22 66 

August 1992 10 g 13 31 

September 1992 7 4 10 21 

October 1992 7 6 7 20 
.- ·a·:.: • ,. November 1992 14 I 12 34 

~1992 6 4 7 17 

Jmwy 1993 9 5 11 25 

Febnwy 1993 3 2 5 10 

March 1993 5 3 9 17 

Totals 138 75 142 355 
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SYSTEM ARCJIITEC1VRE 

TravTek DISTRIBUTED ARCBJ I ECTURE 

A disuibuted system is eharaclerized by having the processing and stonge elemem.s pbyaicllJy 
dispened and interconnec:ted by data comn:amications facilities. Distributed arcb:tec:ture l)'ICeffll 
provide a large !IUmber of highly desirable user and operational benefits. Some of'tbele benefits 
are listed in table 3 7. 

Table 37. Bt:aadl ol distribated -~ 

High system performance - fast response 

High throughput 

High system reliability/ i>igh sysl.:m l\' ~ lbilit"f 

GncefuJ degradation (fail-soA capability) 

Ea,e of modular and inaanentaJ growth 

Configuration flextoility 

Automatic resource sharing 

Automatic load distnl:,ution 

High ldtptability to changes in woridoad 

Increruental repllcemeot anci / or upgrading of components 
( hardware and sr ftware ) 

Easy expansion to new functions 

Good. tot~ .. - ... ,, overloads 

A good distnl:,uted system should provide at least the following capabilities: 

• The user should view the system in the same manner u a c:entralim:l « uniprocessor 
system. 

• The selection of the specific resources to be urilim:l in servicing a u,er's request 
should be transparent to the u,en (i.e., occur without bis oc her knowledge), unless a 
specific designation of the resources to be used is desired. 

• The distnouted operating system sbouJd automatically distnl:,ute and balance the load 
OYer the raources available. 

• The distnl>uted data bue mamger should control concurrm access to dala files by 
different processors and should ensure that the contents of redundant copies of the 
data bue are at all times consistent. 
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• The system should be able 10 c:onrinue in operation despite the failure ofindividuaJ 
components. 

These classical features of distributed systems, with the exceptioc of load distnliutio1\ were 
embraced by the TravTek design_ TravTek received and 1.ransmin-ed data m>m a coanen:ial 
radio service in Or1ando The vavcles weft each equipped with I data radio for transmittu1g to, 
and receiving from. the TMC. The complex of four ne(WOrted computers at ,J,e TMC 
implc:memed the function of TravTek at the TMC Each vehicle had two computers installed f'oJ 
TravTek with bus interconnec:tion. 10 perfonn the vehicle's TravTek functions Tr remaining 
aements of the system. the TlSC and TIN participants. were linked to the TMC by telephone 
lines. These procmjog elements. linked by various communication media. were the heart of the 
TravTdc system. 

0:NTRALARCBrrECTURE Dl:S!GN ~Ll"ERNA11V[ 

This section wm contrasa the implemema1:io 11 ofTravTdc IS a system with c:eftltal arehitectuR 
This would be • system design that uses a subst.antial computing resource at the TMC This 
:additional computing po'W'tt wouJd primarily oe neoe:ssary to handle the t.aSk of route cak:ulation 
for the TravTek vehicle fleet. as well IS monitor all vehic.le ~vemem:s and constantly pn:rnde a 
route recaJcul&t.ion for aU vehicles while en route. While there may be some economies of scale in 
a large oomputer in tenm of the size of problem that can be handled. it should M pointed OUt that 
the centtal computer would emulate the tasks of 200 20 MHz.. 4 MB 80386-bued oomputm 
Although the two computers in each vehicle were desi,nated the routint and naviption 
computen. respectively. the route calculation algoritlwn had to limit the path choice, because the 
computer could not bandle the full ~ . So. it i!-assumed that the ino-wbicle routing wk 
:ould be fully handled with the equivalent ofa 40 MHz. 8 MB 80386 computer. The TravTek 
arcbitecture had a fully distn1>uted routing system. as contrasted with a ~ ."OUting 
system (Set reference 25 for a discussion of system a:rchittaure ahematives). 

Table 38 conlr8SU the implementation ofTravTek IS both distn1Juted and cenmJ architecn,
'TM asannption in preparin, this table is that. with all other aspects oftbe system remainin& 
constant. more computiQg po'W'tt is added to the TMC, and less computing power remains · 
vehicle. This shift in processing power is accompanied by a shift in the leYel of logic ~ 
furaions u well. All major processing functions would then reside at the top of the computmg 
fmarchy . and the remaining logic prooe$Sffl8 functions would be largely confined to data uwasfer 
and formatting. Note thal the data c:ommunication system has re.T.Nned the same. In actuaJ 
practice. this would noc be the cue. since much more bandwidth would be needed for TMC to 
Yebide elm transfa s in a centraJ..based environment. The vebi.de to TMC bandwidth 
requirements would euentiaUy remain the same. with one exception A prOYisioft for rcSOMna 
cont~ #OUld have to be made to accommodate simultaneous dm rransmisaiou This is 
due to the need to handle randon, queries to the TMC for serviQes no '°"8a' available in the 
vehicle. These queries would have to be interleaved with the probe rq,ons. which are transmitted 
,equentially begiHMlg with vehicle rumber t. and contitaJina almost. 45 seconds each mirut.e.. 
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Table 31. Cea aatnl ftl"la distribllted la · tatN. 

TravTek FUNCTIONS DISTRIBun:D CENTJtAL 
ARCBII ECTUR£ ARCIIITl:cTURE 

Route calculation Performed in Yehide Pafonned • 1MC 

Result of route c.-lQelation Already present in in-vehicle Must be tnmn.ined to 
computer vehicle 

Navigation map data base Resides in vehicle: each Resides at TMC; sinpe copy 
vehicle bas copy 

Routine map data base Resides in vehicle; each Resides at TMC; single copy 
vchid.e bas copy -

Tum-by~tum instJuctK>ns Reside$ in vehicle: each Resides at TMC; transmitted 
(both~ and voice) vehicle bas copy to vehicle 

Local informatiGn data base Resides in vehicle Resides at TMC; transmitted 
(UD) to vehicle 

LID queries Handled in vehicle Transmitted to TMC from 
vehicle 

LID response Handled in vehicle Transmitted to~ &om 
TMC 

Individual probe reporting Transmitted from vehicle to Transm.'tted from vehicle to 
TMC TMC 

·-
Evmts Transmitted to vehicle from Transmitted to vebic:le &om 

TMC TMC 

Weatherre:pons Transmitted to vehide &om Transmitted to wllide from. 
TMC 1MC -

Parking lot status Transmitted lo vehicle &om Transn.itted to vehicle &om 
TMC TMC 

Link trawl times Transmitted &om TMC to Remain at TMC for route 
vebide for route calc:ulation cala 11at.ioa 

Reroutes Cakulated in vehicle Calculated M lMC and 
trlMWDined lO wllidc 

Historical data bue Resides/updated at TMC R~atTMC 

Vebide location Determined in vehicle. Detarniued di veJide; 
transnined to TMC transmitted to TMC 
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Table 31. o____:_ munl wnm cliseribated ill • tatioL (CNtiaaed) 

TnvTell FONCllONS DISTRIBUTE.1> CENTRAL 
ARCRITECTUR.E ARClll1'FCrUllE 

Vemde to lMC teJaneuy As implanented. for I 00 Same u implemented for l 00 
bandwidth vehicles vehicles 

lMC to vehicle teJaneuy As implemented. for 100 Estimated al Sx u 
bandwidth vehicles implemented. for 100 vehicles 

Route c:alodation time A~ 20 seconds per WouJd avenge S min, 
route including tdemetry tiJM ~ 

existing dwmd 

Computing raoun:e at TMC Four 416 c:ompUten: dm Supenc:alar parallel proc;eslOC 
hue. opentor . 
comrmmication. and library 

Computing resource in Two 80386 computers per One 80386 per vehicle 
vdude vehicle x I 00 vehicles • 200 

80386'o 

Traf& D>INganmt potential TMC would bias link travel Would perform on-line 
times for broldclSI to siroolation. i.e. dynamic traffic 
vehicles. fnr route diversion mg,anent. to manage 

rcutm3 
Sugesaed route comp6aoce Vehicle paths known from Would be Ible to measure 

probe reporu; suggested suggested route compliance 
routes unmown since routes original~ and 

. probe reports termima~ at 
TMC 

lncidenl reporting As implemented Same ,, 

FMCdata As inipl,enaaed Sarne 

UTCSdata As implemented Same 

Traf& infonmbon aetwcn As implemented Same 

AYlillbility of travel time data Twominrtes Immediate 
to. 

. . . . ----

198 

Google Ex. 1017



lti
lli

if
f1

11
1 i ~

11
1;

:1
11

1i
~l

1~
 

I l1 1l
!l

i1
 

lt 
J d

is
 I l 

i j 
~ 

~ 
&

i H
 !!

 h i
 I f

 -l .
 5

 J-
iJ

 ~ J
-"

 

• 
11

...
 

!I
 j 

E
' -

''
<

 
jl 
l 

O
 l 

fi
r 

. 
a,

 
t &

· S
 

i 
a 

·'
"~

1
►S

 
~f

t-
e~-

~ 
~

~
t!i

' 
'll

e-
,.l

 
sJ

 I i
r 
·U

 ! 
~ I

 
L

 
z 

-
u.

...
. 

-
~ 

•R·i
tJ

 ll
!-

J:
 d!
 

[f 
!H

i H
H

IJ
D:! 

~ 
Ji

H
l•·

 
f 1

 i. t
 11

 · l. i
 i

n 
l f

f U
 ~ ~

 i l
 H

 d
 t 

; 
• ~

 1 
r •

 
[!

 

1;
1B

ilJ
 !~
f 

iJ
;!

tJ
II

tJ
i!

tl 
1 

•t
iti

i 

t, 
1-

i:h
J!

h 
1 1 ·l

 
IJ

l 

Google Ex. 1017



Table 39. Rmtkia1•in olTnwrtk .. 
toa~uclllll • tadoa. 

Problea Arclitedllft Related IMpleatatadoe 
Related 

Fawnbie Nmtnl Uafaveral,le 

Cost ti' 

Congestion Symbols ti' 

Communication Errors ti' 

Software ti' 

Map Data Bues ti' 

Car Batteries ti' 

Reliability ti' 

Vehicle Location ti' 

Link Travel Tunes ti' 

Incident Reporting - ti' 

Expandability ti' 

Map Data Base Ul)8rldes ti' 

Separate Navigation and Route ti' 
Maps 

' 
Local Information Data Base ti' 
Upgnada 

Historical Data Base Upgrades ti' 

Vehide Sntan Maintenance r ti' 

Tra'ITek needed much more traffic infOffl'.aion than it hid. Probe vehicle reports were shown 
to be valuable but lacking in quantity. The 00\.~ or manyins high technology with emcing 
traffic control systems left a pp in the ~~ In existi111 systems. a lot more data 
wouJd not produce correspondingly better traffic na~ . A lot more data would have 
improved Travfek. 

A wae number or people worked tirelessly during the mrire opa ltiooaJ tat .. Still. it ICICINd 
u if the heavy~ left the projeca too early. The vay terious probleru orfabt C04'.18estion 
symbols appeming on the Yebide's tcreen wu never rCIOlved mis&donly . More key pea,onnel 
should ~ 1euaaiawt on lite fur ~ duration of the study. 
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A--ol••~wuiq,icitiDtbesy11em...._ Yet.tlle.,._._.. ; •-
it WU reprded u fuDy autoawted. lt needed doter aape1 lt'ilioa. TrwT-. dlr ... ._...._ 
IC •wf to not bave myoae permaaendy Oft lite~ thtOrouafily knew_. - I f ae.,.... 
Samelima., it wu cfi«r•aalt to know where problems tbould be AlpOl1lld. 0... lad ID bow ia 
advance wbole lll'ta of apecialty w inWMld in crder to Rl)OR the pn,lllea. 

TravTek wu a booua for Ortado . It achiewd lllbQn&I Jl'lblicily, Md local r · 1 ia ...,. 
Mil 1cqu1ioted ~ the project. Md ft1C081ized the cars. Wu IUdl 111iaoeeopic ._-, , a 
med>anism WU needed to p'OUlld the 8eet lftbm problems ufaced . n, .,._ ........ 
... ..,,,. after the funnaJ hepe■11 Tbe aystan needed mo,e time tor p,otl• ...,_ bare 
80i!II oaliDe. Al times. it IC HNd dm the !litz ud technology ..,,. ·0¥11,.►'""1well Gae oldie 
~ boaom line reuom why tbit combinaaioa of tedmolocY ii imporlal iD 6a11n 
implemercati<IGI: traffic IIIU48CfflCl!l. Traffic erwoea ~ bid a wice in the IYII • IIUI it w 
not allowed to be I primary driww fofte, 

A diftaenw. GPS (OOPS) IO,dy wu •...onickned during the latter .... oldlle pra;.:t_, SillCe 
mo,a of tbe GPS nuiven wtre uptp"llded for OOPS &naioo, it would haYe bem Mlp6al if dlis 
testing bad involved tbe emire fleet. The OOPS saudy ~:~ ctoo,maiced io a ..,._ report. 

COMMUNICATION SYSTEM ALTERNATIVES 

The 1MC to vehicle commuoicatioas syst_ms was a fuU dupk:x time tloaed packet radio 
syaem. The bwoadcast of a I am.ate swu, mesuae &om the TMC eec:h minute w¥ed • a 
sync:broaiz.ati sianel to the vebides. nu synchroniDtioa sipaJ ee--1 wfl t1llli cle to 
UW.rlit duriaa iu wiped time alot. The TMC could irwmit for lfff'O;jn,.eiy IS NOOMI; die 
I 00 vebides transmitted durirw the ranlining 4S seconds, Each vehicle wu alone d 
approximately 0.•1 seconds to transmit . 

By narrowiQg the time inaaval that acb vthide c::ould tFIDSmit to 0.2 •oadl or• ii 
would have beeu poaible to expand tbe vebide fleet to as m&ny as 2SO. T1lis would IIIIYe ..._ 
the absolute upper limit for~ number of vehicles that could haw been accnAM+: d a rd by....
eqieasion of the existing dlU radio usage. 

In TravTek-like syscems, the rdativdy easy communication task is &om I .... paiat (IMC) 
to multipoint (w:bides) . The more difficult amngement is multipoint to lin8le poial. This ii aot 
10 much a problem in light c:omnamication traffic. but o crafficutt problem MIilea cc m ii .._ 
u witb a large fleet of vebide6. The analogue is ii~ ~i :.cavy two-way radio tnlic. In ilbl 
Uaffic. if'ermeone i• taJkin& yau wait until tbeyre throup. In heavy tndtic, IIIIIIY odas.,. allo 
waitina to talk....: you may ape,ience O()qsidcnb&e delay. Bu&. when radio.,.. it llenJ. 
m, ,..., uni to become o,orr. tene. 

The lin8le to multipoint ~ in TravTck could aw be-. 8C1Y41U s• 1 ~ widt • 
FM IUbcarrier-~st The number of~ that could have been rwW would OIJly MW 
been limited by the,-. oftbe radio. AB wbides in the Orlando metiopolillll .. could M¥e 
been rcacbed by du me!bocl. but 10 could my Yebide with TravTek ....,.__ haw ,_wed 
TMC broadcuts. The diff'elaais:e is tbal the FM IUbc:arrier' would~ ope,-, ....._Jtly cl 
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the packel radio system, thus freeing up IS ,econds of the packet radio system's time for 
additional simplex vehicle data transmissions. 

The typical information message from a vehicle to the TMC was 248 bits. This excludes other 
"bookkeeping• biu that formed the message. The message content included ~ vehicle ID 
number. latitude. longitude, street name, heading, last three links and link travel times for links 
travencd last minute_ version numbers of programs and data bases. and vehicle and TravTek 
equipment swus. Some of I.bis information was in the message to provide a service benefit to 
driven through the vehicle for online assistance. By making this message more terJC and 
•padcins" the message. the original ~se 00ntent could be reduced from 31 bytes to s bytes. 
This would reduce the message content to vehicle number. last link tra~"'4 and the link travel 
tirr.e.. and would sacrifice the provision for reporti.ng up to three tinks traveled per minute. Al 
most only a·aingle link travel time would be reported by each vehicle. A one or rwo link QU(Ue 

could allow link travel time reporting to be delayed one or two minutes. if there was absence of a 
more current link travel time to ~rt . This technique would theoretically permit 1,023 vehicles 
to be acccmmodated. But. this does not account for bookkeeping bits for packetizing. and timing 
becomes very critka1 for the transmit time slots. This would not be considm rl ~ practical upper 
limit. A maximum of SOO vehicles might have been accommodated using this technique. 

Another communication alternative wouJd bt to use the FM subcarrier to broadcast requesta 
for probe reports I.Ml arc a,u specific, such as for specific links or eoon:tinate bounds. C<>nupccd 
transmissions. signalling simultaneous responses. couJd cause a request for random response to 
lessen the possa"bility of transmit collisions. This lechruque could also be used to address select 
groups of the fleet. This concept fully applies to utaliz.ation of alternate frequencies for vducle
baed comnamications. such as Ny be available for dedicated use in JVHS. Because of the 
i.nvestmenl in infrutrueture, the use of beacons would not have bttn pr:ictical for U5C with 
TravTek.. 

A final comnunication alternative would be to use some of the optimization techniques 
menrloncd above, and establish the maximum number of probe vehicles that can be 
accommodated with the radio system. These probe -.-:.~icles. a subset of the remainder of the fleet 
which has only radio receivers. serve as the master pn,bes for the rest of the fleet. This diminishes 
the number of probe ~ra available for feedback 10 the fleet. but it al~ aJJows the expansion of 
the TravTek Oeet to any size. 

IMPLEMENTATION CRITtRIA 

TbiJ section will discuss the implementation criteria for replicating a TravTek system. The 
in&utruc::ture in place in Orlando that contn'buted to the success ofTravTek was the Florida DOT 
Freeway Managemenl Center and the City of Orlando Traffic Management Center. These centers 
were supported by ongoing operation activities. A commercial radio service was available fur ute 
to implement the lMC to vehicle data communk:ations lir.k. 
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To replicate a system comperable to TravTek. the following mu,t ~ CODliderwd: 

V Video IW'\ eil1ance '-yslem. 
- mooitor freeways. 
- monitor key arterials. 
- surveillance system maintemn.::e. 

• Vehicle detectioo systan. 
- fteeqy ,peed and volume detectors. 
- arterial ,peed and volume detecton . 
- detector system maintenance. 

• Traffic management center. 
- site where TravTek computers are installed. 
- TMC operations staff. 
- TMC maintenance staff. 
- focal point of swveillanee and detection system 

• Communicat.ions with traffic management subsystems. 
- coaxial cable. 
- fiber opcic cable. 
- leued tdephone lines. 
- private twisted pair cable 
- wireless links 

• In-~ equipment. 
- routing computer function 
- navigation computer function. 
- data f'ldio . 
~ map displaj . 
- voice synthesizer. 
- dad reckoning system. 
- GPS rec:eivef. 
- cellular~ -

• Traffic information network. 
- ~ XJuuercial traffic service. 
- terminals at police depattments. 
- terminals at fire departments . 
- terminals at coounerciaJ vehicle operations. 

The software system consisted of the following software and data baes: 

., TMC opa atiug 10ftware. 

• Vehicle opalting toftwue . 
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• Map data bue . 

• Historical travel time data bue . 

• L«.a1 information data bue . 

• Remote user operating software. 

These c:omponents comprised the TravTek system. Major eonsidenrions not addteued 
by the System Architecture Evaluation were the institutional issues. The participanll in the 
TravTek Operational Test hid an excellent spirit of ~peration. This favorable 
implementation •climale• is key in rooltijurisdictionai implemenwion. 

Sites bl-,e eitbet more or less traffic management infi'uttucture than Orlando. The 
balance needed to offset the absence of either a freeway or arterial management system will be 
a larger number of probes. A comprehensive set of online, real-time diagnostics will be 
needed to ensure the comctness of system operation and data &CQUICY and timeliness. 

Improvements in vehicle location, panicularty ditrerential GPS (OOPS), should be a part 
of new system implementation. Improvement in vehicle dead reckoning system will be ao 
additional benefit to be sought. Coupled with OOPS, vehicle location can be greatly 
improved. 
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LESSONS LEARNED 

The TravTelc Operational Tat had an incepcion-to-implenwarint, time apm of) ,-n. The 
e-vallaanon period wu the 12 months foUowing the time of system in,,.,,..... 11le 10111 • 
year period yielded IDIII)' leaons le&mod. This teet.ion ~ the leaont -- .... die 
evahwion period for the system arcbitecture evaluation.. Many other 1e..,.. wse lelrned by 
others prior to thls period. and will be reported elsewhere. 

LIST OF LESSONS L£ARNED 

Lnloe # l: TntllOted 'fest Period. 

The l year~ period leClncd brief after the COOlidenb&e etpeme and eibt to brim& 
the syttem oaline. The evaluation period should have contimaed It leatt 6 mon&bt ~ - M 
the system continued operation. the data quality was improving and system bup MA ltiU 
being resolved. The quality of data acquired at the TMC reached a peak during the Jut 3 
momhs of operation 

Leaoa # 2: Diapottic laforaatioa ie Distributed Sy•C~& 

A distributed system is mote difficuJt to, troubleshoot than r. ~emralized l)'lleai. Acc:ordinstY, 
a disttibuted system requires many diagnostjc features to ~fy 1)1tem opcnaion. Softw1n 
features for verification of correct system operation could have been mote widespr.t 
throughout the system. 

L etlN # 3: lapnwe Depee of A•toaatioa. 

The success of operator interaction with a complex system depends oo the operator. The 
TMC was at times either unattended or without ~ttention Use could be made of an expa, 
system for opera.tor assistance. Delays in operator &Ci!Oft camed coc rapoudia,c Jtlayl in 
making tJ,e system aware of an incident. A higher state of automation was dainble. I.ncidea 
infontllbOII lhouJd easer the system automarically without requiring ~ TMC openacr to 
admowledae the inc:idelll report. Fully 111tomating the process would remove the opcna.or
&om the system wt 'WOUid improve the timeliness of the incident inf'OfflllbOa. Howewr, 
there needs to be some logic developed for entering infonnation to emure the quay r,/ tbe 
infonnation u well. 

Leao■ # ◄: Map Data Bua. 

A biah level of data bue acancy is necemry to support rdiable rouse aaidence A 
aubRamial eft"ort WU put forth to aeate 111d maintain the map dlla buea. t.Jlliwwwlef,, die 
official initia6oa of the projecl WU delayed 3 fflOftlbe. becMDt of~ i-vida lbe ..,, du 
bua. Aft« 12 monahs of error c:orreaions. there were ltil1 errcn in th,! ...,.. 

reptKntation. but with aood doture 01\ ICCCpCibk ICCUrley . The CJelbOD ol1111p ...... 
is a tigni6cant dfon in the IVHS ICeftario. wt new techniques nust be found b cnating and 
updating map data hues . 
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Lato•# 5: Dual Map Data Bua iD Vdlick. 

Because of the state of the art u, developing navigation and routing data bases. TravTdc bad 
to be designed using dual data bases. This type of design is peculiar to TravTek. There wu 
unanimous consensus that the use of these two map data bases in the vehicle wu redundant 
and required an inaeued effort to manage both data bues. The transitions from Ute of the 
TravTek traffic link networit (coarse) to the map link network (fine) praemed interfacing 
problems. Routing and navigation require different levels of ne1WOflc assregation. 
Development of future data bases need to be able to support both functions, 

Lalo• # 6: Maaual Record Kttpins, 

The reliance on manual record keeping is discouraged. Vehicle service records did not reflect 
all of the problems that were being experienced. For example the banery problem wu so 
commonplace that the difficulty was no longer reported in the vehicle maintenance record!. 
Many other routine problems were fixed without logging the problem. 

Lason# 7: Qualify ofTravtl loformatioa. 

Few data information sources in an A TIS are checked more thoroughly by driven than traffic 
information. As a result it is vital that the infom1ation contained in the system represent actual 
traffic conditions in the network. The results of the System Architecture evaluation showed 
that the conventional sources and method of obtaining traffic and incident information 
(particu1arty those on arterial streets) may not be able to provide the high quality information 
that is needed to support A TIS. In particular, the evaluation showed that using the delay 
estimates from the UTCS system djd not provide consistent or accurate measurements of 
actual travel times on the arterial links. A better means of estimating travel times on arterial 
links should be developed. This method should address the variability in travel times that 
exists on arterial streets awsed by the traffic sigrws. 

Laton # ~: TMC MAaaal Ret0rd Kttpiug. 

The keeping of manual records to reflect prohlems in the TMC was minimal. Many problems 
were experienced that were solved hy rebooting. without a clear identification of the machine 
swus that led to the problem. lf record keeping cannot be automated. its importance mu.st be 
communicated and monitored, and those responsible for adequate record keeping should be 
rewarded. 

Lato• # 9: TIN N~twortt Coatq,t. 

The Traffic lnfonMtion Network (TIN) was a sound concept that attempted to bring both 
gcneraton and users of traffic infonnation together on a network. Many users were signed 
up. but sysaan problems preveoted thtir going online with tcnninals. Interest waned. and 
eventually the only ral user wu a commercial traffic service. The TIN concept was never 
really giwn an opportunity to function. and thus could not be evaluated. 
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Leao• # U: laportaacc of MadaiM Lop. 

ft WU found thll then were tubll.mtial diJcrepancies between the machine and openlOt lop 
II the 'IMC . It ii imponant that the ffllChine automatically log u many of the tyStcm 
rnalfunctionl u possible. For example. a system reboot should ~ an online opens« 
intenaioo to enter the rea,on for the reboot Such interactions should be controlled by 
artific:ial intelligence toftware to ensuR adequacy of responses. 

Leaoe # 15: lavolvemeat of Project Penoaael. 

Several system operuon and Irey participantS had never been in a TravTelc vehicle. The 
involvement of projec:t part.icipanu at all levels is necessary to sustain a high level of interat. 

UIIOII # 1' : hrfonance or Distributed Sy,tem. 

A distn1Nted architecture system allows the system to perform effectively in a degraded 
mode . Even if all parts of the system are not totaUy operational. key functions can be 
performed by various disuibuted subsystems. This is an important feature of the Callback 
design of~ distnouted system. 

Leaoa # 17: Opentio■ ofCompla System. 

In a system which is complex and consuucted and maintained by several different 
~ there is need for a central organization totally raponsible for the system. This 
urpalimion sbou.Jd be the sysacm integrator, and serve as the party who oversees all phues 
of the system installation. maintenance. and operation, 

Leao• ,, II: Badia of A TIS to Traff"te Maaa,emtnl. 

As designed. Trav'Tek was an evaluation of an Advanced Traveler Information System. The 
full benefits of A TIS u a traffic ~ tool wu not evaluated. There is a large 
inladcpeodenc:y between A TIS and tnJfie management. such as: l) diversion around 
incide11ts. 2) prediction oftrlfflc panems. and 3) ability to design control sarategies to meet 

demand. 

Lmoe # 19: Acceptable Lc-vel of()pendoa. 

The more complex the system. the more difficult it is to determine its operatioaaJ eftic:1ency. 
Trav'Telc did not have sufficient online diagnostics to determine wbctber Ot DO'! it WU worlcin8 
properly. A more comprehensive system of online analysis wu needed ffir'OU8boul the syltem 
to C0GbllUOUlly aaess the system state. perform diagnostica. and report problems in a timely 
ffllllDW . In IOffle cateS. the evwabOft WU 9CMll8 U a diapoltic fimebon. As a rault, tome 
of the more important evalultioa isaaes could not be punued in adequate detal. IUCb u 
analysis ofleYelJ of processing in a distributed system, better 'W1l)'I offusins dara. and 
replication of the TravTek concept in other areas of the country . 
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Le11 aa # 20: 1latly Proaaiaa of Loa Data.. 

The data needed for evaluating an A TIS should be specified in a timely w by the 
evaluaton. Data loaina and testing should not be the last priority of ID opelllioaal field lal.. 
Ideally. fint leYe! procas9'8 tbouJd occur on the data lop beftn they are more than oae 
week old. Experimenta-s should begin looking 11 the data u early U p,Mible. to tat 
reuonab1eoe11 and accuncy. Furthamore. W! coruplexity and size of conduc:lills the 
evaluation lbouJd not be ~ including the amount of labor needed to cooduct the 
expaimaa. build the data hue. and analyze the data. 

SlJGGES'llONS FOR FURTBER DATA EV ALOA TIONS 

During the course of the system architecture evaluati« .. many ideu for further" ~uaiptiom 
emerged. Tbete are bued on the data avmlable in the TravTdt data bank. Bec:a•te olthe 
massive amounts of data. time constrairtts. and limited resources. these mta utina lftd e,q,loratory 
aveaues 00Uld not be punued . The following is a list of possil>le data analytes that could be 
perfOI med in the future. 

1. Eva'IQ 62 and 63 in the log data sisnaJed the reception and transmission of dm &om and 
to the TMC. Since data communk:arlon erron associated with TMC/vehides c:omnuations 
were uniformly distnouted over the network. it is possible that many of thae peReMd crron 
were related to data logging. A more detailed evaluation of these data is sugated to c.onfirm 
this hypothesis. 

l . Whal trlclang a vehicle during a trip by moni1orin3 the successive links tnveled , it wu 
noticed that links are skipped. These data an, allaillb1e in the TMC ndio 6Je. A deeper 
investiption of thete data neecb to be pnw:d. SLICh lhat the successive links reported by. probe 
vehicle are indeed contipous links on tht TravTek network 

3. Network coordinates may have been in error A funher analysis of tbae po(-.1 emn 
should be pursued, with details on how these aron affected link travel times reported by the 
probe vehicles. 

4. Determine if the relationship between driver sttisfaction and sy,acm perfonDlnce varied 
during the opentioaaJ phue of the project. i. e .• determine if driver satisfaction unproved in 
concert with improvements in opentioa as the system matured. 

S. The •lerVica only" mode of the TravTck vehicle did not permit driwr inlerac:tioa to 
correct wade location. such u would be accomplished by presq the "bop left" or 9h)p ,_. 
buttons. Ttus. this mode of opaltion may have aDowed link trawl times to be NlpOfted for linb 
other than ~boee traveled by the YelJide. The data for trips using the •terwa oalyll mode should 
be analyzed to dcta mine if tbae probe repons were less reliabk 
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CONCLUSlONS 

The TravTek system operated in Or1ando for 1 year belinnina in late Mardi. 1992.. 1'1lie 
system brought together a multidisciplinary team to design and ~ TravTek in a 
multijurildicti enviroument. A unique parmenhip WU fanned ~eea the public and priYlle 
sectors to provide the impetus for the p~ Only 3 ye- . were required &om time of iDceptioft 
to time of deployment. and• unique spirit of cooperation i--Mled to mainlain this ICh.-dule. 

A brief IUfflfflU'Y of coadusions follows for each of the issues addraeed in the Syttem 
Architecture Evaluation. The ordering foll~ws the sequeftCe of precedina. fflllerials in this report 

TravTek wu an Advanced Traffic Information System (A TIS) Good quality and timely 
traffic information is a fundamental need of such a system TravTek needed much more hi8h 
quality traffic information to provide vehicle routing that had the benefit of acc:unte. up to minute 
traffic information. The freeway surveillance system was • rdatM)y good ~ of t'Tld time 
information. and the arterial street netwotk .urveillance system did not pnMde tcCUr11e e1bm1ta 
ofacrual travel ~ tfons. Probe vehicles provided reliable travel times. but reported esnificanr 
travel time variations on arterial links due to stop lime at intersections. A much tarp number of 
probe repons would provide • better sampling of •vetl&'C travel times. 

lncident infomwion available to TravTek was spYSe and usually not timely Wbile incidents 
are hopefiaDy the exceptioo in traffic operations. they are nonetheless hiahlY vitible and well DOied 
by driven. DrMn had the ex:pectation that the TravTek system •1mew• about inc:idclu, but this 
wu generally not the case Frequently. TravTdc.'s awareness of incidents was tardy. Better 
incident reponing was needed 

Dua base IICCUrllCy wu good . The historical travel time data base improved over rime with 
updates &om probe vehicles. The map data base provided a good repraenlalion of the nerwo,k. 
as~idencod by the •vehicle display This is a highly visible element of the S)'llem., and ffl'On in 
mappifta are ~Jinly noticed by drivers. Tl-e map data base clevelopmeftl required u ..,.__ 
~ and maintenance wu vay imp()C'tllnt since the network ~ on oec11t01L Att. 1 .,., 
of openrion. there were still some original errors remaining in the maps. plus thole i1111pected by 
construclion. Tbe locaJ information data base accuracy wu g. od and imprOYed with each new 
version. 

The data fusion process for estimating link travel times was the core olthe T-...c toftwlle. 
This process assimilated inputs from all relevant sources and chote • winner bued on a fuzzy 
lope aJaotithm. Tbe duration of the influence of probe vehicles may have been too Iona. but th: 
algorithm wotbd well otherwise. raeld studies were not COllduc:ted to eYlluare the~ 
proceu, and would have been helpful in the weument . 

A luman factors study WU made regarding the TMC operuion and environment A mecriwn 
workk>ld wu -xcuiona1ly experienced. punctuated by Ions periods of Ii gc workload. Better 
training of operators was Meded. workstation design could hnve been it tproved. and the work 
environment WU possibly too noisy. 
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The TravTek Traffic Link nerwodc bid a1moa total coverage by the TravTek veiides. There 

were approximlldy ◄S,000 probe~ per month. The networic WU genera1Jy I good 
rq,racoWjoo of the lalJal ~ and their trlVd times, Some error in the node coordinates 
may ba\-e conbibuted to miasing or et,oneous probe reporta . 

The TravTdc sys&an achieved the bigbesl swe of IUlomatioo that could have been achiewd 
with ju oesign. An openloe mull~ pre,em in the TMC. The gathering and processing of 
incideul infonnation remains ID inlcnctive process. LlnJc travel time dau were receiYed 
automatically from the probe vehides. freeway manqement syscem. and arterial control 
rnanagem_ .... l)"ltem. In tum, these data were processed and distributed lO the vebides. all 
without operalOr intervention. 

The TravTdc system was VfrJ reliable. largdy due lO I distributed architecture. The 
availability of the aystrm was in excess of 96 pen:ent throughout the project aaoa all 
IUbsystam. bucd on data processed from the TMC logs. The aabsysccms c:omider{.d weft 

UTCS, TISC. TIN, FMC and Radio. The TMC/Vehide c:omnamication IUbsystem wu anaJy.r.ed 
seplt'lldy. to mei.sure t.be two-way radio dau error rates. Tb.? avenge error rate foe TMC to 
vehicle comm.micatioos wu found to be 14.8 pen:aat.. The error rate foe vehicle to 'IMC 
c:ornmunic:•lion was found to be 14.1 pertent . The logging pr0Q'dute for the data utcd to analyze 
error rates apparemJy c:ontnouted to the high values of 14 plus percent . 

The Trav'!ek sys&em performed normally with respect to the reliability of software. As more 
changes and fixes were ~ tbe reliability improved. A minimum aroount of data were available 
foe analyzing toftware failures, but the general pa-ception wac: that the successfuJ removal of 
software design faults resulted in better sys&em operation. 

The TravTek distnouted architecture wu a logical choice for tht implementation. It 
perfonncd wdJ and generally did noc show any weaknesses that uJtimaldy limited its 
pafonnance It promoted a paraJld effort during development. since GM. MA. and FHW A 
eadJ were in charge of developing a ,epame ponion of the system that would Later be linked by 
cornmunicarlom. lfTravl' ,-k hid been implaneoled u a cemraJ~ architecture, much more 
c:omputin.g power would have been required ll tbe TMC. and much ~ ... in tbe vchides. This 
would have simplified data bue mainleoance. yet would have ~ tbe c:ommunicatioa 
requiranenu and impoted an imbalance oftbe syscem processing elanents. The problems with 
the TravTek system were Lvgdy implementation relaled. as opposed to a-chitecture rewed . 
ComrnunKation system altenwivu would have permitted a much larger veftide 5eet to be 
deployed. but with limita on probe reporting. 

Tbcre were many leslons learned from TravTek. II establiJbcd feasibility. and vmbnd inlo 
uncharted U:nitory. The implemenwjon and evaluation will serve u a model for aJblequmt 
pn,jects. 

212 
Google Ex. 1017



' 
Al'PZNDIXA.. TMCSYSTDIIIAIIDWAIIS 

Tbe followillg ty1tem lardwan: is u.l by tbe Trav1'ek/l'MC ty11em. c,t 

Pita Bue ti OJ Work1,r,.,_ 
AST Premium 4161331E Syt1em 

16MBRam 
320MB Hard Disk 
EISA Hard Drive COllln)ller 

3.s· 1.44MB Floppy Dille Drive 
s.25• 1.2MB Floppy Dilk Drive 
LogitecbBulMollle 
Video 1 VllAM VGA Video Board wilb S 12.x: 
NEC Mu1tisync lD /NEC Mukitync SD Moaitor 
3-0,m Ethertiak 16 ~ Adaptor 
Dip,oard~PC/li 
Pawer DiJtrilution Sy.cem 
SY·TOS T• Backup Soft"8r'e 
Tapt Bacbq, System (250MB) 
Tapes. Eocnded ~ Pre-Formatted (100) 

Commynicalions WorkJtptigq 
AST Premium 316125 System 
IMBRam 
Manoi y Expwion Board 
3.s• 1.44MB Floppy Disk Drive 
s.zs· 1.2MB Floppy Dilk Drive 
120MB Hard Drive 
Lopech lnpon Mou,e 
NEC Mu1tisync 3D Monitor 
3-0,m Etbertink 16 ~.«ft Adlplor 
Dip,oard DiaiClmaJ PC/16i (Standard Confia,.nlion) 
Power Filter/Disri,ut Sy,um 

Qmmnit:#km U.dware 
Codex I0002 Mocti•h,s , I Slot Eadoue 
Codex IOOOS Power Supply 
Codex 4 llOS V.32 Modem 1~9600bps Dial Up & Lcaed (◄, 
Codex #2239 2 mcdem cards V.22 300-2~ (3) 
Codex Aa,rtect Inmllation Hardware a Cabla 

Odmllardwn 
Jt.S.232Cables 
Mnr«Renro• RS-232 Adaplon 
1U 11 Pboee Cabla 
nin Ethernd Cabling (For Tat Site) 
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Tbin Elbcrnd Cabling (Al TMC) 
Modem~V.◄2 
ID-tine UPS 

SYlicm Software 
The foUowing 00IDIDa'Cial IOftware pacbges are used by the Traflek/TMC sy,tem; 

MS-DOS V. 3.3 
mM oc OS/2 V. 2.0 Standard Edition for each madJine 
Remote OS (1 uter lic.ense) 
RT-Gnpbic:s V. 2.0 
Microloft SQL-Server V. 1.1 (S Uter license) 
Mx:roloft LAN Manager V. 2.0 (S worbWioa ticeme) 
QMODEM 
Logicomm 
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J.Pl'ENDIX B. TMC OPERA roa Ml:N1J nJNCIAONS t't 

Syeem 
........:_ ..i • • -11!-...._ . _,-;_ .. _ ... I . --, .. . 
, ... ldlctiOII cnnc, ... _ UI ..... routines·-. to NMFNFd,liiltiww:aaoa ·- =iD•'III 

menu choices are available: 

• Uaer. 

SYIUIP - Lop - the system pram.. I dialogue box tbaa aDows the 11W to -- I Iopa ID ... 
puswonl . The syltem c:bccb the da.' n«ed . If the lop! fails. dis ii niconW ... ,,... 
losmfanerrormrr rp'Pl)elntf..= -equira~ 

If there are TIN 01' ltalUs mesr ga waiting. their windows are opened 111d the m I (t) an 
pr••mect 

SYIUIP -1.QIINI - upon ldection. the l)'llCffl c5sabies ..n opent« ~ ne .,._ - c,. 
an windows and diaJo.caee boxes. The map and viewpol1 are c:hmigr:s ~o the IYll8D dl6ult wew. 
AD menut are deactiYated acepc 'Lop' . 

System - Uc • provides the ability to view, lt'.cl edit()." delde a UlltJd dllta reccna. o.ly die 
a-pervilor' am add 01' delete I record. The a-p.'n'i,or Cal W:W 01' edit the elm for.,, Iller . 

Uaera am ody view 01' edit their own dlla recons.. 

YD 
nae opeioas are mo available &om a ~ - They are: 

• Zoom. 
- MoUle Zoom In. 
- MollleZoomOut. 
- Z.oomln. 
- ZoomOut . 
- Zoomtol.eYel. 

• De&ub 

• Veta Poc:lioal Noa . 
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• GoTo : 
- Landmllk. 
- lntenection.. 
- Vehide. 
- PaatioaLot. 
- (lncidenl) . 

Ya -1.oom 
i1a module contains all of the routines responsible for magnifying or reducing (U>Omins) tM 

map dilplay. The following maaJ cboica are available: 

• Mou,eln. 

• MOUieOut. 

• Zoom la. 

• ZoomOut. 

• Zoom To Level 

Ya -Zoom - MO!ilKJD - the u..- bu the ability to zoom in on a map by using the rr.~ 
Seiec:t the map area to zoom in oo by selecting and holding oown the left mouse button. and 
~ a rubber bad box around the area of interest for zoom in. 

Ya -Zoom - Mou,e Out - the u,er bu the ability to zoom out on a map by using the moute. 
Seiec:t the map area to zoom out on by tdecti"8 and holding down the left~ button. and 
~ a rubber band box around the area of interesa for zoom out. This action c:ama a new 
11J01D leY8 thll plKa the previous view in the area tdec:ted. The center of the rubber bud box 
becomes the new ccmer of the tcreen displayed. 

Ya - Zoom - In - with this func:rion. the u,er z.c" "JIS in one zoom level on the currm map. 

Ya -Zoom - Out - with this function. the user zooms out one zoom level on the cun-mt map. 

Ya -Zoom - To Level • with this fimc:tion. the u,er can zoom to any ~ dincdy . 

Ya -&dmb Sc;:ocn - the u,er can refresh the map display. OccuioaaDy wbm windows are 
mowd blank~ can OCQlr , l't tbele times refi'ah is used. 

Ya - Pdeeb - this function allows the open1or to update the map with the latest mown vmde 
positiona. 

Ye - Vicwpolt - the u,er can crate anothc.. -iew of the map with this &mc::bon. A window is 
created oonreining the map ar its default position. zoom level. and tcale. This window can then be 
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DataBue 
This menu choice allows the ute:r to view, add, edit. er delete records m,m a ,'lliecy of ay,aem 

data bue tables. These are: 

• Puking Lot. 

• Weather. 

• Landnwk. 

• Vehicle. 

• Day Plans. 

Data Base -Padcina Lot 
This option presents a screen containing the first Parle Lot data base record. Toe mer can 

search for a different record , edit the current reeord. delete the current record, or add & new 
record. 

Data Bue - Weather 
This option presents a screen containing tbe weather reeord. The user can, edit the record, or 

dear the record to a default (no data available) message. 

The weather data nust be entered by this operator II regular intervals. This is done by ca1Jins 
the local weather information telephone umber, and entering the data. The system will cbedc the 
date and time that the data was last updated, and wiU erase the current entry if it is older than a 
certain time period (4 hours) . When this happens, a message wiU be placed in the system scatus 
window reminding the opet'llor to call for updated weather infom;ation. After 4 houri and l S 
minutes without an update to the weather ~ the 'No Data ~,vailable' message will be 
transmitted to ~ vehicles. 

Data Base -Landmarlc 
1biJ option presents I tcreen containing the first Landmark data base n.~ . The uter can 

M&1Ch for a different record, edit the current record, delett the current ~d. or add a new 
record. 

PCCIBue- Route 
This optigo presents a screen coot.lining a tisr of the cumnt system route files. The uaer can 

cboote to edit. or ddele one of fhae. or to add a new one. The route files are edited using the 
ty1temeditor. 

Pt&I Bue - Yehide 
This option pren111 a JCteen C'Ofllaining the fina Vehicle data bue record. The use,- can 

teardt for a diff'am record. This option only allows viewing of the records. 
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W

mmmnu—muhmmmh—m Thu“
whaflIuMIflbmmahfi-mmu‘am
would.

3m
Tishadmmmodhhmm “snowy-”um

Syntax
6mm

Indian

mm

Vdiclu

mucus...
Rum

IIIIII
that)“

SQL

W
mmmmammfiumqmupmm. Thom

“Museum:

Incident

Elihu

Valiant

mum

Rm

hinrflnfiummmMfl-hfimium
mummmmmmmmnmmu

mall-arm

MWmmwhmm-hfidhm
www.meMTmmmm-um
mafiawmdmmdficmmm“.
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Rcport,- System - Incideoh 
~ ioc:idenr ltllUI f'el)Oft provides information for all inc:idenu in the sy,aan. Tbo repon 

showa the incident ID, the link it faDa on. the incident ~ and the start and end limes. 

Bewts - Syseem -Link Data 
The link data report shows a list of a1J non-nominal links. with an indication of the QJm:nt 

travel time. tho nominal travel time. and the source ID !hU is~ the non-nominal time. 

Reports - System - Vehicles 
The vehicle status report shows a list of all vehicles in the system. with an indication of their 

CWTent uatus. last reported position, and other information available from the probe reports. 

Reports System - Padcina Lot Closun;s 
The par1cina lot closure report provides a list of all cfosed parking IOU and whm they R-OPffl. 

Reports - System - Routes -This option allows the user to select a route from the lilt and 
gMerate a route report. The report contains information such IS the total pl!Xlicted travel time on 
the route, the links that are non-nominal, and the incidents that are active on the route. 

Report -User Defined 
This option allows the user to generate a custom report from the system data base tables. The 

user selects the table and fields that are to be displayed. The system lays out and genemes the 
report . 

,Repons - SQL 
This option allows the user to generate a custom report using standard SQL quay l)'llltX. 

The user may enter an SQL query from which a report is generated. 

yog 
The TIN users who use pbol a IS data input are encouraged to enter data in an electronic 

form usil)8 the phones' push buttons. However, should they elect to do so they can leaw a 
messqe on the TravTdc computer. 

The following menu choices are available: 

• Play Message. 

• Operator Pqe Block-Allow . 

Yoice - PJax Maaac 
Thi• option gives the user the ability to delete or play messages that have been reconled by the 

voice mail system. 

Yoice • Qpcn;or Paae Block/Allow 
This option is a togle thal nocifia the system that the u,er W'asn't available to answer pages 

&om the voice mail l)'Slem. 
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The opaator must specify the duration of the incidenL If the incident is to be scheduled. the 
operator can leleca • button that aDowa the incident swt/end time to be entered. 

Tbr incident duration is listed u a start time (the current time) and an end time. If the 
operatOr teJects I duration of 30 minutes. the end time is calculated and the value is placed in the 
box. lfthe spin box is used, its value is copied to the end time. The start t :i: cannot be edited 
unleu the ICbedu1e button is pressed. 

The operator must indic:a1e which lanes and shoulders are closed by using pulldown boxes. 

A le000d dialogue box appears that allows the operator to select from a list of prae&ected 
~ - Following message selection and confirmation by the operator the incident record is 
entered into the system. 

lncidcm -Edit 
This function allows the user to edit, ddete. or confirm an existing incident. The operator can 

d\ange the incident location. duration. lane closure information, link ID. or vehicle message. 

Incident edit can be reached either by selecting Edit from the Incident Menu or by cliclci113 on 
the incident symbol on the map and theti choosing the Modify button from the incident 
information screen that is displayed. If the menu was used, the operator must select the incident 
to modi.')-&om a lisa of an those active or scheduled in the system. The Ust of incidents is ordered 
by fink oomber. 

The edit procedure is mcactly the same U t.,',e ..def prooodure, e,ccept that all fields contain I 
default derived from the previous values entered. Selecting 'OK' keeps th\: previous 1nfom.ation 
unless it hu been explicitly changed. 

When an incident is edited (changed), a new data base entry is crealed with the next logical 
sequence number. The old entry is archived and then deleted. 

+ocidcm -Moye - thi) function allows the operator to move the physical position of an existin3 
incidem. The operator first selects the incident with the mouse. chooses the Incident - Move 
mcm. and sd.ec:ts the new location en the map by dicking at the desired position. The incident 
symbol will b: moved. but will remain associated with its previous ID. 

Incidcot -Goto - this function allows the operator to locate incidents on the map display. The 
operator leiects the desired incident &om the lisa of incidents and the map is redrawn at that 
incident location. 

LiDk - thele function contain operations specific to linb.. The mmu choices are: 

• Enter Congestion. 

• Goto. 
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o The 6lriJuboa of data 10Urcet ,elected by the data fuaoa procea for the a,mnt minute. 

• The diltributioa of the link time ratios for the current mimlte. 

• Apptic:aaiom currently connoc:ud such u operator interface; FREFLO, urcs etc. 

COMMUNICATIONS COMPUTER SCREEN 
TlNt oonmmicatio"I computer iJ not normally used during the daily opentions of TravTek. 

It ii u.t by the syatrm deYeiopen for debuging and maintenance. The comnmications 
compder ac:reen will indicate: 

• Cwreal coamec:ted TIN IOW'COI and line 1WUs of tm modema. 

• OPS receiver ltltul. 

• 8roldcut ndio communication status. 

• Vehicle comnamic:ation Slltul and the number ofvehides on line. 
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TravTct 
tDC:ldeDI 

ID 

3161 

3931 

4007 

4012 

4014 

4049 

414S 

4147 

4163 

4l6S 

APPENDIX C. DATA BASE OF Tnrflek AND PMC INC.1DENTS 
(JANlJARY 22, lffl THROUGH MAllCII 2'. 1"3) 

Dale Tm-Tct iac.1.-1 
Link 

TMC FMC 

- . EJldiaa - . • .. ~ 

1'22193._ ...- l"5S 17.33 11:00 17.29 1116 

1'22193 l41S . . IS·IS IS·4t 

l/nN3 I-MS 06.>"9 07 29 . . 

I/Z7/93 1421 083S 093S 08:27 09;15 

1/21193 1409 . . 16:07 1642 

1/29193 141S . . 14·4S . 

1129193 1428 1106 1906 . . 
211m 1451 08.32 0902 08;21 Ol·Sl 

Vl/93 14-49 09.11 C.941 08·4-4 ()9-46 

2/1193 l<AS 09 .31 1008 08 4-4 09:2) 

vim 1398 . . 16'03 16 ss 
2IV93 1403 . . 07 .JS 08 21 

2/J.'9'3 1466 07 42 0841 07.13 08·◄1 

2/lJ93 1401 . . 17.31 11"09 

VS/9) 1466 . . 071S 072 4 

2/5l'1J 1461 . . IS.2S IS·4-4 

VS/93 141) . . 14.21 IS«> 

VS/9~ 1421 . . 16 31 1708 

VS/93 1421 . . 17 10 17 14 

VS/93 1)91 . . 16·42 17 )6 

VS/93 1401 . . 191) lO 14 

2/S/93 IQ . . IS41 16 17 

11119) 1407 17;4-4 i i 14 . . 
111193 14-4.S 08'.02 0832 07·49 01!51 

2/1W93 14-47 09.03 1003 ~ . 

2/1W93 1457 09.2.S 10 10 09 n 09:33 

..... 
! ,,. 

SIii 

OiMbled 

A I 11--1 

A,cadlal 

Olall,W 

OillbW 

Ace,._ 

A ..-

No. 

~ 
,.,, ... 
A,c ... 

,.,, ... 
... • -o.biild 

OIIIIIW 

o.blc 

Pola I 

AdWrftt 

o..bW 

A "--' 

A ..._ 

Ai ii Ill 

Ae11• 

... • I I 

o.l,W 

AA .... 
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APPENDIX C. DATA BASE OF Tnflck AND FMC INCIDENTS (CON11NUED) 
(JANUARY 21. 1"3 THRO UGH MARCH 2', 1993) 

Trw'Tc:k Oltc Tm'Tc:k Timcuw.d IDci1m 
bx:idcal Link Type 

ID lMC FMC 

- . 
Endm. - ~ 

4 19S 2/11191 1413 17:06 18:06 16:57 11:lS DiMbled 

2/11191 14~9 . . 08-0S 08:46 Accidta 

4211 2/11191 1472 IG.43 17:0 . . Accidait 

2/12J9'3 1403 . 17.46 17:50 Diablod 

4260 2/16193 1417 IS.27 1627 . . Aocidmc 

2/17193 1421 . . 18:19 18:31 •criffl't 

2/17193 1411 . . 18.24 19:06 Accidait 

4293 2/17191 1409 US3 lS .13 14:38 IS:07 Accidmt 

2/18193 1421 . . 16:05 16;30 DiMbed 

4322 2119193 1417 08:47 09'07 08·28 10:12 Accad.:m 

.4325 2/!919'\ 1449 09:4G 10.40 ~3 1 10-.lt Accidait 

1337 2/t9193 1398 16:07 17'07 . . ~C101'ml -· -~ ·- -~ .... ,,..___,, ---
43oil 2122193 1445 07·!3 0738 I . . ~ 

4360 2IZ2R3 1421 15·47 1608 . . Accidmt 

4361 2l22JIJ3 1445 16:06 17:56 . . ~ccidcal 

4362 212.2193 1396 16:08 17.28 IS.SS 18,0l AcaJml 

2122J'9j 14S3 . . 18:SO 19:11 Oillbkd 

212.2193 1396 )&;09 1839 . . Oitlbled 

4403 2l'2Sl9l 1421 07:10 07:40 . . Accidc:ar 

4418 U2S,4l)J 1421 16.3) 17:01 . . • -w:i,l,mi 

4421 2/2.S,'93 1413 17:43 18·0 16:12 17:34 Accidait 

2/N,R'J )403 . . IS S4 18:16 An:idc:a 
2/N,R'J 141S 18.46 2046 . . Spilled - Loed 

4456 3/V93 1407 08:14 09:14 . . I>illblDd 

3llRJ 1407 . . 17:lA 1&34 A4 ... 

313193 1421 I . . IS:30 18:03 0-,W 
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APnNDIXC. DATAIIASEOPTrnTellANDPMCINCIDl:NntCONIIN0ED) 
(.IANUAJlY 22, 19" TBltOUGB M.AaCII 2', ltu) 

Trr/Tc DIID TrrlT.t r .. ._. ...... 
IDCidail Lillk ~ 

"'I') TMC AC 

- . 
EmfliiiM - &lliM 

313193 1413 - - 17:20 17:39 .. ·~ .... 
314193 1407 

I 

16:22 17:00 o:--tH - -
315193 1421 - - 07:SS 07:S9 u. ... 
3M] 1'.S.S . . 16:.&S 17:16 DiNHed 

460S l/10193 1401 16:0I 1708 16:23 17:33 AA · • • 

l/12J9J 1443 - . 07:01 07.43 ,.,. .... 
3/11193 1411 - - 17 ll 11.09 ~··-
l/1 VJ) l4SS . . 17 12 11:31 AA ·• • 

4671 l/15193 1469 08:12 08:27 . . AA •• 
l/1~ 14 ! I 17.56 18 56 17:S4 11:35 . .. AA·•• 
'.Vl6193 l4S9 . . 08:03 1197 Paliae 

NJ!i,,ti,.f -
480.S _)f1919?-_l__t~ - 17.43 J8·43 . - AA · •• 

413() 3/2JJ93 1417 07:59 08:27 07:54 09:ll AA·•• 

4141 3123193 1459 07.23 07:.53 - - AA ·-4149 l/23193 1466 07.27 07 S7 . . .. 
~ •• 

496J Y2.Sl93 1)91 16.00 17:00 . . AA · •• 

~ 3125'93 t391 17:09 17:39 - - AA ·1 s 

4816 lfl6l93 1419 1S.44 16:44 14·4) lS !9 ~ ... 
3126191 1411 . . IS~ l6:l6 .. 

~ ·1 • 
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APPENDIX D. PROBE VDDCLE JfUQUENCY 8Y MONTB 

-
~-
t-I-.. 
i-... .. -, . 

• ,.. ue teo •• ... ne ••• .. .. ... ..,. .,. ,. -- ,.. ,.,. .,. ... ... ... ..,. .,. ... ... 
F~.-cy 

Flpn 132. .... Ydliclt hqNKY, J .. lffl. 

r--:,--------
! .. 
t- -------------------~ 

! ... ... -, . 
• ,. ,. ,. - ne •1• - - ... , .. ,,.. ., ....... ..,. .,. ..... 

~~ 

Plpn 133. Pnlte ftMlt freq■•tJ· ,.., 1"2. 
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- ----------------------------
~49 
t- -.... .. .... 
~-~--------------- -- ------... ~ 

'15 -t•-f!!•r--------------------------
t'rn 

• lfflJ1ffn· ~~_,......._~ .,.....,.,._.._,.,..._..,......_.,.._..,,..._ 
M n 11• tN ,.. rao an a,o a.o aoe .ao 4.,. e10 

1• ,. • n• 1n a10 ..o a.o ,._ 210 410 ..e ... 

Fr9e1u.ncy 

Fipft 13'. hebe veltide freqaacy , Allplt 1992. 

-...... --------------------------
!49 
il .. 
f!>0-1---------------------------... 
-= i H - ·n--------------- - -.,._ 
'15 ~ -10 • ·1--------------------------

"h 

0 ..u..i~:-,i.,ltl~l+h..Rilll~~~~~~--,-~-----..,..,..,.__,,~~~ 
ao n 11 0 ,.. 1eo aao no 110 aoo aoe 4ao 410 ••• 

10 eo eo uo 1n at o ..o a. aao • .,. 4te ... ... 

Fr9e1uenoy 

Fipft 1~5. Probe vdlide freqaacy, Septeaber 1992. 
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-
~-
1-
► .. 
i-
► .. -,. 

• .,. ,. ,. ... ..,. .,. ... .. ... .... ,. ,. - • 1• 1n "• ... ... ... an •1• ... ... 
l'NCIU.ftGY 

.. ..,.. _________________________ _ 

~-
1----------- ---------
► 

! 
I• 
► .. -, . 

• N ue ,. ,.. aN ..,. a,e .. .- .. •n--.;. - ,.. ,,. .,. ... ... .. ..,. .... .. .. 
l"NCIUl ftGY 
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.. 
~ .. 
t-... .. 
i-... .. -•• 

• uo 1M ,eo a.o no 110 aN ... •• .., 10 
1• .. • •• n• 110 aeo IN no 110 •10 .eo •• 

Frequ ency 

Flpre 131. Pnbe vdude freqHJICY, Decembtl' 1'91. 

.. 
~ .. ,_ 
... .. ... ... ... 
'8 -.. 

• 110 100 •• aae an 110 aoo ... .ao •n .. 
10 .. M 1N 1n 11e IOO ....... ffO 4 10 4N 4N 

Frequet1cy 
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---------- ----------- ------
~-
1- ---------- --------... 
i-~--------- ----------... 
1S .. , . 

• 

-
!-
t .. 
t-

f .. ... 
1S .. , . 

• , . 

,,. ,.. .... ... .,. ... ... ... 4?e ••• 
.. .. ,.. ,,. .,. ... ... aM ..,. .,. ... ... 

FNQuef'cy 

,. ue •• , .. aae .,. at• ...... .ao 4'N • .. .. , .. t?e ., .......... .,. ., ...... 

~N~uenoy 
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