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Animation of Plant Development
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ABSTRACT

This paper introduces a combined discreteicontinuous model of
plant development that integrates L-system-style productions and
differential equations. The model is suitable for animating simu—
lated developmental processes in a manner resembling time-lapse
photography. The proposed technique is illustrated using several
developmental models. including the flowering plants Compunnia
rapunculoides, Lwirnis coma-aria. and Hieracr'ton ronbelintum.

CR categories: E42 [Mathematical Logic and Formal Lan-
guages]: Grammars andOLher Rewriting Systems: Parallel rewrit-
trig system, 1.3.? [Computer Graphics]: Thee-Dimensional
Graphics and Realism: Animation, 1.6.3 [Simulation and Mod-
eling]: Applications. 1.3 [Life and Medical Sciences]: Biology

Keywords: animation through simulation. realistic image synthe-
sis. modeling of plants. combined discretet'continuous simulation,
Lrsystem, piecewisecontinuous differential equation.

1 INTRODUCTION

Time-lapse photography reveals the enormous visual appeal of de-
veloping plants. related to the extensive changes in topology and
geometry during growth. Consequently. the animation of plant
development represents an attractive and challenging problem for
computer graphics. Its solution may enable us to retrace the growth
of organs hidden from view by protective cell layers or tissues.
illustrate prooesses that do not produce direct visual effects, and
expose aspects of development obscured in nature by concurrent
phenomena. such as the extensive daily motions of leaves and flow-
ers. Depending on die application. different degrees of realism may
be sought. ranging from diagrammatic representations of develop-
mental mechanisms to photorealistic recreations of nature's beauty.

Known techniques for simulating plant development, such as L—
systems [[6, 27, 28, 31]. their variants proposed by Aono and Ku—
nii [l ], and the AMAP software {4. 10]. operate in discrete time,
which means that the state of the model is known only at fixed time
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intervals. This creates several problems if a smooth animation of
development is sought [27. Chapter 6]:

0 Although. in principle. the time interval can be arbitrarily

small. once it has been chosen it becomes a part of the model
and cannot be easily changed. From the viewpoint of com—
puter animation, it is preferable to specify this interval as
an easy to control parameter, decoupled from the underlying
model.

o The continuity criteria responsible for the smooth progression
of shapes during animation can be specified more easily in
the continuous time domain

I It is conceptually elegant to separate the model of develop-
ment. defined in continuous time. from its observation. taking
place in discrete intervals.

Smooth animations of plant development have been created by
Miller (a growing coniferous tree [19]). Sims (artificially evolved
plant-like structures [30]). and Prusinkiewicz er. al. (a growing
herbaceous plant Lyehnir coronaria [24]). but the underlying tech-
niques have not been documented in the literature. Greene proposed
a model of branching structures [12] suitable for animating accre-
tive growth [11]. but this model does not capture the non-accretive
developmental processes observed in real plants.

This paper introduces a mathematical framework for modeling
plants and simulating their development in a manner suitable for
animation. The key concept is the integration of discrete and con~
tinuous aspects of model behavior into a single formalism, called
diferentiol L-systems (dL-systems), where L-system-style produc-
tions express qualitative changes to the model [for example. the
initiation of a new branch). and differential equations capture con-
tinuous processes. such as the mdual elongation of internodes.

The proposed integration of continuous and discrete aspects of de—
velopment into a single model has several predecessors.

Barrel [2] introduced piecewise-continuous ordinary dtferentiol
equations (P0085) as a framework for modeling processes de-
scribed by differential equations with occasionally occurringdiscon-
tinuities. PODEs lasts a formal generative mechanism for specifying
changes to system configuration resulting from discrete events. and
dierefore cannot be directly applied to simulate the development of
organisms consisting of hundreds or thousands of modules.

Fleischer and Barr [7'] addressed this limitation in a model of mor-
phogenesis consisting of cells developing in a continuous medium.
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The configuration of the system is determined implicitly by its ge-
ometry. For example. in a simulated neural network. a synapse is
formed when a growing dendrite of one cell reaches another cell.

Mjolsness at. al. [21] pursued an alternative approach in a connec-
tionist model of development. Differential equations describe the
continuous aspects ofcell behavior during interphase (time between
cell divisions). while productions inspired by L-systems specify
changes to the system configuration resulting from cell division
and death. The connectionist model makes it possible to consider
networks with arbitrary topology (not limited to branching struc—
tures). but requires productions that operate globally on the entire
set of cells constituting the model. This puts a practical limit on the
number of compoaents in the system.

Fracchia er. cl. [9] {see also [27, Chapter 7]) animated the devel-
opment of cellular layers using a physically-based model in which
differential equations simulate cell growth during the interpbase,
and productions of a map L-sysrem capture cell divisions. The pro—
ductions operate locally on individual cells. making it possible to
simulate the devel0pment of arbitrarily large layers using a finite
number of mles. Unfortunately. this technique does not seem to
extend beyond the modeling of cellular layers.

Toned brystems [27, Chapter 6] were introduced specifically as a
formal framework for constructing models of branching structures
developing in continuous time. They operate under the assumption
that no information exchange between coexisting modules takes
place. This is a severe limitation. as interactions between the mod-
ules are known to play an important role in the development of
many plant species [14. 27, 28]. A practical application of timed
L—systems to animation is described by Noser at at. [22].

The model of development proposed in this paper combines ele»
ments of PODEs. the connectiortist model. arid L-systems. The
necessary backgrotmd in L-systems is presented in Section 2. Sec-
tions 3 and 4 introduce the definition ofdifferentia] L—systems and
illustrate it using two simple examples. Section 5 applies combined
discretei'mntinuous simulation techniques to evaluate dL-systents
over time. Section 6 focuses on growth functions. which char-
acteriae continuous aspects of model development. Application of
differential L—systems to the animation of the development of higher
plants is presented in Section 1', using the models of a compound
leaf and three herbaceous plants as examples. A summary of the
results and a list of open problems conclude the paper.

2 LaSYSTEMS

An extensive exposition of L—systcms applied to the modeling of
plants is given in [27]. Below we summarize the main features of
L-systerns pertinent to the present paper.

We view a plant as a linear
or branching structure com-
posed of repeated units called

3 B modules. An Lr-systcm de-
scribes the development of

_._D L L this struchire in terms of
A I rewriting rules or produc-

tions. each of which replaces
the predecessor module by
zero, one. or more succes-

sor modules. For example.
the production in Figure i re-

F1gure 1: Example ofa typical
bsystem production
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places apex A by a structure consisting ofa new apex A. an internode
I . and two lateral apices B supported by leaves L.

In general. productions can be context fine and depend only on the
replaced module. or context-sensitive and depend also on the neigh-
borhood of this module. A developmental sequence is generated
by repeatedly applying productions to the consecutively obtained
structures. In each step. productions are applied in parallel to all
parts of the structure obtained so far.

The original formalism of L-systerns [[6] has a threefold discrete
character [17]: the modeled structure is a finite collection of mod-
ules. each of these modules is in one ofa finite number ofstates. and

the development is simulated in discrete derivation smps. An exten-
sion called permit-ii: L—systems [25. 27] increases the expressive
power of L-systems by introducing a continuous characterization of
the module states. Each module is represented by an identifier de-
noting the module type (one or more symbols starting with a letter)
and a state vector of zero. one. or more numerical parameters. For

instance, M = A(5,9.5} denotes a module M of type A with two
parameters on = 5 and w: = 9.5. fonning thevectorw = (5. 9.5).
The interpretation of parameters depends on the semantics of the
module definition. and may vary from one module type to another
For example. parameters may quantify the shape of the module. its
age. and the concentration of substances contained within it.

In the formalism of lrsystems. modeled
structures are represented as strings of
modules. Branching suuctures are cap-
tured using bracketed strings, with the
matching pairs of brackets [ and ] delim-
iting branches. We visualize these struc-
tures using a turtle interpretation of strings
[23. 28]. extended to strings of modules
with parameters in [13. 25. 2'7]. A prede-
fined interpretation is assigned to a set of
reserved modules. Some of them represent
physical parts of the modeled plant. for ex-
ample a leaf or an internode. while others

represent local properties. such 3 the magnitude of a branching
angle. Reserved modules frequently used in this paper are listed
below:

F(=) line segment of length 2.

Figure 2: Thrtle
interpretation of
a sample string

+(o), —[a) orientation change of the following line by :l:o
degrees with respect to the preceding line,

@Xla} a predefined surface X scaled by the factor a.

The interpretation of a string of modules proceeds by scanning it
from tell to rightand considering the reserved modules as commands
that maneuvcr a LOGO-style turtle. For example, Figure 2 shows
the turtle interpretation of a sample string:

F(1j[+{45)oL[o.r51]F(o.a)[—(so)@L(o.s)]F(o.s)@K[l}.

where symbols @L and @K denote predefined surfaces depicting a
leaf and a flower.

3 DEFINITION OF dL—SYSTEMS

Differential Lrsystems extend parametric L—systerns by introducing
continuous time flow in place of a sequence of discrete derivation
steps. As long as the parameters is of a module Alw) remain in the
domain of legal values ’94. the module develops in a continuous
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way. Once the parameter values reach the boundary CA of the
domain DA. a production replaces module AW} by its descendants
in a discrete event. The form of this production may depend on
which segment (3,4 l of the boundary of 1),; has been crossed.

For example. moduleM

r._‘__... MginFigureSis cre-
9L¢ ated at time to as one

5 of two descendants
of the initial module

M:. It develops in the

interval [tmtaL and
ceases to exist at time

in. giving rise to two
new modules Ma and

M5. The instant is is
the time at which parameters of M2 reach die boundary of its do-
main of legal states 13. A hypothetical trajectory of module M2 in
its parameter space is depicted in Figure 4.

In order to formalize the above description. let us assume that the
modeled structure consists of a sequence of modules (an extension
to branching struttum is straightfonvard if a proper definition of
context is used [27. 28]]. The state of the structure at time t is
represented as a string:

+__._‘“3 =
t] {a ‘F time

Figure 3: Fragment of the lineage tree
of a hypothetical modular structure

'1 = A|(W1)A3(Wa) I I I A5(Wn).

The module Ai_1[w.-_1) immediately preceding a given module
Adwr} in the string it is called die lefi neighbor or left context
of Adm). and the module Audra“) immediawa following
Adi-we) is called its right neighbor or right context. When it is
inconvenient to list the indioes. we use the symbols <. >, andfor
subscripts i. r to specify the context of Mn), as in the expression:

.4“er < AU!) ) Ar(Wu).

The continuous behavior of A(w) is described by an ordinary dif—
ferential equation that determines the rate of change dwidt of pa-
rameters w as a function of the current value of these parameters
and those of the module's neighbors:

dw

I -— IA (Wt. Wt “1")-

The above: equation applies as long as the parameters or are in the
domain DA characteristic to the module type A. We assume that DA
is an open set. and specify its boundary Ca as the union of a finite
number m 2 1 ofnoru‘ntersectiug segments CM. is = 1, 2, . . . . m.
The time is at which the trajectory of module MW) reaches a
segment C,“ of the boundary of Dar satisfies the expression:

[in WU) €- CA..-
t—rtfl

The replacement of module AU?) by its descendants at time tg is
described by a production:

p,” : 1410*” < Ah?) } Ar(W.-) _§

Bb,1(wk.l)3k‘2(wk.2) * - -Br=.m,, {Warns}-

The module A{w) is called the strict predecessor and the sequence
oft-nodules Bk‘1(Wfi_]}Bk.1(Wk_2) - - - Bitmktwtmk) is called the
successor of this production. The index it emphasizes that difl‘ta'ent
productions can be associated with individual segments Cab of the

  

initial state of

 module M2 = am
3‘ time I :1“

Domain ofiegai values
of the parameter vector at

. '4' .' . ‘ 1N)" Turkish—9‘. eye)?  
 

 
 
 

 
 

C3

Trajmtory wt!) :-"w a. w—n-r .. .. .

 
Pmsibieci discontinuity of wit) 1 '
resulting from the application "
of a production to the contest

Trajectory reaches boundary t?
segment C: - a production
deteirntnes' the descendants
andtheirstmeattimer=

 
 -any; 
  gagggm.) 

Figure 4: A hypothetical trajectory of module M2 in its parameter
space

boundary CA: The initial value of parameters assigned to a module

Br“,- (WM) upon its creation is determined by a flirtation ham.
which takes as its arguments the values of the parameters W: . W. and
w. at the time immediately preceding production application:

We; = [in] ha”-{Wr(t),W(t),Wr(t)).t t-
"c

The vector WM must belong to the domain 1331”" (A stronger
condition is needed to insure that the number ofproductions applied
in any finite interval [ht + At] will be finite.)

in summary. a differential L~system is defined by the initial string
of modules on and the specification of each module type under
consideration. The specification of a module type A consists of
four components:

(Uaflmfmpa >.

where:

I the open set “DA is the domain of legal parameter values of
modules of type A,

l the set C4 = CA1 U U C4,“ is the boundary of‘Da.
consisting of nonintersecting segments Ca“ . . . ,CA." .

I the function fat specifies a system of difi'erential equations
that describe the continuous behavior of modules of type A
in their domain of legal parameter values “DA .

a the set of productions P4 = {pa1.. . . ,pam} captures the
discrete behavior of modules of type A.

A production that E P5 is applied when the parameters of a module
M of type A reach segment (3,4" of the boundary CA. At this time
module M disappears. and zero, one. or more descendant modules

are created. The functions ham. embedded in productions 13A,:
determine the initial values ofparameters in the successor modules.
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Figure 5: Initial steps in the construction of a dragon curve

4 EXAMPLES OF (IL-SYSTEMS

We will illustrate thenotion ofadL-systemusing two sample models
suitable for animating the development of the dragon curve and the

filamentous alga Anabaeno carer-ado.

4.1 A dL~systern model of the dragon curve

In the discrete case. consewtive iterations of the dragon Curve
(described. for example. in [27. Chapter 1]) can be obtained by the
following parametric L-systern:

Lu”: ——F‘.(1)

p1: F..(s} -+ 443%) ++n{a:§%)-

pa: Fits} —9 Hits?) — -Fi{5°§)+

Assuming that symbols + and ~— reprcsent turns of 5:45“, this L-
system encodes a Koch commotion [18, Chapter 6] that repeatedly
substitutes sides of an isosceles right—angled triangle for its by-
potenuse (Figure 5). Subscripts l and r- indicate that the triangle is
formed respectively on the left or right side ofthe oriented produces»
sor segment. A corresponding dL-systern that generates the dragon
curve through the continuous progression of shapes indicated in
Figure 6 is given below:

inltlalstrlng: —-F.(l, 1}
Elms):

ifm<ssolve:—f=-%‘§§=G

ifs = s produce -F.{O, 312;) + Fido. s) + FrflL 3y?)—
Fl(c,s):

tfz<ssolvefi—j=%,j—:=u

its: = s produce +F,(D,s%} — F343, 5] — H(fl,s’;—E)+
Fh(:e,s):

i‘zbflleEd—t=—%I§£:Uat c
if: = 0 produces

The operation of this model starts with the replacement of the initial

module F. (l. 1) with the string:

'FPUJI g) + Film! 1) + Flu]! J72.)__)
which has the same turtle interpretation: 3 line segment of unit
length ". Next. the horizontal line segment represented by module

Fr. decreases in length with thespeed 2—: = —%. while the diagonal
segments represented by modules F. and F} elongate with the speed

is = 39%. The constantTdetermines [helifetime OthE. modules:
after time T. the module Ft reaches zero length and is removed from 

111:: mole interprets the first paterneter us the apparent length. and ignores the
sccondparameter.
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the string (replaced by the empty string 5). while both modules F.

and Fr reach their maximum length of 335 and are replaced by their
respective successors. These successors subsequently follow the
same developmental pattem.

It is not accidental that the predecessor and the successor of the
productions for F, (a:I s) and Fifi, s) have identical geometric in-
terpretations. Since productions are assumed to be applied instan-
taneously. any change of the model‘s geometry introduced by a
production would appear as a discontinuity in the animation. In
general, correctly specified productions satisfy continuity criteria
[27, Chapter 6], which means that they conserve physics] entities
such as shape, mass, and velocity of modules.

4.2 A dL—system model of Anoboona catenula

The. continuously developing dragon curve has been captured by
a contest—free dL-systern. in which all productions and equations
depend only on the strict predecessor module. A simple example
of a context-sensitive model inspired by the development of the
blue-green alga Anobacno entertain [3. 20. 27] is given below.

Anabaeno forms a nonhranching filament consisting of two clue“
of cells: vegetative cells and heterocyrtr. A vegetative cell usu-
ally divides into two descendant vegetative cells. However, in
some cases a vegetative cell differentiates into a heterocyst. The
spacing between beterocysts is relatively constant. in spite of the
continuing growth of the filament. Mathematical models explain
this phenomenon using a biologically motivated hypothesis that
the distribution of heterocysts is regulated by nitrogen compounds
produced by the heterocysts, diffusing from cell to cell along the
filament. and decaying in the vegetative cells. If the compound
concentration in a vegetative cell falls below a specific level. this
cell differentiates into a heterocyst (additional factors are captured
by more sophisticated models}. A model opaating in continuous
time according to this description can be captured by the following
dL-system:

Inn-[Bl string: Fhlxmz. Cmnn}Fa (Zr-Luz, Cmo=JFh (Emma: cut-ea}
F(z;,cg) < Fu(:,c] > F(:r,c‘.):

twice“: 5: C}Cmin

solvefif =T2‘gri" = l‘D-(ct+r:F -2c}—,uc
“a: = emu 85 c ) cw“-n

produce Fu(k$mzy c}F.,((l — mm, c}
iIC 2 ‘Hindu

produce Fn(£,c)
Fh(:l:,c)i

solve % = ”tam“ -— 2], if = rake“, - c)

Vegetative cells E, and beterocysts Fr. are characterized by dieir
length :5 and concentration of nitrogen compounds c. The differ-
ential equations for the vegetative cell F.i indicate that while the
cell length .1: is below the maximum value x..." and the compound
concentration c is above the threshold cm... the cell elongates ex-

ponentially according to the equation 11—: = rm, and the compound
concentration changes according to the equation:

dc

E—D-(cr+c.-—2c}—uc.

The first term in this equation describes diffusion of the compounds
through the cell walls Following Fir-kit law [5. page 404], the
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Figure 6: Development of the dragon curve simulated using it til.-

system, recorded in time intervals At 2 iii". Top left: Superim-
posed stages 0 — 8. top right: stages 3 ~— 16. bottom row: stages
16 — 24 and 24 — 32.

rate of diffusion is proportional to the differences of compound
concentrations. c, — c and c; — ct. between the neighbor cells and
the cell under consideration. The term in: describes exponential
decay of the compounds in the cell.

In addition to the differential equations, two productions describe
the behavior of a vegetative cell. If the cell reaches maximum
length arm” while the concentration C is still above the threshold
cm...“ the cell divides into two vegetative cells of length harm” and
(l — elem“. with the compound concentration c inherited from
their parent cell. Otherwise. if the concentration c drops down to
the threshold Cmin . the cell differentiates into a heterocyst. Both
productions satisfy the continuity criteria by conserving total cell
length and concentration of nitrogen compounds.

The last line of the model specifies the behavior of the heterocvsts.
Their length and compound concentration converge exponentially
to the limit values of arm“ and cm”. The heterocysts do not
undergo any further transformations.

Simulation results obtained using the above model are shown in
Figure 7. The cells in the filament are represented as horizontal
line segments with the colors indicating the concentration of nitro-
gen compounds. Consecutive developmental stages are drawn one
under another. An approximately equal spacing between the hete-
rocysts (shown in white} is maintained for arty horizontal section.
as postulated during model formulation.

Note that for incorrectly chosen constants in the model, the spacing
between heterocysts may be distorted: for example. groups of ad‘
jaccnt vegetative cells may almost simultaneously differentiate into
heterocysts.

5 EVALUATION OF clL-SYSTEMS

Although Figures ti and 7 were obtained using dLvsystems, we have
not yet discussed the techniques needed to evaluate them. This
term denotes the calculation of the sequence of strings ,uftJ) 2 up.
pffin‘.) 2 in. ,ufnétt] : ,rr” representing the states ofthc
modeled structure at the desired intervals At. We address the prob—
lem of dL-system evaluation in the framework of the combined
discrete/continuous paradigm for system simulation introduced by
Fahrland [6] and presented in a tutorial manner by Kreuti'ter [l5].
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//// l\t\\ 
Figure 7: Diagrammatic representation of the development of An-
abnena entertain. simulated using a dL-System with the constants
set to the following values: 5cm” : 1. cm“ = 255. em... = 5.
D : it : 0.03. 1- : 1.01. i: : 0.37. r: = 0.1.1": = 0.15. The
development was recorded from L...“ = 200 to in,“ = 5?5 at
the intervals or : 1. Developmental stages are shown as horizon-

tal lines with the colors indicating the concentration c of nitrogen
compounds. Dark brown represents cmtn; white represents emu.

According to this paradigm, the evaluation can be viewed as a dyv
rirtmt'c process governed by a scheduler: a part of the simulation
program that monitors the state of the model. advances time. and
dispatches the activities to he performed. In the absence of dis-
crete events (productions). the scheduler repeatedly advances time
by the time .rtr'tre All During each slice. the differential equations
associated with the modules are integrated numerically (using an
integration technique appropriate for the equations in hand). thus
advancing the state of the structure from p(t) to ntt + Art). Ifthe
scheduler detects that a discrete event should occur (Le. a produc-
tion should be applied) at time t" within the interval [l, t + At). this
interval is divided into two subintervais [t, t’) and [t’. t + At). The
differential equations are integrated in the interval [t. t') and yield
parameter values for the production application at time t'. The pro—
duction determines the initial values for the differential equations
associated with the newly created modules; these equations are in,
tegrated in the remaining interval [t’, t + At). Each ofthe intervals
[L t”) and [t’, t. -+ At) is subdivided further if more discrete events
occur during ll, t + At).

Plant structures generated using dL-systems may consist of large
numbers (thousands) of modules. If many modules are replaced at
different times t." during the interval [L i‘. + At). the global advance—
ment of time may require an excessive subdivision of this interval.
leading to a slow evaluation of the model. This problem can be
solved by detecting and processing events the interval [t. t + At)
individually for each module. The increase of simulation speed is
obtained at the expense of accuracy. since the state of the context
of a module replaced at time if E (Li 4— Al) must be approxi-
mated. l‘or example, by its state at time t. No accuracy is lost in the
contextsfree case.

[n the above description we assumed that the scheduler is capa-
ble of detecting each instant t' at which a discrete event occurs.

If the differential equations are sufficiently simple, we can solve
them analytically and determine time t' explicitly. in general. we
need numerical techniques for special event location in piecewise-
continuous ordinary differential equations. as described by Shams
pine et. at. [29]. and Barzel [2. Appendix Cl.
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Figure 3: Examples of sigmoidal growth functions. a) A family of
logistic functions plotted using r = 3.0 for different initial values
on. b] A. cubic function G333".

5 GROWTH FUNCTIONS

Growth fimctt'rmr describe continuous processes such as the ex—
pansion of individual cells. elongation of internodes. and gradual
increase of branching angles over time. For example. the differ—
ential equations included in the dL-system for the dragon curve
(Section 4.1] describe linear elongation of segments F.- and Fr. and
linear decrease in length of segments Fit. The dlxsystern model of
Anaboenc {Section 4.2) assumes exponential elongation of cells.

In higher plants, the growth functions are often of sigmoidcl (S-
shaped) type. which means that they initially increase in value
slowly, then accelerate, and eventually level off at or near the maxi-
mum value. A popular example ofa sigmoidal function is Velhurst’s
logistic funCfion (of. [5. page 212]}. defined by the equation:

d£=r(1— )2dt

with a properly chosen initial value no {Figure 8a). Specifically, so
must be greater than zero. which means that neither the initial length
nor the initini grown} rate of a module described by the logistic
function will be equal to zero. In order to obtain a continuous
progression of forms. it is often convenient to use a growth function
that has zero growth rates at both ends of an interval 5" within
which its value increases from amen (possibly zero) to am... These
requirements can be satisfied. for example. by a cubic function of
time. Using the Hermite form of curve specification [8. page 434].
we obtain:

1: 

manna:

“beI“)= —2T—:ha+ air—2:2 +$minr
where Ar: = a...“ — 3min audt 6 [0,7']. The equivalent differ-
ential equation is:

at: Air; As: A: t
E—-—5?§t2 +5——t- 5—7(1 Fig-)3

with the initial condition to = am... In order to extend this curve

to infinity (Figure 8b), we define:

A: __ 1
d1: —Gs=rill“ s—T-r (1 5.): fortE[||J.T]
dt [I fort E (T, +00).

Although the explicit dependence of the function G on time is
questionable from the bioloy'ca] point of view {a plant module does
not have a means for measuring time directly). parametric cubic
functions constitute a well understood computer graphics tool {3.
Chapter 112] and can be conveniently used to approximate the
observed changes of parameter vatues over time.
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L1”lli$
Figure 9: Development of a compound leaf simulated using a db
system. Parameter values are: no : 4. on = 1.0. on. = 2.0, k =
0.5. r, = 2.0. zamu = 3.0. r.- = LB, 2....“ = 3.0, an = 0.05.
r'. = 2.0. s...” = 6.0. oo = 2.0. re. = 1.0. or...” = 60.0. and

at = till}. The stages shown represent frames 50. 215. 300, 400.
500,600,1111d9000fansniruated sequence.

7 MODELING OF HIGHER PLANTS

In this section we present sample applications of dis-systems to the
mfintation of the development of higher plants.

7.1 Pinnate Leaf

A pinnate leaf provides a simple example of a atonement! branch-
ing strucnn-e. Mompadr'al branching occurs when the apex of the
main axis produces a succession of nodes bearing orgmr -— leaves
or flowers — which are separated by imemodes. 1n the case of
plnnate leaves with the leaflets occurring in pairs (termed opposite
arrangement). the essence of this process can be unpaired by the
L—system production [27. page 71]:

E. —> Fi[+@L][—@L]F..,

where F. denotes the apex, Fr — an intemode. and @L — a
leaflet. The dL-system model given below extends this Irsystern
with growth functions that control the expansion of all components
and gradually increase branching angles over time.

initial sit-tug: F..{zn, no)
F.{c.n) :

ifs: < z”.

solve—T: =r.. [I -
if: = nu. 8!. 11. > U

Fromm Ft UM}[+(00}9L{8031[*(0=0)@L(30ll
F.{(1- Home — I}

if: = 3“; EL ‘5 = U

produce F'rixifiusa)

Fife): solveIiT: 2r. (1- ‘
Lfs) :

:l:(ttr] :

z =
in...“ J 2"“d: a

 

zit-san- J I

"if" ) 5
in)”Gran:

The apex F, has two parameters a and n which indicate its current
length and the remaining number of inlemodes to be produced. The
apex elongates according to the logistic function with parameters
r (controlling growth rate) and on...“ (controlling the asymptotic
apex length). Upon reaching the threshold length not. the 313“
produces a pair of leaflets @L and subdivides into an internude

F. of length hr: and a shorter apex of length {1 — He. Once the
predefined number no of leaf pairs haVe been created. the apex

 

sulve—‘7: = r. (l —  

solved“3 =r° (l —
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Figure 10: Development of the herbaceous plant Campanut'n m7
pnncutoides. The snapshots show every '25:“ll frame of a computer
animation. starting with frame 115.

transforms itselfinto an lnternode and produces the terminal leaflet.
The length of ititemodes, the size of leaflets. and the magnitude of
the branching angles increase according to the logistic functions.
Snapshots of the leai' development simulated by the above model
are shown in Figure 9.

7.2 Campanuia rapuncutofdes

The inflorescence of Cantpnnnia ropuncutoia‘eo' (creeping bell—
fiower) has a monopodial branching structure similar to that of a
pinnate teal“. consequently, it is modeled by a similar dL-system:

initial string: Fa (5:0, no)
Ellen) :

ifll.’ < am,

produce Rtkr)[+(ag)@K]Fs((l — k)x,n — 1)
ifzr.‘ =Jmt. 3.! n: D

produce Eta-hilt?

Fl-(an) : solve fl—f : Small}

+(a): solve ”Ii—E; : Gambit)

The apex is assumed to grow at a constant speed. Cubic. growth
functions describe the elongation of intemodcs and the gradual in-
crease of branching angles. The combination of the linear growth

of the apex with the cubic growth of the internodes results in first-
ordcr continuity of the entire plant height (except when apex F“ is
transformed into internode F. and terminal flower ©K).

Figure 10 presents a se—
quence of snapshots from
an animation of Common-
trio’s development. It was
obtained using the above
(IL-system augmented with
rules that govern the de-
velopment of flowers @K
From a bud to an open
flower to a fruit. The

petals and sepals have been
(1.3;: modeled as Bézier patches.

specified by control points
placed at the ends of simple
branching stmctures (Fig-
ure Ill. Each structure is

(3.4}  
till ;

Figure ii: A Bézier patch de-
fined by a. branching structure
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Figure 12: Development of a single flower of Cnmpanuta raptmctt-
larder

attached to the remainder of the model at point 5. The lengths of the
line segments and the magnitudes of the branching angles have been
controlled by cubic growth functions, yielding the developmental
sequence shown in Figure 12. When the flower transforms into a
fruit. productions instantaneously remove the petals from the model
(it is assumed that the time over which a petal falls off is negligible
compared to the time slice used for the animation ofdeveloprnent).
Manipulation of Bézier patches using L-systems has been described
in detail by Hanan [13].

7.3 Lychni's caronaria

The inflorescence of Lychm's comnarta {rose campion) is an eit-
ample of a sympodiai branching structure, characterized by large
branches that carry the main thrust of development. As presented
in [27. page 32] and [28], the apex of the main axis turns into a
flower shortly after the initiation of a pair of lateral branches. Their
spices turn into flowers as Well, and second-order branches take
Over. The lateral branches originating at a common node develop
at the same rate, but the development of one side is delayed with
respect to the other. This process repeats recursively. as indicated
by the following L-systcm:

w : .47

p1 . A7 —> F[Au][Aq]F@K
132: zit—L4H: Ogt<7

Production pi shows that, at their creation time, the lateral apices

have different states .110 and A4. Consequently, the first apex re-
quires eight derivation steps to produce flower @K and initiate a
new pair ot‘branches, while the second requires only four steps.

A corresponding dL—syslem using cubic growth functions to de-
scribe the elongation of internodes F is given below:

initial string: .4(Tmar)
A(r) :

if-r < rm“ solve ‘j—f = 1
ifr = rm produce ammonia techno)“

Fm): solve 1% = GémtTit)

For simplicity. we have omitted leaves and symbols controlling the
relative orientation of branches in space. The operation of the model
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Figure 13: Development of chlmireomnnrt‘n. The snapshots show
every 25[ i“ frame of a computer animation. starting with frame 150.

is governed by apices A characterized by their age r and assumed
to have negligible size. Upon reaching the maximum age. rm”. an
apex splits into two internodes F. creates two lateral apices .11 with

different initial age values 0 and 3min. and initiates flower @K. In
order to satisfy continuity criteria. the initial length of internodes is
assumed to be zero.

Figure 13 shows selected snapshots from an animation olthe devel-
opment ol' Lyrrltnir obtained usrng an extension of this dL-system.
As in Carnpntmla, the individual flowers have been modeled using
Bezier patches controlled by the dL-system.

7.4 Hieracium umbellatum

The compound leaf and the infinreseenees ot‘ Canrpnnnin and Ly-
cfarr's have been captured by context-tree dis-systems. assuming
no flow of information between coexisting modules. Janssen and
Lindenmayer l l4] (see also {27. Chapter 3] and [28]) showed that
context-free models are too weak to capture the whole spectrum
at developmental sequences in plants. For example. the bartpetnl
flowering sequent-e observed in many compound inflorescences re-
quires the use of one or more signals that propagate through the
developing structure and control the opening of buds. Such a see
quence is characterized by the first flower opening at me top of the
main axis and the flowering zone progressing downward towards
the base ofthe plant.

Figure 14 shows a synthetic image
of Hierocitmt trmbeil‘at‘rmr, a sample
composite plant with a basipetal flow,
cring sequence. Following trends! 1
postulated by Janssen and Linden—
mayer, we assume that the opening of
buds is controlled by a hormone gen-
erated at some point of time near the
base of the plant and transported tor
wards the apices. The hormone prop—
agates faster in the main axis than in
the lateral branches. As a result. it
first reaches the bud nt‘the main axis.
then those of the lateral branches in

the basipetal sequence. The growth
of the main axis and of the lateral

branches stops when the hormone at—
tains their respective terminal buds.
in addition. the hormone penetrating

 
Figure 1-1: A model
ol’ Hr'ernct'tmt umbrel-
falcon.
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Figure 15: Development of Hierrzct'ttm umbcliamm. The stages
showu represent frames 170. 265, 360. 400, did. 496. and 520 of
an animated sequence.

:1 node steps the development of a leaf originating at this node.
Snapshots from a diagrammatic animated developmental sequence
illustrating this process are shown in Figure 15.

The complete listing of the dL—
system capturing the develop:
ment of Meredith: is too long

1' to be included in this paper. but
a specification of the activities
of the main apex provides a
good illustration of the context-
sensitive control mechanism in

’1 valved. We conceptualize this
apex as a growing and periodi-
cally dividing tube of length 2‘.
which may he penetrated by the
hormone to a height h 5 I (Fig-
ure 16). The apex can assume

three states: Fag (not yet reached by the hormone). Fat (being
penetrated by the hormone). and Fag (completely filled with the
hormone). The apical behavior is captured by the following rules‘.

~Figure 1'6: 3. coheepf
tual model of the apex.

Fiber, in) < Holst):
“'11?! > hr 36 I < In;

Solve j—T = Cite)
ifsr : I“.

produce Ft-nlkaEm(0)]Fuo((1 r klx)
”311:5“ Se 1‘ < 1‘”,

produce Fa;(a:,0}
Faiiic. it):

ifs: > h. t”: :t: < I“,

solve j—j : Giza), % :1:
iffi'at>h (K: :r. :36“,

produce Ft](kmth)[1"‘ao(0)]1¢:‘nu((1 7 Me)
ifr>h2kar 84 3:23;”.

produce Eg£k$.rttm)fl1((t - isle-Jr — lore)
if: = h.

produce E.2(:r,.r}

The first three. rules model the apex without the hormone. If the pre-
ceding internode F; is not yet completely penetrated by the hormone

(an > hi) and the length 11': ofthe apex is below the threshold value
Its. the apex elongates according to the growth function Glrr).
Upon reaching the threshold length (a: : arm). the apex Fun subdi-
vidcs. producing an internode Fro and a lateral apex Fan. Finally,
once the hormone penetrates the entire internode Fr (as indicated by
the condition It = in). it flows into the apex. which then changes
its state to F“.
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Figure 17: Development of a Single flower head of Hici‘rtciuni
ttmbeilrrrunt

The continuous rule for For deseribes the growth of the apex with
rate Gfar) and the propagation of the hormone with constant speed
u. The next two productions capture the alternate cases of the apex
subdivision, with the hormone level it below or above the level in: at

which the new internode splits from the apex. The last production is
applied when the hormone reaches the tip ofthc apex. and changes
its state to the flowering state F1”.

The complete model of Hierucimn tuitbctlotum contains additional

rules that describe the elongation of inlernodes. the propagation of
the hormone within and between the internodes. and the develop-
ment of flower heads. The heads undergo the sequence of trans-
formations illustrated in Figure 17. The bracts [green parts of the
flower head) have been represented using Eézicr patches controlled
by the dL-system, while the petals have been formed as extend-
ing chains of filled rectangles. with the angles between consecutive
rectangles controlled by cubic growth functions. This technique
allowed us to represent each petal with a relatively modest number
of polygons (10}.

8 CONCLUSIONS

We have introduced differential L-systems as a combined diss
cretefeontinuous model suitable for computer simulation and an-
imation of plant development. Continuous aspects of module be-
havior are described by ordinary differential equations. and discrin-
tinuous qualitative changes are captured by productions. The link

between L~systems and dL-systems makes it posisible to use existing
discrete developmental models as a starting point for constructing
dL-syslems suitable for animation

Differential l.—systems have a wide spectrum of prospective appli-
cations. ranging front modest projects. such as the diagrammatic
animation of developmental mechanisms employed by plants, to
ambitious ones, such as the realistic animation ot’the growth ofexr
tinct plants. On the conceptual level, dL-systems expand piecewise-
continuous differential equations with a funnel specification of dis-
crete changes to system configuration. The resulting formalism
makes it possible to model developing branching structures with
a theoretically unlimited number of modules. From a different
perspective. dL—syslems can be considered as the continuous—time
extension of parametric L-systems.
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The following problems still require solutions:

I Combined differential-algebraic specification of eontinu»
ous processes. in some cases it is convenient to describe

continuous aspects of model behavior using explicit func-
tions of time instead of differential equations. For example.
the expression of the cubic growth function using the differ-
ential equation presented in Section 6 is somewhat artificial.

In order to accommodate explicit function specifications. the
definition of dL-systems should be extended to comprehend
differential-algebraic equations.

0 Incorporation of stochastic rules. Differential L-systems
have been formulated in deterministic terms. Stochastic rules

should be incorporated to capture the specimenvto—specimen
variations in modeled plants. as has been done for Lssystems.

0 Development of the simulation software. The simulations

discussed in this paper were carried out using a programming
language based on parametric L—systetns [13. 26]. In this.
environment. the user must explicitly specify the formulae
for numerically solving the differential equations included
in the models (the forward Euler method was used in all

casesl. From the user‘s perspective. it would be preferable to
incorporate a differential equation solver into the simulator.
and Specify the models directly in terms of GIL—systems.

0 Improved realism of (IL-system models. We have not ad-
dressed many practical problems related to the construction
of realistic models, such as the avoidance of intersections

between modules. the improved modeling of growing plant
organs (petals. leaves. and fruits), and the simulation of wilt-
ing.

The simulation and visualization of natural phenomena has the in-
triguing charm of blurring the line dividing the synthesis of images
from the re—ereation of nature. The animation of plant development
adds a new phenomenon to this (unlreal world.
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Modeling Soil: Realtirne Dynamic Models

for Soil Slippage and Manipulation
ran and]. Michaelfloshell

Irtstittue for Simulation and Training
University of Certlral Florida

ABSTRACT

A physically based model of an object is a mathematical
representation of its behavior. which incorporates principles
of Newtonian physics. Dynamic soil models are required in
animations and realtime interactive simulations in which

changes of natural terrain are involved. Analytic methods.
based on soil properties and Newtonian physics. are presented
in the paper to model soil slippage and soil manipulations.
These methods can be used to calculate the evolution of a given
soil configuration under the constraint of volunte conservation
and to simulate excavating activities such as digging. cutting.
piling. carrying or dumping soil. Numerical algorithms with
linear time and space complexities are also developed to meet
the requirement of realtime computer simulation.

CR Categories: [3.7 [Computer Graphics]: Graphics and
Realism: 1.6.3 [Simulation and Modeling]: applications.
Additional Keywords: physically based modeling. real-
time simulation. soil dynamics. slippage. soil manipulation.

1. INTRODUCTION

Physically-based modeling is a growing area of computer
graphics research. A good deal of work has been done toward
physically based models of objects such as rigid and nonrigid
bodies. hydraulic surfaces or natural terrain. However. soil
models that are both physically realisdc and computationally
efficient in realtime simulations have not been developed.
Recently. substantial interest in dynamic soil models has been
expressed by some developers of realtime simulations of
Dynamic Terrain systems. Such systems provide the
capability. within a realtime graphical simulation. of
reconstructing landscape architecture or rearranging the terrain
surface. These systems essentially involve allowing the
simulation‘s user to conduct excavating activities in the
terrain database at any freely chosen location. These activities
may include digging ditches. piling up dirt. cutting the soil
mass from the ground. carrying it for a distance. and dumping
it at another location. To these deformations. the soil mass
must behave in realistic manners under external stimuli.

Moshell and Li developed a visually plausible kinematic
soil model [10}. in their work. a bulldozer blade serves as a
local force function used to change the heights of the terrain.
Excess terrain volume which is "reaped off" by the moving
blade is added to the moving berm in front of the blade. The 
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harm is then smoothed by a bidirectional Cardinal spline
algorithm The demonstration of the model appears realistic
and runs in realtirne. The simulation. however. is kinematic.
No forces are computed. The soil does not slump when the
bulldozer leaves. The volume of given soil is not conserved.

Burg and Moshell focuased on the problem of piling up
soil such that the soil spills down from the mounds in a
realistic-looking way [3]. In their approach. the terrain is
modeled by a 2d grid of altitude posts. Constraint equations
are defined to describe relationships among altitude posts and
their neighbors. An iterative relaxation algorithm. suggested
in [1 l], is used to simulate the falling soil. The constraints
enforce an averaging or "mouthing" of each altitude post with
its neighbors. The algorithm is volume-preserving under
certain conditions. The model is purely kinematic. The
physical properties of different types of soil are not modeled.

0111' research work is focused on dynamic models of soil
slippage and soil manipulations. For the slippage model, we
determine if a given soil configuration is in static equilibrium.
calculate forces Which drive a portion of the soil to slide if the
configuration is not stable. and meanwhile preserve the
volume conservation. For the soil manipulation models. we
investigate interactions between soil and excavating
machines. implemant a bulldozer model and a scooplnader
model. These models are based on analytic methods and
Newtonian physics. The computational times of the
corresponding algorithm are fast enough to meet the
requirement of realtime graphical simulations. For clarity. this
paper mainly focuses on the 2—d case. Extensions to 3-d have
been completed and are briefly discussed.

2. PHEUMINAl-ll.
The discussion of soil models needs some understanding

of soil properties. In this section. we irttroduoe some concepts
which are borrowed directly from civil engineering. Interested
readers are refuted to [2]. [4}. [5] and [7} for more details.

The shear strength of the soil is the resistance per unit
area to defamation by continuous shear displacement of soil
particles along surfaces of rupture. It may be attributed to three
basic components: 1) frictional resistance to sliding among
soil particles; 2) cohesion and adhesion among soil particles;
and 3} interlocking of solid particles to resist deformation.
(Cohesion is molecular attraction among like particles.
Adhesion is a molecular arc-action among unlike particles.)

The shear stress. on the other hand. is the force per unit
area experienced by a slope. which pushes the mass to move
along the failure plane. The combined effects of gravity and
water are the primary influences on the shear stress. It may
also be influenced by some natural phenomena such as
chemical actions. earthquakes. or wind.

The shear strength force and. stress force. denoted by s and

1: respectively. are defined as the shear strength and stress

multiplied by the total area. The measure of s and r can be
determined from the Misfit-Coulomb theory indicated in [5]:
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Fig. 1: The Failure Plane

(2.1) s = c L + W cos(o] tan(¢)

(2.2) w w sine)

where L is the length of the failure plane. or. is the degree of

naurral slope. and Wz'vA is the weight of soil above the failure
plane (see Fig. 1). c. GI and Tdescribe properties of the soil,

where c indicates the cohesion, ¢ is the angle of internal
friction (Le. it is a measure of the friction among soil
particles) and y is the unit weight. Some typical paramettcs and
their units are listed in the table below [1]:

son. TYPE c (Um) 45 (degree) 7011111)
drysani a 25.33 1.9.2.0
Sandy loam 0.2.0 14.25 1.3-2.0
Loam 0.5.5.0 10—23 1.3-2.1

Soil is a very complex material. It may be influenced by
changes in the moisture content. pore pressures. structural
disturbance. fluctuation in the ground water table. underground
water movements. stress history. time. chemical action or
environmental conditions. Predicting the changes of complex
configurations is either intractable or highly costly. However.
for many interactive applications. Speed and realistic
appearance are more important than accuracy. Hence in this
paper. we assume that only homogeneous and isotropic soil
will be processed. Conditions such as seepage. pore pressure.
existence of tension cracks and deformation resulting from
permanent atomic dislocation will not be considered.

3. STATIC EQUILIBRIUM AND FIESTDHING FORCE

In this section. we develop methods to determine whether
or not a given configuration is stable. calculate the critical
angle above which sliding occurs. and quantify the force which
pushes the soil mass moving along the failure plane.

3.1 STABILITY

The stability of a given soil configuration is determined
by the factor of Sqfety. denoted by F. of a potential failure
surface. From the Mom-Coulomb theory. F is defined as a ratio

between the strength force and the stress force [5]:
c L + W cos{tt) tat-1(4))

W sir-1(a)

When F is greater than 1. the configuration is said to be in a
state of equilibrium Otherwise. failure is imminent. To
analyze the factor of safety. we divide the given soil mass into
:1 slices with equal width Air:

(3.1) F:E =T

 
Fig. 2: Dividing the given mass into small slices
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The calculation of the factor of safety of each slice can be
done individually. The following free body diagram shotvs
forces applied on slice i:

ii
yi-l

m fiflfl[ h- -- APl P'l+‘l .
me fix.

{a} (bi

Fig. 3: Free body diagram for slicei

In (a). the P's are forces exerted between slices. They are
pairwise equal and in opposite directions and thus can be
cancelled. At any time. t. therefore. sliding can only happen in
the top triangle area of a slice. (b) shows forces acting on this
area. where strength and stress forces are given by (2.1) and

(2.2} with I... W and {1 replaced by Li- Wi and cti respectively.

To determine if there exists a failtne angle do (so that the
soil mass above it will slide) and calculate the net force exerted

on the failure plane if Dii does exist. We start item (3.1}. Note

mundwicanbeexpressedintennsofai.ReplatdngLiand

Wi in (3.1} with iterations of ai, we obtain

(3.2) Fine) = _3“+’M(¢J[hwstfliJi-oxsintejncosmi)
thoswv—fixsmamsmlai)

where h=yi-yi.1 is the height of the triangle in Fig. 34b}. For

any angle oi>tarr‘l(hmx). function Hui) makes no physical

sense. In file range of [0. tan‘l(hfdx)]. Ftoi) reaches its
minimum when the first derivative of Roi). with respect to as,
is equal to D. That is

(3.3) E :ILZ [A corsair.) +B sit1(2o.i)+C] = D
where

Ar}; wooden-21cm
B = Tzhcxtan(¢)+2'}cdx, and

H.
= - 2 mn(¢XAx2+h2].

Solving (3.3) gives us four angles (see {9]}. We can choose the

one which satisfies OstriStan‘1(h}Ax) in (32) to calculate the
factor of safety F. The given configuration is statically stable
if Fol. Otherwise sliding is inevitable.

3.2 CRmcflL SLOPE ANGLE

Suppose that we have F<1 for a glared configuration. In

the range of [0, tan'IIhl‘AJtJ] there are at most two angles. say

51 and 32- mh that F(fil)=F(le=l- The maleflo=min(fl1-Bzi
is said to be the critical—slope angle of the configuration.

Above this angle impending slip occurs. 51 and ‘32 can be

obtained by solving the equation (3.4) for a:

(3'4) Flu) = 2cm(¢}[hcos{tt)_-Axsm(_a)]ms(tt) = I
fihcos(u)-Axsm(ct)lstn(o)

where all symbols are as explained earlier. The solution to
(3.4) is derived in [9].
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3.3 HESTORI'NG FORCE

Let a configuration be given in Fig.4~(a) with 30 as the
critical-slope angle. The force that pushes the mass in the
triangle along the edge 5110 can be computed as follows. First
the line segment holtn is divided into :1 small segments with

equal length Ah. Fig 4-{b} show: the free body diagram of the
i-th dovetail indicated by the shaded area in (a).

 
(bl

Fig. 4: Analyzing the restoring force

Let's analyze forces exerted on the dovetail. The weight

Wi can be decomposed into two forces. namely Ni and ti. which
are normal and parallel to the edge Li respectively. si is the
strength force resisting the sliding motion. si' the opponent
force generated by strength Eorce 3,41. and Ni‘ the force
supporting the dovetail above it. The net force fi applied on
dovetail-i is therefore given by a vectorial summation;

(3-5) fi=Ni+Ti+Si+Sf+Nf

The total net force f acting on the whole triangle area is the
summation of fi's. 1$iSn. i.e.

t3 .6) f =Zi=1tNifli+a+sf+Nfl =Ei=2 1i

since 1:1:51 (due to HBO }=l), Nn'=fi. sn'=0. Ni‘= Nit-l and 51,
= -si+1 for lSiSn-l. Based on (3.6) and Fig.4. I9] gives a
derivation of (3.7) by letting Ah tend to zero.

 
n 2 11:12 A 2

<17) f =1; nth—:21Aiztcostfio+

Tfi—x (h.--hofixtfln-'50)) smog)
where Bn= "(balmandflo=on-1(homxt.(3.7) can be used
to quantify the total force on the top triangle area of each slice.

cl. VOLUME CONSERVATION

The approach used in this section is strongly related to
[8]. Recall that. in the previous discussion. a given
configuration is divided into 11 slices. The i-lh slice. lsiSn.
can be conveniently thought of as a container holding an

amount of soil whose quantity is given by (Yi+yi-1)A"n‘

Slice l Slice 1+1Slice i-t

 
Fig. 5: Considering slices as containers
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Let us consider a small change. denoted by AWi . of the

mass Wi in slicei Since Wi = (yi+yi,l)TAx!2. we have

(4-1} éwi = (Y1+A¥i+Yt.1+Ayi-13Yfim - 05+Yi.1l'toxfl

= (Ayi+AYg.1JTA-Xn

0n the other hand. let us assume that there is a force fi exerted
on the triangle area A.» at the top of slioei, which is parallel to

the edge 1.1.Due to £1. Ai tends to move along the direction off.
at a velocity Vi The rate of the "flow‘I of mass of A'- through

slice i oan be computed by "(Atv-iffix. Thus, the “mass

throughput" of slice,» can be quantified by yAiviAon. where At

is a unit of time. Similarly. the mass throughput of sliceiH is
given by TAi+1Vi+tMAL

From the principle of volume conservation. the change of
soil quantity in slicei is the amount of soil which goes out,
minus the amount of soil which goes in. It. can be expressed by

'l' » 'l' .

(4.2) awe—files: - is:
Ax Ami”

where Ai=(yi-hi}oxj2. Putting (4.1) and (4.2) together and
rearranging it. we have

A » fi -

(4-3» 34?“ film-ans - (Ynt‘hiullvmlAt At

Now let At turd to o. It follows that

9; fl _
(4-4) dt + a. = mks-haw. 0/.“annual

Recall that {3.7) gives us a formula to compute force fi.
From Newton‘s second law. we have

TAX

{4.5) t: 'YAi—d. =—(tr.-h.)—
Rearranging. we obtain both

dv. 2.

{4-6) _‘ = —g

(4.7}

Now we take the second derivative of (4.4) with respect to t and
plug (4.6) and {4.7) into the resulting formula. That yields

(4-3} offlu?"

=__[dy;iflf—rl—dt+fi-fl'fl—s- fidnfifl]
Note that we can denote hi and fl as functions of y“ and

yi. i.e. ht=h(Yi-1-Yi} and fi=f(yi-t ,yi). since they can be

determined based only on y“ and yi if A: and other soil
properties are fixed. Hence. (4.8) is an equation with three

variables. namely y“. yi. 3541‘ Let its suppose that we have
divided the given configuration into :1 slices. Now we end up
with n+1 unknowns. yo. Yl- ya. and n+1 ordinary
differential equations involving yi‘s. their lime derivatives and
integrals. Solving these equations. we will obtain the solution
for the soil behavior which satisfies both the soil dynamics
and the volume conservation.
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5. NUMERICAL SOLUTION

In this section we linearize equations (4.8) for both
purposes of simplification and discretization. we start from
(4.4). Assume that, at any instance of time rm, velocity Vi of

the mass on the top of slicei is represented by vim“). the value

of yi is represented by yi(tm}. the rate of the change of yi is
represented by yi'(tm)=dyiUmJIdt. Then1 at the very next time

instance tn”, the forcef-=fi(yi_1(lm) yi(tm)) can be wmputed
by (3.7) according to the value of yi_ 1 and yi from the previous
step. If the Euler integration algorithm is used, the velocity vi
atthetime tm+1 canbe computed by

f. . .
101-1911) 31(5)) At+ W-{5.1) vittm+13= Viflml

where at is the integration step size. Similarly vthjth) is
calculated. It follows that. firom (4.5). we have

(5.2} 95%“) + Yi-i'iimn)

= f; [tying-honcontinuation)
' (yi+l(hn)'h(yi{lm)Iyi+l{tmn)vi+l(tm+1)]

Since at the time instance 1m“. all items on the right hand
side are lmowns. either from the previous step of the
simulation or from the calculations of team“) and vifitjtm“),
we may treat it as a constant. namely Ci. We now have n+1
equations in the following format:

yo'itmr) = C0
yt'flmi} + ro'{tm+1)= C1m.--

Yo(Ito-HI) + Yn-l(hr|+1)zcn

Solving (5.3) for yi(tm+1). i=0. 1. n, we will be able to Use
the Euler method again to determine the new values for each yi:

(5-4) mm) =ri(tm)+ n'ttmuldt

Algorithm 1 describes the procedure of the numerical
solution, in which each step of the algorithm takes linear time
to execute. Thus the time complexity of the algorithm is 0(n)
where n is the number of elevation posts in a given
configuration. The space required to store forces, velocities
and heights of posts is also proportional to rL

Algorithm 1.

At any time rm“ of simulation. do the following:

1) for each port yg, calculate its mass velocity firm. 3) by
using (5.3);

2) for yr, constants the right hand side af{52);

3} useKarward summation to solve equations {53) for)i' Int-ff)! i=0. I, rt,
4) are Euler integration to delenniue new valuefbr gal-J;

3’1th)-

(5-3)

B. EXTENION TO 3-D

In going to 3-d soil dynamics. we use sortie essential
concepts and results from the discussion on 2-d. First. a given
soil configuration is partitioned into small prisms. The values
of elevation pasts (i.e. vertices) of each prism are evolved by
an approximation procedure as follows.
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Consider. in Fig. 6. the post z(i.j) chosen arbib'arily:

  1%“Tiiillllili
Fig. 6: An approximation of the 3-d configuration

z(i. j) is surrounded by six prisms. At any time instance t.
those prisms are the only ones that affect the height of z(i.j).
The effect caused by those prisms can be approximated by
considering forces exerted on three planes. namely the x-
plane. y-plane and d-plane. They are indicated by different
types of shaded areas in Fig. 6. Thus the 3-d problem is reduced
to a 2d problem. The finer the partitioning is. the smaller the
base triangles of prisms are. and the more accurate the
approximation will be.

Let's asstune that, at any time tm. the height of post z(i,j)

is represented by zijum). and the rate of change of z(i.j} is
represented by Zij'itml- Since Tij'uml is affected by forces from
3 planes. it can be expressed as a summation of three terms:

(5.1) affirm) = with) + zyii'urn) + miji‘m}

where uij‘am). zyij‘um) and zdij'tjtm). are rates of changes of
zij'flm) caused by forces exerted on fire x~plane, y~plane and d
plane respectively.

During a simulation. each time slice fit is divided into twu

substeps Ail and A12. In All. we first use (3.7) to compute

forces exerted on three different planes. Then zxij'(tm+1).
trifling“) and msj'flmil can be Obtained by solving equations
{5.3). In step AEZ. Euler integration is used to determine new

Values for each lijltmn):

(6-2} Zij('1rn+1]' = Zijllm) + [ZXij'UmJ + ZYij'ilm) + Zdij‘fhulldl
For All and m2 of each iteration in the simulation we

split our 241 computational problem into 3 terms: x-plane
scan, y—plane scan and d—plane scan. Each scan has two phases
corresponding to two time substeps. A scan on any plane
involves calculations of forces exerted on that plane. rates of
changes of z(i. j} caused by the forces. new height of each
post. etc. Computations for each scan in a time subalep are
independent of scans on the other planes in the same subslcp.
and therefore can be performed either sequentially or in
parallel. It is important to notice that. in the same time
substep. scans in different orders (Jr-scan then y-scan then d-
scan. or y~scan then x~scan than d-scan. etc.) will have the
same effecL The reasons are discussed in [9}.

The 3-d algorithm can be briefly described as follows:
Each iteration of simulation is divided into two phases. Steps
(1H3) of Algorithm 1 are performed first for each scan. Then
step (4) is applied for each scan to calculate new values of
posts. Both time and space complexity of the 34:1 algorithm
remain linear in the lumber of posts.
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7. INTERACTlOH BETWEEN SOIL AND BLADE

In this section. we analyze the interaction between the
soil mass and a bulldozer's blade. Let's assume that the height
ofthe blade is H. The shape of the blade can be modeled by an
art: of a circle centered at the location cagyc) with radius R.
We divide the are into :1 segments. each of which has length

Rdfl. Furthennore. the soil mass in front of the blade is also
partitioned into :1 slices by horizontal lines at each joint
point of two are segments as shown in Fig. 7.

 
(X0, Y0) K

Fig. 7: Dividing the blade and soil mass

To calculate the force resisting cutting. we arbitrarily pick
the i-th slice from the partitioning. The are segment can be
approximated by a line segment from point <xi,yi> to point
exp.) , 35.”). Note that the length of the line segment. denoted

by AL. approaches the length of the are when 65 approaches
0. The idea is explained in Fig. 8:

<Xi+l Yi+l> <Xi+1 Yin-l)

L' ‘
(Xi. Yb <Xi. Yb

(3) (b)

Fig. 8'. Free body diagram for i-th slice

If the cutting part of the bulldozer pushes the soil mass
with mongh force, the equilibrium will be destroyed. At this
moment. the resistance parallel to blade motion at the point
«we» can be calculated by the formula [1}:

Ac20.1443!(7-1) Ti= l-‘tfl‘lflto Yi)+¢wt(¢)]tm(¢)

where Ti is the localized shear stress and cti is the magnitude of
the angle of inclination of AL to the horizon. The remaining
symbols are as explained earlier. All angles are given in
radians. Constants A and B are only related to up and 5 (5 is the
angle of external Eriction). of the given soil:

sin(5) { man + \[sinzm - sin2(5) 1
I - sinfli}

sin(5))_
5511“”)-

Due to differem cutting depths {given by H+yo-yi) and

different inclination angles (If. the magnitudes of T,- vary. The

resistance force exerted on AL can be computed by fi = T1- Al...
As shown in Fig. B—Cb}. fi can be further decomposed into two

components. one normal to AL and another parallel to AL. The
normal force is cancelled by the opposite force contributed by
dL. The parallel force has the following property: In the upper

(1.2) A =

 

(7.3) B: 5+sinl(
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portion of the blade. it has a smaller magnitude and poo-its in
the negative y-direction. In the lower portion. it has a larger
magnitude and points in the punitive y-direction. Let fyi be the
y component of the parallel force. It can be computed by:

(7.4) at = «:1 - Cm ) czuisintuo were) AL

where c1=AeBmH+ynmm+ c] and c2 =Aen‘ytan{¢).

Now we calculate the attenuation of all fyi's. represented

by Pi, which gives us the total force pushing the soil mass in
front of the blade upwards.

(7.5) 1-“y 1Zhuclemu"! salmon
To get an accm'ste solution, we let on: approach 0. In this

case we have the following equations [9]:

(7.5] 0—1: 00+ iAtt

LI "'—'
(7.7) $311.0 6L R Mt

(7-3) 15g“; =rc- Renatuwi M)
Replacing Eli AL and )1 in (7 .5} by right hand sides of above
equations and making Act. infinitesimal. we obtain;

GI]

(7.9) F3“ = 251w [c1 -C2yc+C2Rcos(ot)] clash-tact) da
To simulate cases in which the blade are not fully loaded,

we fix the lower bound angle of the definite integral and keep

the upper bound angle clmging from on to (1],. That will give
us the following figure:

”IIIIIIIIII
IIIIL‘IIIII

“unuunamnnu
0.4 IIIIIII‘IIIIIIIIIIII

flzmnnnuuueunIIIII'IIII
IEE‘IIIIII

o s to 15 so 25

Toral Upward Force (t)

Fig. 9: Total upward force along the blade

In Fig 9. the vertical axis indicates y coordinates of
points up to which the soil is loaded and the horizontal and:

gives FY under the given configuration. The data is recorded
with uo=l.22. R=100cm. c=1.9. 5:0.5. $41.54 and 7:2.0
(angles are measured in radius). For example. if the soil is
loaded up to the middle point of the height of the blade i.e.
y=36.0 cm. the curve shows that at this point the total upward
force reaches its maximum (about 20 metric tons).

The analysis shows that the total force is always positive.
That is, the soil mass being cut always moves upward along
the blade. This phenomenon is also observed experimentally
[l]. The sequence of events acorn-ring during the process of
interaction between the cutting blade and the excavated soil
before the blade can be described by 3 steps. I.) the soil chip
being cut from the main soil mass mOVes upward along the
blade because of resistance to the soil. 2) the soil chip is
broken up into individual ltnnps on the upper part of the blade.
3) These ltunps move dDWI'IWIId toward the soil layers being
fin-the: cut and from tho soil prism which is being dressed
This phenomenon is depicted by Fig. 10:

 

 
 

Height(111]
0.0
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Fig. 10: Pattern of soil movement. ahead of the blade

It. SOIL IN A BUCKET

In this section. we present a graphical model of a
scooplosdcr. For clarity. we assume that only buckets which
can be represented by convcx polygons will be processed.
Again we first divide the soil configuration and the bucket into
:1 slices with equal width ox. This is shown in Fig 11. where
the thick line segments indicate the bucket:

 
Fig. 11: Dividing the soil mass in a bucket

The motion of the soil mass in the bucket is a

combination of two movements: 1) the movement of a portion
of the given soil mass along a potential failure plane on the
top; and 2) the whole mass along the bucket surface. We will
refer to these motions as local movement and global
movement respectively. In general. a local movement is
caused by an unstable configuration of the given soil. while a
global movement is due to the shear stress experienced by a
surface of the soil mass in contact with the bucket. This can be

seen more clearly through the free body diagram of slice-i
arbitrarily picked from the partitioning (see Fig. 12). where fi
is the force driving a local movement along die failure plane
denoted by line segment eyi_ 1. hp. This force can be quantified
by (3.7).

 
Fig. 12: Analyzing forces of slice-i

Let‘s now consider the global movement. The driving
force. denoted by G. can be calculated by analyzing the free
body diagram of each free body. As shown in Fig. 12. the
weight Mi of slice-i can be decomposed into two elements: the
shear stress force ti and the normal stress force Ni. Ni is
canceled by the opposite force proVided by the bucket surface

(hi4. hi). "i is the force which pushes the mass to move
along the bucket surface. The shear strength force 51. on the
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other hand. resists the shear displacement of soil particles
along the bucket surface. These forces can be determined from
the Mom-Coulomb theory as indicated by [51:

(3.1} 1:] = Mi sintoti)

(3.2} :1 : {:14 + Mi cosmi) tan(5)

where c is the coefficient of cohesion. 5 is the angle of
external friction. Li is the length of the line segment from bid
to I13. Mi is the weight of slice-i. and Iii is the angle between
the bucket surface and the horizontal. 5 indicates a measure of
the friction between soil and the surface of the bucket. It is
given in radians. For loamy clay and sand. the typical valucs

of 6 are 18 and 30 respectively [1]. The units of these symbols
are as explained earlier.

For equilibrium consideration. we use a method similar to

the one described in [IS]. The stress force "c and the strength
force s can be expressed by vecto‘t'ial summations:

(8-3) I =£l=i 1: = Elli Mi sinus) sea-tins). status»

(SA) s = Ell: 5i =zl=1 M: 60581;) rancfikcostar). sintao>
Note that the term CLi is dropped from[8.4). since the cohesion
coefficient r: describes molecular attraction among like
particles and is zero between soil and a bucket surface. Thus.
the safety factor F5 can be defined as

Isl
3.5 F =—

( ) s It

When F5 is less than one. sliding of the whole mess along the
bucket surface is inevitable. In this case. the total driving
force G of the global movement can be computed by

'C—S.

(8.6) G:{1+5. otherwise

if 13-0

In order to simulate the movement of soil mass in a

bucket. we decompose G to smaller components which are
parallel to the bucket surface. These component forces are
distributed to slices so that the dynamics of soil can be
considered individually for each slice. After carefully
analyzing the behavior of the soil mass. we know that the
following constraints must be satisfied:

1) The summation of component forces should equal G:
2) All slices should have the some x-acceleration.

The first constraint is obvious. The second one should be

always true simply because: 1) a bucket always has a convex
shape; arid 2) some slices would fall apart and tension cracks of
deformation would occur if the 1: components of their
accelerations are different.

Let G‘=Gcos{u) and Gy=Gsin{u} be the x and y
components of G respectively. where u is the angle between
the vector G and the horizontal. Let gi be a component force
of G. which is experienced by the bucket surface of i-th slice.
From the constraints we have

(8.7) G costu) = 21:1 s WSW-i}

(8-8) G sinau = 221: Bi state)

(3.9} 31Mlcosmll—-—£ cos(ct2)-- — Mn cos(o:n)M2
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{SID-(8.9} give us n+1 equations with n+1 unknowns. namely

31.32. gII and or. Other variables can be computed according
to the geometry of the given configuration. Solving the
equations we obtain

Mi 1305(3)

M cosh“)

where e=mn"(;—Jz‘i’=l Mi moi) )_
Having fi and Bi computed. we model the soil dynamics in

a bucket by using Algorithm 1 to evaluate simultaneous
equations in (5.3). In order to do so. we simply replace fi by
fj+gi when calculating the rate of changes of each post at the
time rm”. The rest of the algorithm remains unchanged.

(3.10) 3.: G. fori= 1.2. ....n.

9. IMPLEHENTATIONS
ll IMPLEHENTATION OF A BULLDOZ‘EH

Recall that the terrain surface is represented by a regular
Lessellation model. An array. namely 1. of size roxn is used to
store the height of elevation posts. An element I(i.j) in the
array represents the elevation at the location <i.j>.

As mentioned in section 7. an excavating process of a
bulldozer can be separated into three phases. These actions can
be simulated by an algorithm with three corresponding stages:
digging. piling and soil slipping. First. the algorithm keeps
track of the motion of the blade. If the altitude value of the
bottom of the blade is denoted by b(i.j) at the location <i.j>.
then any elevation post 261]) passed through by b(i.j) are
forced to have the same value. This procedure will create a ditch
along the path of the bulldozer on the terrain surface.

The second stage models the upward movement of the soil
along the blade. Let P be a set of soil prisms which have been
passed through by the blade in the last time step Let zp(i.j),
zq(i.j) and zr(i.j) be surrounding posts of a prism p(i.§} The
amount of soil contributed by prisms in P to the soil chip
moving upwards can be computed by'

3’: til/(Li)
Mills P

(9.1) V=9_m—

where

AWN?) = zpttjl+zqfidl+71<idl - bp(ivj)‘bq(iij)'bt(i'j)
Finally. in the third stage the amount of soil computed by

(9.1) is put in front of the blade. Since the height that the soil
is lifted upward along the blade and the speed in which the soil
chips are broken into individual lumps depend on the cohesion
property of the given soil. the procedure can be simulated by
spreading the soil to a chunk shown below:

ifl
Blade direction T I

Fig. 13: Dimensions of soil chunk

The dimensions of the soil chunk are determined according to
the following equation:
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(92) A2 = a: (1+c)
V

w it (1+c)

Where V is the total volume calculated by {9.1). w the width of
the blade. c the cohesion coefficient, and I: a constant which
determines how far forward the soil chip moves during one

time step. In the implementation. It is chosen experimentally
to make the simulation looks more realistic.

After all this is done. A: is added to the elevations of
corresponding posts. and the slippage model introduced in
previous sections is used to simulate the free flow motion of
broken lumps of soil. It should be mentioned that the soil
being brought to the top of the berm arrives continuously in
the real world. However. with a discrete time simulation
process. the chunk is a reasonable representation of the
amount. and location of the soil that would really arrive dining
one time step. The slippage model smoothly integrates this
chunk into the berm. resulting in a realistic appearance.

Another important phenomena associated with physical
properties of soil is swelling. which is due to a number of
reasons: 1) the affinity of the soil for water; 2) the base
exchange behavior and electrical repulsion; and 3) the
expansion of entrapped air within the soil mass [4]. The model
simulating the expansion of excavated soil is also discussed
and implemented in [9].

a: IIIPLEHENTHION or A BUCKET

In implementing a 3-d bucket. we first divide it into mxn
cross sections in a way such that they are parallel to either the
no: plane or the y-z plane. We refer to these sections as x-
seccions and y-secfions respectively. The result of the division
is ahown in Fig. 14. where an x-section and a y-aection are
emphasized by two shaded polygons.

y-section

  
Fig. 14: Dividing a bucket into sections

Therefore. the 3-d. soil dynamics in a bucket is reduced to
mxn Z-d cases. For each individual cross section. we further

partition a 1-d soil configuration into soil slices (see Fig.
11.). The soil dynamics of each slice is handled by means of
the technique introduced in section 8.

A simulation procedure can be described as follows: Each
iteration of a simulation can be accomplished by two steps.
The first step computes forces for each soil slice of every
bucket section according to (5.3) and (8.10). The second step
uses the Euler integration method to determine new values for
each elevation post (see Algorithm 1). These posts are
intersections of :t-sections and y-sections.

The cutting and loading activities of a scooploader can be
modeled by a method similar to the one presented in section 7.
The discussion. therefore. is omitted.
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10. CONCLUSION AND FUTURE WORK

Experimental realtime models of a bulldozer and a
scooploacler have been implemented in the c programming
language. Both time and space costs of algorithms are linear in
the size of the bulldozer's blade. the size of the bucket and the
resolution of the ground mesh. The simulations were done on a
Silicon Graphics 4Dl240 GTX computer. When using 4
processors, two bulldozers run at 6-8 framesfsecond. The
scooploader model uses 2 processors, running at 10-15 frames
per second. The number of elevation posts to model the ground
for both models is 90x90. The simulations look very realistic.

Future research work may include soil compressibility and
moisture content. The compression of soil layers is due to
deformation and relocation of soil particles and expulsion of
air or water from the void spaces [6]. Fundamental principles
for estimating settlements of soil under superimposed loading
should be explored so it can be used to provide vehicle tracks
or conduct trafficability studies. The moisture content of the
soil affects its unit weight and cohesion and results in different
behaviors. Those properties should be incorporated into
analytical models to provide more realistic simulations.

 
Fig. 15: Two bulldozers are at a. work scene

 
Fig. 16: A scooploader is loading
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Fig. 17: A scooploader is dumping
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Abstract

The realistic depiction of smoke, steam, mist and water re-
acting to a turbulent field such as wind is an attractive and
challenging problem. lts solution requires interlocking mod—
els for turbulent fields, gaseous flow, and realistic illumina—
tion. We present a model for turbulent wind flow having
a deterministic component to specify large-scale behaviour,
and a stochastic component to model turbulent small-scale
behaviour. The small-scale component is generated using
space-time Fourier synthesis. Turbulent wind fields can be
superposed interactively to create subtle behaviour. An
advectiou-dillusion model is used to animate particle—based
gaseous phenomena embedded in a wind field, and we derive
an eflicient physically-based illumination model for render-
ing the system. Because the number of particlw can be
quite large, we present a clustering algorithm for efficient
animation and rendering.
CR Categories and Subject Descriptors: l.3.7 [Com-
puter Graphics]: Three-Dimensional Graphics and Re-
alism; 1.3.3 [Computer Graphics]: Pictureflmage Gen-
eration; (:3 [Probability and Statistics]: Probabilistic
algorithms.
Additional keywords and phrases: turbulent flow, stochas-
tic modelling, Kolmogorov energy spectrum and cas-
cade, transport model of illumination. Fourier synthesis.
advection-diilusion, gaseous phenomena.

1 Introduction

We have come to appreciate the central role that irregu-
larity plays in modelling the shape of natural objects. The
analogue for wind and fluids is turbulence, and its effects are
no less essential to the realistic portrayal of gaseous natu-
ral phenomena: curling wisps of smoke, mist blowing across
a field, car exhaust, an aerosol spray, steam rising from a
coffee mug. clouds [Drilling and moving across the sky, the
fall of leaves, a swirl of dust in a room, a. hurricane. These
effects are caused by the interaction of objects with a wind

a"["l'ic financial support of the Natural Sciences and Engineering
Research Council of Canada and ot' the Information rTie-'fl‘inologyr Re-
search Centre ol‘ Ontario is gratefully acknowledged. The helpful
suggestions of the referees are greatly appreciated.
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commercial advantage, the ACM copyright notice and the title of Ihe
publication and It! date appear, and notion is given that copying is by
permission of the Association for Computing Machinery. To copy
otherwise. or {o repubitah. requires a fee andfor specific ”flap.
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velocity field. Modelling the effect of wind requires that we
model both the wind field and this interaction. Both Sims

[14] and Wejchert and Haumann [11'] model a wind field as
the superposition of deterministic fields. Modelling a visu-
ally convincing tnrbulent wind field this way is painstaking.
The greatest success in this direction was the particle-based
“Blowing in the Wind” animation by Reeves and Blau [10].

Stochastic modelling is a natural alternative strategy. In
[13], Shinya and Fournier describe an approach developed
independently of ours but which has some similarities. They
employ stochastic promos and Fourier synthesis to derive
a wind field in spatiotemporal frequency domain, and in-
vert the result to get a. periodic space-time wind field. We
employ the same paradigm, but our model and applicav
tion are quite difierent. Although both wind models can
be applied to a wide range of phenomena, and [13] demon—
strates this very Well, their main concern is with coupling
the wind mode] to macroscopic physical models of dad or
deformable objects, whereas we are mostly concerned with
microscopic interaction with gaseous and fluid phenomena.
Consequently, our model of turbulence is dissimilar: Shiuya
and Fournier assume a constant deterministic temporal evo-
lution (Taylor Hypothesis], while for us temporal evolution
is also a stochastic process. Our wind model also differs in
that an animator has direct control over deterministic and

stochastic components of a field.

In this paper, turbulent wind fields are modelled as
stochastic processes. The model is empirically plausible[5].
A wind field is generated from large-scale motion and from
the statistical characteristics of the small turbulent motion,
both freely chosen by an animator. This is analogous to
modelling rough terrain by providing the global shape as
given by a set of height samples, and the desired rough-
ness of the terrain [2]. The large scale of the wind field
will be modelled using simple wind field primitives [14, 17].
The small scale of the wind field will be modelled as a
three—dimensional random vector field varying over space
and time. This field is generated using inverse an FFT
method[]6] that we have generalized to a vector field. The
resulting wind field has two desirable properties. First, it
is periodic and is thus defined for any point in Spaceutirne.
Second, it is generated on a discrete lattice and can be in-
teractively calculated using four-linear interpolation.

Gases hare been modelled in several ways. Ebert models
a gas as a solid texture. With some trial-and-error {and
in our experience, significant human effort}, realistic an—
imations were obtainedfl]. Sakas models a. gas as a. 3~D
random density field, generating it using spectral synthe-
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sis {121. While spectral synthesis is useful in generating
turbulent wind fields. it is not ideal for directly generating
density fields: visual artifacts appear due to the periodicity
of the field and the entire density field must be computed at
once. The temporal evolution of the density field is limited
to simple translations. Both of the above models are com-
putationally expensit'e to visualize, and hence interactive
modelling is not feasible. Using physically-based turbulence
to animate density fields is mathematically nontrivial, but
we shall show that this can be done efficiently.

We model gases as density distributions of particles. The
evolution of a density distribution Within our wind field is
described by an advection-dilfusion equation. We efficiently
solve this equation by modelling the gas as a “In any blobby’1
with time varying parameters. A fast ray-tracing algorithm
is used, based on a front to back single-scattering illumina-
tion model, to render such a density distribution.

2 A Multiple-Scale Wind Field Model
Physically, wind fields are the result of the variations of the
velocity u[x, t) and the pressure p[x,t) ofa fluid (including
air) war space and time. These variations are caused by
various forces: external forces F applied to the fluid, non-
linear interactions between different modes of the velocity
field and viscous dissipation at a rate it. By summing these
forces and equating them to the acceleration of the fluid we
obtain the Navier-Stokes equations:

§E=F(u.v]u—ivp+uv2u+r. (1)
3! M

where p; is the density of the fluid. If the velocities of
the fluid are much smaller than the speed of sound, we can
assume that the fluid is incompressible [5], i.e.,

V-lel). {2}

When proper initial conditions and boundary conditions are
specified, Eqs. 1 and 2 are sufficient to solve for the velocity
field and the pressure of the fluid for any time instant.

The above equations could be used to animate realistic
wind fields. One would first specify the physical properties
of the fluid that make up the model, including an initial
velocity field and boundary conditions. One would then
control the fluid motion by applying external forces. Real-
istic wind fields would be obtained by solving the Navier-
Stokes equations as needed. This is entirely alcin to the
control problem for articulated figures, and it shares the
same difficulties. First, a desired effect is hard to achieve
by “programming“ it using only external forces. Second, the
non—linearities present in the Nevier—Stokfi equations make
them hard to solve numerically, especially in the presence
of turbulence {low viscosity). Lineariaing the equations can
improve stability and efficiency, which has been done by
Kass and Miller to model the surface of water [It]. This re-
sults in highly viscous fluids that do not exhibit turbulence.

We shall model a turbulent wind field by separating it
into a large-scale component 11; and a small scale compo-
nent u,. The large-scale term is composed of simple wind
fields, resulting in very vischus fluids. The smallvscale term
is a random field, We shall make a useful but physically
implausible assumption that the components are indepen-
dent, that is, that large scales do not affect the small scales
and vice-versa. Hence we will write

u(x, t) = ui(x,t) + u.,(x, t]. {3}

This assumption permits the real— time simulation and inde-
pendent control of both large-scale and small-scale effects.
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The results, as we shall see, are quite convincing. We shall
further discuss this assumption in our conclusions.

3 Small Scale Modelling
3.1 Random Vector Fields
In this section we will denote the small scale component
u. simply by 11. It is defined as a random space—time vec—
tor field, a function that assigns a random velocity to each
point (int) in space-time [151. We shall involve the stan-
dard Gaussian assumption [7]: that the random vector field
is entirely determined by its second—order moments. These
moments are obtained by statistically averaging (denoted
by { }] components of the evolving random velocity field.
We will assume that the mean values of each component
robot} = (ugfx, t)) {4' = 1,2, 3) of u are constant and equal
to zero. The cross-correlation between different components
of the velocity field at two different points in space-time
(x, t} and (rd, 1"} are given by the functions

(admilurlx’d'll
(11“) '

Where (us) = {of + u: + rig) denotes the variance of the
velocity field and physically is equal to twice the kinetic
energy of the field. We Will assume that the velocity field is
homogeneous in space and stotionnryiu time, which means
that the cross-correlation only depends on the difference 1' =
x“ -— at between the two points and the difference 1- = t' — 1
between the two times: Fay-(x, “xi, 2') = T.‘,(r, 'r}.

Homogeneous velodty fields have a corresponding reprer
sentation in spatial-frequency domain via a spatial Fourier
transform. lntnitively this transformation can be thought
of as a decomposition of the velocity field into “eddies“ of
different sizes: large eddies correspond to small spatial fre-
quencies and conversely for small eddies. The stationarity
of the velocity field allows it to be represented in frequency
domain by a temporal Fourier transform. We will denote
spatial frequencies by k = {krthca} and temporal fre»
quencies by on] We represent the velocity field in frequency
domain via the usual Fourier transform:

11(k, w] = ff u{x,t)exp(—ik - n — tort} dxdt. [5)

I‘.,-(x, r;x', t') = {,3' = r, 2, 3. (4)

Writing the transform in this manner facilitates its separa-
tion into spatial and temporal frequency components. The
Fourier-domain equivalent of the cross-correlation functions
are the cross-spectral density functions:

‘l’iyflc, w} = (fif(k,u)r1J-(k,w)), i,j = 1,2, 3, {6]

where the “t” denotes the complex conjugation. Conve-
niently for us, the cross-spectral density functions and the
cross-correlation functions are Fourier-transform pairs [15}.

Finally, we assume that the velocity field is spatially
isotropic, meaning that the cross-correlation functions are
invariant under rotations. Thus the cross-correlation func-

tions only depend on the distance r = "r“ between two
points. Isotropy and incompressibility (Eq. 2) imply that
the cross-spectral density functions are of the form [5]

Ethel}
starlc‘

 
‘l’o(k.w} = (For + as). ti = 1. 2.3. (7)

1In the turbulence literature, the term wove number-is often used
instead of spatial frequency. We will use spatial frequency, which
is more common in computer graphics, but we shall denote spatial
freqUfl'IClu by k. reserving the letter at for temporal. frequencies.
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where 6‘, is the Kronecker delta, l: is the length of the spatial
frequency is and E is a positive function called the energy
spectrum function. Its physical interpretation is that it gives
the contribution of all spatial frequencies of length l: and
frequency w to the total kinetic energy of the velocity field:

i(“2)=j;wj_: E(k,w)dwdk. {3}

3.2 The Ener Spectrum Function
Eq. 7 states that t e structure of a velocity field (via its
cross-spectral density functions] is entirely determined by
its energy spectrum function. In other words, an animator
can control the qualities of turbulent motion by specifying
the shape of the energy spectrum. This function can be
arbitrary as long as the integral of Eq. 8 exists. In the
turbulencr: literature one can find a wide variety of dilfer-
ent energy spectra for various phenomena. These models
are either determined from errperimental data or obtained
from simplifying assumptions about the fluid. The best-
krrown example of the latter for turbulence that has reached

a steady-state (i.e., If; E{h,w)dw - 50%)} is the Kol-
mogorou energy spectrum [5]:

0 il- k ‘C kinertial

ER“) = { 1.5 53’"2 k'wa otherwise [9)
This spectrum results from an energy cascade, where energy
introduced at frequency kinmial is propagated to higher fre-
quencies at a constant rate r. Instead of invoicing Taylor‘s
Hypothesis [13] we model the temporal frequency depen~
dence of the energy spectrum function E(k,u} by multiply—
ing the Kolmogorov energy spectrum EKUF) by a temporal
spread function Gflu) subject to:

f... ennui»: snafu Gin-mo = ska]. (1D)—oo

This guarantees conservation of kinetic energy (cf. Eq. ll).
Furthermore, WE want the small eddies to be less correlated
in time than the large eddies. Spatially, this means that
small eddies spin, ebb and flow more quickly than large
eddies; this behaviour can be observed when watching a.
water stream or smoke rising from a cigarette. We can
achieve this behaviour by setting G; to a Gaussian with a
standard deviation proportional to It:

III:

Ugh»): fights exp (—2k2g2). {ll}
Indeed, for large eddies {as k —+ [l], G); is a spike at the ori-
gin, corresponding to the spectral distribution of a highly—
correlated signal; for small eddies (as k —. co) the spectral
density becomes constant, denoting an uncorrelated signal.

3.3 Generating the Small Scale Component
We now describe an algorithm to generate a random ve-
locity field having specified cross—spectral density functions
@iJ'. The algorithm is a generalization of Voss‘s inverse FFT
methodDfil. The idea is to filter an uncorrelated white noise
velocity field in the Fourier domain, and then to take an
inverse Fourier transform to obtain the desired random ve

locity field. The challenge is thus to find the right filter such
that the resulting velocity field has the desired statistics.

We first compute the velocity field in the frequency do-
main lor discrete spatial frequencies (1', ch) and temporal

  

_ __..._ __»—_._-_
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frequencies L: Let us assume that the discretization is uni-
form and that there are N samples per dimension. Then
the discrete Fourier transform (DFT) of the velocity field
13nd,,“ is defined on a discrete lattice of size all". To ensure
that the resulting space-time velocity field is real val liedI the
elements of the DFT must satisfy the folloWing symmetries.

1.1.11.“ = ierfl-I N—'Jill—.1: N_[, where the indices are taken
modulo N Le. N—'|l = [)[9]. in the special case when
the indices on both sides of the equality are identical (e. g...
fimgIoINIchJ-up) we have to set the imaginary parts of tiara-J
to zero. The following algorithm generates a DFT with the
required properties.

for i,I-i,lc, lll] {l}.. -_Nli2} do
compute 1344,51. [IN—imk1.1.1;rv—Lk t, 11i,j,N— k t.

Lime. N— r. fiN—i,NI—jllt.1, fiN—i.3.N—e. r. uN—i.y'.,l= N—t
uN—i,N—1.N— k. N—l = ‘3:‘J- Int

“i .'.N—J.N—la N—t-— 11”-“,3 t
“N-'.'.1.N—re.N—I— 1'13Mar—ht:

IlN—i ,.N—3'.k N—I_— fi't'J’N_ht
“N—i‘ .N—j. N—Im =11:I'M:to N— I
ll; .1'. N—k.N—r= fiiv—i iii—J.“

“iN——;,k.N—t = un-r,,_1v-er
1-15 .N—j.N-—k.l = lair—[4,: N— Iend for

for i,j.k,lin {DIN’IZ} do
set imaginary parts of firIJ'IyIr to zero

end for

To compute each element fist-flu in the first loop, three
independent complex random variables X... = rmezme'"
(m = 1,2,3] are generated with normally distributed gaus-
sian random amplitudes rm and with uniformly distributed
random phases Hm. The components of that element are
then calculated as

{m laws! 511((‘331 it): lth

{fi2)o.b.e.d = Fl21 (“all Hill/"1+ finlfirirklli)xzt

(tannin = ta:((£.j.k).l)X1+ tones. k). on +

that, j, t), 0X3.

The functions it..." are derived from the cross-spectral den-
sity functions as shown in Appendix A (Eq. 21}. The ve-
locity field is then obtained by taking three inverse DFT‘s:

u; = invFFT‘chii)

u: = invFFTtDfiiz]

on = anFFT‘iD{fi3].

The resulting velocity field is defined on a discrete lattice
and is periodic in space and time. Thus even asmall lattice
defines a field everywhere in space-time. The spacing of this
grid determines the smallest scale of the turbulence.

4 Animation of Gaseous Phenomena

Physically a gas is composed of many particles. We could
therefore animate a gas by moving its particles about the
wind field, but this Ilv'ould require a vast set of particles.
We shall instead consider the density p(x,t) of particles at
space-time point (x, 8]. Assuming that the particles have
no efl'ect on the wind field. the evolution of the density dis-
tribution is given by an education-diflusl'on [A—D} equation

fiThe choice of i,;i,k here as indicee should not be confused withtheir different use above.
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Figure 1: Evolution of a density distribution

[5] to which we have added a dissipation terrn:

3.0 __ '3 _
Bt_ qu+pr op. {12}

The first term on the right hand side is the advection term
that accounts for the effects of the wind field on the den—
sity. The second term accounts for molecular difi'usion at
rate a. This term can also be used to model turbulent
diil'usion from scales smaller than the smallest scale of the

modelled turbulence. The third term accounts for dissipa-
tion of density at rate or. Since the velocity u is given, the
equation is linear in p and can be solved by finite differ-
ences. The density distribution is then resolved on a finite
grid and can be rendered using an efficient voxel-based vol-
ume reuderer [II E]. Figure 1 depicts the evolution of an
initially square distribution evolving under the influence of
a two-dimensional wind field calculated using a standard
PDE solver [9]. Computations for four-dimensional wind
fields become rapidly prohibitive both in computation time
and memory. To obtain tractable animations we propose
an alternative strategy. We shall assume that the density
distribution is a weighted sum of a. simple distribution I:

II

ptxai = Zmalt)f(lrx—xa(t)||.t—n)=Zia-(m)- (13)

In other words the density distribution is a “fuzzy blobby”
with time-dependent field function f, where not!) is the
centre of mass, h is the time at which the “blob“ p.- is
created and mi“) is its mass. If we suppose that f is a
gaussien distribution with a standard deviation on much
smaller than the smallest scale of the turbulent wind field,
the wind field can be assumed to be constant on each blob.

The advection term therefore only moves the blob, but does
not deform its shape. The movement of the blob is hence
given by integrating its centre of mass over the wind field:

1)..= mo.in“) =Xi{li}+f u(xi(s),s}ds. r' [14}

The deformation of the shape of the blob is given by the
diffusion term. Here we note that the diffusion at rate it

after time t — 1!.- ol a gaussian with variance (:3 is equiv-
alent to convolving a gaussiau of variance s(t — £5) with
a gaussian of variance 03 (cf. [18]). Gaussians are closed
under convolution, and the resulting gaussian has variance
aflt) = 0'3 + n(t - is):

l r2

(minim) “P ("Earn”) ’ Us)
Thus I diffuses outward with variance crflt} that increases

with t. The normalization factor (Zn-fiaffl} guaranteesthat the mass of the blob is invariant under diffusion. Once
the variance of a blob becomes comparable to the smallest

 
f(r1t-t-l=
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Figure 2: Subdivision of ray into intervals

scale of the turbulent wind field we can replace it by smaller
blobs and distribute the mass equally among them. The ef-
fect of the dissipation term is an exponential decay of the
masses over time:

(16}on“) = mu exp (—o(t — t0).

5 Efficient Rendering of Gas
In conventional ray-tracing, light-object interactions are
only computed at object boundaries. Hence light travel—
ling along a ray is only modified at its endpoints. In the
presence of a participating medium. the light carried by a
ray can be attenuated and increased: attenuation is caused
by light absorbed and scattered away by the gas; an in-
crease may arise from light scattered in the direction of the
ray from other directions and by self-emission of the gas.
These efiects can be included into a standard ray—tracer, by
modifying the intensity value returned along any ray in the
ray-tree. For each such ray we first determine which blobs
have domains intersecting the ray (in practice we truncate
the domain of each gaussian). For each such blob we store
in a. sorted list the parameter value 3 both for the entry and
exit points of the ray. This subdivides the ray into N dis-
joint intervals I.- = [3a 3.41] (i = 0, - - - , N — l} as illustrated
in Figure 2, with so = I} being the origin of the ray and the
5,- being points of rayIblob intersections.

Once the ordered list ol' blobs intersecting the ray is cal-
culatecl1 the intensity of light 0 reaching the origin of the
ray is computed by shading the list from front to back [6]:

floral = l
C = [l
fori=1toN—2do

C = C + Twin!“ — Tilci7mm: 3'- Troial‘l'i
end for

C = C + ”ONION!

Here, 1'.- is the transparency of the density distribution on
interval 1", and C.‘ is the intensity of light emitted on that
interval by the density distribution. These values are de-
fined in Appendix B, in which we also derive the illumina-
tion model. C-‘Nr is the intensity returned by the standard
ray-tracer. In case the ray is cast to determine a. shadow,
only new has to he returned.

The transparency along an interval 2'.- due to a single
blob is a. function only of the distance ol' the ray to the
centre of the blob and the endpoints s.- and 3H1 of the
interval as shown in Figure 3. The exact relationship and
an efficient way to compute them is given in Appendix B.
The transparency r.- of the interval is then computed by
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Figure 3: Calculation of transparencies 1'.-

combining the transparency values calculated for each blob
that intersects the ray along that interval.

Instead of testing separately for an intersection of the ray
with each blob, we traverse a tree data. structure of bound-
ing spheres. The tree is constructed prior to rendering a
frame as follows. First all the blobs are put in a linked list.
The tree is then constructed by the following algorithm:

while list has at least two elements do
for each blob tin the list do

search for blob h“ closest to b
remove b' from list
create new blob h" which bounds h and h’
set it and b' to children of 5"

replace it by b” in list
and for

end while

There are some obvious optimizations that can be made to
this brute-force algorithm, such as non~binary blob group-
ings and the use of a lr-d tree to accelerate the search, but
the cost of ray tracing overwhelms even brute-force prepro-
ceasing cost. On average, the use of the tree data structure
has reduced rendering times by an order of magnitude. The
tree can be thought of as a multi-scale representation of the
density distribution and hence could be used to render the
distribution at different levels of detail.

6 Interactive Field Modelling/Results
In our implementation. modelling wind fields and their ef~
fects consists of several steps. First the energy spectrum
for the spatial component of the small—scale turbulence is
specified by providing numerical values for the rate r and
the inertial frequency kinertid of the Kolmogorov energy cw
cade. The standard deviation 6 for the temporal component
of the energy spectrum is also specified. The overall energy
spectrum (of. Section 3.2} is the product of the temporal
and spatial (Kolmogorov) energy spectra. A 4—D vector field
is then generated (cf. Section 3.3] which can be placed in a
library [although its computation is swift}.

We have developed an interactive animation system in
which an animator can design a complex wind field and vi-
sualize its effect on a gas density. Complex wind fields are
formed by the superposition of small-scale turbulence with
large-scale fields such as directional. spherical, and expo-
nentially decaying fields. The user is also able to change
the grid spacing of the small scale independently in each
component of space and time. allowing the specification of
non-homogeneous fields. This also permits the same proto-
typical sruall-scale field to be given different behaviours in
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dilferent contexts (which is precisely what has been for the
images shown below).

Our animation system also simulates the effect of a. wind
field on a gas. A specific gaseous phenomenon is specified
as a particle system characterized by the following values:
the region cuter which blobs of particles are born, their birth
rate, and the initial standard deviation and the initial mass
of each blob. During a simulation, the system introduces
blobs at the given rate, animates their motion by advent:-
tiou, modifies the standard deviations by difl’usion and the
masses by dissipation, as described in Section 4. Addition-
ally, particles can be given illumination paramaters such as
a colour. In this modelling step the centre of each blob is
depicted (with intensity modulated by parameters such on
duration), but positions and other data can be piped into
a high-quality rendere‘r for image synthesis. About 6,000
particles can be animated in real time on an SGI Indigo.

The parameters needed for rendering include {Appendix
B): the extinction coefficient in, which describes the de—
cay of light in inverse proportion to distance; the albedo
fl E [0,1], which defines the proportion of light scattered
at a. given point; the phase function p, giving the spherical
distribution of scattered light; and self—emission G, which
is the amount of light emitted by a blob at a given posi-
tion. The illumination computation for gas densities at a
resolution of 640 X 480 typically requires from one to ten
minutes, although 1-2 hour computations are possible when
rendering scenes of high optical complexity.

For the images presented below, we have assumed that
the phase function is constant and. we have ignored shad-
ows cast onto the density distribution for all but one image
sequence. In all simulations the same statistical parameters
were used for the small scale component: r = II hmrtiat = 4
and 0' = 1.

Steam from a mug: One global directiond wind field was
used to model the rising of the steam due to thermals. The
particles were generated uniformly on a disk.
Psychedelic steam: Three trails of smoke of diflerent
colours were combined. As {or the steam we used a di—

rectional wind field, this time tilted in the direction of the
teapot spout. Particles were again generated on small disks.
Cigarette smoke: Two smoke trails originating from the
tip of a cigarette are derived from the similar small-scale
turbulence as the steam with a directional heat source.

Interaction of a sphere with smoke: This simulation
shows how objects can inteth with our wind field model.
instead of testing for collision of particles with the objects,
We define a repulsion field around each object. We modelled
the repulsion force by a radial potential field. The sphere is
moved along a path given by a. spline curve. Note that this
image sequence depicts self-shadowing.
Three-dimensional morphing: The cylindrical range
data of two human beads was converted into two sets of

blobs and input to the animation system. The scene was
illuminated by fitting the self-illumination parameter (Q in
Eq. 24) of each blob to the illumination given by the range
data. The albedo was set to zero and dissipation was set to
a large value to allow rapid dissolution of each set of blobs
[with one run in reverse).

'7 Conclusions and Extensions

We have presented a new model for the visual simulation
of gaseous phenomena in turbulent Wind fields. Our model
provides an animator with control over both the large-scale
motion and the statistical features of the small-scale tn:—
bulence. This model has been successfully applied to the
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animation of gaseous phenomena. Our model, however,
can be applied to many other phenomena resulting from
the interactions of objects with a. wind field. For exam-
ple, the wind field model can be included in any existing
physically-based animation system. Our model can in fact
generate a random vector field of any dimension, not only
three-dimensional vector fields with a four dimensional do-

main. The derivation. of the algorithm can be adapted in a
straightforward manner. Our fast rendering algorithm can
be used to visualize sparsely sampled data. The rendering
of the heads in the morphing animation is a good example.
Also our animation system could be used to visualize wind
fields calculated by direct numerical simulation for fluid dy-
namics applications.

There are many other extensions to our model that We
will explore in future research. We have assumed that the
large scale motions of the wind do not modify the small
turbulent scale. This is implausible. One possible solution
is to warp the domain of the turbulent scale according to
the large scales. We would require the use of a global de-
formation algorithm. Also it is possible to use a. physical
model for the large scales. A numerical technique in com-
putational fluid dynamics known as Large Eddie Simulation
(LES) solves the Navier-Stokes equations on a coarse grid
using a statistical model for the small scales [1 1]. However.
a physical simulation might not be relevant in computer
graphics when a specific behaviour is intended.

A Inverse FFT Method Derivation
A. white noise velocity field has cross-spectral density func-
tions defined by:3

omit”) = {anemones}; = 5o. {17)

A random field with cross-spectral density functions (hi,- can
be obtained by cross-conuofning this white noise with a set
of deterministic kernels hut:

lit-{IE1}: M ii i( — .t— ]w1( .31]de , (13]Efnlj—m k x y 3 3" 31"
which in the Fourier domain become

a

follow) = Z htdkmlodk, Wl- (19}1:]

We obtain an equation for the transformed kernels in“ in
terms of the crossspectral density functions 4%, by inserting
the expressions for the Fourier velocity components s.— and
it,- given by Eq. 19 into the definition of the cross-spectral
density function tin-,- (see Eq. 6).

4’s: (k. w) = Will‘s Midi lk‘ “ll3

22 tsuhwlfintkmnnkm}k=1 {:1

Ziintkmlhinllwl- (an)11:1

We thus have 9 equations for the 9 ketnels lit; in terms of the
cross-spectral density functions. Because of the symmetry
of the cross—spectral density functions ('ng = (big), only ti
of these kernels are independent and three kernels can be

3A" subscripted indices in this appendix take on the values 1, 2‘ a.
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chosen arbitrarily. If We set in: = his = has = 0, then the
system of equations given by Eq. 20 becomes diagonal and
can easily be solved as follows.

- - III . if.
hll = V911. its: = ‘_21' her = .—3|

hi! hi1
- ¢ - 11 —— h h

1 like _ kg“ h” Whis

3‘33- : if '1’33 — iii _ figs- (21)

B Illumination Model

Consider a. ray 3:, = 0+sD, with origin 0 and direction B.
Let Cy be the intensity of light reaching 0 along the ray
from point an, in the absence of a density distribution (i.o..
given by a conventional ray-tracer). If we ignore multiple
scattering effects, then the illumination Cu reaching point
0 along the ray for each visible wavelength A is [3]

ll:-3 ll

0" = [a rim, s)p(1,]£ic"(xal 4-9, (22}
where

J!

exp (—it:l f. p(x,}ds) . (23]
cine) = o‘L‘(x.)+(1—o*}qi(x,), (24}

and K1 is the extinction coefi‘icient, and fl is the albedo. The
term Mary) is the contribution due to N: light sources:

TALEI'IJH)
ll

tux.) = Showmansumui. (25}k=l

where p is the phase function characterising the scattering
properties of the density distribution, the 8;, are the an-
gles between the ray and the vectors pointing to the light
sources. S]; determines if the light source is in shadow and
L3. is the colour of the light source. The term Q"(x,}
accounts for self-emission and can be used to approxi-
mate the effects of multiple scattering. if We assume that
CA [in] = Ci" is constant on each interval l5, which is rea-
sonable in the case of many small blobs. then Eq. 22 become;

N——1 “+1

6‘: = EC?! r’(0.s)p(x.)si‘dsi=0 “-
N—l

20.»(ma.s.-}_ra<u.s.-+u~ (261i=0

ll

if we define 1I',-A = rilsi,si+1} as the transparency along
interval 1; then the equation becomes

i—lN—-1

Ct: = 2 HT?) C: (1 — 11"). {27)i=0

We now show how the integral occurring in the calcula-
tions of the transparencies 13-“ can be computed efficiently.
Let us assume that the blobs on. - - r. p:..,- intersect the ray
on interval 1;. The transparency on interval I,- is then

r? = exp (—14: 2/1.“ PI" (3“) d3) . {28)k=l 'i
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As We render for a particular frame in time we define of =
0-3 +pc(t—i,) and in, : m,‘[i). Using these definitions, each
integral in Eq. 23 can be written as [8]:

5““. m “+1 1'2 in ‘ _3m1 2
fofldes: —§—3/exp (—W) d5H (21') 1"; a. J2

7"} 7min si-l-l "5min 5i “smile
: ex fl T —.— _T _— _finger: p( 30?X ( ‘7: J ( “3' )) I
The first equality results from the geometry of Figure 3.
The function T in the following integral:

TL?) = ]‘ exp (wig) do, (29)
and can be precomputed and stored in a. table {or efficiency.
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Real Virtuality: StereoLithography — Rapid Prototyping in 3-D

Chair.

Jack Bresenham. Winthrop University

Panelists:

Paul Jacobs. 3D Systems Inc.

Lewis Sadler, University of Illinois at Clucago

Peter Stucld. University of Zurich

Realistic Virtuality
Solid reality from virtual abstractions is now possible in mere
minutes. Innovations in laser generation of 3-D objects offer rapid
prototyping from computer synthesized graphics or scanned images
to real solids in just a few hours or less. Photopolymcrs and
thermoplastics offer new expectations for CAD, visualization.
manufacturing. and medicine. Panelists from industry and ucademe
will discuss current stale-of—the an and expectations for the hiture of
instant S-D copies usingnew technologies suchasStereoLithography.
laser sintering. and fused deposition.

Panel Backgron
Real virtuality. in contrast to virtual reality. takes abstract images
from computer synthesis and quickly turns them into actual 3-D
objects as reality. This “glimpse ahead‘ panel addresses use of
StereoLithogtaphy. laser sintering and fuseddeposition as techniques
for rapid prototyping. Engineering. manufacturing. medical. and
artisticuses of this new technology offer significantgrowth potential
as we enter the 21st century.

This panel brings together three leaders in innovative use and
leading edge research for stereolithographic rapid prototyping. All
ofthepanelists havebeen activeinthis new fieldofinstantprototyping
using laser-induced polymerization of photocurable resins. They
will discuss industrial applications. biomedical usages. university
research, assoeiated software, and their views of what future

challenges are likely in this rapidly developing technology.

Panel Goals and [fines

A glimpse ahead is the objective of this panel. Laser generated 3-D
embodiments of virtual objects synthesized in CAD can be created
as real physical objects in not much more time than was taken for 2-
D computer plots a couple of decades ago. Panelists will discuss
successful commercial applications and on-going research in which
they’re involved. They‘ll also address anticipated areas of activity
such as data exchange standards. chemical 3r mechanical properties
expecmtions. productivity enhancement and software paradigms.

The panel will first present views of ‘real virtuality‘ or rapid
prototyping logetllerwidtillustrations oftheirwork. Toc0nclude the
session they‘ll answer questions from attendees. if you‘ve never
seen laser generated 3-D parts not held a computer fabricated
polymer knee joint or gear box. the panelists will introduce you to
this rapid prototyping in 3-D. Ifyou‘re already quite knowledgeable
and working in the area. the panel will share dieirresearch areas with
you and expect you to comment and to question and to share your
experiences of your own research and applications of
StereoLitbograplty.

Paul Jacobs
Currently over 370 StereoLithography Systems have been installed
atmajor corporations. universities. government agencies and service
bureaus in 25 countries on five continents. Dramatic cost and time

savings have been achieved through the ability to rapidly proceed
from the idea for an object to the object itself. The ability to hold a
real object in your hands. to look at it from different directions, and
to take advantage of the human brain's extraordinary pattern
recognition capability has been one of the earliest benefits of this
exciting new technology. We have referred to these capabilities for
the early detection of design errors under the general headings of
Visualization and Verification. The great majority of Rapid
Prototyping and Manufacturing (Rl’dle systems in current use
havebeen justifiedon the basis ofimproved designvisualization and
verification.

However. during the past year we at 3D Systems have become
aware of numerous applications of StereoLithography for design
Iteration and Optimization. Substantial improvements in pan
accuracy. comparable to CNC machining. coupled with the proven
ability to generate such objects very rapidly, at low cost and with
greatly improved reliability. has now made it possible for designers
and engineers to produce three. four or even five interactions within
a few weeks. The result: improved product designs with fewer
errors, available quickly. at lower cost.

Finally. we are now moving into an incredibly exciting era in
which RP&M will enable the designer or engineer to achieve
prototype and or limited run manufacturing Fabrication in final. end
use. materials. With the release of the new Quicerast'rM build style
by 3D Systems. numerous users have already generated CAD
models of a wide range of objects of varying complexity. produced
a QuickCast quasi—hollow pattern of the object, and then. working
directly with specific foundries. received precision shell investment
castings of these objects in aluminum. stainless steel. beryllium
cooper. titanium. silicon bronze. and incomel. Theability to generate
functional prototypes. without the need for tooling. can save many
monlhs and tens to hundreds of thousands ofdollars percomponent
Aggressively pursued. RPM has the potential to significantly
enhance industrial productivity.

Lewis Sadlfl'

Rapidprototyping technology offers many advantages to biomedical
applications that were previously unavailable. The ability to model
complex. compound geometries is essential in the fabrication of
maxillofacialprosthetics. facial implants. selectedsomatoprostheses
aswellas anatomical models and simulators thathave beendeveloped
to assist in surgical planning. Clinical experience has proven the
efficacy of rapid prototyping technology as a new tool in the
amtamentarium of the surgeon in the restoration of facial cosmesis.
The unusual educational mix ofcommunication media (all ofwhich
are becoming digital) and the basic biological sciences (anatomy.
pathology. physiology. histology. embryology. and genetics) and
over twentyyears ofpractical experience in communicationproblems
for researchers and basic scientists have provided me widt the
necessary background to serve as liaison between groups of
biomedical scientists and engineers. My experience is that these two
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groups haveno common background. no sharedlangoageorcustoms
and act very much as separate nations. unable to communicate
effectively with each other. BVL‘s success in this new technology
area relates to the establishment of a multidisciplinary team in both
the biomedical sdences and in engineering.

Peter Stucld

While a minimal set of algorithms and data structures have evolved
for lasergenerationof3Dcopies, furtherresearchand experimentation
is necessary to achieve a good serof standard formats. algorithms.
and tools. Abstract languages. funnels for CT. PET and MRI scans,
and specialized CADICAM software tools for rapid 3D object
prototyping with StcrcoLithography. laser sirlterlng and fused
deposition areactive research areas. Shrinkagecompensation, cross-
industrydataexchange. and device characterizations are also fruitful
areas forfuutreadvances. Mymulti—medialaboratory attheUniversity
of Zurich has been involved for the past three years in the subject
topic and I look forward to sharing our outlook. Of special interestare:

Chemistry for StereoLithogr-aphy and Rapid Prototyping: The
process of photopolymerization. e.g. the process of linking small
molecules into larger molecules comprised of many monomer and
oligomer units is key and will be shown as animated scientific
visualization. ForStereoLithography. radical and cationic processes
of multifimctional monomers and oligomers resulting in cross
linked polymers areofprime interest.Topics fordiscussion: building
properties, mechanical characteristics.

Informatics for StereoLithography and Rapid Prototyping: 3D
interactive computer graphics and natural image processing as well
as their underlying algorithms. procedures and software tools
representtheback-boneforStereoLithography andRapidPrototyping
object reconstruction. A systematic approach to classify processing
options aveilableincludestheprocedures ofinteracfive andautomated
object design as Well as procedures of interactive and automated
object analysis. Dara exchange standards such as the SLA and SLC
formats are key inmakingStereoLithography and RapidPrototyping
applications platformindependent. Yet. data volumes are enormous
and very often represent the critical upper bound of what can be
handled with ease in a given workstation environment. Topics for
discussion: algorithmic efficiency. automatic and semi— automatic
pIOCodurBS. standards. hardware platfomts. networks. application
programming paradigms.

Poet-Processing of StereoLithogntphy and Rapid Prototyping
Models: Topics for discussion: silicon casts. epoxy cast, metal cast.
quick casting.

StereoLithogruphyand RapidPrototypingforCll'llApplications:
Topics fordiscussion: resPonding tofastchanges. reducing time- to
market, total product modeling, prototyping and testquaiity control.
pie-production marketing.
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Jack Bresenhanr

In the late 1950‘s and early 1960‘s, research and use of numerical
tool control was a hot ‘computer’ topic and leading edge graphics
application. APT is a cooperative research a joint development
effort I recall as having significant impact. Today lasergeneration of
instant, or rapid prorotype 3-D objects is a comparable new
technology. It can allow blind persons to more easily ‘view'
mathematical functions. doctors to model individualized joints or
restorations. and car manufacturers to model engine blocks without
prohibitive cost and time delays thatrnade typical tooling set~up for
multiple models impractical. Ourpanelists eachhave wellesteblished
reputations of long standing in other areas of computer graphics.
imaging and visualization. For the past several years each has
devoted significant research effort to advance die state of the art in
lasergeneration of3-Dobjects formpid prototyping. {believeyou’ll
find their insights into whatl sometimes cal] instant 3—D hardcopy
to be truly a glimpse ahead into what Dr. Stucld often calls real
virtuality.
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Visual Thinkers in an Age of Computer Visualization: Problems and Possibilities

Chair.

Kenneth R. O'Connell. University of Oregon. Eugene

Panelists:

Vincent Argiro, Vital Images

John Andrew Berton. In. Industrial Light 8: Magic

Craig Hickman. University of Oregon. Eugene

Thomas G. West. Author ofIn the Mind’3 Eye

Wethinlr that the samemind’s eye thatcanjustly survey and appraise
and prescribebeforehand the valuesofa truly greatpicture in oneall-
embracing regard. in one flash of simultaneous and homogeneous
comprehension. would also be able to pronounce with sureness
upon any other high activity of the human intellect.

—Winston Churchill, Pointing As A Portion. 1932

It is now becoming increasingly clear that new technologies and
techniquescurrentlybeingdevelopedincomputergraphics. scientific
visuafizadonandmedicalhnagingcooldhnveimponanthuplicotions
in the largersociety—in time having a profound effect on education
and work at all levels. As visualization hardware and software

become more sophisticated endure usedmore Widely. there isaneed
to focus on differingabilities among individual users. Some are very
good at processing visual material. while others find it an area of
great difficulty.

For centuries. most of education and many occupations have
been largely dominated by verbal approaches to knowledge and
understanding. If current trends continue. it seems likely that there
will be a gradual butdramatic reversal in many spheres. as powerful
visualization techniques are used to find solutions to complex
problems that are well beyond the limits of traditional modes of
verbal and mathematical analysis. In many fields. visual approaches
have been relatively unfashionable and under-used for about a
century. Yet visual approaches have been major factors in the most
creative and original work of a number of important historical
physicists.chemists. mathematicians, inventors. engineers and others.

Adamalic revivaloflong-ncglemdvisual approaches isalready
underway in several fields. Mathematicians are rediscovering the
power and effectiveness of visual approaches that were long
considered unacceptable. Calculusprofessors. withhigher—powered
graphic computers and well-designed software. are discovering
ways to move rapidly to high level work. even with unexcepdonal
students. Critics of engineering education in recent decades lament
the excessive prestige of highly mathematical analysis and design
while the “art" and “feel“ and high visual contentofprevious design
approaches have been denigrated—leading sometimes to major
design failures. Therevival ofvisual approaches isnow increasingly
apparent at the forefront ofmany fields. However. the high value of
these approaches is nowhere more apparent than in the new fields
that have been emerging in the last decade or so—-chaos. fructals.
system dynamics. complexity.

The continued spread of increasingly powerful and inexpensive
graphic hardware and software [together with simulation and
interactive media) can be expected to only further accelerate these
trends—making it possible for many people to use methods and
approaches thatpreviously only a small number ofextremely gifted
people could apply through their own mental models alone.

Gradually. it is being recognized in some professions (such as
engineering. medicine. architecture and scientific research} that
those with high visual and spatial talents may have moderate or
severe difficulties with certain verbal or numerical material—and

that professional training programs that do not (formerly or
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informally} acknowledge this pattern may serve to eliminate some
of the most talented (and ultimately most creative and productive]
individuals.

Certain psychologists consider visual—spatial abilities a distinct
form of intelligence. like logical or verbal intelligence. while certain
neurologists suggest that there may sometimes be an inverse
relationshipbetween visual-spatial abilities andconventional verbal
and academic abilities. Thus. there isagrowingawareness that some
very highly gifted visual thinkers may be expected to show a pattern
of baits consistent with dyslexia or learning disabilities—having
significant difficulties with reading, writing. composition. counting.
speaking. memory or attention.

The late Harvard neurologist Norman Geschwind was interested
in the apparently paradoxical pattern of high visual talents with
verbal difficulties. He observed that “it has become increasingly
clearinrecentyearsdiatdyslexicsthemselvesarefrequentlyendowed
with high talents in many areas. I need only point out the names
ofThomas Edison andAlbertEinstein remake it clear thatdyslexics
do not merely succeed in making a marginal adjusunent in some
instances. but that they rank high among those who have created the
very fabric of our modern world.“ He suggested “that this is no
accident." Rather, "there have been in recent years an increasing
number of studies that have pointed out that many dyslexics have
superior talents in certain areas of non-verbal skill. such as art.
architecture. engineering. and athletics." He argued that the early
formation of the brain may explain these patterns and should help as
not to be surprised at those who have such mixed abilities.

It is possible. therefore. that conditions are being reversed in a
way that will be especially favorable. to some strong visual thinkers.
many ofwhom may have had signifithdifficulties in conventional
academic settings. With the further development of these
technologies. we may see the development of a new visual language
and striking new opportunities forcreative. visual thinking persons.
Increasingly. we may see them forming bridges between the arts.
their traditional stronghold. and the scientific and teeth-rice! fields
that have been closed to many of them. We are used to healing of
scientists. computerprogrammers and mathematicians who are also
talented musicians. Pos sibly in the future we may see the solution of
complexproblemsin molecularbiology. statistics. financial markets.
neuroanatomy. materials development and higher mathematics
coming from people who are sculptors, graphic artists. craftsmen.
film makers and designers of computer graphic visualizations.
Different kinds of tools and differentkinds ofproblems maydemand
different talents and favor different kinds of brains.

Aspartofthc panel. an “overview" presentation will be provided
to describe relevant recentneurological and psychological research.
to provide brief examples of historical and contemporary visual
thinkers and to suggest the possible social. economic. educational
and cultural implications of shifting from a predominantly verbal
culture to one that is increasingly focused on visual approaches to
learning. knowledge and experience. Subsequently. panelists will
give presentations referring to theirownwork in computer graphics—-
generally representing perspectives related toscientific visualizedon.
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education and entertainment. The panelists will discuss and debate
the extent to which they agree or disagree with the views put forth
by other panelists and issues raised by die audience.

Vincent Argiro
In our need to comprehend space, volume visualization becomes an
interdisciplinary adventure. Cells are3Dspmfdfingobjects. Human
brains are 3D space~frlling objects. The bedrock wider the Gulf of
Mexico is an enormous BD space-filling object. In each case we are
curious. even desperate to know what lies inside these spaces. We
want to see freely inside. with the more intention to do so. like the
Superman of our childhood with his X—ray vision.

We are a long way yet from frilly actualizing this vision. But
recent strides in digital imaging and computer graphics hardware
and software suggest that'this goalisbecomingless remote. Moreover.
in our own adventures with Scientists. physicians andengineers. we
find snildngparallelsinthespecific visualizationanalyfigmodeling
and communication tools these professionals require. To peer into
and comprehend these regions of space1 whether microscopic or
macroscopic, living or inanimate, common approaches prevail over
unique requirements.

'I'hisindoedsuggeststhatdigitalimagingand voiumevisualization
may be creating a fundamentally new visual language for
communicating insights into the natural and artificial worlds. My
presentation will matte this case. illustrated with actual instances of
overlap. osmosis and cross-pollination among investigations into
cellular, neural. and geologic Space.

John Andrew Berton, Jr.
Cinema is a medium where ideas are routinely communicated
U‘tt‘ough primarily visual means. Films and videos are created by
strong visual thinkers andviewers' interpretations of these works are
based largely on visual information. This is especially true of visual
effects work, where images must carry important content with little
verbal assistance.

At Industrial Light and Magic. artists and technicians work with
film directors and visual effects supervisors to bring important and
demanding visual concepts to the screen. The techniques required to
achieve these visual effects are ofien highly technical and. in many
cases. based on logical systems. such as computers and computer
graphics programs. The results of theseteclmiques are judged in the
visual realm. creating a unique opportunity to observe the translation
of visual ideas into the verbali'technical realm and back again. Case
studies of recent feature film projects at M indicate possible
solutions to problems faced by visual thinkers in a verbalz'teehnical
arena. Topics of diseussion include evaluations of how visual
drinkers use existing images to describe their vision for images yet
to be created and how 11M builds and uses interactive computer
graphics tools to help visual thinkers communicate their ideas and
create compelling visual effects.

Craig Hickman
While media attention centers on highcnd scientific visualization
and virtual reality as the epitome ofwhat the computer can offer to
visual thinking. aquieterbutequallysignificantrevolutionisoccurring
on the desktop. Users are now expecting everyday software to
display data inavisually satisfying way. and when they are confused
using the software they are less apt to blame their confusion on their
own ignorance rather they assume the fault lies with bad software
design. The visual logic of software must he as well thought out as
the logic of the data structures and software design teams will have
greater need for ‘Wisual thinkers."

My own software “Kid Pix" attempts to provide a rich visual
experience. It approaches this in two ways. First the user interface is
as straightforward and as “self defining" as possible. Users are not
expected to read a manual to get started and areinvited to learn the
program by exploration. Second, "Kid Pitt“ is full of randomness.
visual surprises. and visual jokes. Even though these two approaches
seem at odds. they support each other.
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Thonies G. West

For some 400 or 500 years we have had our schools teaching
basically the skills of a Medieval clerk—reading. writing. counting
andmemorizing terts.But with the dmpen'rnginfluence ofcomputers
of all kinds. it now seems that we might be on the verge of a really
new era when we will be required to cultivate broadly a very
diflerent set of skills—the skills of a Renaissance thinker such as

teonardn da Vinci. recombining the arts and the sciences to create
elegant and integrated solutions to urgent and complex problems.

As part of this change. in the not-too-distant future. past ideas of
desirable traits could be transformed. In time. machines will be the
best clerks. Consequently. in place of the qualifies desired in a well-
rrained clerk. we might, instead. find preferable: a propensity to
learn directly through experience [or simulated experience) rather
than primarily from books and lectures; at facility with visual content
and modes of analysis instead of mainly verbal (or symbolic or
numerical) fluency; the more integrated perspective of the global
generalist rather than the increasingly narrow Specialist; a habit of
innovation through makingconnections among manydiverse fields:
habit ofcontinuous and lifelong learning in many difl'erent areas of
study (perhaps with occasional but transient specialization); an
ability to rapidly progress through many stages of research and
development and design usingimagination and mentalmodels along
with 3D computer-aided design.

Leonardo da Virtci‘s emphasis on imitating nature and analysis
through visualization may come to serve us as well as it served
firm-providing results well in advance of those who follow other
more conventional approaches. Accordingly, in the near future. it
seems that we might be in a position to come full circle. using the
most sophisticated technologies and techniques to draw on the most
elementary approaches and capacities—40 simulate reality rather
dian describe it in words or numbers. To learn. once again. by doing
rather than by reading. To learn, once again. by seeing and
experimenting rather than by following memorized algorithms.
Sometimes theoldest pathways can betbehest guides intounfamiliar
territory.
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Updating ComputerAnimation: An Interdisciplinary Approach

Chair:

Jane Veeder. San Francisco State University

Panelists:

Charlie Gunn, Technisches Universitat Berlin

Scott liedtlta, Forensic Technologies International
William Moritz, California Institute of the Arts

Tina Price. Walt Disney Pictures

Computer animation cru'rently enjoys a wide range of applications
from children‘s entertainment to disaster simulation. esoteric

mathematics to personal fineartstatements. In order todevelop useful
technology and train future profesaionals. we need to update our
model of“Animation" and "Animator" into a pluralistic model that
encompasses these and other applications. This panel will articulate
and compare the conceptual frsrneworlr. design gestalt, relation of
design to content. and developmentprocess usedby the very different
animation application areas ofeotertaiflmel'tl. ocienflficandengineering
visualization. and fine art as well as explore the connection between
current formsand historical animation. Lively discussion willhighlight
points ofcommonality and con trast. reveal how these fields view each
other end what each can learn from the other.

Panel Overview

With the noetrope and other accessible contraptions. we began the
transition from theera ordie static media image to thatofthedynamic.
Motion film and video accelerated this transition and new digital
technology is blurring the traditional differences between film and
video. the optical and the synthetic image. science and art. For some.
“Mutation" is synonymous with "Cartoon.“ For others, it means
“Dynamic Simulation. Do we need new terminology? First. we need
updated information: What is the mental model of animation and
viewer? How will the needs of the application area drive the
developmentofhardwareandsoftware?How does the use ofcomputers
impact the design and production process? What are the design
constraints? How are design and production roles defined? What
backgrounds do these animators have and what new skills must they
learn? Who are valuable collaborators? How are “Time." “Space."
and “Story” dealt with in each of these application mas? How do
these animations relate to historical animation and other forms of
contemporary representation? How can technical and media arts
education better prepare people to work in these areas?

As animation joins writing as a basic skill forthe conununication
of complex information. we must articulate the combined knowledge
and experienceoftraditional andemergi ng practitioners. Ascomputer
animation. much like computer graphics. becomes a ubiquitous.
enhancing technology. we must inform the development of that
technology with our design experience and diverse creative goals.

Charlie Gunn

Mathematical animation represents a “retum of the repressed“: in its
best moments, it reaches behind the symbolic artifacts preserved in
textbooks to reveal the ding-an-sich of mathematical activity. In this
presentation I‘ll make a case study of the mathematical animation.
"Nor Knot." tracing the decisions made to convert "equations“ into
“pixels.“ 1 suggest that the conversion is closer to archeology than
discovery: behindmeequations stands theoriginal human imagination
which in many ways is closer to a picture than to an equation. Part of
the historical mission of scientific visualization is to reclaim the

original formoftuuch scientific creativity. which is intuitive. plastic,
dynamic.

Animation is a lacy ingredient in this revelation by showing the
mathematical universetobealivc with metamorphosis and movement.
Attempting to Open a window onto this universe using standard
animationsystems is otien fiustradog. I‘ll examine how the modeling.
animation. and rendering requirements of "Not Knot” could not be
met by existing monolithic systems. How can this situation be
improved? I propose some guidelines for the design of open and
flexible animationsystems thathave'i'oomtogrow" as new directions
of mathematical exploration are pursued. Results obtained would
have application to wider realms of animation practice As an
example. there are several places in “Not Knot" where transitions to
infinity occur. Through integrating such limiting processes into
aniroation technique we can begin to understand and represent
qualitative metamorphosis. a key feature of much interesting
animation.Suchasystemwouldalsoimprovetheaestheticcompouent
ofmathematical animation by simplifying collaboration uddi artist}
designers. Going in the other direction. it would also be of interest
to artists working in the non-representational animation tradition of
Fischinger. Min-icy. and Cuba.

Scott. Liedtka
At m. we produce for the courtroom computer animations that
recreate accidents or explain technical processes. In either case. we
attempt to teach technical concepts to lay people who must use them
to make serious decisions. In doing so. we design our animations to
draw attention to important events and to the relationship between
different events. We often study an event by changing its timing.
speeding it up or slowing it down. using repetition. or even reversing
it. Also. our animations are often shown out oforder as well because
presenters using a bar coded laserdisc have random access to the
animation segments we produce. Forensic animation has a special
and legal relationship to reality. For ulstance. most of our motion is
bamduponreeordedrealworld data. witnesstestimony.orestablisbed
dynamics formulas. Camera views may be that ofan eye witness or
just an unglamorous close-up of a part in the process of failing.
Although the technical aspects ofour work are significant. it is also
important to keep our audience's attention. Traditional animation
techniques and timing as well as good design are crucial to keeping
our audience watching and learning but we must not cross over into
the kind of graphical fictions so successfiil in the entertainment
domain. Our staff. a combination of mechanical engineers with
computer artists and media specialists. reflects this balancing act.

Tina Price

In an era ofdramatic change and expansion in animation. it is useful
to try to define terms and talre new look at convention. i want to
lookatthe long-useddesignphilosophies of full ch erecter animation
and discuss the difference between character animation and just
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moving things around. Using the Magic Carpet in "Aladdin" as an
example. [‘11 show and discuss why character animation is so tied to
human input and why character animation techniques are effective
whether you‘re using a pencil, a potato or a computer. Just as die
application of computers to character animation is changing the
complexion ofourdevelopmentprooess sois “ComputerAnimation"
being transformed by the application of character animation. In
order to articulate our current situation. it is useful to identify some
aesthetic parallels between the growth and develOpment of early.
hand-drawn animation and early computer animation.

Contemporary character animation filmmaking integrates images
generated by a variety of techniques and technologies including
hand dravvn work. Using examples from Walt Disney‘s Feature
Animation Department ofcomputeranimation elements from 1986—
1993 I will discuss how computers have fit into our traditional
animation work flow and. in turn. how they have changed how we
view. develop. and produce animation. Some animation work roles
have changed dramatically with the introduction ofcomputers. with
several traditionally separate roles collapsed into the single role of
“Computer Animator."

Computer animation products have recently begun to actively
integrate character animation principles and techniques. What
direction can animation hardware and software take to support
character animation more fully? And how can character anirnation
training change to adjust to the expanding role of computers?

Jane Veeder
Education Firm drtrArrt'matr'ort: Like many others.I moved Without
benefit or burden of traditional animation training into computer
animation as an extension of analog dynamic media leg. video.
video synthesis] as small digital computers widt graphics capabilities
appeared in the late 1910's. offshoots of the booming videogarne
industry. As afineartist. I have acentral interest in digital technology
as an inherently dynamic art medium [italics], not merely one of
many animation “tools.“ In addition. much art theory surrounding
the fine artist derives from the impact of computers and
telecommunications on human culture. Thus I would work with
olhcrcomputer—basedmedia before Iwouldworltwithoonelectroruc
animation techniques. In the same vein. I appropriate into my work
formal conventions and modes of representation from other areas of
computer graphicslanimation. My design and development process
is an interactive.evolutionary one whoseopen endedness reflects the
nature of the medium. Through this method I decided what to do in
large part, no simply to do what I have deluded. This self-
consciousness about the process ofinteracting with the medium and
incorporating that, formally and conceptually. into the artwork is a
habit of fine arIiStS. This motivates us to try to interpret the medium
to contemporary culture rather than retell old stories in a cost
effective or more visually compelling manner.
Animation Education: In all areas of contemporary Life boundaries
between disciplines are eroding, driven primarily by technological
opportunity. Common digital workspaces are arising between the
traditional arts disciplines and between the arts and sciences. Fine
arts or independent animation may seem a tiny island in a sea of
commercial production and engineeringfscientific visualization but
it is here that most future computer animators are being trained.
Soon. animation education everywhere will entail training in both
physical and digital media and emerging ofvocabularies. tecluiiques.
and wisdom. Even more computer and physical Science majors will
take our cotuses and more art students will get computer science
degree minors. Inspired by the example of a few. early
interdisciplinary graduate programs and incorporating new
opportunities suchas multimediaand virtual reality. wecan articulate
a new curriculum that embraces a wide range of creative and
vocational patential and encourages students to prototype
interdisciplinary collaborations.
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William Morita

Since computers are merely tools. “Computer Animation" is not
separate from animation produced by other means. so it must be
evaluated comparatively. The pin-screen of Claire Parker and
Alexander Alexeieff contained 500,000 articulate light-points —
quite like pixels — and their 1933 “Night on Bald Mountain" uses
them for astonishing transformations of human forms; similarly
PDFs morphing for Michael Jackson‘s "Black or White" video
makes brilliant use of transformations to reinforce a social message.
while the banal use ofmorphing in ads for soda pop and autos seems
futile. John[asseter‘s "Lure, Jr.“ isan excellentcharacteranimation.
even using the limitations ofhis programs (the ratherglossy plastic}
metallic surfaces) as part of the characters. Larry Cuba’s "TWO
SPACE" is an outstanding abstract animation. with a conceptual
framework ofpositiveandnegative space that gives its metaphysical
resonance: inclusion/exclusion. mattertanti-mstter. being and
nothingness and creation out of nothingness. “Not Knot" is fine
scientific educational animation in that it teaches not only spatial
geometry but also our perceptual experience of it and how we learn
about our world through seeing.

Summary
Animation is a field whose knowledge base and diversity of
applicationis expanding rapidly. Inorderlo develop useful tools and
train successful students, we need to know more about how various
application areas are using animation. how animation is impacting
the applications. andwhatnewproblems. concepts. andopportunities
for creativity are emerging. With this panel. we do not hope to close
the discussion with definitive answers to all attendantquesticns. but
rather to open it wide.
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Facilitating Learning with Computer Graphics and Multimedia

Chair

G. Scott Owen, Georgia State University

Panelists

Robert V. Blystonc, Trinity University

Valerie A. Miller. Georgia State University

Barbara Mones-Hattal, George Mason University

Jacki Moria. University of Central Florida

Abstract

With die recent advent of inexpensive yet powerful computers. the
use of high quality graphics and multimedia systems to facilitate
learning is rapidly increasing. This panel will review leading-edge
work by focusing on several areas. including computer science.
mathematics. biology.andart anddesignfiach panelist will describe
how they currently use computer graphics andlor multimedia and
give their view of future applications. Emphasis will be placed on
how using these techniques fosters interdisciplinary collaboration
both for creating learning environments and for worldng in thesecareer areas.

Panel Overview

It is becoming increasingly evident that a highly educated andlor
skilled work force is necessary for a successful economy. thus the
need for more. effective means of educationl‘training is extremely
important. Recent developments in technology have created the
poslbility of a paradigm shift in the delivery of infannalion. Such
a paradigm shift requires a change in Ihe way we define and
understand informationexchange. resultingin more effectivemeans
of conununication. One way in which this change may be effected
providesforlhepossibilityofinteraction andintegrafionoftraditional
disciplines to maximizethe potential oftheseemerging technologies.

The objective of this panel is to investigate how this paradigm
shift is being implemented in several areas of learning. While the
focus is on academic areas of learning. the lessons learned and
principles developed will also apply to industrial naining and
continuing education.

Robert V. Blystone: Computer Graphics in Undergraduate
Biology
Biological microscopy is a visual discipline; however. when
traditionally used in supportof undergraduate learning, microscopy
is descriptive. of limited sample size. and two dimensional. By
coupling computer graphics with biological microscopy. these
limitations can be overcome. At Trinity University. microscope
intensive courses such as histology and embryology have been
dramatically enhanced through this union ofcomputer graphics and
microscopy.

The application of graphics can expand two dimensional
microscope images into three and four dimensional data sets. Two
approaches have been commonly employed in our lab to develop
digital scientific visualizations. The first approach utilizes images of
intact structures such as embryos or blood cells. These images are
collected under conditions of different age or treatment and then
morphed to create visualizations of change through time. As an
example. the white blood cell known as e neutrophil demonstrates
significant changes in itsnuclear shapeduring its week long existence
in thecirculation. By collecting images ofdifferentaged neutrophils
and then morphing theseimages. a “virtual" time lapse movie can be
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created to represent the agingprocess. Thesecond approach requires
the image capture of sequential (serial) images (sections) of
histological elements. These serial sections can be digitally “glued"
back together andprojected intothree dimensional space. Projections
taken at different times can be morphed to show change in three
dimensions. As an example. projected serial sections through the
developing pituitary of a chick embryo of one age can be morphed
with a different aged embryo and. as aconsequence. the pituitary can
be made to grow in space through time. Animations of these types
allow for discussions and inquiry-based activities never before
possible in the lab and well as the lecture.

Biology students are generally unskilled in the use of computer
graphics; thus. lab exerciseshad tobecarefully organized tolcad the
students into the transparent use of computer graphics so as not to
take time away from the biology subject material. As students
requestto do undergraduate research utilizing this technology. they
must agree to tutor students new to the technology. Further, as
smdentsdeveloped qualityanimationsandiruageanalysis procedures.
the results could be saved and incorporated into the next semester‘s
class.

Valerie A. Miller: Computer Graphics in Undergraduate
Mathematics

The use of graphical images has been traditional in teaching lower
level mathematics. However. when a student enters a mathematics
class beyond the calculus levelthc use of images disappears. except
for theoccasional graph Lheorist‘s graph ortheplottingofafunction.
This is rapidly changing. as the use of computer graphics and
multimedia in teaching and learning mathematics is a mode of
instruction that is becoming an accepted technique in theclassroom.
With the advent of inexpensive graphing calculators and various
software packages that assist in the visualization of 2- and 3—
dimensional mathematical concepts. mathematics instruction is
beginning to examine avenues of learning other than endless rote
calculations.

As an example of msmematicel visualization in numerical
analysis, we present ways in which this may be used to aid the
instruction of iterative techniques for solving the problem for) = O.
Fractal images are generated based upon the number of iterations
needed for convergence for various functions via various methods.
Theseimagesare thenpresented simultaneously so that theimportant
aspects of each of these methods. such as the order ofconvergence
and cost per iteration. can be more easily illustrated. compared and.
hence. more thoroughly understood. The concept of one method
being “more expensive" than another is one diet is not easily
understood by students and the ability to inspect these “costs"
visually is very appealing.

Fractal images that are generated based upon the basins of
attraction of a function are also presented as means of illustrating
haw an iterative method can converge to an unwanted solution. As
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there are many possible criteria for terminating an iterative process.
two different criteria are used to illustrate the subtle effects of a

stepping criterion to the student.

Barbara Mones-Haltal: UsingCumputter-Graphics to Teach Art
Concepts
Currently. in Iheart anddesign area. computergraphics andcomputer
imaging are taught as separate course of study in many schools. At
these schools, software tools are used primarily to investigate
potential computer appli cations in 2D and 3D design. animation. and
interactive design. The available software tools are designed for the
artist to create end-products such as illustrations. design for print.
and all forms of animation. To a degree. tool and medium aspects of
the technology are very difficult to isolate. However. using these
same tools, one can die-emphasize the end-product and more fully
explore the design process. It is this process of exploration that
underscores the potential ofcomputer graphics and multimedia for
facilitated learning.

In this panel session. an overview of projects in the fine and
applied arts. from intermediate to advanced level. will be presented.
Theseprojects focus on the enhancement of the learning process by
utilizing computergraphics or multimedia tools (including paint and
draw software. modeling and animation sollware. stereo display,
and virtual reality tools]. In some cases. uniting computer skills with
other real world objects is included. The acquisition of computer
graphics skills is less important in these cases as the purpose is to
learn to communicate sensory information effectively and
expressively. Important questions involving the potential to use the
technologies to pose questions to the participantlviewer about the
relationshipofphysical realities tosimulate realities will bediscussed.

ComputerGraphics and multimediaoptions haveprovided many
profoundly more efficient ways to learn about basic concepts such
as color theories and applications. spatial relationships. and mixed
media design. Some new additions to the repertoireof toolsavailable
are emerging as the inter-relationship ofdimensional design forces
us to separate our tools into paint (2D), modeling (3D). or moving
images (413). and encourages us to think ofdeveloping our works in
new and innovative ways.

Learning both fundamental and sophisticated skills is important
as both are required of the artistidesigner. But some combination of
these skills will enhance the capabilities of the non-artists. or any
participant in acollaborative or interdisciplinary research team who
wishes to work with artists. As more and more computer graphics
and multimedia professionals seeltto integrate their skills in order to
develop and deliver better products, more effective ways to create
and enhance learning environments are needed.

Jacquelyn Ford Marie: Using Computer Graphics to Teach
Computer Graphics Concepts to Art Students
It is well known that students learn most effectively with hands on
experience thatreinforoes conceptspresented by an instructor flimugh
assigned reading or lectures. In computer graphics studenls can read
extensively about a particular technique or algorithm. and still not
fully understand it. Providing students with hands on exercises can
cause an immediate and intuitive understanding of a complex
graphic concept.

Computer Science students studying computer graphics have
long been expected to have a "hands on" understanding of graphics
algorithms in the context of writing the code to implement them.
While this doesprovide a very thorough andcomplete understanding
of the mechanics of how a given procedure works internally. the
overhead of writing code is not the only method to cultivate
understanding of graphics concepts. In addition. it may not be the
most effective way for a student to understand the rich possibilities
inherent in a given graphics technique. For example. wrlting an L+
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systems piece of code. while challenging. does little to uncover the
wealth and variety of forms itis possible to makewith such a system.
An interactive program that allows a student to play with making
many fern-like objectsthrough L-system rules can, in an hourl s time,
provide a different and valuable intuitive grasp of the concepts
behind the process.

This type of teaming is also accessible to a greater range of
students. This is especially true for visually oriented students. such
as the computer animation students (in both art and film programs)
that I have been teaching for the last five years. It is sometimes
difficult to get them to read research articles or popular magazine
articles about various computer graphics techniques. Give these
same students an interactive demo on a computer and it is difficult
to get them to go home.

Many such programs are available commercially or through
publicdomain sources. Silicon Graphics provides a series of“Button
Fly“ demos which illustrate some concepts such as B-splines,
environment mapping. ray tracing. and rudiosity. There are many
interactive fractal generatj ngprograms on themarket Inconjunction
with videos. such as those available fromcomputergraphics suppliers.
such as the SIGGRAPH Video Review. thesecan be valuable tools
for understanding. In addition. adVanced computer science students
can provide interactive instructional programs and tools in the
context of a summer class or independent study. These can then be
tested and used by students of all disciplines studying computer
graphics concepts.

Some very interesting results ofusing computer graphics to teach
Computer Graphics concepts include the following.

Visually-oriented students get “hooked." Since many of these
same students are very “process—oriented” {e..g they have akeen
interest in following through a project from mechanics to the
final creation). they become very curious about the process
behind computer graphics. Some even enroll in UNIX and
computer programming classes. Ifitis seen tobc a means to their
specificends, they will spend the effort to bwome knowledgeable
about all aspect of the process.

- Computer Science students see a greater picture and spend the
extra time and effortto make theirdemo orprograrrr “better“thsn
the interactive demo they have been exposed to, increasing the
amount of looming they derive from the exercise.

G.Scott Dwell: ComputerGruphics and Multimedisin Computer
Scienoe

Whilecomputergraphics has been somewhat usedto teachcomputer
graphics. it has not been much used in the. rest of the computer
science curriculum. This is beginning to change as more instructors
are beginning to develOp and use graphics software to illustrate
differentconoepts. Graphicsprogramsare used inoourses toillustrate
such concepts as graphs or tree structures. Algorithm animation has
been used at afew select places on workstations but is now becoming
available on PC-class machines. Another use of graphics is in
programming assignments forinu'oductory classes. Multimedia has
just begun to be used and 1 will discuss one system. HyperGraph.
which is used to teach computergraphics. Hypeantph runs on PCS
and consists of text. images. animations. and video. Hyper-Graph is
being developed by both artists and computer scientists and the
ultimate goal is forit to be used by both types of students for learning
aspects of computer graphics.

Panel Surruuary
Theexamples given in this panel sessionofusing computer graphics
and multimedia for learning should help others who are thinking of
incorporating these techniques into their own teaching. Lessons
learned can also be incorporated into industrial training systems.
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Visualizing Environmental Data Sets

Chair

Theresa Marie Rhyne, Martin Mariettai’US. EPA Scientific Visualization Center

Panelists:

Kevin J. Hussey, Jet Propulsion Laboratory

Jim McLeod, San Diego Supercomputing Center

Brian Orland, University of lllinoisiLandscape Arch.

Mike Stephens, Computer Sciences CoerUS. Army Corp of Engineers

Lloyd A. Treinish, IBM T. J. Watson Research Center

This panel session focuses on issues pertaining to visualizing
environmental miences data sets. Herctheterm “multidimensional"

refers to the simultaneous display of data sets associated widt air
quality, water quality and subsurface contaminated soil regions.
Issues associated with facilitating collaborative environmental
visualization efforts among various research centers are presented.
These include high speed networking, data base management.
visualization toolkits. and heterogeneous computing platformconcerns.

Visualization researchers dealing with the display of
environmental sciences data sets present their different vietvpoints
on controversial issues. Panelists highlight and contrast projects
associated with tth.S. Environmental Protection Agency. theU.S.
Forestry Service. thelet Propulsion Laboratory, Scripps Institute of
Oceanography. National Aeronautics and Space Administration,
US. Army Corps of Engineers, IBM TJ. Watson Research Center,
Universityoflllinois. andothergovemntent,university, and industry
centers working with environmental data sets.

The controversial issues include:

- Visualization ofMulti Modeldata: issues associatedwith validity
of data and approaches to data consolidation for a single
visualization are discussed.

- Toolkit Applicability: Each panelists has their own unique
viewpoint on how and when toolkits should be used for
environmental research projects.

- Renaissance Teams (yes or no??): Some of panelists are at
visualization centers which continue to advocate collaborative
efforts among researchers. programmers, and artists for
environmental visualization projects. Otherpanelists an: involved
with efforts focused on developing tools for the direct use by
environmental researchers with minimal involvement of
Renaissance Teams.

- Research versus Policy Making: Visualization for research
efforts versus visualization for regulatory and policy making
efforts can yield differentend products and toolkit requirements.

- Data Format Standards: Multi dimensional environmental

visualization involves the merger ofdata from multiple sources.
This points toward the controversial issue of whether a standard
data fonnat for environmental research models which supports
heterogeneous computing should be required.

- Data Management: The management of terabyte and gigabyte
data sets is one of the critical challenges to environmental
research and visualization.

Multidimensional data visualizations not only require management
ofdata from satellitesbutalso themaintenanceofhistoricalgeological
data sets.

Therm Marie Rhyne
The US. EPA Scientific Visualization Center serves the US.

Environmental Protection Agency‘s community of researchers
throughout the United States and collaborates on interagency and
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university research projects. Within EPA, there are a wide range of
interests. The Visualization Center has depicted pollutant transport
and deposition in regional domains of the United States, total global
ozune distribution. fluid flow around buildings, sedimentation in
large bodies of water. subsurface contaminated soil regions, and the
molecular chemistry of carcinogens.

Visualization toolkits are used by researchers to examine their
data, and intensive 3-day workshop sessions are designed to handle
environmental researchers' desires for training in the use of these
toolkits. High speed networking concerns and the development of
visualization tools to support heterogeneous computing platfon'ns
across die Agency are explored using the U3. EPA’s National
Environmental Supercomputing Center. located in Bay City,
Michigan. Collaborations on mum-dimensional environmental
visualizations that display the co-registration of air quality, water
quality. andsubsu rface soil datasets are underway. issues associated
with visualization technology transferto State and local government
environmental protection agencies are being examined.

Jim McLeod
Faced with ever increasing environmental data collection rates
(soon approaching terabytea of information a day). the ability to
disseminate andnnalyzethesedata sets at comparable rates is crucial
to the success of future global studies. Visualization plays a vital
role. However. visualization should not overshadow die ultimate

goal of scientific discovery and global understanding. To this end.
visualization should hold equal weight with traditional scientific
analysis techniques until its value as a research tool can bemeusured
and evaluated. At the Advanced Scientific Visualization Laboratory
in the San Diego Supercomputer Center, we provide a multi~level
visualization support service. By utilizing visualization toolkits. at
one level, to obtain analytical imagery quickly. researchers and
members of our visualization staff (collectively referred to as
“Envelope Teams" ) can deternti ne die feasibility and merit of these
visual studies before proceeding to a higher level of custom
visuaiimtion.

Although this collaborative approach has been tried in the past.
it has rarely succeeded scientifically. These visualization efforts
have failed to recognize past experiences and techniques to which
scientists are accustomed. Therefore, to achieve a smooth migration
to new visual analysis methods through the use ofcomputergraphics,
visualization tools must involve traditional representation techniques
[ plots. graphs. and numerical analysis) as well as object rendering.
Only after getting these types of tools in the hands of the researchers
and maintaining a dialogue to improve the usefulness of these
applications will tough visualization issues involving database
management and coregistration of data be resolved properly. This
communication process will rely heavily on advances being made in
high speed networking, which will play an important role in the
promising future of environmental visualization.
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Kevin J. Hussey
The Jet Propulsion laboratory’s OPUS) Digital Image Animation
Laboratory (DIAL) and the associated Visualization and Earth
Science and Applications NESA) Group have produced a number
of notable environmental visualizations over the past 12 years.
Visualization topics have encompassed submarine geology in die
Montercy Bay to the Ozone “hole” over Antarctica. Scientific data
resolutions ranged from one Angstrom to 345 miles. During the
courseofproducing thesevisualizations several lessons were learned,
difficult issues raised and new technology developed. Examples are
highlighted below.

A Lesson: No matter how good, flexible, extensible.
comprehensive. powerful or expensive your visualization system
(hardware and software) is. it will not perform what the scientist
wants. You will have to modify some code to make it happen.

An Issue: Remember llte book “How To Lie With Statistics" by
D. Huff? If you can lie with statistics then just imagine what you
could do with Data Visualization! Sometimes very realistic looking
visualizations may be “seeing“ things that are not suppon by the
data. Should we do something about this?

Some Technology: Incorporating technology developed and
lessons learned. members of the VESA and hnage Analysis Systems
GAS) group at IPL are develoyiing Surveyor. a three-dimensional
data visualization system which runs in a heterogeneous distributed
computingenvironment. Surveyorisusedby scientists and simulators
to analyze and animate a three-dimensional “world". The world
consists of a variety of three~dimensioual data, such as satellite
imagery combined with topography information. In addition to
rendering ofdata, Surveyor can retrieve the original data'values for
selectedareas in a three—dimensional renderedscene. This capability
is used as a user interface for the analysis of scientific data. such as
geological data bases from desktop computers or across a network
to allow use ofmore powerful machines. Surveyor is utilized as the
graphical user interface (GUI) for the CattechlIPL portion of the
Casa Gigabit Network Testbed.

Lloyd A. Treinish
Areas of great interest in the environmental sciences today focus on
large—scale data processing and analysis of remotely sensed and in
siru data from many inslruments and the supercomputer-based
simulation of dynamic phenomena. Often these studies involve the
integration of the observations with simulations for the creation of
empirical models, using the acquired data as input. The structure of
these data may be point or sparse. uniformly or irregularly meshed.
in rectilinear or curvilinear coordinates. and will consist of many
parameters. Visualization is key in understanding these data sets.

Effective visual examination also requires advances in data
managemenL There isnoconsensus today about solutionstoproblems
involving: addressing inconsistencies and irregularities associated
with observational data, maintenance of a connection betWeen

image representationsofthedata and Lbedata themselves.integration

of observational data with outp'qt from computer models, and
scalability to potentially very large size (i.e.. greater than one
terabyte}. One aspect of the data management problem is the ability
to uniformly supportdata ofdisparate structure. preserve the fidelity
of the data (e.g., by noting missing data and original grid resolution).
and provide the ability to define coordinate systems onto which
different data may be registered in space and time. For visualization
tools. data management is important in matching a class of data
models to the structure of scientific data and determining how such
data is used (e.g._ qualitative three—dimensional displays AND
precise, analysis and quantitative presentations). In work with
disparate data, there is a need to support correlative data analysis
providing a common basis for the examination of different data sets
in the same way at the same time and providing multiple ways to
study the same or different data.
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Brian Orland

The authordirects aresearch programin environmental visualization
and perception. Research ranges from modeling fishing and ski
resort choices. to scenic and policy impacts of forest insect damage.
Evaluationsarebasedoncalibiated visualizationsofforestconditions.

Few participants are expert in all scientific areas represented in a
forest ecological system. Thus, visualizations must not assume
ability to deal with visual abstractions of particular scientific data.
Fours is on more realistic visual images than typically found in
scientific visualization. A second concern is that a forest scientist,
manager. or interested citizen should do more than just respond to
pro-planned situations. Our user makes modifications to the
visualization and obtains immediate feedback on the implications
for data or models.

Software development supports this research and addresses a
number of inadequacies in current natural resource scientific
visualizations:

(1) Realistic. "concrete." representations of biological models and
data support interpretation and evaluation by non— specialists
while retaining their validity as data representations.

(2) Data entries and model parameters are manipulated via the
visualization and the database is continually updated. Users can
participate in forest Operations. modify scientific assumptions by
direct mouseclick operations, and continually monitor their
progress through data summary tables.

(3} Visualizations are truly interactive. Advances in time. changes in
viewpoint, and model parameters areviewed immediately —- die
design criterion is a maximum 3 second delay fordisplay update.

Current work will extend visualizations from thousands of trees to

millions of trees, and will distribute model computing to faster
machines —— such as NCSA‘S CMS Connection Machine.

Mike Stephens
The scientific visualization center (SVC) at the US. Army Corp of
Engineers“ Waterways Experiment Station (WES) assists research
engineers and scientists in the six major labs which comprise WES.
Since environmental march involves a large number of highly
coupledinterdependentprocesses,theseefiortsarespreadthroughout
the Hydraulics Lab, Coastal Engineering Research Center,
Information Technology Lab, and Environment Lab. The SVC
advocates a technology transfer approach. Project researchers and
their staffs areexposedto visualization altemativesand thendetermine
appropriate mediodOIOgies for displaying their own data sets. The
SVC has been active inenvironmental studies fi-omshnpleconoepuial
animations of how a newly designed dredge head will reduce the
number of turtles adversely effected during dredging operations to
complex interactions of ground water flows on sub- surface
contaminants from leaking storage tanks.

Severn] environmental projects involve not only teams from
different WES labs, but also include other research agencies. A
project on the management of the United States' largest estuary, the
Chesapeake Bay, has research teams from WES hydraulics and
environment labs as well as the US. EPA and several universities.

Perhaps it is the highly interdependent nature of environmental
processes that make them particularly challenging to visualization
learns to offer solutions which aid researchers to further their

understanding. The Chesapeake Bay efforthas used visualization in
almost every aspect of the project. Techniques for evaluating and
editing finite element meshes used in computing hydrodynamics
models of the bay were developed. The results from these
hydrodynamics models were visualized. Once the models were
validated From physical measurements they were used in turn by the
water quality group which is concerned with the viability of the bay
and the effects that different management strategies have on the bay
and the long term results of these newly proposed strategies. This
involved the examination of 22 interrelated parameters.
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How to Lie and Confuse with Visualization

Chair

Nahum D. Gershon. The MI'I‘RE Corporation

Panelists:

James M. Coggins. University of North Carolina at Chapel Hill

Paul R. Edholm. The University Hospital of Linkoping, Swoden

Al Globus,Computer Sciences Corporation at NASA Ames Research Center

Vilayanur S. Ramachandran, University of Califomia at San Diego,

Abstract:

As in other fields such as statistics and cartography, it is also
possible to misrepresent data in visualization. Most of the time.
people do it unintentionally and it goes unnoticed. But traps await
the unwary.'l'hePanel "How to Lie andConfuse with Visualization"
will discuss this issue and educate the visualization and computer
graphics community about these potential traps. Topics to be
discussed in this panel include the use of color. interpolation.
smoothing. boundaries. and shading. The panel and the audience
will also debate whether there are ways to judge the degree of
“lying” in visualization. and how to prevent inadvertent
misrepresentations from happening. The panel and the audience
will come up with recommendations for “dos“ and “don‘ts” for the
process of creating faithful visualizations. During the discussions
and the debates, the panelists and the audience will present many
examples of data misrepresentations taken from science. medicine,
and art.

Other points include the qumtion if lying with visualization is
evil or good and necessary and appropriate in many situations. How
much is lying with visualization applicationdependent '1' Does
visual perception have problems or is it very efficient? This point
may affect the mechanisms underlying the perception of
misrepresentation of visualized data.

The audience and the public have been encouraged to submit
samples ofslides and video material illustrating visualization "lies."
In addition. contributors could bring their samples directly to the
session.

Nahum Gershon—“How toLieand Confusewitll Visualization"

Inappropriate use of color could reduce the effectiveness of the
results of the visualization process. Color scales without sufficient
contrasting regions in the range of values where dre data is varying
could mask these data variations from the final diSpIay. Data
structures with shapes familiar to our perceptual system could also
create false impressions of the data Forexample, its structure in the
data appears as to occlude another it eculd be perceived as having
a higher value than its surrounding area. Colors such as light green
and blue are usually perceived as background colors in everyday
life. In data visual representation. these background colors could be
perceived as representing louver values especially if these regions
are large. Crowded color scales, on the other band. could give too
much detail, preventing effective perception of the general trends.

Interpolation (the process used to enlarge the display of small
spatial data sets and to eliminate the appearance of the visual
annoyance of large pixels} could create the false impression of high
spatial resolution. Smoothing (the operation used to eliminate
random noise in the data) could make small details disappear.
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James M. Coggins —“Lying Toward the Truth”
The challenge of the visualization specialist is to cleverly
communicate the oath. Truth can he very. very complicated.
Revealing the truth a layer at a time is a reasonable strategy for
managing the complexity of die whole truth. Half-truths or even
outright fabrications are appropriate and necessary mechanisms for
sneaking up on the truth.

Visualization provides new ways to present half—truths that
advance understanding toward the whole truth. However, when we
begin to rely on the half-truths as ifthey were thewhole truth. crucial
aspects of the intended communication can he lost. Hard-edged
surfaces of discrete objects make beautiful visualizations but hide
the often arbitrary criteria used to form the surfaces. The essential
uncertainty in the existence or location of boundaries is masked.
Naiveinterptetations ofsuch visualizations may yield faulty decisions.

Mechanisms for visualizing uncertainty are required to
communicate error bars on the measurements that are visualized.

Whether the hard-edger! visualization is adequate is a question for
the application domain client. not fertile visualization specialist nor
for the visualization system. The visualization system must provide
the client with error bars: a sense of when to believe the beautiful.

hard-edged renderingand whentodisregardordishelieveit. Examples
ofhow error bars can be visualized will be illustrated. Discussion of
other alternatives will be solicited.

Paul R. Edholm —“How the Visual System Interprets Images”
The task of thevisual systemis to givetotheconscious mind amental
representation of the relevant features of the external world. From
the flat two-ditrrensional (2-D) images on the retina. the visual
system reconstructs the external three-dimensional (Bl—D) scene.
This is in dreory impossible because there are so many 3—D scenes
which could yield the same 2-D image. So. the visual system has to
try to select the right solution from all the possible solutions. This
solution is then presented to our conscious mind as the external
worldffhemechanismsimhe intuitiveand unconscious interpretation
system ofthe visual system are in their mostpart unlrnovvn. We only
know that they are very complex and highly sophisticated. They
probably constitute the most complex structure in the world. But
when we see. we are not aware of this. We experience (the illusion)
that what we see is a direct perception of the external world. In
reality. what we see is a very sophisticated guesswork of the
interpretation system
Boundaries: The boundaries are the most important structures in the
interpretation of a picture. Thus. the visual system is more or less
developed as a boundary detector and it is a poor judge of density
values in a picture. I will discuss lateral inhibition. Mach bands. and
illusions caused by lateral inhibition. 1 will alsodescribetheperception
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of boundaries and various kinds of boundaries. Boundaries in

“neutral” images [produced on the retinaby real scenes) and images
of other kinds (produced on the retina by different artificial means)
will be discussed. This will include illusory contours. statistical
boundaries. boundaries in X—rays. edge boundaries. boundaries
produced by curved interfaces. ltu'nellar boundaries, and illusions
caused by curved interfaces combined with lamellas.
Reconstruction of3-D Scenes from24') Images: Tileclues used by
the visual system to reconstruct three~dimensional scenes from two
dimensional images. impossible figures, and 3-D illusions will be
discussed.

AI Globus —“‘I'hirteen Ways to Say Nothing with Scientific
Visualization"

Scientific visualization should be used to produce beautiful images.
Those not properly initiated into the mysteries of visualization
researchoften fuilto appreciate the artistic qualitiesourpictures. For
example, scientists will frequently use visualization to needlessly
understand theirdata. [will describea numberofeffecd ve techniques
to confound such pernicious activity. The audience and the panel
will besolicited for additional techniques. The 13 ways are:
1. Never Include a Color Legend
2. Avoid Annotation
3. Never Mention Error Characteristics

4. When in Doubt, Smoothe
5. Avoid Provide Performance Data

6. Quietly Use Stop--Frarne Video Techniques
Faithful adherence to the rest of the rules will help avoid tedious
debugging of software that already produces pretty pictures
7. Never learn Anything About the Data or Scientific Discipline
8. Never Compare Your Results with Other Visualization

Techniques
9. Avoid Visualization Systems
10.Never Cite References for the Data

ll.Claim Generaliry but Show Results from aSingle Data Set
IZUse Viewing Angle to Hide Blemishes
13. ‘This is easily extended to 3-D’

Viluyauur S. Ramachttudran—“What Could be learned from
Perception?’
Computers have provided us with new ways of creating visual
images from abstract and non- abstract data. Reaching out to the
fieldsofvisual physiology. psychophysics.andcognitivepsychology
could not only explain why human vision is so efficient. but also how
tocreate betterimages and wit at could he the limitations ofparficular
representations. The relevance of the knowledge acquired from
perception research to the process ofcreating faithful visualizations
will hcdescribed. Examples are the areas of stereopsis. perception
of transparency, derivation of shape from shading and illusory
contours. and color. In particular. I will discuss and illustrate the
possible trap of locating the light source in the "wrong” location in
simulating shading. I will then specify the situations where the
perception of shape from shading could be affected by the location
of the light source.
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Afterward

Data could be misrepresented in visualization quite effortlessly and
inadvertently. The main culprits are perception‘s complex and
intricate nature and the varied experiences ofeachhuman being that
could make a picture mean different things to different people.
Becoming aware ofhow to lie and confuse with visualization could
teach us how to prevent it from happening or at least how to reduce
its occmrences.
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TheApplications ofEvolutionary and Biological Primes to ComputerArt andAnimation

Panel Organizer: William Latham. lBM UK Scientific Centre

Chair: George loblove. Industrial Light & Magic

Panel Members:

William Latham. IBM UK Scientific Centre

Karl Sims. Thinking Machines Corp.

Stephen Todd. IBM UK Scientific Centre
Michael Tolson. Xaos Inc.

Abstract

The panel will discuss new techniques for evolving art designs
which are based on “Evolution and Biological processes“ from the
natural world. In particular techniques such a mutation, breeding
and selection. marriage. and rules for artificial life animations are
discussed. in additionto addressing theadvantagesanddisadvantages
ofusingthesetechniques.thepanelwfllalsodiscuss1heireffectiveness
as construction and user interface tools for the artist making images,
designs and animations.

Background
In general “artistic" computer graphics involves detailed analytical
knowledge to specify a design or animation. Often a designer when
setting up ageometric structure realizes the huge possiblenumberof
variations that canbeproduced bychangingtheparameters. Invariably
those variations are not explored. even though a variation may be
better than the analytically specified design. The reason for this is
the vastness of parameter space and time taken to explore it.

Computer Evolutionary techniques allow a more systematic and
intuitive exploration ofparameter and structure space which alloWs
the user to evolve artistic designs and animations through a method
of random mutation. breeding and selection. This allows not just
rapid sampling of possible variations but allows a directional and
purposefidexploration ofvariations. 'I'hisexplorationot’tenuncovers
possibilities which are beyond the artists‘i‘designers’ powers of
human visualization, and are arguably beyond their imagination.

These techniques are based on the evolutionary and biological
processes in the natural world. They have a major advantages in
terms of user interface as they allow the user to interact in a ”non-
analytic" way intuitively with the computer. so Lhathighly complex
models can be evolved. The use of these techniques creates a new
style of userinterfaoe where the role of the artist can be separated in
two: First as “creator” of the Evolutionary system and then as
"selector."

This exploits techniques such as simulated annealing. steepest
ascent and Monte Carlo optimization. Genetic algorithms borrow
from the biological models of genotype (encoding the form).
phenotype (expression of coded form), Mutation and sexual
reproduction. and selection for simulating evolution. The most
excitingeffectshavebeencreatedwhenthesecvolulionarytechniques
have been merged with their own “home grown“ growth systems
such as Latham and Todd‘s “Form Grow" or Sirn’s "Growing
Equations." The resulting films are very organic and portray virtual
computer worlds operating under alternative evolutionary systems.
As the cinema and Virtual Reality’s insatiable appetite for the
extraordinary increases. these techniques currently being used by a
few key experimenters will find their way into the popular domain.

Panel Goal and Issues

The purpose of the panel is to propose the new use of evolutionary
and biological concepts as methods for melting art and animations
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and show the unique effects that can be achieved. and try and define
their advantages and differences compared to other techniques for
artistic design.

The panel will identify the differences in techniques benveen the
work Sims. Latham and Todd and Tolson. Specific techniques such
as "structure mutation.” "equation mutation." and “automatic
offspring selection" will be discussed. Mike Tolson will contrast
these techniques with his work with growing brushed patterns using
evolution genetic fitness algorithms which use no human user
selection.

Having laid down the technical overview, the following types of
questions will try to be answered:
"' Increating alternativeevolutionsis thisjustanothermanifestation

of man's innate desire to create new life as a “pseudo god.” or is
it a parody of man‘s manipulation of the natural world through
modern technology?

* What is the role of the artist: to be both the “creator" of the system
andbethe “selector.” Ifthese roles aredone to by twopeople who
then is the author of the artwork?

* Mutation techniques use randomness, does this make them
difficult to use with exact control? or is it possible to mix
mutation with analytical techniques?

* In building menu options such as “kill." "breed,“ or “’man-y‘ and
applying them to artificial life that often to appear to have a life
of their own. does this raise any morality questions?

* What are the future possibilities of these techniques in scientific
visualization?

* Latham proposes an Evolution Virtual Reality where the artist
would become a “gardener" in an accelerated evolutionary world
growing and breeding “giant virtual pumpkins"in “livingsculpnrre
gardens.“ a kind of modern day “Garden of Eanhly Delights“
(HieIOnymousBosch). What otherapplicationsoftl'iesetechruques
in VR could exist in the future.

* GeneticAlgorithms havebeenaroundfor 15 years.isEvolutionary
Art just a novel application? Winn is new?

* When the artist subjectively selects mutations for breeding what
criteria are they using? If this can be defined would it not be
possible to write a piece of software thalcould replace the artist?

“ Can one label the products ofcomputerevolution art? And ifonc
does. surety then the products of nature should be labeled “art"
also in that they also went through an evolutionary process. As
Computer Art and Animation become more nannal do diey
become less artistic asthe human elementbecomesless apparent.

William Latham
William Latharn will focus on the artistic side of the work and

discuss the user interface of Mutator program and outline it‘s
successes and weaknesses as a method for making art.

Laiham describes using the Mutator program to be a little like
being a gardener breeding. selecting. pruning and marrying forms.
The evolved forms look like strange organic sculptural fruits. In the
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Mutator program. unlike the natural world. the “natural selection"
processis replaced with “aesthetic selectioncontrolled by the artist,"
so that the process ofmaking art is an explorative evolution steered
by the results of aesthetic choices. The evolutionary process helps
the artist navigate in an infinite multidimensional parameter and
structure space to find artistic forms.

Latham argues that when using the “monitor" program the
computer ceases to be like a tool but is more like a creative partner
where the artist is continually surprised by the results which are
automatically produced. This close interaction between artist and
machine produces unexpected and strange results.

Recent work has involved inventing "Life Cycle“ rules to create
organic animations showing chains of living. breeding and dead
mutations gradually forming vast colonial formations.

latham will discuss the problems of setting up “artificial
animations“ and in particular the "Life Cycle” rules. He will also
identify some of the artistic issues in the work such as randomness.
the balance of power between artist and machine. diSplaying the
artworks in the gallery world and its position in 20th Century
Modern arr.

Stephen Todd
Stephen Todd will discuss the program Mutator as a user interface
tool. Mutatoris stool to assist a userin asearch ofamultidimensional

parameter space. The computer makes moves in space and displays
the results of these moves, and the user selects the results that are
liked.

Mutator can be looked at as a computer implementation of the
process ofnatural selectionI with the mutation process performedby
the computer and the selection by one user. Alternatively, it can be
looked at as an optimizationprocess, with the oostfunction provided
by the user. .

Mutator gives the user avarietyofways to control the movement
in parameter space.
- The simplest is random mutation of the parameters.
- Thesimple random Search can be directed by judging someofthe

available choices as ‘goad' or ‘bad.‘ 'l'l'tesejudgroents set up a
direction of movement. similar to the use of hill climbing in
optimization.

- Finally, preferred objects can be ‘marrled‘ to create new objects
Ihat use a mixture of the parameters of the parents.
The augmentation ofmodem mutation byjudgment and marriage

considerably enhances the speed and effectiveness of Mutator in
reaching interesting areas of the search space.

The primary advantage of Mutator is that it permils the user to
search using subjective decisions. This contrasts with more
conventional user interface tools. which make it easier for the user
to carry out analytic decisions.

Todd will discussthc potential forMutatoras an interface in other
applications such as scientific visualization. economic modeling
and the generation of ‘identilo't‘ pictures by witnesses.

Karl Sims

Karl Sims will present several applications of interactive evolution.
The evolutionary mechanisms ofvariation and selection are used to
“evolve” equations usedby various procedural models 1’or computer
graphics and animation. The following examples will be briefly
discussed and results from each will be shown:
' Procedtn'ally generated pictures and textures
- 3D objects defined by parametric equations
- Dynamical systems described by differential equations.

390

Each uses hierarchical lisp expressions as “genotypes" to define
arbitrary equations which are evaluated to create resulting
“phenotypes“ The equations and their corresponding phenotypes
can be mutated, mated. and interactively selected to search
“hyperspaces” ofpossible results. A comparison between evolving
values ofparameter sets and evolving arbitrary length equations will
be made.

"Genetic cross dissolves” can be used to create smooth

interpolations between evolved entities. Their use in creating the
animation “Primordial Dance" will be described.

It is proposed that these methods have potential as powerful tools
for exploring procedural models and achieving flexible complexity
with a minimum of user input and knowledge of details. Complex
equations can be efficiently found that might not be easily designed
or even understood by humans clone.

Mike Tolson

Michael Tolson will talk about his recent work evolutionary and
biological techniques: He is creating “eon systems" of many simple
“animals" which are visualized by brush strokes Their behaviors
are controlled by neural networks (their “brains") which are a part of
the genotype and can be evolved. The animals use up energy by
moving and can gain energy by performing appropriately. for
example moving towards a light. They can interact with their
environment in various ways and can achieve “biological” effects
such as phototropism and reaction-ditfiision like systems. He is not
using interactive selection, but instead the metre traditional genetic
algorithm approach with defined fitness functions. He is however.
more interested in creating “art" than in the scientific details of the
process.

Summary Statement
The aim of the panel is to give an overview by leading exponents.
contextulise their work. to provoke discussion and be provoked.
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Urban Tech-Gap: How the Musician/University Liaisons Propose to Create a Learning

Ladder forVisual Literacy

Chair: Richard Navin, Brooklyn College, City University of New York

Panelists:

Lynn Holden. Carnegie Mellon University

Edward Wagner. The Franklin Institute Science Museum

Robert Carlson, Director. Tech 2000: Gallery of Interactive Multimedia

Michael McGetrick, Brooklyn College

Summary
Universities and public education are putting the creative means of
professional multimedia production into weir own hands. Science
and industry museums engaging media as producers new offer
serious instructional visualizations through creative hands-on
components drawing visitors into active participation. The distance
is closing between museums‘ high-calibre productions and
educational usage through openelectronic toolboxesin the individum
classroom. Yet a severe dislocation exists between the producing
centers and the decay in their immediate environment — the inner
city.

Collaboration bridges strengths and resources from two
methodologically different environments. This panel seeks toplace
a bridge between the differences of these two professional worlds
and develop a ladder for visual literacy as a common domain.

Issues Under Discussion

4' The finest science and industry museums exist in midst of the
worst financially-blighted urban centers the most abandoned
urban school districts. Are minority-donunated. overcrowded
classrooms unable to come to grips with. or understand in a
rudimentary fashion. rapidly advancing technology linguistics
w particularly when theircomputer labs are crippled or virtually
nonexistent? Tait~levied education faces increasing draconian
budgets for three to fiveyear. How can tools andmulticulturalj am
be integrated with the means at hand?

- Whatcurriculumbridges canbecreatedin advanceofexhibitions?
What social components should determine their fmn] form?
Betweenusageandexhibitproduction values. can amoresensitive
awareness enter "opening the architecture" and creating tools
that bridge the discontinuity between high-level productions
finished in a museum “Hollywood" setting and real learning?
What is needed are forms that tt'ansmutc content through “the
language of the sn-eet“ - forms understood by the average {and
deprived) urban public school classroom and those students
snarled in its chaos.

0 Why are most high-quality. master computer centers distanced
(safely) from the largest inner city school districts? Should high
tech be physically downloaded into some form for urban
equilibration following the marketing ofGI J0:. comics. popup
books. music or rap oriented materials? This is such an untried
avenue that we cannot even begin to believe we approach
"separate but equal" social segregation.

- Downloading: High production values in die-mselves induce
passivity (Le. the “Carl Sagan“ approach gives us very high, but
passive values on the odu—tainrnent meter). Few projects of
meaningful application are developed in the argot of the children
watching. Nothing induces vocational interestoroffers accessto
usciencenaroerinadesignatcdSpol within theviewer'sinteracdve
participation and behavior modeling. Should productions
including some staffing role that incorporates “human tools"
drawn directly from the disenfranchised and underprivileged
where we deem to do good?
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- Do exhibition. production-value approaches too easily adopt a
TV cultural fast-food pace and toospeedily send viewerson their
way?
At the museum level. sheer numbers of viewers and the fifteen

minutemessage are determinedby large attendance u’affic necessities.
At the schools. umateun'sm oficn more the connectivity of video,
hypertext. and programming. detouring the expectations of visually
astute and sophisticated youths. Educators and museum program
designers on this panel offer real links between visitorflearners and
serious instruction. Written materialscan support strong visuals and
supply stick to the ribs knowledge in the wake of video flash. The
dialoguebetweenpanelists connaststhe style and formattingproblems
of exhibiting and instructing and offers a “how to" on establishing
usagebctween museumeducationaland tattoos andvisually attractive
teaching modules, while still downloading qualified and deep
instruction without losing the sweep and verve of highly attractive
visualization.

Lynn Epidem'l‘hc great pressing need is how to link and move
forward the exi stingelements ofthe multimediamatrix. Thehuman.
hardware and software components all exist. but they are dislocated
and without adequate resources and financial support from
government. industry and local communitiesiinstitutions.

if there is not a concerted effort. cooperatively between
universities. non-profit institutions and industries to set high quality
standards in new applications and products, the near-term
ramifications will be disastrous for us as professionals. for our
organizations and for out culture!

We must create and support an effective. functional network for
developers and creative individuals working on new multimedia and
interdisciplinaryproject, and facilitate completing and makingvisible
actual examples which address short and long term issues.

Ed Wagner: The Cutting Edge Gallery presents new technologies
and products to a wide range and intellects. A5 gallery coordinator
1 procure these devices and have to quickly learn how to operate
them and understand the technology. then present this information
to the visitor. The challenge is to takecomplex scientific information
and translate it into a form that is comprehensible to the lay person.
The Gallery. like other areas within the Franklin Institute. transfers
this ltnowledgeto wide range ofvisitors while in an informal setting.

Richard Nevin: Oneclearly sees across theaudiencesofall national
conferences at Iaclr ofcolor... minorities are no where to be bound in

a significant population as makers of multimedia except as
strategically marketed talking head so news shows and sit-coma.
City University of New York is woefully behind in adapting the
media-designing computer to its constituency — the representation
strident population. In some small but significant way Image and
Communications Projects now place students in design roles with
government-aligned agencies. Our next step from the advantaged
position of a new Media Center created by a new administration is
to begin electronic publishing. We have reasonable found self
esteem. We now need to advance into an articulate electronic
venacular.
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Virtual Reality and Computer Graphics Programming

Chair:

Bob C. Liang, IBM T. l . Watson Research Lab

Panelists:

William Brickcn. University of Washington
Peter Comwell. Division, Inc.

Bryan Lewis, IBM T. J. Watson Research Lab

Ken Pimental. SenscS Corporation

Michael J. Zyda, Naval Postgraduate School

Virtual Realityprovides a mullj-sensor3D human machine interface.
VR applications requires system software interface to various inpuU'
output devices. e.g. tracker. glove, head mount display. sound.
speech recognition. etc, and a programmingenvironmentforbuilding
and interacting with the virtual world.

We are addressing software issues of Virtual Reality related to
computer graphics: the building of the virtual world, and the
management of im underlying data structure; the communication
software issues in buildings cooperative virtual world environment;
and the issues in programming the interaction in the virtual world.

Michael J. Zyda: The Software Required for the Computer
Generation of Virtual Environments

The first phase of virtual world development has focused on the
novel hardware (3D input and 31) output) and the “cool“ graphics
demo. The second phase of virtual world development will be to
focus in on the more significantpartof the problem. the software bed
underlying “real“ applications. The focus of this talk is on the
software required to support large scale, networked. mold-party
virtual environments. We discuss navigation (virtual camera view
pointcontrol and its couplingto real-time.ludden Sin-face elimination),
interaction (software for constructing a dialogue from the inputs
read from our devices and for applying that dialogue to display
changes}. communication (software for passing changes in the
world model to other players on the network, and software for
allowing theentryofpmvdously undescribed players into thesystem).
autonomy (software for playing autonomous agents in our virtual
world against interactive players], scripting (software for recording.
playing back and mold—tracking previous play against live or
autonomous players, with autonomy provided for departures from
the recorded script). and hypermedia integration (software for
integrating hypermedia data-audio. compressed video. with
embedded links —into our geometrically described virtual world).
All of this sofiware serves as the base for the fully detailed, fully
interactive. seamless environment ofthe third phase ofvirtual world
development.

William Bricken: VirtualReality isNota Simulation ofPhysical
Realin
One of the weakest aspects of current software tools for VR is that
designers are bringing the assumptive baggage of the world of mass
into the digital world. undermining the essential qualities of the
virtual. Information is not mass: meaning is constructed in the
cognitive domain. Psychology is the Physics of VR. 1n building
Virtual worlds, we are continually discovering that they are strongly
counter—intuitive that our training as physical beings obstructs our
use of the imaginary realm.
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The greatest design challenge for VR tools is mediating between
physical sensation and cognitive construction. VR software must
directly resolve the mind-body duality which plagues both Western
philosophy and computer languages. VR calls for a philosophy of
immaterial realism. VR doesn't matter, it informs.

1 will briefly describe a new generation of software tools which
emphasize virtual rather than physical modeling conce pts. VR tools
are situated. pluralistic. synesthetic, paradoxical. and most
importantly. autonomous. Their programming techniques include
behavioral specification (entity—based models}. inconsistency
mai ntenance (imaginary booleans), possibility calculi (set functions}.
relaxation (satisfying solutions), experiential mathematics (spatial
computation). participatory programming (inclusive local
parallelism) and emergence (realtintc non-linear dynamics).

Peter J. Cornwall
Division lnc. isa VRsystemscompany which has supplied hardware.
software and integrated systems products to application developers
and end users worldwide for over three years.

Research and commercial applications of VR in the fields of
pharmaceutical engineering and marketing, landscape arclulecmm.
industrial furnishingand lighting will bedescn‘bed and the evolution
of installed hardware and software briefly reviewed.

The important trends arising from these installations will then be
identified with particular emphasis on:
i. protection of investment in applications development through

portability across a range of different vendor and performance
hardware configurations.

2. interfacing VR facilities with existing computer systems and
software

Finally. current and proposed developments to address the evolving
VR marketplace will be covered.

Bryan [ewis : Software Architecture
Virtual Reality applications are difficult to build. involving multiple
simultaneous input and output devices. complex graphics. and
dynamic simulations. all ofwhich have to cooperate in real time. If
a simulation expert wishes to imbed a complex simulation or model
into a virtual environment. one approach is to add functionality one
call at a time to the existing simulation code. This appears lo be the
easy way to get started. But simulations are already quite complex,
and adding code for multiple devices and multiple machines can
become unwieldy. The problem is made worse by the fact that
simulation experts generally do not have the time or inclination to
learn a book full of user interface calls.

A better approach is a "minimally invasive" software architecture
that allows the simulation to be connected to the rest of the world
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without surgery. Such an architecture hides the complexities of
connecting the simulation to other modules on other machines. This
provides the foundation for a useful tool kit; to that must be added
a kit of ready-to-reuse modules (for various devices and interaction
techniques). and graphical tools to assist in building the world.

Kenneth Pimento] : 3D Graphics programming simplification
I would discuss how the process of interacting and creating a 3D
simulation can be drastically simplifiedby using an object-oriented
graphics programming language. I will aim mention how this
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approach provides the utmost in flexibility which is critical in an
emerging field. No one knows the ”right way" to do things.
Experimentation, rapid prototyping. and flexibility are key.

I will contrast the benefits and trade-offs of a graphic oriented
interface versus a programming interface for the creation of virtualworlds.

[will bring a video tape showing various types of simulations
created using World'l‘oolKlt. This will show the audience the
diversity of applications already created.

 

Ubiquitous Computing and Augmented Reality

Chair:

Rich Gold. Xerox PARC

Panelists:

Bill Buxton, University of Toronto & Xerox PARC

Steve Feiner. Columbia University

Chris Schmandt, M.I.T. Media Labs

Pierre Wellner, Cambridge University & EuroPARC
Mark Weiser. Xerox PARC

" The door refused to open. It said. ‘ ive cents, please.‘ i-le searched
his pockets. No more coins; nothing. "I‘ll pay you tomorrow.‘ he
told the door. Again he tried the knob. Again it remained locked
tight. 'What I payyou.‘ he informed it. ‘is in the nature of a gratuity;
I don't have to pay you.’ 'I think othenvise,’ the door said. ‘Look
in the purchase contract you signed when you bought this conapt.‘n

-Philip K. Dick. from “Ubik”

Panel Background
Ubiquitous Computing is a radical alternative to the desktop and
virtual reality models ofcomputing. It tums these models inside out:
instead of using computers to simulate or replace our common
physical space. computers are embedded invisibly and directly into
the real world. Everyday objects and our normal activities become
the U0 to this highly sensuous and reactive environment. Objects
are aware of and can respond to the location. state and activities of
other objects in the world. both animate and inanimate. The
implications areimportant: computing should be part ofoureveryday
existence rather than isolated {and isolating] on a desktop; of equal
importance, computer—based systems can take advantage of, and be
compatible with. the rich environments in which we live. The
poverty ofthe workstation. with its limiteddisplay. array ofkeys and
single. simple pointingdevice (bad for the eyes. bad for the back, had
for the marriage) becomes clear when designers try to integrate it
into our complex social and physical environments.

Panel Goals

The July [993 issue of the Communications of the ACM, co-
edited by Pierre Wellner. Wendy Moclmy and Rich Gold, explores
die research fields collectively known as Augmented Environments.
This panel brings together five visionaries within this field to look
at its implications and future. Each member is an expert within a
different domain including ubiquitous video. projected reality.
augmented reality. ubiquitous audio and infrastructure. Combined.
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these areas create a powerful new way of interacting and living
within a computational environment. After a brief overview, each
panel member will present a perspective on their own work in the
field. Following these presentations panel members will have an
opportunity to discuss the over-arching features of ubiquitous
computing and answer questions from the audience.

Bill Bunion

Work in UbiComp has been paralleled by work in Video
"MediaSpaces." Our pesition is dint in such Mediaspaces. it isjust as
inappropriate to channel all of one's video interactions through a
single cameralmonitor pair; as it is to channel all of one‘s
computational activity through a single keyboard. mouseanddisplay.
This leads us to the notion of Ubiquitous Video. which parallels that
of Ubiquitous Computing.

When UbiComp and UbiVid converge. all of the transducers
used for human—human interaction are candidates for human—

compuler interaction. Hence, for example. your computer can “see"
you using the same camera that you use for videoconferencing, and
it can hear you using the same microphone that you use for
teleconferencing. 'Iheee are notjust changes in the source of input.
however. They imply importantchanges in die nature of information
available. Traditional human-computer dialogues have focused on
foreground "conversational" interaction. Much ofwhat will emerge
from this Ubiquitous Media environment is much more similar to
remote sensing. What is provided is background information about
the context in which conversational interactions take place. 1t is this
bimodal foregroundfbeckground interaction which we will pursuein
our presentation.

Steve Feiocr

Virtual reality systems use 3D graphics and other media to replace
much or all of the user's interaction with the real world. In contrast,
augmented reality systems supplean the user's view of the real
world. By adding to. rather than replacing. what we experience. an
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augmented reality can annotate the real world with additional
information. suchasdescriptionsofinteresting featuresor instructions
for performing physical tasks. For this supplementary material to be
as effective as possible. we believe that it should not be created in
advance. but should rather be designed on the fly using knowledge—
hased techclones that take into account the specific infonuation to be
communicated and the state of the world and user.

To test our ideas. we have been building an experimental.
knowledge-based. augmented reality system that uses a see-through
head-mounted display to overlay a complementary virtual world on
the user‘s view of the real world. In a simple equipmentmaintenance
domain that we have developed. the virtual world includes 3D
representations of actual physical objects and virtual metaobjects
such as arrows. textual callouts. and leader lines. A knowledge—
besed graphics component designs the overlaid information as it is
presented. Thedesign is based on a description of the information to
be communicated and on data from sensors that track the position
and orientation of the user and selected objects.

Chris Schmuntlt

Communication is what needs to be ubiquitous. ”Computing” is
what will provide the backbone to allow transparent mobility. and,
perhaps more important, filter or control access so we do not get
overwhelmed with all the stuff that comes down the pipes at us.
Communication is even more about voice than it is about text and!

or graphics. Ubiquitous computing has to handle voice! Voice
interfaces may let me wander around my office and interact with
computers through a window larger titan that pmttided by 3 l9 inch
display. Voice ishow my environment will communicate with me as
[move through it in the course of a work day. Voice is what will let
us miniaturize devices below the sizes of buttons and displays.

The pocket phone provides a highly mobile cornpuler terminal
with today’s technology. Telephone access to email. voicemail. my
calendar and my rolodett. as well as various online information
services. has already begun to change the way my group works.
Wireless digital telephone networks using low powered pocket
transceivers are inevitable. Although these are usually touted as
“Personal" Communication Networks. telephone service providers
have never understood that personalization requires dynamic
decisionsabouthowtoroutewmmunication.andcannotbeexpressed
as static routing tables in a telephone switch. Here‘s where the
“computing" comes in — deciding which calls [or which email for
that matter) will make it through my filters to ring the phonein my
pocket.

Mark Weiser

A technological response to the challenge of making life better is to
radically reconcei ve the computer around people‘s natural activity.
Two key points are: people live in an environmental surround. using
space. muscle memory. 3-D body surround; and that people live
through theirpracticesand tacit knowledge so thatthemost powerful
things are those that are effectively invisible in use. How can we
make everyday computing conform better to these principles of
human effectiveness?

Our approach: Activate the world. Provide hundreds of wireless
computing devices per person per office. of all scales [from 1"
displays to wall sized]. We call it: “ubiquitous computing” — and it
means the end of the personal computer. These things in the office.
every place you are. are not workstations or PC‘ 5. You just grab
anything that is nearby, and use it Your information and state
follows you: the hundreds ofdevices in your office or meeting rerun
adjust to support you.
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Pierre Welluer

What is the best way to hireracr widi computers in cm future offices?
We could make workstations so powerful and so versatile that they
integrate all our office activities in one place. Or, we could make
virtual offices that could free as from all the constraints of the real

world. Both of theseapproaches aimtoeliminatethe useof traditional
tools such as paper and pencil, but my position is that we should do
the opposite. Instead ofreplacing paper. pens. pencils, erasers,deslts
and lamps. we shouldlteep them and use computers to augment their
capabilities.

Let's take paper. for example. Screen-based documents have not
(and will not) replacepaperoompletelybecause.despite its limitations.
paper is portable. cheap. universally accepted, high resolution.
tactileand familiar. Likewithmany traditional tools. we hardly think
about the skills we use to manipulate paper because they are
embedded so deeply into our minds and bodies. A lot ofeffort goes
into making electronic documents more like paper. but theapproach
I propose is to start with the paper. and augment it to behave more
like electronic documents. With a projected display and video
cameras that track fingertips and tools. wecan create spaces in which
everyday objects gain electronic properties without losing their
familiar physical properties. I will briefly discuss work to date on a
system that does this: the DigitalDesL I will also show some future
envisionment videOs that illustrate more ideas for how we could

augment (instead ofreplace) paper. pencils. erasers. desks and other
parts of the traditional office.
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Merging 3-D Graphics and Imaging - Applications and Issues

Chair

William R. Pickering, Silicon Graphics Computer Systems

Panelists:

Paul Douglasfiarthwatch Communications

Kevin Hussey. Jet Prepulsion Laboratory

Michael Natkin, Industrial Light and Magic

There are many applications that require both image processing and
3D graphics techniques. The panelists present application specifics
and demonstrations of how image mating and 3D graphics are
used together. and why these applications cannot be solved without
die use of both disciplines.

Panel Background
Computer graphics and image processing were. once two very
distinct disciplines. with different hardware, software, and users
Now they are becoming increasingly intertwined. Applications are
being developed that use both 3D graphics and imaging techniques
for a broad spectrum of uses, including realistic scene simulations.
interesting visual effects. and improved analysis and understanding
of complex information. What should graphics users learn from
their imaging counterparts, and vice versa? This panel brings
together people from both disciplines who have been developing a
varietyofapplications thatmerge graphics and imaging technologies.
They will illustrate both the benefits and current limitations.

Panel Goals and Issues

Many applications require the use of real—world data most often
obtained from sensors in the form of images. To view thedstain the
three dimensional space that it was obtained from. 31) graphics
techniques are often used. How is image data nansformed into a3D
view? The solution has been approached from both the image
processing and 3D graphics disciplines.

Image processing technology is used to take real-world image
data and process it into an image that highlights desired features.
The final image can then be used in conjunction with 3D graphics
techniques to render a 3D scene.

Howare images used inconjunclion with SDgraphics techniques
to create more realistic views? What image processing techniques
are used to enhance the image before rendering? How cart images
be utilized as sources for 3D models? How can 3D graphics
techniques be used to view the image data?

The panel will offer discussion and demonstrations of how
image processing and 3D graphics are jointly used to create 3D
scenes from 2D images. Queslfions from the attendees will be
answered during the concluding portion of the session.
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Kevin Hussey
Kevin will describe the image processing techniques necessary for
texture ntap preparation in the context of a complex scientific
visualization entitled “Monterey: The Bay". The visualization
simulates a flight through the Monterey Bay environment (above
and below the ocean surface) using sevendifferem geophysical data
sets. Data from anumericalmodelofoceancurrentswere interpolated
into sufficient time intervals for a smooth animation. Sets of
polygonal “ribbons" were created to visualize the current flow.
1hesc ribbons were then tendered, anti-aliased and composited into
a perspective ray«cast scene comprised of 3 additional image datasets.

Paul Douglas
Paul will describe a weather graphics system that he has developed
and uses to provide visuals for his nightly weather broadcasts. The
system transforms flat. 2-D pixel imagery of clouds and radar data
into 3—D geometry allowing the viewer to view weather from
multiple perspectives. The system merges images, ingested from
live weather feeds including geostationary weather satellites over
the Pacific, Europe and North America, with a full 618 system
containing data from all over the world, to create a 3-D model.
Weather phenomena is supplemented with imagery from SPOT.
Landsat or aerial photography for enhanced realism

Michael Natlrin

Successful special effects depend on the seamless integration of
computer generated objects with live action environments on film.
'I‘wo-dimensional image techniques are a critical component of
Industrial Light and Magic‘s production process. Michael will
describe the use of painting. digital oompositiug, color balancing
and edge quality adjustment. wire removal, image warping
(morphingl. texture projection, and 3D painting in movies such as
Terminator 2 and Jurassic Park. He will also discuss the future of

special effects image procesahrg, design of soilwsre for special
effects production. and system hardware and software performance
requirements.
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Nan-o-sex and Virtual Seduction

Ctr-chairs:

loan 1. Staveley. Artistt‘Educanr

David Steiling. Ringling School of Art and Design

Panelists:

Paul Brown. Mississippi State University

Michael Helm. PhilosopherfAuthor

Jill Hunt. Angel Studios

Chitra Shriram. Xaos Inc. and The Ohio State University

Goals and Principle Issues
Among the principal issues the panel should address are:
1) Is virtual space really interactive or merely voyemistic’?
2) What are some of the alternatives to classic male erotica that

might unfold within the possibilities of virtual space?I
3) Who will be constructing the space? Who will be the audience?

Who will be the target market?
4) Wholwhat are thereal subjects and objects in virtual eroticism?

How are the subject and objects constructed?
5) isvirtualreality achallcnge oran aid to thedevelopmentofbetter

understanding and relations between the genders?
6} Is Cartesian coordinate space “neutral" or is it. like language.

male-constructed?

The purpose of the discourse is not to add to cross-gender
recriminations or to arrive at satisfactory conclusions. but to start a
discussion based on the inevitability that eroticism is one of the first
uses to which virtual reality is being put.

Panel Background
This panel is organized to apply some of the techniques and
positions ofrecentcriticism tovirtualresljty and computergraphics.
The panel is committed to doing this in a manner that: would avoid
much of thejargon that can make such discussions hard to follow.
The panel also wishes to avoid moraljudgments on thesubject being
discussed infavorofallowing a pluralityofvoiccstobe heard on this
controversial topic. Among the positions that will inform the
discussion are those of feminism, deconstruction. Marxism, and a
number of other post-modem critical attitudes. Among the
assumptions of the panel is that. like it or not, virtual reality
eroticism is going to be with us. and is in fact avidly anticipated.

Paul Brown

Some have proposed that we can expect virtual realities that are as
‘fine grained‘ as physical reality by the year 2000. At this point our
whole appreciation of "the natural world“ may well break down.
Instead of a defined reality. With myriad imaginary worlds. we will
have a continuum of potential realities where the ‘real' reality will
have lost any particular significance. Our model is the renaissance
period when tltcplanetE-anh changed fromthecenterofthe universe
to an undistinguished speck in an unremarkable galaxy in an
inconceivably vast and growing universe. The sexual implications
ofthis breakdownofreality are tantalizing. The likely result is slight
symbiosis which will include humankind and their machines—
virtual sex will be caistendally ‘real sex' where mutual human
activity Will be only one manifestation, distinguished perhaps only
by the amount of mess it makes. Researchers report that women
prefer linguistic eroticism while men prefer visual (Iconic) forms.
Thenew eroticism with its irnmersive. symbiotic qualities may well
bridge the gender gap. A lot will depend on who controls it. Hit is
developed within the traditional male hierarchical power structure
it could become yet another form of constraint: however. the
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networks that will enable this evolution have an intrinsic maniarchal

hetrachical quality. The growing number of tmhnical conferences
which have responded to the need for critical discussion of human!
gender oriented issues is evidence of a move towards a more
humanistic mode of enquire-y.

Michael Econ

Primitive VR has become ascreen on which weprojectour fantasies.
both collectively and individually. Soon. theentertairuuenr industry
will sell gender-based sex fantasies for virtually safe sex. But the
hazards of telcdildonics will trap sex in the same voyeuristic cage
that imprisonedpainting, the novel. andcinema. Computer—generated
realities have sprung from a deep erotic drive to see. hear. touch, and
be touchedby aperfect. knnwable world. The thrill of speed, theelan
of flight. and the freedom of a liquid self have attracted humans for
centuries. Plug this Eros into electronics. and you think you can have
it both ways. keep a distance while at the same time put yourself on
the line. Beyond gender voyeurism moves a freely active and self-
aware body that revels in the flow of internal energy without genital
fixation. VR could eventually becomes tool for raining and sharing
tltlsbody ofSpiral energy. Ratherman a corpsedanglingin frustration
while trying to 'have it bod: ways.‘ the old erotic body may learn to
move and love in entirely new ways.

Jill Hunt
Olrrently VR. in terms of eroticism. is purely voyeuristic. In the
funne. VR gender-independent interactive spaces could be used a
creativeoutlet to help bridge the gap hetweenthe sexes. particularly
in the workplace, creating a more direct method ofcommunication
and informationexchange. By developinggender-independentspaces
wemight also risk repressinggenderawareness altogether; therefore
we must also develop gender-dependent experiences and exchanges
in order to further our awareness of ourselves and the opposite sex.
There is room for more Variety of expression than is currently
predominant in our male dominated society. although it will take
time to develop and educate people on the benefits of this exposure.
Repression is imbedded in oursociety and directly related to gender
discrimination and sexuality. The current and confused view of
repression causes many problems that l feel can be work out in VR.

Chin-a Shriram

Battles for power. money and ideology rage about the still largely
anticipated phenomena of virtual reality. An ancient myth comes to
mind. Gods and Demons had once grown so powerful that neither
could gain and advantage of the oth er. Each side strove to prevail by
drinking the nectar of immortality that flowed deep in the ocean
depths. so Gods and demons together began to churn the ocean.
Incredible gifts spewed forth and both nectar and poison rose to the
surface of the water. inviting consumption. The god Shiva drank the
poison. meeting the evil in his throat. He saved the world from
destruction. The God Vishnu. disguised as an enchanness. lured
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away the demons so that the Gods could create good with the life-
giving nectar.

We barely know what poisons or nectars we court. The very
notion oflooltingto ancient spiritual disciplines to inform us on how
and what we could do with our latest scientific and technological
feats is likely to sound ludicrousr-tolerated only in the convenient
name of ‘multiculturalism.‘ But the very absurdity of the exercise is
warranted by an urgent need to widen the base of value systems
which nourishthis new manifestationofourpsychic and technological
desire and energy.
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Critical Art/Interactive Art/Virtual Art: Rethinking Computer Art

Chair:

Timothy Druckrey, International Center ofPhotography

Panelists:

Regina Cornwall, Independent art critic

Kit Galloway. Electronic Cafe International

Sherrie Rabinowitz, Electronic Cafe Intemafional

Simon Penny, Univerisity of Florida

Richard Wright, University of London Polytechnic

Richard Wright:
This essay explores how scientific knowledge is diffused into
society through the medium of scientific visualization. taking the
lane eighties phenomena of Chaos Culture as an example.

Beginning with Peilgen and Richter’s initial popularization of
fi‘actals in their Frontiers of Chaos exhibition and catalogue. we
study readings of Chaos Theory and Fractals from the scientific to
cultural critiques like Vivian Sohchack’s article in [Art Fin-um] and
popular media forms in youth magazines and 'style' culture. This
provides us with an overview ofmany interpretations of this science
from the cynical to the mystical and how it captured the public‘s
imagination.

Donna Haraway's study of how to contest scientific knowledge
or stories for the creation ofpublic meanings in relevant here to the
extent that it shows a way in which we can critique me cultural
impact these scientific concepts on the basis of their scientific
credentials directly. A difference here is that the situation is
complicated by the mediation of the Chaos story by imagery and
media. This has many arguable effects such as obscuring the
scientific background or conversely making it more ‘accessible‘
and by creating a conflict between critical scientific readings of
scientific discourses; through imagery and aesthetic readings of
them. The latter problem is most pressing in the context of
scientifically related graphics that arepresentedin the oontextofArt.
We conclude that a deeper level of cultural readings of scientific
visualization are needed. especially in the context of art. readings
that address scientific discourse more thoroughly and attend to how
itnowoperates through imagery totakeelfect socially and politically.

Kit Galloway & Sherrie Rahinowitz:
Dryer: look at the aesthetic quality oftlre cormunfmtlon andyou ’re
true to your arrform midyear arr logic. than you very naturallyput
onefooi tnfronr ofrhe other and get to these places. The on logic
mrches you right out the art institutions into life. From ‘Defining
The Image as Place: A Conversation With Kit Galloway. Sherrie
Rabinowitz 5’: Gene Youngblood,” High Performance Magazine
#313. 1937.

if the arts are to take a role in shaping and humanizing emerging
technological environments. individuals and arts constituencies
must begin to image at the much larger Scale of creativity.

We must begin to create at the same scale as we can destroy. or
else art. and more dangerously the human spirit and imagination.
will be rendered decorative and impotent.

[fthe boundaries between art and lifedissolve, itwill he the result
of artists migrating towards a new order of artrllaking, abandoning
the conventional standards and practices and becoming ‘new
practitioners‘ or systems integrators.whoproduce situations. contexts.
and permanent environments or Utilities. The ‘new practitioners‘

can begin the process of healing and aesthetic wound that has
disfigured the business of Art. and continue die aesthetic quest in
more relevant directions.

New creative activitiesmust emergesuch asmultimediacreative
solutions networks. not simply computer networks for Artists. but
rather mold-media telecommunications networks with agendas that
can engage multidisciplinary constituencies. This will require the
development of new skills and the cultivation of new relationships
between the participants. The movement is towards the control ofa
meaningful context. creating environments not just to support art.
but that create the possibility for new scales of creativity across all
disciplines and boundaries.

The dark side ofthe “new world information order“ suggests that
a new scale aesthetics be created. It. will lake several years from the
time this work begins for creative solutions networks of appropriate
number. scale,velocity, and dexteritytoevolve tomaturity. Consider:
co-creating non-imperialistic. multicultural or domestic agendas
for community or global scale aesthetic endeavors. Consider: the
continuous reinvention Moon-hierarchical telecom networks that

will allow people to bypass cultural gatekeepers and power-brokers.
We mustaccept these kinds ofchallenges and recognize what canbe
gained by solving them.

All ofthis implies that there is a new way to he in the world. That
the counterforce to the scale of destruction is the scale of

communication. and that our legacy or epitaph will bedetennined in
many ways by our ability to creatively employ informal. multi-
media. multi-cultural. conversational. telecommunications and
information technologies.

Tim Druckrey:
lt‘ images are to become increasingly experiential, then a theory of
representation must be evolved to account for the effects of a new
form of transaction with art. The issues raised by the convergence
of technology and creativity are crucial. Interactive art will require
a complex reassessment of the relationship linking experience and
discourse. At the core of this fundamental shift in the development
ofboth communications and art is the ability of the digital media to
encompass text. still and moving images. feedback systems. sound.
animation and simulation. How the effects of this integrated model
ofcreative production is joining with the development ofcontent is
an essential component in the development of interactive art.

For some time the definition of interactivity has been something
ofa rote signifier of hands-on activity. Yet the relationship bemeen
behavior and the concept of interaction are not so easily resolved.
Interactive technologies need to be linked with both cogent content
and flexible form. However. a simplified concept of the interactive
cannot suffice to fructify this complex and dynamic field.

Interactive mediaisnow wildly touted as the creative mediumfor
this decade. What is not articulated in this equation is the demand
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made on both producerand recipientol'this panacea. Theequipment
and resources necessary for this media too easily limit both its
accessibility and its audience. Whether multimedia will reach it
intended audienceor not is hinged on a market that should stabilize
enough for users to invest in it. Unfortunately. too much multimedia
reaches the market as either prepackaged or as marginal.

Anthatdemandsmore than visual attention willrefocus criticism
on the issues ofexperience. Because interactive works begin topose
the problem of the breakdown not the meaning but of a certain
concept of order grounded in ideas of unity and form. they propose
an alternative unity. Non-linear principles of organization. in fact,
are the signifier of a culture accustomed to fragmentation and
montage. Information in this environment comes as an array rather
than as a sequence. Deciphering the array — or even producing the
array — is a challenge that must be accompanied by considered
conceptual and theoretical practices. Lingering narrative concepts.
simplistic montage, and furtive use ofdigitized video and television
cannot substitute for expressive order. Intention must become
reciprocal. While this endangers the author-in! position of the
producer. it simultaneously must account for an audience willing to
investigate the space of electronic expression.
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Regina Cnrnwell:
Art made with the computer means the end of the unique object as
it has been traditionally conceived ofand cherished in the art world.
Fine art museums exist to collect. preserve and exhibit unique
objects. Asinstitutions they flourish on concepts such as originality.
the individuality ofthe artist genius. the onceoftheartisr’s hand. An
entire language exists to support such thinking and concepts.

What place do objects such as interactive computer installations
and that wall pieces. made with a computer. have in the fine arts
museum now? But more importantly, what place will they and
museums gives us? What might the fitturehold forart made with the
computer? Film and photography are mechanical forms from the
nineteenth century. One can find lessons in both their histories
within the fine ans museum. yetcinema asan artform suggests more
challenging issues which seem closer to art made with the computer
than does the area of traditional photography.

Art and the computer exist in distinctly separate worlds. each
with its own vooabulary. sensibility, culture. and economics. What
can and will bridge the gaps between these two worlds in order to
open up dialogue and new possibilities?

Simon Penny:
Simon will serve as a respondent to the panel.

399
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Digital Illusion: Theme Park Visualization

Chair:

Clark Dodsworth, Rising Star Graphics, Ltd.

Panelists:

Kevin Bites. KBD Innovative Arts
Richard Edlund, Boss Film Studios

Michael Harris, NCRJATd‘rT Human Interface Technology Center
Phil I-lettcrna, MCA Recreation Services

Mario Kamberg, MCA Recreation Services

Brenda Lainel. Interval Research Corporation
Sherry McKenna. Rhythm & Hues

Allen Yamashita. Entertaimnent Design Production Group

Panel Background
As entertainment delivery systemsbecome digital. a mnj orvenue for
large interactive visual databases will be theme parks and [.35
(locatiombased entertainment) facilities. What new expressions in
the existing set of theme park experiences can digital imaging and
sensing provide? Thepresenr state-of-the-art might be non-interactive
attractions using70mm films. often showing CG integrated with live
action. Some of this imaging is seamless hyperreality; some is
grounded in the fantasy worlds of traditional cell animation. These
experiential installationsaretypicallyunique. expensive. andexciling
in ways not previously posSible. As cost decline for hi—res real—time
rendering, acmal audience participation and interaction will be
incorporated in attraction scenarios that are. by their very design.
user interfaces. Such recreational interfaces are at one end ofa scale

which extends to handheld videogame platforms at the other. There
will eventually be systems with multiuser telecommunications
between the two. Panelists will show footage form their attractions
in the parks around the world and discuss issues of creative
development. system design. visualization tools, cost per perk
attendee per hour. interactivity, licensed properties. appropriate
technology. the search for boner illusions. and the art of telling a
good story.
Michael Harris

Location Based entertainments (LEE) reflect the cutting edge of our
indu stry. whereconvincingsensory illusions and natural interactivity
can translate directly into fascination and profit.

Wefocus on 701ml}. simulation. full motion HDTV. networking.
cyberspace. virtual reality... But these are all adjectives. Will
players embrace this high-end media stuff"? Pay for it? Enough to
convince owners and operators to invest in it? The key issue is likely
to be: what will players do with it all? What will the norms be?

At thebeginning of the era of truly capable technologies ("we've
got the gear”), we have a unique opportunity to discovertcreete new
frameworks. scenarios. situations, Which disciplines will become
crucial? What willactually work? Can we develop new worlds. play
in them, and thus learn to prosper in them as they become reality?
Richard Edlund

Thrillrides encompass many techniques — models. motion control
photography,a.nimation. Iivephotography.etc.— andideallyculnunate
in the digital realm. Still. a good storytooncept is the key to success
and creative attention to preparing an audience for die experience is
a must.

Allen Yamashita

Our preoccupation with tee hnology, digital or otherwise. continues
tobe fundamentally uninteresting to me. idido‘tbeoome a filmmaker
because I was interested in cameras and lenses, but because this
technology accommodated stories of a form and style which, say,
writing or dancing did not. I‘ve been making simulator attractions
because people are interested in stories which are also experiences.

run
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What kind of stories will we be telling tomorrow? They will
determine the methodology and therefore, the technology {‘11 be
involved with.

Kevin Biles

Theme park guests expect an experience that is out of the ordinary
and something they cannot see. do or experience elsewhere: an
experience that puts them in another time, place or world.

CGI has evolved to the degree that it now [its affordably on the
palette of techniques we bring to bear in creating theme park
experiences. We are less likely to avoid CG imaging because of its
former “computer" look. or its cost.

Since it can now easily blend with live action, we are turning to
this medium (usually in conjunction with other media) to tell stories
and create unique experiences. CGI is becoming a freeing rather
than limitingmedium. Wecankeepour focusonaudience satisfaction
rather than technical limitations of the medium.

Phil Hettema

The "true" theme park experience (which is continually being
redefined] requires us to create new applications and interfaces for
digital media.

The notion of an all “simulator" or “V.R.“ theme park is a myth.
but digital technology will provide a new level of amazing
experiences. Before that can happen. we need to understand the
group dynamics which are fundamental to the “themed” experience.
and issues of interactive capacity. group interface. and large fon'nal
display must all he addressed with great creativity.
Brenda Laurel
Brenda Laurel will address issues of interactive collaborative

recreation and virtual reality from her unique perspective.

Sherry McKenna
"i want something totally unique—something unit's never been
done before and. by the way, I want to know how much it‘s going to
cost and how long it‘s going to take by tomorrow 1"

Clients haven‘t changed but the medium has.

Mario Kornberg
The climate was once dominated by Brut Force and Proprietary
Technologies. But now. with the new medium we are back to what
film making is all about... creative challenges. Everything in the ride
is determined by the stylistic approach of its artisans as the computer
is now the slave.

Today‘s challenges are creative ones. not who‘s got the most
CPU‘s ora userfriendly interface Particle systemsare in everyone '3
palette... and do you know anyone who can’t do a morph?

Now is the time to understand the sinergy of film design and the
physical experience. The role of the ride film directortdesigner
becomes more crucial than ever.

We are back in Lhe saddle again: our imaginations are our biggest
challenge.
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Man vs. Mouse

Chair: Jonathan Lusltin

Panelists:

_ Terri Hansford. MA. PT. CHT. Hand Therapy of San Francisco

Robert E. Madison. MD, SACS. San Francisco Hand Specialists

Joan Sfiglialfi. Author of The Computer Users’ Guide to Health and Vitality

Abstract

The purposeof thepanel is to rai so awareness aboutRepeti'ti ve Strain
Injuries (RSI).

RSI. also known as Cumulative Trauma Disorder or overuse
syndrome. consistsofmauydifi‘eientinjuries: carpal tunnel syndrome.
tendinitis. tynosynovitis. thoracic outlet syndrome. lateral
epicondilitis, etc. In 1992. 185.000 office and factory workers
suffered RSI. These injuries are now responsible for 1:? of all
occupational illnesses. The panel will describe RSI. other computer
related health risks. and how to avoid them. An injured Worker, 3
leading hand surgeon. at physical therapist, and the author of The
ComputerUs‘er' Guide to Health and Vitality. will focus on positive

things we can do to improve our health and happiness as computerusers.

Topics will include: awareness ofthe problem. why the “sudden
epidemic.“ form and function of the upper limbs. proper use of
limbs, blood circulation. stress. hardwareand software ergonomics.
and responsibilities ofworkersmompanies. computer manufacturers
and government.

The panel will also discuss better computer interfaces for the
future. improved workstation design.physical therapy andtreaunent
ofRSI. Therewill beanample questions andanswerperiodallowing
for a broad discussion of R51 and other related computer health
issues such as eye strain. electromagnetic radiation. and the like. 

Multimedia and Interactivity in the Anopodes

Chair:

Lynne Roberts-Goodwin, University of New South Wales

Panelists:

Chris Gaines, University of Wollongong

Paula Dawson. University of New South Wales
Adam Lucas. University of New South Wales

Cameron McDonald-Smart. Apple Australia

Artisits. educators and researchers address the development of
interactive errand multimediain Australia. and its re lotion to similar

issues overseas. The panelists present multimedia and interactive
artwork from Australia and other amino-ice, discussing issues of
availability of these technologies to indigEnous peoples. evolving
human relationships with interactive multimedia and the role of
these new media in cultural. educational and institutional
development.

Panel Background

In Australia. interactive art using multimedia technologies is a
relatively recent phenomenon. This situation can be attributed to
complex cultural. curatorial. aesthetic and technological factors.
However, artists. funding bureaucrats. gallery directors and cumtors
in Australia are now beginning to appreciate the importance of
interactivity and multimedia. firstly as constituting new formal
strategies for critically addressing traditional boundaries between
me observer and the artwork. and secondly. as useful tools for
opening computing and commmiicanons technology to a. wider
public.

This panel addresses emerging developments in the field of
interactivity and multimedia in Australia. mapping out some of the
more salient cultural. theoretical and technological factors shaping
the current interactive discourse in this country and related patterns
and practices in other countries.

The five panelists comefrom avadety ofbackgrounds. including
art. cultural theory. education and technological development. Each

401

of them has an idiosyncratic perspective on multimedia and
interactivity. bot acornmon feamreis their commitment tobroadening
the availability and mode of operation of these new technologies.

Panel Goals and Issues
A fundamentally appealing aspect ofinteractivityis how tl'teusercan
navigate the artwork‘s space of audio-visual information. thereby
personally transforming it. The number of permutations in the
technological and syntactic means of conveying this information
appears to beonly limited by the human imagination. so it is perhaps
natural that artists have become attracted to these new media with
their poten tiel for an expansion of notions ofart as merely “object.“
For an artist working with interactive multirriedia. the viewer can
become a participant or even co—c-reator in the artwork and the
artwork can become a process of ongoing creativity with a de-
centred and die-stratified site of authorship. Communication.
participation and creative expansion can all {all together in this
process. Enlightenmentnotions ofan individual artistic “genius" are
undermined audcollectivized. To paraphrase Joseph Beu_ys.“Anyone
can become an artist" by participating in creative dialogues. whether
it be with interactive artworks or through electronic networks.

Issuespertaining to thecritical reception. funding and production
of interactive art and multimedia technologies will be highlighted by
the relevant panelists. The emphasis will be placed on issues which
are not only specifically relevant to the Australian “Antipodee” at
present, but also those which address the common perceptions and
reception in global terms of interactivity and mullirtmdia in an arts
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and cultural context. The presentations will include discussions of
artistic and educational uses of CD Rom interactives. electronic

networks. andmultimediaoompudng.aswell astheoriesofperception
and the use of interactive multimedia by indigenous peoples in
Australia and North America.

Chris Guinea

The panelistwill present his own CD Rom Interactive artwork. titled
"The History ofLuminous Motion." which is based on a 1992 video
artworkdealing with issues of the utopianparallelsirt theexploration
of landscape in technology. The CD will be presented as an example
ofmultimedlainteractive arr. Throufit this presentation. thepanelist
will discuss the ways in which video art and electronic music have
been absorbed into interactivemultimedia technology. withparticular
reference to the operation of sound in interactive CD Rom
presentations.

The panelist will also give a brief overview of production
methodologies relating to the amalgamation ofvideoand interactive
multimedia; how this amalgamation transitions language but at the
same time creates barriers to artistic expression, and how some
artistshavemadebreakthroughs inthe artisticpotentialsofinteractive
CD Rom.

The panelist will conclude by describing his artistic practice in
terms of “the alchemy of converting the linear video work into the
fluid interactive rhizomatic CD R0

Paula Dawson

This paper will discuss the ways in which mold-dimensional media
within contemporary visual arts practice constructs human beings as
viewers. respondents or participants. A particular focus will be how
thedevelopment of 3 Dimensional Spatial Imaging Technology has
been shaped (though research intopatternsofobservation (perception
theory). Through this development, the relevant properties of
humans have become isolated and defined in the extreme. As a

result, the means ofexchange of stimulus and the precise amount of
information needed to generate an image or an environment has
become quantifiable.

If we think of how “non-interactive" Renaissance painting
constructs the human observer as little more than an "eyeball on a
stick." are we in fact less or more? This precision, in relation of the
human to theperceived image. speaks primarily ofthe physiological.
sensory connection. whereas the emotional and psychological terrain
of virtual interactivity has yet to be defined.
Adam Lucas

The panelist will argue that since the Australian Bicentennial in
1983, the white population's slowly dawning recognition of the
continued ill-treatment of the Aboriginal people of this country is
finally starting to generate a broad—based cultural dialogue between
black and white Australians. New interactive and multimedia

technologies have already made a significant contribution to this
cultural dialogue.

“Multimedia is Multicultural“ is a catch phrase currently being
used by computer companies to promote their latest offerings.
However, if multiculturalism is to bacorne a reality. rather than just
rhetoric. the dominant Western culture must assimilate and come to
terms with the knowledge and histories of indigenous peoples
throughout the world. This process must involve the active
participation of indigenous people in their representations and
education of themselves. rather than a continuation of colonialism
with members of the dominant culture speaking for and on behalfof
the "Other."

Collaborati veworkbetween artists andeducators from European.
non-European and indigenous backgrounds will be discussed as a
possible strategy for encouraging this process. with particular
reference to projects being undertaken in this area in Canada. the
United States and Australia Issues related to the perception of
multimediafinreractive art and the manner in which marginalized
groups are integrating new electronic media into their art and
cultural practices will be cited. and examples of artwork shown.
4012

Cameron McDonald-Stuart

This paper will present a philosophical. historical and current
cultural overview of “Media Integration" in the local and global
contextofacademic andartistic ventures andpresentations. Through
this overview. the panelist will present and highlight particular
examples of New Media Integration in multimedia technologies.
citing examples. case studies ofprojects. research and development
and artistic applications of interactivity. The panelist will present
and report on the positive and negative aspects ofprojects and their
subsequent outcomes, demonstrating the existence of certain
“developmental barriers" that exist in the delivery of the artifacts or
products. regardlesr. of their final context and placement. It will be
emphasized that definite criteria must be in place at the project's
inception in order to fulfill fundamental paradigms of cultural
reading. These criteria are skill sets and relevant media issues. The
paper and presentation will also cover basic computing and its
perceived image in the mass media. in addition to addressing the
uses of computing technology in the delivery of education.

Lynne Roberts-Goodwin
The chair will introduce the panel by delivering a short paper
encompassing the topics to be discussed by the various panelists. in
order toprovideacohesivemapofissues andperspectives. including:
historical perspectives; cultural considerations; educational
paradigms: artistic pursuits: technology transfers and relationships
of interactive technologies to present forms ofeveryday information
retrieval i.e. books. video. film. audiotape, etc.

The chair will also briefly discuss the ways in which people
respond to interactive multimedia and msimilate them into their
experience through the viewing of artworks. soundworks.
performances and broadcast media. This notion of "reception
values.“ which resides with theviewerl'respondenl. canheparadoxical
and problematic due to die nature of the medium and its placement
in the gallery. museum. shopping mall, library. expo. etc. The
receptionlresponse is obviously dependent on the cultural
conditioning of the viewerlrespondent. their geographical location
and their preconceptions of diet technology‘s potentials. The
intention of introducing these issues is to cite the locations at which
interactive multimedia is critically assessed. ranging from
entertainment. education. artistic production and historical and
cultural development.
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The Integrative Use of Computer Graphics in a Medical University

Chair:

Dave Warner. Loma Linda University School of Medicine

Panelists:

A. Douglas Will. Loma Linda University School of Medicine

Jodi Reed. Lorna Linda University School of Medicine

The problems in medicine addressed at the Lorna Linda University
Medical School are problems common to the field of medicine in
general. Solutions applied at Loma Linda generalize to the field of
medicine. both in study and practice of medicine.

The goal of this panel is two fold. The first goal is to establish a
bridge between the computer graphics community and the medical
community. The second goal is to demonstrate by example how the
integrativeuse ofcomputergraphics and advancedhuman computer
interface techniques are transforming both the study and practice of
medicine. The field ofmedicine has both the need and the resources

to provide the computer graphics industry with new market areas
which will aid in the streamlining of the global healthcarc system.
Ettamplecincludeinnovaliveapplications ofeducational multimedia,
computer graphic visualization of medical data and clinical
applications of virutal reality interface technology.

The field of medicine is one of few areas of human endeavor

which penetrates almostall aspects of the human experience. Recent
developments in human computer interface technology hold great
potential in dramatically changing the face of modern medicine.

This panel will present real applications that utilize recently
developed computer graphics and interface technologies to assist in
the endeavorto continue to enhance health care.

Dave Warner: Clinical applications of advanced interface
technologies

Normal people are naturally enabled. They are born with the
capacity to interact with the world and willfully manipulate their
environments. Disabled people have lost the capacity for such
interaction and manipulation through either trauma or disease.
Advanced human-computer interface technology that has been
developed as natural user interfaces for interaction with virtual
reality has immediateapplication in re-enabling thedisabledpersons.
While virtual reality practises to solve many problems in the future.
the immediate application of these advanced hiterfaces can improve
the lives of millions today. At the Lorna Linda University Medical
Center. we have had many successes in utilizing these technologies.
The utility of these devices has already been demonstrated as
augmentativecommunication devices, ssonvimnmentnl controllers.
as therapeutic tools in rehabilitation and as tools for quantitative
assessment for diagnostic evaluation. Patients who have lost the
ability to communicate verbally have successfully used an
instrumented glove configured in a gesture to speech mode. Spinal
cord injury. stroke and traumatic brain injury patients have virtual
reality technology to manipulate virtual objects and practice specific
skilled motor tasks. Quadriplegics have used physiological input
devices to move objectson the screen with only their eyes and to play
virtual instruments merely by contracting face and neck muscles.
These arejust a few examples of immediate uses for this promising
technology than can profoundly improve the quality of life of real
people today.
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The study and the practice of medicine are intrinsically linked.
As information technology becomes more and more relied on in the
practice of medicine. so must the study of medicine be adjusted to
help prepare the emerging medical professionals for thechart gas that
they are most likelyto encounter. This “adjusted" study of medicine
must not onlymodify behavior. but must go beyond and intrinsically
change the thinking of the modem health care professional. The
integration of computer interaction as a fundamental slrill required
for the modern healthcare professional will herald a new paradigm
for medicine. Technology has only recently reached a resultleffort
ratio which will propel the medical industry into the 2lst country.

A. Douglas Will: Computer graphics and interactive multimedia in
the practice of medicine

Today. scientific, economic. technological. social. political and
legal forces are converging to form a powerful stimulus forchange
in health care. The collision of these forces will have an effect that

will be as far reaching as the advent of powered flight and as
important in its economic and social impact as both World Wars. In
1991. health carejumped a full percentage point. the sharpest one-
year increase in three decades. Iftoday‘s rate of growth continues.
health care is projected to reach $16 trillion dollars by 2030. or one-
third of the nation's economic output. At thesame time 37 million
Americans are living today without health insurance coverage.

Health care is a service industry that is intensely dependent on
information. Physicians are knowledge workers. l’hysicians drive
most health care costs through the power of theirpens.'1'hehestway
to influence physician behavioranddirectly impactcost is toprovide
them with contextually sensitive information in time to impact
decisionsand improveoutcomes. To be successful today. physicians
must abandon 19th century industrial aged technologies that they
continue to use for maintaining palient's medical records and adopt
information tools that place contextually sensitive information at
their finger tips.

Knowledge is the unseen phantom driving health care costs.
Keeping up with the constant infusion of new knowledge has
become intractable. The explosion of lmowlcdge has led to ever
increasing specialization resulting in highly inefficient and
fractionated care. New tools are needed to acquire knowledge. to
access knowledge. and to use lmowledge. Three dimensional
visualization of anatomic structures must he joined by
multidimensional presentation of complex semantic relationships.
Animationof molecularprocesses must replaceintellectuallyopaque
verbal descriptions. Perceptualization tools must be developed to
enable the loiowledge worker to encounter knowledge.

The human computer interface requirements of a real world
health care application are demanding. Ease of use and very high
performance are coupled to the economic requirement of low cost.
Once the fundamental tools have been created to provide die
compelling reason for physicians to widely adopt the computerich
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medical record. new vistasofoppormnity Will emerge for-imaginative
visualization of the elaborate “worlds within worlds" of medical

knowledge.

Jodi Reed: issues in the application of advanced educational
technologies in medicine

The knowledge explosion of the information age is especially
apparent in medicine. Most medical educators have responded by
adding content to curriculum. Unfortunately, neither student brain
size not the number of years of medical School has grown. Students
respond to this information buildup by studying what they thinkwill
help them pass multiple choice exams. resulting in a great deal of
frustration, both for students and faculty. Some medical schools
have addressed this issue by cutting back content and focusing on
process. Problem-based learning, for example. begins a learning
seseion with a clinically-oriented case rather than a barrage of facts.
Students are responsible for their learning and are more likely to
retain what they‘ve learned when it is learned in context and is
leamervdirected.

Clinical education, usually the 3rd and 4th years of medical
school, is alsoplaguedby the information explosion. Clinic ionshave
turned to increased specialization in response. but medical Schools
are charged with providing a generalist experience. especially since
there is a shortage of lower-paid primary care physicians. Clinical
education isoftencharacterizedby disorganizationand inconsistency.
both between and within clerkships. Yet most medical educators
would attest that there is an identifiable core of knowledge. skills,
and Values that should guide curriculum arid assessment. How can
these issues he addresaed‘i'

Systems thinking can help us identify isaues and organize
solutions. cognitive science can help us create more efficient and
meaningful learning situations. and computer science can serve as a
tool for both. Intelligent use of computer graphics takes advantage
of all three.
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This presentation will demonstrate ways we have used computer
graphics to address pressing issues in medical education. Obviously.
computer graphics alone cannot resolve the administrative
organizational challenges. but graphics can be used to increase the
efficiency of leaming.

Cognitive science hasshown us thathuman workingmemory can
only handle about 7 items at a time. Unless we process diese items
in some way, they will be forgotten. Much of the utility of good
computer courscware lies in its tendency to reduce the load on a
learner‘s working memory. it does this via learner control of pace
and detail. reduced time for information access and comparisons.
and rich. dynamic. integrated information representation.

We have also learned from cognitive science that facts isolated
from meaningful context are easily forgotten. Recent efforts have
directed courseware toward case-based simulations that profide
meaningfulsituations andactivities forthe learner. Timely feedback
improves the learner‘s diagnostic reasoning skills. Use ofcomputer
graphics links visual representation with experience. a powerful
combination.

Certainly. thefutureholds increased useof simulation, including
use of physiologically-based feedback systems to entrance fidelity
and increase the scope of assessment. We are now beginning to use
simulation to assess diagnostic and problem-solving skills. Perhaps
we will some day use technology to assess a student doctor‘s
communication ability as well.

For more information please contact
Dave Warner

Loma Linda University Medical Center
Lomn Linda Ca. 92354
Voice 909-799-6190
Fax 909-799-6180
eMai] davew©well.8f.ca.us
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Alpha Systems Lab. Inc
American ShortcaseJnc.
AntPro Corporation
Andromeda Systems Inc
aniMedia
Anjon 8t Associates
Apple Computer. Inc.
Apunjx
Ascension ‘I‘ccttcology Corporation
ASDG. Incorporated
Association for Computing Machinery (ACM)
Aurora Systems
Autodesk
autodcssys Inc.
AVC Hesenmtions
AV Video
Ankh. Inc.
Baron, Inc.
Bit 3 Computer Corporation
Byron Piciss Multimedia Company. Inc.
Byte by Byte Corporation
Canon U.S.A.. Inc.
CELICO
Center for Creative Imaging
Chromutck Inc.
CIRADIIab. tie Modeiisarion
Color Publishing
Computer Artist
Computer Design. Inc.
Computer Expressions
Computer Graphics World
Computer Pictures
Computers in Physics
Core Software Technology
Covid. Inc.
CrystalGr-aphics. Inc.
(hrberwarc
Cymbolic Sciences International
Data Translation
Diaquest. Inc.
Digital Arts
Digital Equipment Corporation
Dimension International
Discreet Logic Inc.
Division Inc.
Du Pont Pixel Systems
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Exhibitors

Dynamic Chaplucs. Inc.
Barman Kodak Company. Motion Analysis Systems Div.
Electric Image. Inc.
ElectroGIG USA Inn.
Eloctronr'c Publishing
Engineering Animation, Inc.
ENHANCE Mercury Products. inc
Eurographics
Evans & Sutherland Design Systems Division
Evans 3: Suthulantl Industrial Products Group
Excrorl Electronics
Fair-child Defense
FARO Technologies Inc.
Focus Graphics Inc.
Folsom Research. Inc.
FOR.A Corporation of America
Fractal Design Corporation
Fraunhofcr Computer Graphics Research Group {USA}
F51 (F and s. Inc.)
Global Inmfldm
Gossett Graptucs
Grass Valley Group
GW Hannaway dc Associates. Inc.
Helios Systems
Herstal Automation Ltd.
Hewlett-Packard Company
High Color. Imagctech Publications
Horronic. Inc.
Hyper-speed Technologies. Inc.
IBM Corporation
IBM-Technology Products
IEEE Computer Society
Imagina-INA
Impedinient Incorporated
Information International Inc.
Inlr'ne. Inc.
Integrix. Inc.
Intelligent Resources Integrated Systems
International Communications Industries Association
International Design Magazine
IRIS Graphics. Inc.
ILhaca Software
NC Professional Products Company
Kingston Technology Corporation
Knowledge Industry Pablicationst'Montage Publishing Inc.
KUZMO Ltd.
Kat-rota Pacific Computer
Kuna Corporation
Lasergraphjcs. Inc.
LAZERUS
Legacy Systems International. Inc.
Lightwave Communications. Int-7.
Lyon Lamb Video Animation Systems. Inc.
Management Graphics. Inc.
Marco International. Inc,
Mathematics Inc.
Maximum Strategy. Inc.
Mmmrpuhushruyco noM World
Mcgatek Corporation
Minlcoruputer Exchange. Inc.
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Minolta Corporation
MIT Press
Mitsubishi — Professional Electronics Division
Mondo 2000
MotutorlMedia Age
Moonlight Computer Products
Morgan Kaufmann Publishers
NASA Tech Briefs

1 National Computer Graphics Association
| Network Computing Devices
' Nippon Computer Graphics Association

Ntnnerical Algorithms Group, Inc.
OpenVision Technologies. Inc.
Dptigraphits
O‘Reilly 8: Associates. Inc.
Ditherry
Pacific Data Group
Panasonic Communications 8: Systems. 0A Group
Parallax Graphics. Inc.
Parallax Software Inc.
Parity Systems
Philips Semiconductors
Photomeo'ics. Ltd.
Phonon Limited

r Pint-tear New Media Technologies. Inc.
. Pillar

Hire! Vision
Polhcmu-s
Portable Graphics. Inc.
Post Magazinefl'esta Communications

, PRE-

* . I Prentice Hall. Preston ErhhcanonsfMAGEBsse
PRIOR Data Sciences Product Sales Inc.
Programs Plus Sr. Video
Proxima Corporation
Psychic Lab, Inc.

; Quarterdeck Office Syswms
R—Squared
Rainbow Technologiw. Inc.
Raster Graphics Inc.
Raylheon Company. Submarine Signal Division
Resolution
RFX Inc.

RUB Spectrum
Roche Image Analysis Systems, Inc.
Ron Scott Inc.

_- 1 {I Snows Technology Inc.
Sanyo Fisher (USA) Corporation

_ . . School of Communication Arts
1- . ' Science Accessories Corporation

Scientific Computing dc Automation
Seiko Instruments USA. Inc.
Sense S Corporation
Sharp Electronics Corporation
Shooting Star Technology
Side Effects Sofiware Inc.
Sierra Video Systems. Inc.
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SIGGRAPH Education Conunittee
SIGGRAPH Local Groups
SIGGRAPH Video Review
Sigma Electronics. Inc.
Silicon Graphics Computer Systems
Sixty Eight Thousand. Inc.
Society of Motion Picture S: Television Engineers
SOFI'IMAGE Inc.
Sofiware Security, Inc.
Software Systems
Sony Corporation
Specular Intemational
Springer—Verlag New York. Inc.
Stereofiraphics Corporation
Sun Microsystems. Inc.
Superflou Inc.
Syndesis Corporation
Tammn Industries. Inc.
Toning Science and Technology. Inc.
Teeheirport, Inc.
Tech Images International
Tech-Source Inc.
Tektronis. Inc.
T‘ELDS: The Electronic Library of Science
Iiemplare Graphics Software. Inc.
Texas Memory Systems. Inc.
Thomson Digital Image
Thievision Inc.
Unitas. Inc.
UNIX Review
UNDIWorld Magazine
Vertigo Technologylnc.
VIC Iii-Tech Corporation
Video Graphic TechnologiesVideo Systems Magazine
Videomedia, Inc.
Viewpoint Animation Engineering
Visionetics International Corporation
Vision Quest
Visual Infon'naIion Development Inc. (VIDI)
Visual Numerics
Visual Software
The Vivid Group
VRontier Worlds of Stoughton. Inc.
Wacorn Technology Corporation
Waite Group Press
Wasatch Computer Technology, Inc.
Wavefront Technologies, Inc.
John Wiley & Sons. Inc.
Winrted Corporation
Wired USA
Xaos Tools Inc.
Yamashita Engineering Manufacture Inc.
Yarn: Systems Corporation
Zeh Graphics Systems. Inc.
Zen Over Zero
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Holder Lynn... 391*
Kappa. Hugues 19
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1111111.. Jill ........ 396'
Hassey. Kevin J. . . 385‘. 395*
Kornberg, Mario. 400‘
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5355. Michael . 35. 231
Kirk. David B. 45
1311333311. R. Victor .. 53
Kruager. Wolfgang .. 165
Jacobs. Paul........ 373'"
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latham Wil|i3.111... 389‘
Laurel Brenda" 400‘
Landfill]. Leith (Casey) .. 263
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Llang. Bob . . 392’
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McKenIla. 51131111 .3 400*
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MayanTom ....... 81
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Owen. Scott 333‘
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Front cover
“Flowers"

Copyright © 1993 Regents of the University of California
An image of flowers is filtered by a Line Integral Convolution
(LIC). The original image was created by pixel replicating a 256 it
256 image to 1024 it 1024. The vector field for the LIC operation
was created by taking the gradient of bandlimited noise and rotating
each of the gradient vectors 90 degrees. A ramp filter was used in
the LlC to simulate brush strokes.

The separations for the front cover image were created through
the same digital process used for the recent ACMi'l‘runsactions on
Graphics special issue on color. The original TIFF file was
converted to a device independent color representation and then
mapped to a set of printable colors that match. as best as possible.
the appearance as the original monitor image. This process
provides better color fidelity and more image detail than printing
and rescanning the picture. See the introduction to the October
1992 issue of TOG for more information about the process.
Reference: "Imaging Vector fields Using Line Integral Convolu-
tion, " Brian Cabral and Leith (Casey) Leedom. p. 266

Title image
"Room with Books“

Copyright © 1993. Program of Computer Graphics. Cornell
University
An architectural interior rendered using a combination of hierarchi-
cal radiosin and discontinuity meshing. The interior was modeled
by Matt Hyatt and rendered by Dani Lischinslci and Filippo
Tampieri.
Reference: "Combining Hierarchical Radiosity and Discontinm'ty
Meshing. " Dani Lischinski, Filippo Tampieri. Donald P.
Grocnherg. p 207

Back cover, top lefi‘
“Traffic lent to Point Reyes"
Copyright C) 1993, Scott R. Nelson and Michael F. Deer-lug. Sun
Microsystems Computer Corporation
Inspired by Rob Cook's 1933 image “Road to Point Reyes." this
image was rendered on a SPARCstatiou 10 Ex as a single soene
using hardware lighting and Z-buffer. Eight—pass stochastic
sampling was used to antiaiias die scene. which contains more than
2.3 million triangles. Models are courtesy of Viewpoint Animation
Engineering.
Reference: "Lem A Systemfor Cost Eflectt‘ve 3D Shaded Graph—
ics. ” Michael F. Deering, Scott R. Nelson. p. IDS

Back cover, top right

"Interior of a Temple“
Coypright © 1992. 1993 Harold R. 2211?. and lCornell University
This image was computed in parallel on an Apollo DNIOUOU, five
HP 9000l720's. and five DECstation 3000‘s. It shows the interior of

a temple composed of 607 parametrically defined surfaces. Using
the Galerlcin method. radiosity values were determined as polyno-
mial functions over these surfaces. eliminating any need for
meshing or tessellation. The image was ray-traced directly from the
radiosity solution. without interpolation.
Reference: "Galerkin Radiusity: A Higher Order Solution Marked
for Global Illumination. " Harold R. Zatz. p. 220
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Cover Image Credits

Back cover. middle lefi

“Development of Hieracfwn ttmbellolum“
Copyright © 1992. Przemyslaw Pmsinkiewicz. Marl: Harnmcl. and
Eric Mjolsnecs
The head of Hierocium umbellarum undergoes a sequence of
transformations during its development from a bud to a flower to a
fruit. The figure combines selected frames from an animation of
this process. The model has been expressed using the fonnalism of
differential Lindenrnayer systems. The image was created on a
Silicon Graphics 4Dl31t] workstation.
Reference: "Animation ofPlanr Development, " Pmenlyslaw
Pmsiukiewicz. Mark S. Hammell. Eric Mjolsness. p. 359

Back cover, middle right
“Hyperbolic Space"
Copyright © 1993. The Geometry Center, University of Minnesota
Modeling and rendering by Charlie Gunn using l‘rlathernaticam and
Rel'tdennanTM

This image shows a tessellation of hyperbolic space by regular
right-angled dodecahedron. It arises in the investigation of the
geometry of the complement of the three linked circles known as
the Borromean rings and is featured in the mathematical animation
“Not Knot."

Reference: "Discrete Groups and Visualization affine—Dimer:-
sional Manifolds. " Charlie Gunn. p. 261

Back cover, bottom left

“The Earth taking into Account Atmosphere"
Copyright (:1 1993. Fukuyama University and Hiroshima Prefectural
University
Artists: Tomoyulti Nishita. Takao Sirai. Katsumi Tadarnura.
Eihachiro Nakamae

This image was created on an IRIS Indigo Elan using software by
the authors. The intention of the image is application to space flight
simulators and the simulation of surveys of the earth: displaying the
earth including the surface of the sea viewed from outer space
taking into account particles {air molecules and aerosols) in the
atmosphere and water molecules in the sea.
Reference: "Display of The Earth Taking into Account Atmo—
split-rt: Scattering. “ Tomoyukj Nishita. Takao Sirui. Katstlmi
Tadamura. Eichahiro Nakamae. p. 131

Back cover. bottom right

“Surface of lon—Bombarded Graphite"
Copyright c 1992. The University of North Carolina at Chapel Hill
Created by Russell M. Taylor I] and R. Stanley Williams with
custom software on the Pixel-Planes 5

Shaded STM image of ion-bombarded graphite sample. This image
shows tip scratches on the lower left part of the sample and ripples
in the upper right corner caused by sheets of graphite pushing up
out of the surface. The surface is colored according to height, with
redder areas at higher elevations.
Reference: “The Nanomanipulnror: A Virtual-Reality Interfacefor
:2 Scanning ramming Microscope, " Russell M. Taylor It, Warren
Robinen. Vernon L. Chi. Frederick P. Brooks Jr.. William V.
Wright. R. Stanley Williams. Eric J. Snyder. p. 132

it?
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Local Groups Currently Operating/Forming
Localeanhnirs®siggraphorg

California Illinois

Bay Area Chicago
BaLm-ea‘SIGGRAPiChaper Chicago ACM SIGGRAPH

@siggraph.org PD. Box 513365
Chicago. IL 60651-3365

30:23:? {705) 3312149
2200 Willow! Avenue gflfifl‘igwm
Los Angeles. CA 90063 Chapl;r@sigg 'a 1 org(213] 952-1662
LnLAngelesleGRAPl-L Mass-chosen:

Chapterfi’si‘ggraphm'g New £11ng
, New England ACM SIGGRAPH

511$ng n 11.0. Box 194
233‘ Galahad Road Redford. MA 01730(508) Sill-646'?

San Diego. CA 92123 Now‘EnglandJIGGRAPIL{619] 277-5699
CtuPth@siEBflPh-°TE

Colorado 1111mmDzmriBoulder "
mepotmr. PHI“Denvofl'Bouldor '

_ Mark FoymmnACM SIGGRAPH '
16651} Maryaown Road

PD. Box 440185 Shaka MN 53379Aurora. co 80041 966' '
(3031 695-6363 (612) 445-2492 (11}
DonverdeulchSlGGRAPl-L {3:2 $9333»; ’“TN‘

Chapter®§iggmphorg cry '
El I New Jersey
Minn? Printing»;
Bob Corti Ron LusaenPD. Box 13111

[305’ “21‘5““ Pfinnoton. NJ 03524
North Cemml Florida [609) 734—3176
Millard Fat: (609) 734—2259 FAX
Micron 1' Green PfimotoLSlGGRAPHfihapta
1240 N. _W.- 21511111ch @siggraphorg
Gninosville. Fl. 32609

(904} 316-15211 3%”me
(904} 376-0466 FAX Ray Elliott
n°d4LSIGGW—CMPW 11.0. Box 3352

@stggraphmg Albuquerque. NM 87198
Orlando (505) 66'}— [449
Lynn Finch (5051575454112 FAX
Rot Box 2208 Rio_Grmde_SIGGRAPI-I_Chapler

E1315; Fax-:6 FL 31790-2298 @siggnphmg( l 72—. S4 (voicemajfl

(4071 859-3259 (bulletin board) 2131:0300;
OrlantiufifiCGRAPI'LCh-fipm Tim Bifilthy

@“ggmph'm School ofVisnuJ Am
Tamm Bay 209 E. 23rd St.
Rob Rothfaxb Now York. NY 10011.1
110. Box 6402 (212) 645-11352
Clearwatnr, FL 34618—6402 New_Yorl:_SIGGRAPI-LChapter
{813) 797-57111} @aiggraph.org

Temp-ajaLSIGGRAPI-LChapler Rochester
fistggraphorg Kaxln meinakj

Georgia Xerox Business Products
Atlanta 80!] Phillips Road
Anita Critz Webster. NY ”530
HO. Box 150332

Atlanta. GA 311325 gm" $343"!
14041 735-2911 Tfrzfilmr 3 e(404) 436-5097 FAX. ATI'N: - .

Anita C1112 11131113011111: Summopuler
3021 Cornwallis Road
Rommh Triangle Park. NC
27709
(9191248411? (W)
(91912434101th

mmpalmorQl'siggmphorg
1:32

Texas
Dallas
Dallas ACM SIGGRAPH
PD. Box 300691
Dallas. TX 15380-0691
Dn]las_Ams_SIGGRAPl-L

Chapterfilsiggmphnrg
Hellman
Jim Maids.
(713)-183-1113
(113) 483-3755
Houston_Area_SIGGRAFH_

Chaplorlisiggraphorg

Washington
Kirkland
Don Jones
djones®carbumpol.gov

Washington. D.C.
Washington. DC.
Paul Lipsky
13.0.3031 32244
Washington. 11C 2000?
(703) 532-391?
Woshington_DC_SIGGRAPJ-I__

Chapterlésiggraphnrg

Argentina
Bums: hire:
Alejandro Delgado
(305) 882-0361 (do Miami. FL}
Brazil
San Paulo
Sergio Mortinnlli
Digital Group
R1111 31111-1 294
115059 San Paulo, SP1 Brazil

Bulgaria
Sofia _
Smyrna Maleshkov
Toolmlcfll Univ. DfSofia
Dept. of Frog. 3t Computer Appl.
1'156 Sofia. Bulgaria
Canada
Calgary
Paul Smith
(403) 253~6129

Montreal
Kaveh 143111311
{514} 842-6112
Tumult:
Michael McCool
(416) 978-6619 (W)
Toronto_SlGGRAPH_Chapm

@siasmphnrs
thcauver

Brion Dt McMillan
PD. Box 33936 Postal Slalion D
Vancouver. B.C. V61 4LTIr
Canada
(604) 822-2466 (W)
(60412244 119 (H)
(6041 822—3303 FAX
Vancouvc:_BC_SlGGRAP1-l_

Chapmfidsissmphmg

England
London
Greg Moore
27 Sinclair Hons:
Sandwish Street
London. WCIH 9PT
:14 (81] 363-1 299 X74?5
London_SIGGRAPl-1_Chapm

@ sissraph-org
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France
Paris
Alain Chamois
#2 Rue Helm: Matisse
59300 Aulnoy—lcs-Valencienngs
France

33 27-30-134033 27-42-51-011 FAX

PariLSIGGRAPI-LChapter
@siggmph.org

Korea

SeoulYon-11' Choi
Hallmul: System

111.11 UTC HID 5431 Shlflsa-Dong
Kong Nun-K11. Seoul, Korea
322 516-0637
822 516-3305 FAX

Maxim
Mm Cab!
YnhobetDlegnowicz
Mexico 11F. Sim Golda 465
Lama Chapultepec 1 lGlO
Mexico
[525) 5411-4130

Portugal
Lisbon
Harold Sanlo
CMESf-IST
Av Row‘seo Pals
1096 Lisbon Codex
Lisbon. Portugal

Spain
Madrid

Felix Borges MunozPosition
of Breton delos HCI'I'BI’OS
35 3 1:13:11.
Madrid. 231103 Spain
myaastuixfiupmes
(1.5.8.11.
Moscow

Yuri Bayakovald
Keldyfih Institute of Appl. Maths
Miusskitya 89.4
Moscow. 125041 Russia
095 250-7817
Moscow_SlGGRAPH_

Choptafilsiggmph‘org

[ml Groups Steering
Committee
lgchsiggraphmg
For more information about
local groups
locolgmuplnfo @siggraphmg
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SIGGRAPH Electronic Mail Communication

You can mach many SIGGRAPH volunteers and information

50mm through the electronic mail {awarding service on the
siggfalflh-mg system. Below are a number of ways to reach individuals
m groups. or get information. duough electronic mail. in any address
below. you may use lowercase letters instead of capitals in the
duress.

a [f you cannot identify the person or group you want to reach from
the information in this note. send mail to

directoryfilsiggrapnorg
Your mail will be scanned byan automated mail responder which

will try to respond to keywords in your subject line and message body
with SIGGRAPH resources of interest to you. If you do not know
where to begin a search, simply forward an empty message with the
subject line “help." A general directory amistance message will he
resumed immediately to you.

If you want to reach sorneone whose name you know. address the
mail as summetfisiggmpborg where surname is replaced by the per-
son's surname and. again. capitalizatimr is not important. For exam—

ple. to reach Adele Newton. address mail mnewton®siggraph.org.
In case there is more than one person with a given surname. use the
first initial followed by the surname. For example, to teach Judith R.
Brown. address mail lojhrown®siggraph.org; to reach Maxine
Brown. uue mbmwn®siggraph.org.

If you want to address mail to the person holding a given office.
address mail to office.group@5iggraph.org. For example. reach are
SIGGRAPH chair, send mail to Chairecfi’siggrwhnrg. or to reach
the SIGGRAPH ' 94 eo-chalrs, you can send mail to
ChaimSiggraphM®siggraphorg

The following groups can be reached by addressing tout] lo
Gmuptflsiggraphorg
0 EC (executive committee)
0 CFC (ctmferenoc pllmniug committee)
- EC+CPC (both the groups above]
- EducationCommittoe

- LocelGroupsSteering Committee
- localGroupsChu‘trs
° NonfinalingCorruninee
- PublicationsCommittoe

Information about the following topics Bl!!! beoblained by
addressing mail to Info.Topic@siggraphrorg
- lnfo_Membership
- lnfo.LocalGroups
' Info.EducttLion
- 1nfo.Careers
- lnfo.Ar1isls

- lnfoPublicity
' InfoSmaHConferences

- Info.ConferencePlenning
- Info.VidcoRe'views
0 InfoPublicmions

Information about many parts of Ihe annual SIGGRAPH confer—
ence can be obtained by addressing mail to Topic®siggraph.org:
- Siggrnph94
0 Regisb'aliOnSlggrathll
0 PapersSiggmph94
- TechSketches.Siggmph94
- Pmclsfiiggmphgd
° Coursesfiiggrapblld
° Tochnicnll’rogramSiggreth‘l
' ELSiggrathd
- An&design.Siggr-aph94
- 'I‘l'leflgeSiggrephEkl
- Vroom.Siggraph94
' SlGKidsSiggl-aphw
- SIidesSiggrath-d
- MullimedinSiggraphM
- StudentsSiggrath-l
- ElectroniePublishingrSiggmphgsl
0 ExhibitsSiggraphg‘l

ACM Contacts

Matcher Service:

- to join ACM
. to change your membership status
. to inquire about your status
I to inquire about membership publications that you have not received
- to ask general questions about ACM andlor SIGGRAPH
membership
(212) 626—0500
(212) 944—1318 FAX
Email: aemhelptfiaernorg

Publication:

To order proceedings, slides, or other materials from ACM
ACM Order Department
PD. Box 64l45
Baltimore, MD 21264
(800') 342-6626
(410) 528-8596 FAX singlwopy orders
(410) 523—4261 customer servioe. or ordu's outside the USA or in MI]
or AK (8:15 am - 4:15 pm M—F US EastemTime}
Email: aempubs®aomorg

To inquire about single copy orders you may not have received
ACM Order Department
(800) 342-6626
(410) 528-426} (outside USA)
(410) 528-8596 FAX
Email: ampubs®ucrmorg

To order SIGGRAPH Video Reviews
First Priority
13.0. Box 576
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