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(54) Title: HIGH-PERFORMANCE ARCHITECTURE FOR DISK ARRAY CONTROLLER

(57) Abstract

A high-performance RAID system for a PC 
comprises a controller card (70) which controls an 
array of AT A disk drives (72). The controller card 
(70) includes an array of automated disk drive con­
trollers (84), each of which controls one respective
disk drive (72). The disk drive controllers (84) are
connected to a microcontroller (82) by a control
bus (86) and are connected to an automated copro­
cessor (80) by a packet-switched bus (90). The
coprocessor (80) accesses system memory ( 40) and
a local buffer (94). In operation, the disk drive con­
trollers (84) respond to controller commands from
the microcontroller (82) by accessing their respec­
tive disk drives (72), and by sending packets to
the coprocessor (80) over the packet-switched bus
(90). The packets carry 1/0 data (in both directions,
with the coprocessor filling-in packet payloads on
I/0 writes), and carry transfer commands and tar­
get addresses that are used by the coprocessor (80)
to access the buffer (94) and system memory (40).
The packets also carry special completion values
(generated by the microcontroller) and I/0 request
identifiers that are processed by a logic circuit (144)
of the coprocessor (80) to detect the completion
of processing of each I/0 request. The coproces­
sor (80) grants the packet-switched bus (90) to the
desk drive controllers (84) using a round robin ar­
bitration protocol which guarantees a minimum 1/0
bandwidth to each disk drive (72). This minimum
I/0 bandwidth is preferably greater than the sus­
tained transfer rate of each disk drive (72), so that all drives of the array can operate at the sustained transfer rate without the formation of
a bottleneck.
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HIGH-PERFORMANCE ARCHITECTURE 

FOR DISK ARRAY CONTROLLER 

FIELD OF THE INVENTION 

PCT /US98/21203 

The present invention relates to disk arrays, and more particularly, relates to hardware and software 

5 architectures for hardware-implemented RAID (Redundant Array of Inexpensive Disks) and other disk array systems. 

BACKGROUND OF THE INVENTION 

A RAID system is a computer data storage system in which data is spread or "striped" across multiple disk 

drives. In many implementations, the data is stored in conjunction with parity information such that any data lost 

as the result of a single disk drive failure can be automatically reconstructed. 

1 O One simple type of RAID implementation is known as "software RAID." With software RAID, software 

(typically part of the operating system) which runs on the host computer is used to implement the various RAID 

control functions. These control functions include, for example, generating drive-specific read/write requests according 

to a striping algorithm, reconstructing lost data when drive failures occur, and generating and checking parity. 

Because these tasks occupy CPU bandwidth, and because the transfer of parity information occupies bandwidth on 

15 the system bus, software RAID frequently produces a degradation in performance over single disk drive systems. 

Where performance is a concern, a "hardware-implemented RAID" system may be used. With hardware­

implemented RAID, the RAID control functions are handled by a dedicated array controller (typically a card) which 

presents the array to the host computer as a single, composite disk drive. Because little or no host CPU bandwidth 

is used to perform the RAID control functions, and because no RAID parity traffic flows across the system bus, little 

20 or no degradation in performance occurs. 

One potential benefit of RAID systems is that the input/output ("l/0") data can be transferred to and from 

multiple disk drives in parallel. By exploiting this parallelism (particularly within a hardware-implemented RAID 

system), it is possible to achieve a higher degree of performance than is possible with a single disk drive. The two 

basic types of performance that can potentially be increased are the number of 1/0 requests processed per second 

25 ("transactional performance") and the number of megabytes of 1/0 data transferred per second ("streaming 

performance"). 

Unfortunately, few hardware-implemented RAID systems provide an appreciable increase in performance. 

In many cases, this failure to provide a performance improvement is the result of limitations in the array controller's 

bus architecture. Performance can also be adversely affected by frequent interrupts of the host computer's 

30 processor. 

35 

In addition, attempts to increase performance have often relied on the use of expensive hardware 

components. For example, some RAID array controllers rely on the use of a relatively expensive microcontroller that 

can process 1/0 data at a high transfer rate. Other designs rely on complex disk drive interfaces, and thus require 

the use of expensive disk drives. 

The present invention addresses these and other limitations in existing RAID architectures. 
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SUMMARY OF THE INVENTION 

The present invention provides a high-performance architecture for a hardware-implemented RAID or other 

disk array system. An important benefit of the architecture is that it provides a high degree of performance (both 

transactional and streaming) without the need for disk drives that are based on expensive or complex disk drive 

5 interfaces. 

In a preferred embodiment, the architecture is embodied within a PC-based disk array system which 

comprises an array controller card which controls an array of ATA disk drives. The controller card includes an array 

of automated ATA disk drive controllers, each of which controls a single, respective ATA drive. 

The controller card also includes an automated coprocessor which is connected to each disk drive controller 

10 by a packet-switched bus, and which connects as a busmaster to the host PC bus. The coprocessor is also 

connected to a local 1/0 data buffer of the card. As described below, a primary function of the coprocessor is to 

transfer 1/0 data between the disk drive controllers, the system memory, and the buffer in response to commands 

received from the disk drive controllers. Another function of the coprocesor is to control all accesses by the disk 

drive controllers to the packet-switched bus, to thereby control the flow of 1/0 data. 

15 The controller card further includes a microcontroller which connects to the disk drive controllers and to 

the coprocessor by a local control bus. The microcontroller runs a control program which implements a RAID storage 

configuration. Because the microcontroller does not process or directly monitor the flow of 1/0 data (as described 

below), a low-cost, low-performance microcontroller can advantageously be used. 

In operation, the controller card processes multiple 1/0 requests in at-a-time, and can process multiple 1/0 

20 requests without interrupting the host computer. As l/0 requests are received from the host computer, the 

microcontroller generates drive-specific sequences of controller commands (based on the particular RAID configuration), 

and dispatches these controller commands over the local control bus to the disk drive controllers. In addition t? 

containing disk drive commands, these controller commands include transfer commands and target addresses that 

are (subsequently) used by the coprocessor to transfer 1/0 data to and from system memory and the local buffer. 

25 Some of the controller commands also include disk completion values and tokens (1/0 request identifiers) 

that are used by the coprocessor to monitor the completion status of pending 1/0 requests. The disk completion 

values are generated by the microcontroller such that the application of a specific logic function to all of the disk 

completion values for a given 1/0 request produces a final completion value that is known a priori to the coprocessor. 

As described below, this enables the coprocessor to detect the completion of processing of an 1/0 request without 

30 prior knowledge of the details (number of invoked disk drives, etc.) of the 1/0 request. 

In response to the controller commands, the disk drive controllers access their respective disk drives and 

send packets to the coprocessor over the packet-switched bus. These packets carry 1/0 data (in both directions, 

with the coprocessor filling-in packet payloads on 1/0 writes), and carry transfer commands and target addresses that 

are used by the coprocessor to access the buffer and system memory. During this process, the coprocessor grants 

35 the packet-switched bus to the disk drive controllers (for the transmission of a single packet) using a round robin 

arbitration protocol which guarantees a minimum 1/0 bandwidth to each disk drive. The minimum bandwidth is equal 
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to 1/N of total 1/0 bandwidth of the packet-switched bus, where N is the number of disk drive controllers (and disk 

drives) in the array. 

Because this minimum 1/0 bandwidth is greater than or equal to the sustained transfer rate of each disk 

drive, all N drives can operate concurrently at the sustained transfer rate indefinitely without the formation of a 

5 bottleneck. When the packet-switched bus is not being used by all of the disk drive controllers (i.e., one or more 

disk drive controllers has no packets to transmit), the arbitration protocol allows other disk drive controllers to use 

more than the guaranteed minimum 1/0 bandwidth. This additional 1/0 bandwidth may be used, for example, to 

transfer 1/0 data at rate higher than the sustained transfer rate when the requested 1/0 data resides in the disk 

drive's cache. 

10 The disk drive controllers process their respective sequences of controller commands asynchronously to one 

another; thus, the disk drive controllers that are invoked by a given 1/0 request can finish processing the 1/0 request 

in any order. When a given disk drive controller finishes processing an 1/0 request, the controller sends a special 

completion packet to the coprocessor. This completion packet contains the completion value that was assigned to 

the disk drive controller, and contains an identifier (token) of the 1/0 request. 

15 Upon receiving the completion packet, the coprocessor cumulatively applies the logic function to the 

completion value and all other completion values (if any) that have been received for the same 1/0 request, and 

compares the result to the final completion value. If a match occurs, indicating that all disk drives invoked by the 

1/0 request have finished processing the 1/0 request, the coprocessor uses the token to inform the host computer 

and the microcontroller of the identity of the completed 1/0 request. Thus, the microcontroller monitors the 

20 completion status of pending 1/0 requests without directly monitoring the flow of 1/0 data. 

25 

BRIEF DESCRIPTION OF THE DRAWINGS 

There and other features of the architecture will now be described in further detail with reference to the 

drawings of the preferred embodiment, in which: 

Figure 1 illustrates a prior art disk array architecture. 

Figure 2 illustrates a disk array system in accordance with a preferred embodiment of the present invention. 

Figure 3 illustrates the general flow of information between the primary components of the Figure 2 system. 

Figure 4 illustrates the types of information included within the controller commands. 

Figure 5 illustrates a format used for the transmission of packets. 

Figure 6 illustrates the architecture of the system in further detail. 

30 Figure 7 is a flow diagram which illustrates a round robin arbitration protocol which is used to control 

35 

access to the packet-switched bus of Figure 2. 

Figure 8 illustrates the completion logic circuit of Figure 6 in further detail. 

Figure 9 illustrates the transfer/command control circuit of Figure 6 in further detail. 

Figure 10 illustrates the operation of the command engine of Figure 9. 

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT 
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