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-
_ _J 
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ideas in the area of VLSI and system level design, in particular. 
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Chandrakhasan, in organizing the conference. Crucial administrative help came 
from the members of the IEEE Computer Society, in particular, Anne Marie Kelly, 
Mary-Kate Rada and Maggie Johnson. 

Welcome once again and enjoy the workshop program. 

Vijaykrishnan Narayanan 
The Pennsylvania State University, USA 

Mary Jane Irwin 

The Pennsylvania State University, USA 
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Message from the Technical Program Chairs 

It is our distinct pleasure to welcome you to the IEEE Computer Society Annual 
Workshop on VLSI in Orlando, FL. 

This Workshop explores emerging trends and novel concepts in the area of 
VLSI. The theme of the Workshop is System Design for a System-on-Chip Era. 
System Level Design has been identified as a dominant research theme for the 
next decade. System Design has been gaining significance and momentum 
recently due to the emergence of system-on-a-chip designs. New visionary 
approaches at the system design level are needed to exploit the great 
opportunities created by the continuous advances in technology and 
miniaturization of the semiconductor devices. 

System design is converging on a paradigm which includes general purpose 
commodity chips (i.e. processors, memories, DSP) and full custom mixed 
analogy and digital application specific integrated circuits (ASICs) integrated via 
programmable gate arrays on custom printed circuit boards or complete silicon 
boards, System-on-a-Chip. These hardware systems will be driven by custom, 
real time software that utilizes the latest software design paradigms (i.e. object 
oriented languages, client-server architecture, browser interfaces) and wireless 
communications to provide users with unique functionality. To be effective, these 
systems must be optimized taking into account a variety of constraints including 
complexity, power consumption, heat dissipation, mechanical packaging, 
ergonomics, and design effort. Also, future system design methodologies are an 
important topic at the Workshop. 

We are glad to have a number of leading scientists and distinguished speakers 
on the workshop program, providing an unique opportunity for the attendees to 
hear the recent research results in this technical area. It is the face to face 
meetings with each other that attendees will probably value most, which is why 
we have tried to maintain a schedule permitting such interactions. 

We would like to acknowledge the effort and help from the program committee 
members, and thank the authors and invited speakers for their contributions to an 
outstanding technical program. We gratefully acknowledge a diligent work of 
Anne Rawlinson, of the IEEE Computer Society Press, on the workshop 
proceedings. 
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It is our sincere hope that each attendee will benefit greatly from participating in 
this conforence, and will find these proceedings to be a valuable source of 
information for your future work. 

Asim Smailagic 
Carnegie Mellon University 

Robert Brodersen 
University of California at Berkeley 

Hugo De Man 
/MEG, Belgium 
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Architectural Adaptation in AMRM Machines 

Rajesh Gupta 

Information and Computer Science 
University of California, Irvine 

Irvine, CA 92697 
rgupta@ics. uci. edu 

Abstract 

Application adaptive architectures use archi­
tectural mechanisms and policies to achieve system 
level performance goals. The AMRM project at UC 
Irvine focuses on adaptation of the memory hierarchy 
and its role in latency and bandwidth management. 
This paper describes the architectural principles and 

first implementation of the A MRM machine proof-of 
concept prototype. 

1. Introduction

Modern computer system architectures represent 
design tradeoffs and optimizations involving a large 
number of variables in a very large design space. 
Even when successfully implemented for high 
performance, which is benchmarked against a set of 
representative applications, the performance 
optimization is only in an average sense. Indeed, the 
performance variation across applications and against 
changing data set even in a given application can 
easily be by an order of magnitude [l]. In other 
words, delivered performance can be less than one 
tenth of the system performance that the underlying 
hardware is capable of. 

A primary reason of this fragility in performance 
is that rigid architectural choices related to 
organization of major system blocks (CPU, cache, 
memory, IO) do not work well across different 
applications. 

Architectural Adaptivity provides an attractive 
means to ensure robust high performance. 
Architectural adaptation refers to the capability of a 
machine to support multiple architectural 
mechanisms and policies that can be tailored to 
application and/or data needs [2]. There are a number 

0-7695-0534-1/00 $10.00 © 2000 IEEE 
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of places where architectural adaptivity can be used, 
for instance, in tailoring the interaction of processing 
with 1/0, customization of CPU elements ( e.g., 
splittable ALU resources) etc. 

In view of the microelectronic technology trends 
that emphasize increasing importance of 
communication at all levels, from network interfaces 
to on-chip interconnection fabrics, communication 

represents the focus of our studies in architectural 
adaptation. In this context, memory system latency 
and bandwidth issues are key determining factors in 
performance of high performance machines because 
these can provide a constant multiplier on the 
achievable system performance [1]. Further, this 

multiplier decreases as the memory latency fails to 
improve as fast as processor clock speeds. 

Consider a hypothetical machine with processing 
elements running at 2 GHz with eight-way super­
scalar pipelines. Assuming a typical 1 microsecond 
round-trip latency for a cache miss, this corresponds 
to about 16K instructions, with an average 30% or 
480'0 instructions being load/store. For a single­
thread execution a miss rates as low as 0.02% 
reduces computing efficiency by as much as 50%. 
This points to a need for very low miss rates to 
ensure that high-throughput CPUs can be kept busy. 
A similar analysis of the bisection bandwidth 
concludes that active bandwidth management is 
required to reduce the need for communication and to 
increase the number of operations before a 
communication is necessary. 

2. The AMRM Project

The Adaptive Memory Reconfiguration 
Management, or the AMRM, project at the 
University of California, Irvine aims to find ways to 
improve the memory system performance of a 
computing system. The basic system architecture 
reflects the view that communication is already 
critical and getting increasingly so [3], and flexible 
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interconnects can be used to replace static wires at 
competitive performance in interconnect dominated 
microelectronic technologies [ 4,5,6]. The AMRM 
machine uses reconfigurable logic blocks integrated 
with the system core to control policies, interactions, 
and interconnections of memory to processing [7]. 
The basic machine architecture supp·orts application­
specific cache organization and policies, hardware­
assisted blocking, prefetching and dynamic cache 
structures (such as stream, victim caches, stride 
prediction and miss history buffers) that optimize the 
movement and placement of application data through 
the memory hierarchy. Depending upon the hardware 
technology used and the support available from the 
runtime environment this adaptation can be done 
statically or at run-time. In the following section we 
describe a specific mechanism for latency 
management that is shown to provide significant 
performance boost for the class of applications 
characterized by frequent accesses to linked data 
structures scattered in the physical memory. This 
includes algorithms that operate on sparse matrices 
and linked trees. 

2.1 Adaptation for Latency Management 

Latency management refers to techniques for 
hiding long latencies of memory accesses by useful 
computation. Most common technique for latency 
hiding is by pre fetching of data to the CPU. 
Prefetching is combined with smaller and faster 
(cache) memory elements that attempt to prefetch 
application context(s) rather than single data 
elements. The pointer-based accesses to data items in 
memory hierarchies typically yield poor results 
because the indirection introduces main memory and 
memory hierarchy latencies into the innermost 
computational loop. Techniques such as software 
prefetching (loop unrolling and hoisting of loads) do 
not adequately solve the problem, as prefetching at 
the processor leaves multi-level memory hierarchy 
latency in the critical path. Purely hardware 
prefetching [8] is also often ineffective because the 
address references generated by an application may 
contain no particular address structure. We use an 
application-specific prefetching scheme that resides 
in dedicated hardware at arbitrary levels of the 
memory hierarchy, in all of them, or to bypass them 
completely. This hardware performs application­
specific prefetching, based on the address ranges of 
data structures used. When there is a reference to an 
address inside in this range, the prefetch hardware 
will prefetch the "next" element pointed to by the 
current element. The pointer field for the next 
element can be changed at runtime. 

76 

This prefetch hardware is combined, for some 
applications, with address translation and compaction 
hardware in the memory controller that works well 
with data structures that do not quite fit into a single 
cache line. The address translation is done 
transparently from the application using hardware 
assist translate in the cache controller and a 
corresponding hardware assist gather in the memory 
controller. Simulation results using this prefetch 
hardware show a I OX reduction in read miss rates 
and I OOX reduction in data volume reduction for 
sparse matrix multiply operations [9]. 

3. The AMRM System Prototype

While AMRM simulation results continue to 
provide valuable insights into the space of 
architectural mechanisms and their effectiveness 
[7][9][10], a system implementation is needed to 
bring together different parts of the AMRM project 
(including compiler and runtime system algorithms to 
support adaptivity). The AMRM system prototype is 
divided into two phases. First phase consists of 
implementation of a board-level prototype; followed 
by a second phase single-chip implementation of the 
cache memory system. At the time of this writing, the 
first phase of the project prototype implementation 
has recently completed. The rest of this paper 
describes the system design and implementation of 
the Phase I prototype and its relationship to the 
ongoing second phase ASIC prototype. 

The AMRM phase I prototype board is designed 
to serve two purposes. It can simulate a range of 
memory hierarchies for applications running on a 
host processor. The board supports configurability of 
the cache memory via an on-board FPGA-based 
memory controller. The board is also designed to be 
used, in future, as a complete system platform, with 
on-board memory serving as main memory, via a 
mezzanine card containing the Phase II AMRM 
ASIC implementation. 

Whereas the goal of the AMRM prototype is to 
build an adaptive cache memory system, in general, 
the memory hierarchy performance cannot be de­
coupled from the processor instruction set 
architecture, implementation, and compiler 
implementation. (This is particularly true of the 
CPU-L 1 path that is often pipelined using non­
blocking caches.) It would, therefore, be desirable to 
evaluate any proposed changes to the memory 
hierarchy for several processor architectures rather 
than being tied to one specific processor type and its 
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software. In order to be able to evaluate the effect 
with different processor architectures as well as to 
circumvent the implementation difficulties, our Phase 
I implementation attaches an additional memory 
hierarchy to a system through a standard peripheral 
bus. Thus, the board provides a PCT interface that 
allows a host processor to use the board as a part of 
its memory hierarchy. Applications running on the 
host processor are instrumented automatically using 
the AMRM compiler to use the memory on the 
AMRM board. Thus direct program execution can 
proceed on the host processor while the extra 
memory hierarchy is being exercised. 

3.1 AMRM System Goals 

One goal of the AMRM prototype system is that 
it be adaptable to many different memory hierarchy 
architectures. Another goal of the AMRM system is 
that it be useful for running real time program 
execution or even memory simulations. The latter is 
accomplished by making the AMRM memory 
available to the user and converting user program to 
access this memory "directly". The former is 
accomplished through the use of a sequence of 
address/command type requests "run" through 
various memory system configurations. The AMRM 
system is to be fast enough to support extensive 
execution or simulation. 

A CPU interfaces to the reconfigurable AMRM 
memory system through the PCI bus. AMRM 
accepts CPU PCI requests for memory operations, 
issues them to the attached memory system, and 
sends back the data for memory read operations as 
well as memory access time information. 

3.2 AMRM prototype architecture 

Figure 1 shows the main components of the 
AMRM prototype board. It consists of a general 3-
level memory hierarchy plus support for the AMRM 
ASIC chip implementing architectural assists with in 
the CPU-LI datapath. The host interface is managed 
by a Motorola PLX 9080 processor. The FPGAs on 
the board contain controllers for the SRAM, DRAM 
and L 1 cache. A I MB SRAM is used for tag and 
data store for the L 1 cache. A total of 512 MB of 
DRAM is provided to implement part of the cache 
hierarchy (and also to serve as main memory by 
reloading the memory controller into the FPGA.) 

The board implementation necessarily hard-wires 
certain parameters of the memory hierarchy. This 
includes the board's clock. In order to perform 
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detailed and accurate simulation of diverse memory 
hierarchy configurations at any clock speed, a 
hardware "virtual" clock has been implemented as 
part of the performance monitoring hardware. 
Performance monitoring hardware primarily includes 
various event counters, which are memory-mapped 
and readable from the host processor. The "virtual 
clock" emulates a target system's clock: the clock 
rate is determined by the target system's memory 
hierarchy design and technology parameters. For 
example, the delay for an L 1 cache hit, miss fetch etc 
in terms of virtual clocks can be configured by the 
host to emulate a given target cache design. Thus, the 
use of virtual clock allows us to simplify the 
hardware implementation. For instance, the tag and 
data stores of L 1 cache can be a single RAM while 
the timing may reflect a design with two separate 
RAM's. 

3.3 Command Interface to the AMRM 
Board 

The memory hierarchy on the AMRM board can 
be used by an application running on the host 
processor by writing commands to specific addresses 
in the PCI address space. Each command consists of 
a set of four words that specify the operation ( e.g., 
memory read/write, register read/write), the address 
of the location to access and data in case of a write. 
For read commands, a read response is generated and 
data is written into the host's memory. 

For debugging purposes and to enable the cache 
to be flushed by the host, there are commands to 
access memory banks directly, i.e., without going 
through the caches. Commands are also available to 
read/write the status, configuration registers and 
performance counters. 

The onboard command processors reads a 
command and launches its execution in the AMRM 
board. Data is read from the cache and sent back to 
the processor if it hits in the cache. It takes m Virtual 
Clock cycles. Otherwise it is requested from the next 
level in the hierarchy. Writes take n virtual clocks. 
Upon load command completion the data can be 
written into the system memory for access by the host 
processor. Both parameters n and m can be 
programmed under compiler control. 

3.4 Virtual Clock System 

The virtual clock system consists of a master 
clock counter, Vtime, the virtual clock signal, Velk, 
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Ready inputs, and associate virtual clock generation 
logic. The Ready input from each major memory 
hierarchy module specifies that this unit has 
completed the current virtual clock cycle activities. A 
new Velk edge/period is generated when all Ready 
inputs reach 1. The Vtime can be read out by the 
host processor to determine the current virtual time. 
It can also be automatically supplied to the CPU via 
host memory ( as opposed to the AMRM board 
memory). 

Each major unit in the memory hierarchy is 
designed to generate Ready and wait for the Velk, 

when appropriate. In most cases the designs actually 
use A utoReady counters local to each unit which can 
be loaded with a programmable number of cycles. An 
AutoReady counter generates Ready using the Velk 
while its output is non-zero. An idle unit not 
processing any requests also outputs a Ready signal 
every Velk. For instance, Consider the AMRM Read 
command addressed to the on-board memory 

hierarchy. It includes a delay (�T) from the previous 
memory access. This delay is used to advance the 
virtual clock forward before starting the new access. 
This is accomplished by loading it into the 
AutoReady counter. This allows other memory 
hierarchy activity to proceed in parallel with CPU 
computation. For instance, a prefetch unit may be 

accessing memory during the �T-cycle delay. 

3.5 AMRM chip functionality 

The AMRM board provides for incorporation of 
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Figure 1: AMRM Phase I Prototype Board 

FPGA2 

78 

an AMRM chip that uses an ASIC implementation of 
the AMRM cache assist mechanisms. It is positioned 
between L 1 cache and the rest of the system and can 
be accessed in parallel with the L2 cache. It can thus 
accept and supply data coming from or going to the 
L l cache. For instance, it may contain a write buffer 
or a prefetch unit to access L2. It also has access to 
the memory interface and thus can, for instance, 
prefetch from memory. The AMRM ASIC design is 
currently in progress. This chip will include a 
processor core with adaptive memory hierarchy. 
When plugged into the AMRM board, the ASIC will 
use onboard DRAM as main memory by simply 
reconfiguring the memory controller in FPGAl. 

4. Summary

Traditional computer system architectures are 
designed for best machine performance averaged 
across applications. Due to the static nature of these 
architectures, such machines are limited in exploiting 
application characteristics unless these are common 
for a large number of applications. Unfortunately, a 
number of studies have shown that no single machine 
organization fits all applications, therefore, often the 
delivered performance is only a small fraction of the 
peak machine performance. Therefore, we believe 
that there are significant opportunities for 
application-specific architectural adaptation. The 
focus of the AMRM project is on architectural 
adaptations that close the gap between processor and 
memory speed by intelligent placement of data 
through the memory hierarchy. Our current work has 
demonstrated performance gains due to adaptive 
cache organizations and cache prefetch assists. In 
future, we envision adaptive machines that provide a 
menu of application-specific assists that alter 
architectural mechanisms and policies in view of the 
application characteristics. The application 
developer, with the help of compilation tools, selects 
appropriate hardware assists to customize the 
machine to match application needs without having 
to rewrite the application. 
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Message from the General Chair 

I wish to welcome you to the Frontiers'% conference and to beautiful Annapolis, Maryland as 
well. I am pleased to serve as this year's Conference Chair at an exciting time when our 
community is going through a significant transition in direction. The Frontiers series of 
conferences is among the few in the high performance computing arena that has retained its own 
special focus in spite of the rapidly growing array of conferences in this general area. Frontiers 
provides a unique forum for representing research directed towards extending the extremes of 
computing performance. As a result, it is often the first conference at which new concepts in 
technology, architecture, software applications, and algorithms are presented to the community at 
large. And this year promises to continue the tradition with a strong emphasis on future systems 
concepts. 

In accordance with direction from the Steering Committee under the leadership of its Chair, Mike 
Hord, this year's Frontiers conference has as one of its driving themes, "Petaflops Computing." 
A series of activities has been organized to explore the regime and implications of computing at 
thousands of times the performance of today's fastest systems. The second Petaflops Frontier 
workshop (TPF-2) will be held again at Frontiers'96, this time expanded to a day and a half and 
chaired by George Lake of the University of Washington. In coordination with the National 
Science Foundation, researchers representing 8 teams sponsored by NSF ( with additional support 
by DARPA and NASA) to investigate architectural approaches to achieving Petaflops will 
present their findings at this conference. They will contribute to the TPF-2 program and will 
present their findings in two formal sessions. Their papers can be found within this Proceedings. 
Finally, a panel session, chaired by David Bailey of the Ames Research Center will open the 
topic to critical discussion from both panelists and participants. 

A second workshop, chaired by Jose Fortes of Purdue University, will focus on the important 
directions in domain specific computing systems including special purpose, reconfigurable, 
embedded, systolic arrays, and other types of systems structured to optimize operation for a given 
class of functions. A second panel organized by Rick Stevens of the Argonne National 
Laboratory will explore future directions in system software. On this, the tenth anniversary of the 
Frontiers conference series, it is with some pride that we host a ceremony during which the 
Smithsonian Institution will formally accept for its collection the original MPP, the proof-of­
concept SIMD computer that also launched the first Frontiers conference. The conference is 
pleased to host keynote talks of exceptional interest to this community on topics including: the 
DOE ASCI program and its Teraflops computer, the IBM chess playing computer, the HP­
Convex scalable shared memory SPP-2000, and future directions for high performance 
computing in the trans-teraflops era. 

I must thank the program chair, Peter Kogge from the University of Notre Dame, and his 
program committee for assembling an excellent program comprising a most interesting collection 
of papers from across the community. Finally, I must thank all those who have worked diligently 
to make Frontiers '96 among the best of this series of conferences. Please join with me and our 
colleagues to engage in this most interesting and thought provoking symposium. 

Thomas Sterling 
JPUCalifornia Institute of Technology 
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Message from the Program Chair 

This year's symposium on the Frontiers of Massively Parallel Computation should definitely live 
up to its billing as "a forum for exploring the ... outer boundaries of effective high performance 
computing." We received 78 submissions from all over the globe, covering all edges of the 
computing spectrum. From this we accepted 34, about the same percentage as in prior years. 
Many of the individual decisions were particularly difficult this year, with a great many of the 
papers representing truly fine work. In the end, we chose a set that we believed presented both a 
wide ranging and thought provoking set of views that balanced architecture, applications, and 
systems. 

To this base we added eight papers focused on scaling the next true frontier in computing, 
namely finding combinations of technology, architecture, and software to apply significant 
fractions of a petaflop against real applications. Each of these papers originates with one of the 
studies funded as part of the NSF "100 teraflop Point Design" effort, and represents the result of 
a rigorous review process in its own right. 

These papers were then leavened with an outstanding set of invited speakers, panel sessions, and 
workshops. 

In conclusion, I would like to say thank you to all those who participated in Frontiers '96. True 
leadership came from the top with the Program General Chair, Thomas Sterling, now of Cal Tech 
and JPL. Without his energy and work, especially during unexpected events such as the 
government shutdown at critical times in the conference's early months, this effort could not 
have succeeded. This hard work was continued by the Program vice chairs, Ken Batcher, Rick 
Stevens, and Geoffrey Fox, and all those on the program committee who did such an superb 
effort in handling the review process in such a professional and timely fashion. Thanks carry 
over even further to the actual referees who did an absolutely outstanding job of returning high 
quality and thoughtful reviews. I truly have never before been in a conference paper selection 
meeting where we could really focus on organizing a truly intellectually satisfying set of 
presentations. Finally, the real unsung heroes are Michele O'Connell and Georgia Flanagan, 
whose day-in and day-out management of the activities, all handled with a touch of humor, 
helped make this conference possible. 

Peter M. Kogge 
University of Notre Dame 
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Abstract 
Achieving 100 Tera Ops performance within a ten­

year horizon will require massively-parallel architec­
tures that exploit both commodity software and hard­
ware technology for cost efficiency. Increasing clock 
rates and system diameter in clock periods will make 
efficient management of communication and coordina­
tion increasingly critical. Configurable logic presents a 
unique opportunity to customize bindings, mechanisms, 
and policies which comprise the interaction of process­
ing, memory, I/0 and communication resources. This 
programming flexibility, or customizability, can pro­
vide the key to achieving robust high performance. 

The M ultiprocessOr with Reconfigurable Parallel 
Hardware (MORPH) uses reconfigurable logic blocks 
integrated with the system core to control policies, in­
teractions, and interconnections. This integrated con­
figurability can improve the performance of local mem­
ory hierarchy, increase the efficiency of interproces­
sor coordination, or better utilize the network bisec­
tion of the machine. MORPH provides a framework 
for exploring such integrated application-specific cus­
tomizability. Rather than complicate the situation, 
MORPH's configurability supports component software 
and interoperabilty frameworks, allowing direct support 
for application-specified patterns, objects, and struc­
tures. This paper reports the motivation and initial 
design of the MORPH system. 

1 Introduction 
Increasing reliance on computational techniques for 

scientific inquiry, complex systems design, faster than 
real life simulations, and higher fidelity human com­
puter interaction continue to drive the need for ever 
higher performance computing systems. Despite rapid 
progress in basic device technology (1), and even in 
uniprocessor computing technology (2), these applica-
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tions demand systems scalable in every aspect: pro­
cessing, memory, I/O, and particularly communica­
tion. In addition to advances in raw processing power, 
we must also achieve dramatic improvements in system 
usability. Current day scalable systems are still quite 
difficult to program, and in many cases effectively pre­
cluding use of the most sophisticated ( and most effi­
cient) algorithms. Even when successfully used, most 
systems exhibit substantial performance fragility due 
to rigid architectural choices that do not work well 
across different applications. 

Based on technology projections for the 2007 design 
window for the NSF point design studies, our analyses 
indicate that increases in communication cost relative 
to computation (gate speeds) make configurable logic 
practical in an ever broader range of the system. The 
benefit of configurable logic is that it can be used to 
customize the machine's behavior to better match that 
required by the application - in essence a machine can 
be tuned for each application with little or no perfor­
mance penalty for this generality. While a broad va­
riety of such architectures are possible, MORPH is a 
design point which explores the potential of integrating 
configurability deep into the system core. 

Because technology trends continue to increase the 
importance of communication, the MORPH architec­
ture focuses on exploiting configurability to manage 
locality, communication, and coordination. In particu­
lar, the MORPH design study is exploring improved ef­
ficiency and scalability by exploring novel mechanisms 
for binding and mechanisms which comprise the in­
teraction of processing, memory, I/O, and communi­
cation resources. Other innovations explore flexible 
hardware granularity ( e.g. mechanisms and associa­
tion with processors and memory) and memory sys­
tem management ( e"g. cache coherence, prefetching, 

Intel Exhibit 1029 - 47



and other data management policies). 

Because a wealth of studies indicate that no fixed 
policies ( or even wiring configurations) are optimal, 
MORPH seeks to exploit application structure and be­
havior to adapt for efficient execution. Traditionally 
in high performance computing systems, this informa­
tion has been provided by optimizing compilers (vec­
torizing or parallelizing compilers). However, as the 
use of component software and interoperability frame­
works proliferates, we expect such analysis to become 
increasingly difficult. Therefore, we are exploring a 
broad range of techniques to identify opportunities for 
customization based on aggressive compiler analysis, 
user annotations, profiling, and even on-the-fly moni­
toring and adaptation. 

Because the field of configurable computing is still 
in its nascence, the range of possible architectures has 
only begun to be explored. The primary innovations of 
MORPH are to focus on integration of configurability 
into the system core, and exploitation of opportunities 
to optimize communication and coordination. In the 
remainder of this paper, we sketch the MORPH ar­
chitecture. Since the project is in the early stages of 
design, many of the detailed design issues are intention­
ally left open. Up to-date information on the project 
and results is available on the Web site: "http://www­
csag.cs.uiuc.edu/projects/morph.html." 

The remainder of paper is organized as follows. 
In the following Section 2 we present the technol­
ogy trends and parameters underlying the design of 
MORPH. Section 3 presents the overall hardware or­
ganization of MORPH, while the software architecture 
is presented in the following Section 4. Section 5 de­
scribes our evaluation environment and examples of 
customizability used by MORPH machine to achieve 
high performance. We summarize design and open is­
sues in Section 6. 

2 Key Technology Trends 

The MORPH design is targeted for construction in 
2007, based on the commodity technology that will 
be available. Because these technology extrapolations 
are critical underpinnings for the design, we discuss 
them in some detail. The base processor, memory 
and packaging technology form the fundamental global 
system constraints. Advances in programmable logic 
and computer-aided design will make per-application 
configuration not only feasible but desirable , and the 
widespread use of component software will make flexi­
ble execution engines desirable for achieving high per­
formance. 

Processor, Memory, and Packaging Technology 
The continued advance of Si technology will produce 
remarkable processors and memory chips, and areal 
bonding and multi-chip carriers will provide significant 
improvements in interchip wiring. However, commu­
nication will remain critical in achieving high perfor­
mance. 

Projections from Semiconductor Industry Associa­
tion (SIA) [1] for a decade hence indicate advanced 
processes using 0.1 µ feature size. However at the deep 
sub-micron level, feature size as measured by transistor 
channel length is increasingly irrelevant for velocity­
saturated carrier transport [3]. Both logic density and 
speed are dominated by the interconnect density. Pitch 
for the finest interconnect is projected at 0.4-0.6 µ. 
On logic devices, average interconnect lengths are any­
where from 1,000x to 10,000x the pitch, that is, up 
to 6 mm of intra-chip interconnect delay. This limits 
the on-chip clock periods to ~ 1 nanosecond, implying 
that the system performance is going to be increas­
ingly dominated by interconnect delay. With multiple 
issue and multiple processors on a chip, for example, 
four 8-way super-scalar on-chip CPUs, processor chips 
are anticipated to achieve 32 billion instructions per 
second (BIPS) at 1 GHz clock rates. Memory integra­
tion will continue its four-fold increase in density each 
3 years, achieving 16 Gbit DRAM and 4Gbit SRAM 
chips [4]. 

At a voltage level of 1200-1500 mV, per chip power 
consumption is expected to be limited to below 200 
Watts. Total system power is expected to be 163 Kilo 
Watts for the MORPH 100 TeraOp configuration, in­
cluding a 10% loss in power distribution and manage­
ment. With packaging advances, using reduced on-chip 
solder bumps are expected to increase I/O's by lOx to 
approximately 5000, with 90% usable as signal pins. 
Assuming one word of communication every 100 oper­
ations requires signaling rates of 30-40 GHz, even one 
word every 1,000 operations, 3-4 GHz, well in excess of 
the SIA's 375 Mhz projected off-chip signaling rate [4], 
indicating communication is again a critical issue. 

337 

Programmable Logic and Computer-Aided De­
sign (CAD) Advances in programmable logic will 
make their use viable in a much broader range of sys­
tem elements. In addition, the maturation of CAD 
technology will allow the flexible exploitation of config­
urable resources to customize for individual programs. 

Programmable logic densities and speed are increas­
ing in similar fashion to SRAM, approximately four 
times for every three years. The routability and gate 
utilization in reprogrammable devices will continue to 
increase at a rapid rate of 5-15% per year due to 
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better algorithms, CAD tools, and additional rout­
ing resources. State of the art programmable logic 
devices, implemented in a 0.35 µ process technology, 
provide 100,000 gates and achieve propagation delays 
of less than 5 ns. As an alternative organization, cur­
rent FPGA devices also offer up to 40 Kbits of mul­
tifunctional memory in addition to over 60,000 us­
able gates in implementation of specialized hardware 
functions such as arithmetic or DSP functions. Un­
like standard SRAM parts, the embedded memory can 
be used as multiple-ported SRAM or FIFO providing 
much greater flexibility in system organization. Cur­
rent efforts in FPGA design and architecture show 
significant improvements in the efficiency of the on­
chip memory blocks. This trend in memory efficiency 
and utilization is expected to continue and close the 
gap between FPGA and SRAM densities and up to 
10 Mbits of multi-functional embedded memory would 
be available in addition to the logic blocks in single­
chip reprogrammable devices. In the ten-year period, 
programmable logic integration levels are expected to 
reach 2 million gates. 

MORPH's design exploits small blocks of repro­
grammable interconnect logic to achieve application 
customizability rather than application-specific func­
tional units or compute elements. Perhaps the most 
compelling reason for the incorporation of (small) re­
programmable logic blocks even in custom processors 
has to do with the comparatively low and decreasing 
delay penalty for reprogrammable logic blocks com­
pared to medium and long interconnects delays. As 
transistor switching delays scale down to 10 ps range 
(factor of 1/10 from current delays), the interconnect 
delays scale down much more slowly. This is because 
the local interconnect length scales down with pitch 
(1/3), while the global interconnect length actually in­
creases with increasing die size [5]. As a result, the 
marginal costs of adding switching logic in the inter­
connect decreases tremendously, and may even become 
necessary to provide signal "repeaters" for moderate 
length interconnects. We are already beginning to 
see the prevalent use of SRAM-based reprogrammable 
logic (FPGA and CPLD) parts being used in final 
product designs. These trends in technology transition 
to field reprogrammable parts is expected to continue 
with increasing time-to-market pressures. 

Coupled with the advances in technology, the ad­
vances in CAD tools and algorithms are beginning to 
have an impact on how designs are done today. With 
the emphasis on system models in hardware descrip­
tion languages (HDLs) such as Verilog and VHDL, the 
process of hardware design is increasingly a language­
level activity, supported by compilation and synthesis 
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tools (6). These tools are beginning to support a variety 
of design constraints, on performance, size, power, and 
even the pin-outs. Locking 1/0 maps to ensure that 
physical design remains unchanged while logical con­
nections are modified based on applications will soon 
be a common feature to allow programmable logic to be 
embedded in key modules of a system and provide on­
line programmability to change hardware functional­
ity. Tools for distributed hardware control synthesis to 
allow dynamic binding of hardware resources [7], and 
synthesis of protocols to low latency hardware [9, 10, 8] 
have been successfully demonstrated. With these CAD 
and synthesis capabilities, embedded programmable 
logic can be inserted into the key parts of systems, 
and used to alter behavior dramatically with modest 
performance overhead. 

The architectural implications of these technology 
trends are enormous: the underlying assumption that 
reprogrammability is expensive is already beginning to 
be challenged. As gate switching continues to scale 
well below 100 ps range (today), local decision making 
would cost significantly less than the cost of sending 
information. Such changes will pave the way for a new 
class of system architectures that exploit flexibility to 
deliver robust, high performance to applications. 

Component Software The exploding complexity of 
application software is driving increased used of com­
ponent software (libraries, toolkits, shared abstrac­
tions) and interoperability frameworks (to glue com­
ponents together). These application structures lever­
age programmer effort, but also imply that programs 
will increasingly be written in terms of user abstrac­
tions ( e.g. objects) rather than machine abstractions 
(registers, cache lines, memory locations). · 

Over the past ten years, there has been an accel­
erating trend towards component software, enabling 
the construction of larger, more complex applications. 
For example, graphical user interface programmers are 
leveraged by large graphical user interface libraries 
such as X Windows or MS Windows '95. Like­
wise, scientific programmers are increasingly leveraged 
by libraries such as LAPACK [11, 12], or increas­
ingly domain or application specific libraries such as 
A++/P++, AMR++, POOMA, LPARX++/KeLP 
[13, 14, 15] whose millions of lines of code can not 
only dramatically increase programmer productivity, 
but in some cases, the sophistication of the libraries 
can actually deliver higher levels of performance. This 
phenomenon is occurring in many domains, program­
ming languages, and system contexts because compo­
nent software allows application programmers to focus 
on the critical new problems, not solving or reimple-
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menting solutions to the same old ones. Experts expect 
this trend to continue [16], with useful libraries prolif­
erating and increasing in complexity; thereby support­
ing increased application complexity and programmer 
productivity. 

Beyond library-based sharing in a single program, 
the use of coordination-interoperability frameworks is 
having a major impact on application structure and the 
ease of building large complex applications. Interoper­
ability frameworks such as OLE, CORBA, SOM, etc. 
[17, 18] define standard interfaces for modules, mak­
ing it possible to build modular software and compose 
it with little knowledge of the internal software struc­
ture. Thus, large complex programs will be composed 
of heterogeneous applications including computation, 
visualization, persistent storage, and even on-line in­
teraction. In future, we expect widespread used of co­
ordination/interoperability frameworks to build com­
plex applications from variegated individual programs. 
This means that efforts and tools for optimizing ap­
plications that must optimize individual programs, co­
ordination frameworks, and entire applications are all 
essential. 

The increasing complexity in software demands a 
hardware structure which can be easily exploited. 
However, this need for easily accessible performance 
comes at a time when hardware technology trends 
place an increasing importance on issues such as lo­
cality, partitioning, and mapping of computations -
managing communication. Our solution is a machine 
architecture which leverages a small amount of pro­
grammable logic in several key places to implement a 
flexible hardware composition structure. This flexibil­
ity allows the machine to be configured as convenient or 
to optimize machine communication, supporting cus­
tomizability by software and high performance. 

3 System Architecture & Organization 
The basic architecture of MORPH reflects the ob­

servations that in the 2007 technology window, ( 1) 
communication is already critical and getting increas­
ingly so [19], and (2) flexible interconnects can be 
used to replace static wires at competitive performance 
[20, 21, 22, 23]. The key elements of the MORPH 
architecture include processing elements and memory 
elements embedded in a scalable interconnect. The 
scalable interconnect flexibly connects all parts of the 
system with fast packet routing, efficiently exploiting 
the wiring resources provided by the system packaging 
[21, 22, 20, 23]. The hardware structure allows adap­
tation of data transport, coordination, association (for 
granularity), and efficient computation. As an example 
of its flexibility, MORPH could be used to implement 
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Figure 1: A Flexible 100 TeraOp Architecture 

either a cache-coherent machine, a non-cache coherent 
machine, or even clusters of cache coherent machines 
connected by put/ get or message passing. Varying 
the mix of processing and memory elements supports 
a wide range of machine configurations and balances. 
Examples of other possible changes include changes in 
cache block size, branch predictors, or prefetch policies. 

Our proposed configuration uses 32 BIPS proces­
sors, and 8192 processing nodes. The physical memory 
configuration is driven primarily by cost and packag­
ing (power budgeting) factors. A cost balanced sys­
tem (based on today's processor to memory price ra­
tios and SIA predictions) would be approximately two 
memory chips for every processor, or approximately 4 
gigabytes/processor. Each processing node consists of 
8-16 KB of 11 cache and 128 MB of 12 cache that 
can be configured as private or shared among on-chip 
CPUs. Using MCM and areal interconnect technol­
ogy, our system could be integrated with ~ 30 nodes 
per card, and with 20 cards per rack, the core of the 
system would fit in eight racks with room needed for 
power supplies, 1/0 cooling fans etc. The communica­
tion bandwidth is limited by the wiring of the packages 
to about 90 GB/sec for a pin-out of 1800 usable MCM 
pins. The bisection bandwidth would be in the range 
of 10 TB/sec. 
3.1 Architectural Adaptation in MORPH 

The critical configurabilities or adaptation flexibili­
ties that this architecture provides include: 

• control over computing node granularity 
(processor-memory association) 

• interleaving ( address-physical memory element 
mapping) 

• cache policies ( consistency model, coherence pro­
tocol, object method protocols) 
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Figure 2: A wide range of logical machine organizations 
(Address Space and Cache coherence) can be config­
ured. 

• cache organization (block size or objects) 

• behavior monitoring and adaptation 

Depending upon application and runtime environment, 
customization can be done statically or at run-time. 

MORPH's flexible architecture subsumes both the 
processor-in-memory (PIM) and scalable shared mem­
ory approaches. Based on the experience of several 
"PIM"-like systems (24, 25, 26, 27, 28], there is evi­
dence that PIM organizations represent significant pro­
gramming challenges, particularly for irregular appli­
cations. We believe that the use of more traditional 
processor-memory structures will yield a machine with 
more accessible performance than an organization in 
which processors are accessing primarily their local on­
chip memory. In addition, by adding a small amount 
of programmable logic to the memory units, we can 
yield much of the benefit of having computational ele­
ments within the memory. A shared memory approach 
represents the opposite extreme, with advantages in 
programmability, but with questions about scalability. 

Since communication is the critical issue, we plan 
to explore novel techniques for communication. One 
possibility is to exploit optical arrays and free space 
or waveguide based interconnects. Since ultra high­
speed electrical connections in the tens of Gbps range 
are limited to a few centimeters, serial links driven by 
smart pixel arrays could be used to support system 
backplane connections. Through smart pixel arrays 
any degree-K interconnection network can be embed­
ded into the backplane. This includes linear arrays, 
2D and 3D meshes, toroids, hypercubes, dilated cross­
bars, orthogonal crossbars, Knockout, CrossOut and 
shuffie-based networks [29]. 

While the proposed architecture can subsume a 
range of traditional parallel machine organizations as 
shown in Figure 2, the primary use of configurability is 

to enable customization of mechanism for higher per­
formance. We outline some of the major optimization 
types below. 
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• Low Latency Communication: 
The MORPH architecture can optimize for low­

latency communication by adapting the number of 
memory elements associated with each processing el­
ement ( optimal PE granularity), configuring the phys­
ical 1/0 resource to match the applications needs (lo­
cal memory hierarchy, global network) and by adding 
special hardware structures (30, 31] such as fast bar­
rier or broadcast support for machine subsets or the 
entire machine, to optimize performance. For exam­
ple, experience over the last ten years demonstrates 
that intraprocessor communication mechanisms ( data 
shared through the cache) are much more efficient than 
even the best interprocessor mechanisms. When ma­
chine configuration granularity matches the applica­
tion, extremely high performance can result. The pro­
grammable logic on both processor elements and mem­
ory elements allows us to dynamically associate mem­
ories with processor chips, changing the node granu­
larity at application set up. In another example, some 
applications, benefit greatly from low-latency barriers, 
or high speed broadcast or multicast. Such structures 
are easily implementable with this configurable hard­
ware. 
• Minimizing Communication: 

Possibilities include custom caching policies ( e.g. 
adaptive invalidate-update, custom block sizes, and 
even more complex schemes (32]), object-based coher­
ence (e.g. program semantics-based policies and data 
movement), custom prefetching FSM's (derived from 
program analysis, or dynamic selection based on ef­
fectiveness), and can drive all of these choices with 
detailed performance data capture, via customizable 
hardware. For example, false sharing can be eliminated 
by adapting policies (subblocking) for particular cache 
blocks. In other examples, object consistency seman­
tics (e.g. write-once policy) can be used to reduce pro­
tocol overhead, object sizes could be used to eliminate 
multiple cache misses for a single object reference, vir­
tual function data requirements could be used to fetch 
only the needed parts of an object which reduces data 
movement requirements, and custom encodings can be 
used for special datatypes, reducing the number of bits 
that must be transferred. 
• Resource Load Balance: 

A critical issue for scalable systems, particularly 
with the increasing prominence of irregular and adap­
tive methods, is efficiently achieving resource load bal­
ance. Our abstract architecture supports custom, even 
array-specific, memory interleaving to avoid memory 
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bank conflicts, dynamic sharing of memory modules 
amongst processing elements, enabling the program­
ming of hardware structures to rapidly propagate load 
information, and distribute tasks. For example, ar­
ray references which cause bank conflicts can be opti­
mized by changing the address mapping for the node, 
or even for the individual array. Another example is 
custom load balance structures which can distribute 
tasks through hardware priority structures; such struc­
tures can help to achieve low latency load distribution, 
improving application scalability. 

4 · MORPH Software Architecture 
High performance computing systems cannot dic­

tate the software structure of next generation high­
performance computing applications: their very com­
plexity will demand the best software structuring and 
complexity management techniques available. These 
applications not only require high computational rates, 
massive memory resources, and high performance 1/0, 
they will be substantially more complex than cur­
rent generation applications, exploiting sophisticated 
adaptive algorithms that use complex data structures, 
combining diverse computational applications (meta­
computing), and integrating computation, visualiza­
tion, databases and scientific exploration. The tools 
for building such applications will be the best main­
stream software technology available: object-oriented 
programming, component libraries ( e.g. POOMA, 
A++/P++, Scalapack), domain-specific libraries (e.g. 
KeLP, AMR++), or problem solving environments 
(perhaps as high level as MATLAB). Applications 
may consist of several independent programs, com­
posed by procedure calls (shared memory), object­
interoperability frameworks (CORBA, OLE, SOM), or 
even messaging ( e.g. MPI (33], TCP /IP (34]). These 
software structures have direct implications for which 
implementation techniques are feasible. Achieving 
good programmability demands tools and techniques 
which allow applications of this type to achieve high 
performance on our flexible architecture. 

Mapping an application onto a configurable archi­
tecture such as MORPH involves selecting an appropri­
ate execution model for program sections ( e.g. mem­
ory and object consistency models as well as hard­
ware primitives), node memory capacity and the size 
of domains for cache coherence ( to match working set 
structures), custom operations for optimized commu­
nication and coordination ( e.g. a memory side atomic 
swap register or a histogrammer), as well as map­
ping those structures ( along with the computation and 
data) onto the underlying machine. These are daunting 
tasks, which for common choices can be achieved via 
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libraries ( e.g. globally shared memory, clustered cache­
coherent machines, or distributed memory). However 
these approaches are likely to present too inflexible a 
view to support both a wide range of applications and 
demanding irregular, adaptive applications well. We 
believe that achieving scalable high performance on a 
wide range of applications demands the development 
of technologies ( automatic and high level abstractions 
for programmer assisted decisions) to exploit the flex­
ibility of our proposed architecture. 

There are two basic types of techniques for identi­
fying opportunities for customization: static analysis 
( compiler analysis and directives) and dynamic adap­
tation (profiles and dynamic statistics) to rationally 
make use of the flexibility to optimize the mapping and 
execution of the program. It is imperative that good 
performance be achievable with modest effort and the 
highest levels of performance be available with reason­
able tuning effort. 

Automatic techniques which exploit aggressive 
interprocedural analysis [35, 36, 37, 38, 39, 40, 41, 42], 
profile data, and run-time statistics to optimize pro­
gram implementation choices are essential to the pro­
grammability of the machine and accessibility of high 
performance. Aggressive compiler analysis has been 
essential to high performance computing based on vec­
tor, shared memory, and distributed machines. Ex­
tensions to interprocedural techniques will continue to 
yield significant benefits as analysis is broadened to 
include the entire program. However, the heteroge­
neous and variegated expression of applications (see 
above) will limit the range of the regularized seman­
tics amenable to compiler analysis. 

Because of the limitations of static program analysis 
and fundamental hardware technology trends which in­
crease the performance sensitivity of parallel machines, 
profile data and runtime statistics will increasingly im­
portant for achieving robust high performance. For 
example, profiling and runtime statistics may be es­
sential for automatically tuning cache coherence and 
blocking . Configurable hardware can be configured 
as instruments for idiom recognition or traditional 
statistics collection. These forms of fast monitoring 
can then be used to drive selection of node granular­
ity (memory stealing), mechanisms, assess incremen­
tal miss rates and adaptation to larger node memo­
ries (stealing memory). The range of possibilities is 
endless. A change in memory grain size can be de­
tected, for example, by maintaining a record of the 
cache misses. We propose to evaluate hardware as­
sists that automatically detect changes in the memory 
grain size and context sets . This hardware would be 
synthesized to implement a cache tag recognizer us-
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ing a modified version of the Aho-Corasic algorithm 
for string matching (43]. If the recognizer detected a 
desirable configuration change, the hardware modifica­
tions could be precomputed or even synthesized on the 
fly, and programmed into the appropriate hardware. 

Profiling and Programmer Annotation While 
a full complement of programmer annotation, profile­
directed analysis, and even on-the-fly performance and 
diagnosis techniques are essential, the critical issue is 
the abstractions used to present performance data and 
system characteristics to the programmer. In addi­
tion to traditional views - execution time distribution , 
cache miss rates, communication volume, load balance, 
etc., tools for these flexible systems will add aspects of 
computational efficiency (special operations), internal 
node communication (memory hierarchy performance, 
memory bank organization) and external node com­
munication (parallel decomposition), and even sug­
gest/execute program reorganizations which enhance 
performance. 

These techniques are pictured in Figure 3 which 
illustrates the interplay of the software application 
structure, automatic and programmer aided optimiza­
tion, and the software and hardware synthesis to build 
the implementation. Optimizing compilers will analyze 
whole programs, generating code structures, specify­
ing hardware structures, and execution models. Hard­
ware will be generated from high-level synthesis tech­
niques and together the hardware and software will be 
mapped to the underlying machine. Special hardware 
functionality would generally be mapped to all parts 
of the machine that require it ( as part of their exe­
cution model). The extraction of special operations, 
guidance for selecting special policies, etc. would also 
be guided by compiler analysis as well as programmer 
and tool-generated annotations. 
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5 Application-Driven Customizability 
Given the early stage of the MORPH project, and 

the space constraints here, comprehensive listing of 
mechanisms for application-driven customizability is 
not possible. Critical issues in assessing mechanisms 
include hardware cost, cycle-time impact, configura­
tion cost, effect on software, protection mechanism(s) 
needed, etc. We describe several illustrative examples 
below to show the leverage and importance of a flex­
ible architecture. However, with such a small group, 
these are neither representative nor typical; however, 
they do illustrate the overall architectural framework 
that MORPH provides. 

Vector Memories: Stride Skewing for Perfor­
mance Vector memories achieve high performance 
on regular structures of accesses, but performance 
drops quickly if accesses fall to the same memory 
banks, causing bank conflicts, or if accesses cannot be 
mapped into the vector model with constant stride. 
The tremendous flexibility of MORPH architecture al­
lows this problem to be easily solved: by using the 
programmable logic on the processor elements to mod­
ify the mapping of addresses to memory elements. For 
example, shuffling the address lines or using more com­
plex hash functions eliminates the conflicts. How­
ever, preserving program correctness, is a little trick­
ier, but also manageable with the programmable logic. 
By choosing several good hash functions, with com­
plementary structures (44], we cai:i ensure fewer bank 
conflicts, and by ensuring that addresses are mapped 
consistently ( address ranges, context registers, addi­
tional instructions, etc.), correct program execution is 
ensured. Likewise for sparse matrix operations, where 
scatter-gather operations would typically be employed, 
the programmable logic can be used to prefetch the ir­
regular structure efficiently ( data structure interpreta­
tion) or even remap the addresses, to present them to 
the processor ( and perhaps pack them into the cache) 
in contiguous addresses. 

Optimizing Cache Granularity for Performance 
Virtually all processors are critically dependent on 
their cache subsystems to achieve high performance. 
However, cache performance can be extremely sensitive 
to the relationship of the working set to cache size (par­
ticularly in direct map caches). Programmable logic 
can be used to diagnose this problem, and if appro­
priate implement corrective measures which minimize 
the performance losses ( changes in cache sizes, or ex­
panding victim cache buffers). For example, consider 
an 11 cache of 8KB , for which the critical working 
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set size is 9KB. The cache misses are collected by a 
hardware recognizer that invokes a hardware synthe­
sizer to build customized victim caches [ 45]. The rec­
ognizer analyzes cache misses on-the-fly, assessing how 
a particular size victim cache would affect the cache 
miss-rate. Note that the recognizer can be extremely 
simple - no larger than the tag store for the size of 
victim cache that is being considered. The recognizer 
can be a simple acceptor automata that accepts only 
the cache tags in the 11 cache. The recognizer holds 
a state for the frequently used set of cache tags im­
plicitly ( as a decision-diagram representation over the 
tag bits). As the set of cache tags transitions to a new 
set of cache tags on each miss the state machine is up­
dated to ensure that the new tag state is accepted by 
the recognizer. ( Once the number of states in the rec­
ognizer exceed the maximum allowable, the recognizer 
starts to recycle used states.) Since each update af­
fects only a very small number of tags it is relatively 
easy to update the recognizer. Once a state update 
leads to a known state in the recognizer, the recognizer 
makes an estimation of the working set size based on 
the structure of the implicitly represented state ma­
chine, in particular, the size of the strongly-connected 
components and evaluates the possibility of building a 
victim cache in steps of 1 KB. This technique works ir­
respective of the associativity of the 11 cache since the 
recognizer summarizes working set and not how this 
working set is distributed in the cache. Through sim­
ple modifications such as victim caches, the hardware 
assist can exploit the programmable hardware to elim­
inate sharp falloffs in performance when working set is 
slightly larger than the cache size. Note also that this 
runtime monitoring activity does not affect the critical 
paths and cost of runtime reconfiguration is amortized 
over long periods time between which these updates 
take place. 

Programmable Coherence to Reduce Commu­
nication Researchers have long recognized that a 
single data management granularity, and single cache 
consistency policies [32, 46, 4 7, 48] could not hope to 
serve all applications equally well. However, hard­
wired machines must be designed to handle a single 
common case, to simplify their implementation and 
as a compromise across a workload. In environments 
where communication is expensive ( e.g. distributed 
virtual memory systems), coherence systems are cus­
tomized to minimize communication by exploiting data 
compression, computing differences, and using coher­
ence policies based on observed ( or declared) behavior 
[49, 50, 51]. Such systems can reduce communication 
requirements significantly and also improve latencies, 
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but in conventional systems incur significant computa­
tion overhead for the requisite bookkeeping. MORPH's 
configurable logic will allow custom protocols and sim­
ilar optimizations to be implemented with low over­
head, reaping the communication reduction and lower 
latency benefits without computational overhead. Of 
course, there are a wealth of cache system optimiza­
tions proposed within parallel machines which could 
be applied in an application-specific manner to achieve 
best performance [52, 53, 32]. 

6 Summary 

We have proposed a framework for exploration of 
a new class of machine architectures that use small 
amounts of reconfigurable logic blocks to achieve cus­
tomization in the binding and mechanisms affecting the 
interaction of processing, memory, 1/0, and communi­
cation resources. To support complex and irregular 
applications, these machines present a programmable 
interface, i.e., efficient shared address spaces and data 
movement, to build these applications using interoper­
ability frameworks such as CORBA, OLE and SOM. 
This architecture reflects the realities of evolving soft­
ware and hardware technology by supporting complex 
software with a systematic, multiple-perspective ap­
proach to tuning software performance and by focusing 
on exploiting configurable logic to reduce communica­
tion bandwidth requirements and latency. 

Our proposed design, MORPH, is a proxy for this 
architecture that supports the use of a high level pro­
gramming system by allowing it to choose the node 
granularity (memory per processing element), naming 
structure (global, local, anything in between), coher­
ence (blocks, objects, etc.), and customize the mecha­
nisms for coordination and interaction. Such naming 
flexibility can make programming easier, or optimize 
performance by controlling naming and consistency. If 
desired, a software system can even choose a default 
configuration, viewing all of the memory as global or 
private whichever is most convenient. The distribu­
tion of memories reflects the hardware packaging limi­
tations, so there is little downside to the configurabil­
ity. However, philosophically, our hardware architec­
ture goes beyond simply supporting software, it seeks 
to exploit the information available in the software to 
provide higher performance. 

In summary, MORPH design leverages a wealth 
of research into optimal architectural mechanisms, 
customizable cache coherence, as well as techno­
logical advances in interprocedural analysis, pro­
grammable hardware, and hardware synthesis technol­
ogy to achieve general-purpose high performance. 
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6.1 Future Work 
To evaluate the MORPH architecture, we are pur­

suing an application-driven methodology. Using a set 
of well-known numerical kernels, as well as two distin­
guished applications - computational fluid dynamics 
and immersive, interactive virtual reality, we are sys­
tematically identifying opportunities for customization 
and assessing its potential benefits. 

To date, we have designed a simulation environ­
ment to evaluate the effectiveness of custom mecha­
nisms. Figure 4 shows the important components of 
this simulation environment. Studying the applica­
tion kernels, we have identified several promising direc­
tions for customizability, including cache organization, 
structure-driven prefetching and replacement ( cache 
management), and several other surprisingly effective 
optimizations. High-level system simulation is being 
conducted using (modified) MINT simulator, and re­
sults from projected technology spreadsheet [54]. We 
are also evaluating synthesis paths directly from C­
models to speed up evaluation of customizability cost­
benefit analysis. We expect to report these results in 
future papers over the next calendar year. 
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