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Description

[0001] The present invention relates generally to object-oriented computer systems in which two or more threads of
execution can be synchronized with respect to an object, and particularly to a system, method, storage medium and
computer-readable modules for efficiently allocating lock data structures in a system where most or all objects are
lockable, but relative few objects are in fact ever locked.

BACKGROUND OF THE INVENTION

[0002] In multiprocessor computer systems, software programs may be executed by threads that are run in parallel
on the processors that form the multiprocessor computer system. As a result, a program may be run in parallel on
different processors since concurrently running threads may be executing the program simultaneously. Moreover, if a
program can be broken down into constituent processes, such computer systems can run the program very quickly
since concurrently running threads may execute in parallel the constituent processes. Single processor, multitasking
computer systems can also execute multiple threads of execution virtually simultaneously through the use of various
resource scheduling mechanisms well known to those skilled in the art of multitasking operating system design.
[0003] The programs run on such computer systems are often object oriented. In other words, the threads executing
the programs may invoke methods of objects to perform particular functions. However, some methods of some objects
may be implemented only one at a time because of hardware or software constraints in the computer system. For
example, an object may require access to a shared computer resource, such as an I/O device, that can only handle
one access by one thread at a time. Thus, since concurrently running threads may concurrently seek to invoke such
an object, the object must be synchronized with only one thread at a time so that only that thread has exclusive use
to the object (i.e., only one the thread at a time can own a lock on the object).
[0004] In the past, various approaches have been used to synchronize an object with a thread. These include the
use of synchronization constructs like mutexes, condition variables, and monitors. For instance, P. Vishnubhotla: "Syn-
chronization and Scheduling in ALPS Objects", International Conference on Distributed Computing Systems, San Jose,
June 1988 uses for each object a high priority process called manager to implement the synchronization and S.K.
Shrivastava et al.: "Structuring Fault-Tolerant Object Systems for Modularity in a Distributed Environment", IEEE Trans-
actions on Parallel and Distributed Systems, vol. 5, no. 4, April 1994 associates to each object a lock manager object.
When using monitors, each monitor identifies the thread that currently owns the object and any threads that are waiting
to own the object. However, in the computer systems that employ these monitors there is often a monitor for every
synchronizable object. As a result, this approach has the distinct disadvantage of requiring a large amount of memory.
[0005] A simple approach to reducing the memory required by these monitors is to allocate a cache of monitors and
to perform a hash table lookup in this cache on each monitor operation. Such an approach can substantially increase
the overhead of monitor operations, and the slow speed of this solution led to the present invention.
[0006] Embodiments of the present invention provide a object locking system in which space is allocated for lock
data on an as-needed basis so as to avoid the allocation of memory resources for lock data structures for objects that,
while lockable, are in fact never locked.
[0007] Embodiments of the present invention also provide a lock data allocation system and method that is compu-
tationally efficient and that imposes essentially no computational overhead for frequently used object, and that uses
storage resources that are proportional to the number of locked objects.

SUMMARY OF THE INVENTION

[0008] In summary, the present invention is a multithreaded computer system having a memory that stores a plurality
of objects and a plurality of procedures. Each object has a lock status of locked or unlocked. There are two ways
objects may be represented, either as a handle consisting of a data pointer to a data structure and methods pointer to
a methods array, or as a direct pointer to an object data structure, the first element of which is a methods pointer to a
methods array. For the purposes of the present invention, this representational difference is not significant.
[0009] In either case, the methods array includes lock and unlock procedures for the object. Each object is further
an instance of some class, and has a data reference, stored with its method array, to a class data structure associated
with this class. Two objects that are instances of the same class then share this class data structure, having identical
references to it. This class data structure includes a permanently allocated class lock data structure associated with
this class, which can be used for synchronization of modifications to objects which otherwise have no lock data struc-
tures associated with them.
[0010] The system uses a single global object locking procedure as the lock procedure to service lock requests on
objects that have not been allocated a lock data subarray (i.e., objects that have never been locked and objects that
have not recently been locked), and uses a local, object-specific locking procedure as the lock procedure to service
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lock requests on objects that have been allocated a lock data subarray (i.e., objects that are locked and objects that
have been recently locked).
[0011] The global object locking procedure has instructions for creating a local object locking procedure specifically
for the object to be locked. The local object-specific locking procedure includes as private data a lock data subarray
for storing lock data. The local object-specific locking procedure has instructions for updating that object's stored lock
data. A lock data cleanup procedure, executed when the system's garbage collection procedure is executed, releases
the memory used for the local object-specific locking procedure if the object has not been recently locked.
[0012] In a preferred embodiment, each object that has not been allocated a lock data subarray has a methods
pointer that references a set of procedures that includes the global object locking procedure; such objects are neces-
sarily never in a locked condition. Each object that has been allocated a local object-specific locking procedure has a
methods pointer that references a set of procedures that includes its local object-specific locking procedure. Further-
more, the global object locking procedure includes instructions for updating a specified object's method pointer to point
to a set of procedures that includes the local object-specific locking procedure.
[0013] The lock data cleanup procedure includes instructions, activated when a specified object's updated lock data
indicate that the specified object has not been recently locked, for changing the speccified object's method pointer to
point to a set of procedures that includes the global object locking procedure.
[0014] More specifically, in a preferred embodiment the computer system includes a set of object classes, and each
object class includes a virtual function table (VFT) that includes pointers referencing a set of methods associated with
the object class as well as a pointer that references the global object locking procedure. Each object that has not been
recently locked has a methods pointer that references the VFT for a corresponding object class.
[0015] For each object that has been recently locked, the system stores an object-specific virtual function table (VFT)
that includes pointers referencing the set of methods associated with its object class as well as a pointer that references
that object's local object locking procedure. The global object locking procedure includes instructions for creating the
object-specific VFT and for updating a specified object's method pointer to reference its object-specific VFT.

BRIEF DESCRIPTION OF THE DRAWINGS

[0016] Examples of the invention will be described in conjunction with the drawings, in which:

Fig. 1 is a block diagram of a computer system incorporating a preferred embodiment of the present invention.

Fig. 2 is a block diagram of the data structure for an object that has not yet been allocated a lock data subarray in
a preferred embodiment of the present invention.

Fig. 3 is a block diagram of the data structure for an object for which a lock data subarray has been allocated in a
preferred embodiment of the present invention.

Figs. 4 and 5 are flow charts of the procedures for locking an object in a preferred embodiment of the present
invention.

Fig. 6 is a flow chart of a preferred embodiment of a lock data cleanup method.

Fig. 7 is a flow chart of an alternate embodiment of a lock data cleanup method.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0017] Referring to Fig. 1, there is shown a distributed computer system 100 having multiple client computers 102
and multiple server computers 104. In the preferred embodiment, each client computer 102 is connected to the servers
104 via the Internet 103, although other types of communication connections could be used. While most client com-
puters are desktop computers, such as Sun workstations, IBM compatible computers and Macintosh computers, vir-
tually any type of computer can be a client computer. In the preferred embodiment, each client computer includes a
CPU 105, a communications interface 106, a user interface 107, and memory 108. Memory 108 stores:

d an operating system 109;
d an Internet communications manager program 110;
d a bytecode program verifier 112 for verifying whether or not a specified program satisfies certain predefined integrity

criteria;
d a bytecode program interpreter 114 for executing application programs;
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d a class loader 116, which loads object classes into a user's address space and utilizes the bytecode program
verifier to verify the integrity of the methods associated with each loaded object class;

d at least one class repository 120, for locally storing object classes 122 in use and/or available for use by users of
the computer 102;

d at least one object repository 124 for storing objects 126, which are instances of objects of the object classes
stored in the object repository 120.

[0018] In the preferred embodiment the operating system 109 is an object-oriented multitasking operating system
that supports multiple threads of execution within each defined address space. The operating system furthermore uses
a garbage collection procedure to recover the storage associated with released data structures. The garbage collection
procedure is automatically executed on a periodic basis, and is also automatically invoked at additional times when
the amount of memory available for allocation falls below a threshold level. For the purposes of this document it may
be assumed that all objects in the system 109 are lockable objects, although in practice relatively few objects are
actually ever locked.
[0019] The class loader 116 is typically invoked when a user first initiates execution of a procedure, requiring that
an object of the appropriate object class be generated. The class loader 116 loads in the appropriate object class and
calls the bytecode program verifier 112 to verify the integrity of all the bytecode programs in the loaded object class.
If all the methods are successfully verified an object instance of the object class is generated, and the bytecode inter-
preter 114 is invoked to execute the user requested procedure, which is typically called a method. If the procedure
requested by the user is not a bytecode program and if execution of the non-bytecode program is allowed (which is
outside the scope of the present document), the program is executed by a compiled program executer (not shown).
[0020] The class loader is also invoked whenever an executing bytecode program encounters a call to an object
method for an object class that has not yet been loaded into the user's address space. Once again the class loader
116 loads in the appropriate object class and calls the bytecode program verifier 112 to verify the integrity of all the
bytecode programs in the loaded object class. In many situations the object class will be loaded from a remotely located
computer, such as one of the servers 104 shown in Fig. 1. If all the methods in the loaded object class are successfully
verified, an object instance of the object class is generated, and the bytecode interpreter 114 is invoked to execute the
called object method.
[0021] Synchronized methods are defined for the purposes of this document to be methods that include using a
locking methodology so as to limit the number of threads of execution (hereinafter "threads") that can simultaneously
use a system resource. The most common synchronization tool is a mutex, which enables only a single thread to use
a particular system resource at any one time, and which includes a mechanism for keeping track of threads of execution
waiting to use the resource. While the synchronization mechanism described in this document is a mutex type of locking
mechanism, the methodology of the present invention is equally applicable to computers system having other synchro-
nization mechanisms, including but not limited to semaphores, time based lock expirations, and so on.
[0022] In the context of the preferred embodiment, a synchronized method is always synchronized on a specific
object. For example, multiple threads may execute synchronized methods that call for exclusive use of a system re-
source represented by a specific object. When any one of the threads has "possession" of the lock on the object, all
other threads that request possession of the lock on the object are forced to wait until all the earlier threads get and
then release the lock on the object.

Data Structures for Unlocked and Locked Objects

[0023] Fig. 2 shows the data structure 200 in a preferred embodiment of the present invention for an object that has
not been recently locked. As will be described next, all such objects are, necessarily, unlocked, and furthermore have
not been allocated a lock data subarray. In one preferred embodiment, the phrase "object X has not been recently
locked" is defined to mean that object X has not been locked since the last garbage collection cycle by the operating
system. In other preferred embodiments, the term "recently" may be defined as a predefined amount of time, such as
a certain number of seconds, or as the period of time since a dependable periodic event in the computer system other
than the execution of the garbage collection procedure.
[0024] An object of object class A has an object handle 202 that includes a pointer 204 to the methods for the object
and a pointer 206 to a data array 208 for the object.
[0025] The pointer 204 to the object's methods is actually an indirect pointer to the methods of the associated object
class. More particularly, the method pointer 204 points to the Virtual Function Table (VFT) 210 for the object's object
class. Each object class has a VFT 210 that includes: (A) pointers 212 to each of the methods 214 of the object class;
(B) a pointer 215 to a global lock method (Global Lock1) 216 for synchronizing an object to a thread; (C) a pointer 217
to a special Class Object 218; and (D) a pointer 220 to an unlock method 221 for releasing the lock monitors. There
is one Class Object 218 for each defined object class, and the Class Object includes a permanently allocated lock data
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subarray (sometimes called a lock monitor) 219 for the class. The Class Object 218 is used in the preferred embodiment
to synchronize access to the lock data subarrays of all objects that are instances of the corresponding object class.
[0026] As shown in Fig. 2, there is only one copy of the VFT 210 and the object methods 214 for the entire object
class A, regardless of how many objects of object class A may exist. Furthermore, the global lock method (Global
Lock1) 216 and the Unlock method 221 are methods of the "Object" object class, which is the object class at the top
of the object class hierarchy in the preferred embodiment.
[0027] The Global Lock1 method 216 is used to handle requests by threads to synchronize with an object that has
not yet been allocated a lock data subarray. The unlock method 221 is used to handle requests by threads to desyn-
chronize with an object. The unlock method 221 is conventional in operation, removing the current owner of a specified
object's monitor, setting the lock status to unlocked if there are no threads waiting on the specified object's monitor,
and otherwise making the topmost waiting thread the owner of the specified object's monitor while leaving the lock
status as locked.
[0028] Fig. 2 also shows that the "Object" object class also includes a second lock method 222, called the Lock Data
CleanUp method for reclaiming the lock data subarray from an object. It should be pointed out that the three lock
methods 216, 221, and 222 could be implemented as the methods of any object class known to be available in all
systems using the methodology of the present invention, and do not need to be part of the "Object" object class.
[0029] Fig. 3 shows the data structure 240 for a locked object in a preferred embodiment of the present invention.
This is also the data structure for any object that has recently been locked, and thus has been allocated a lock data
subarray. A locked object of object class A has an object handle 242 that includes a pointer 244 to the methods for the
object and a pointer 246 to a data array 208 for the object.
[0030] The method pointer 244 of an object that has recently been locked points to a object-specific version of the
Virtual Function Table 250 (VFT, A-01). Each object that has an allocated lock data subarray has a specific VFT (VFT,
A-01) 250 that includes: (A) pointers 212 to each of the methods 214 of the object class; (B) a pointer 256 to a local
object-specific locking procedure (Local Lock2) 260 used for synchronizing an object to a thread; (C) a pointer 217 to
a special Class Object 218; and (D) a pointer 220 to an unlock method for releasing the lock monitor. There is one
Class Object 218 for each defined object class, and the Class Object includes a permanently allocated lock data
subarray (otherwise referred to as a lock monitor ) 219.
[0031] Local object-specific locking procedure 260 is used to service lock requests on objects that are locked and
objects that have recently been locked. The local object-specific locking procedure 260 includes as private data a lock
data subarray 249 for storing lock data. The local object-specific locking procedure has instructions for updating that
object's stored lock data. More specifically, the local object-specific locking procedure 260 has an object-specific locking
method (Local Lock2) for synchronizing the corresponding object to a thread and for storing the corresponding lock
information in the object's lock data subarray 249.
[0032] The lock data subarray 249 includes an object lock status indicator, a lock owner value, and a list header and
list tail for a list of waiters (i.e., threads waiting to synchronize with the object). In the preferred embodiment, the lock
status indicator includes a first flag value (the Lock flag) that indicates whether the object is locked or unlocked, and
a second flag value (the NotRecentlyLocked flag) that indicates whether or not the object has been recently locked.
The NotRecentlyLocked flag is set (to True) if the object has not been recently locked. In the preferred embodiment,
the NotRecentlyLocked flag is set by the Lock Data CleanUp method, and is cleared by the Global Lock1 and Local
Lock2 methods.

The Object Locking Methodology

[0033] Each computer system, such as a client computer 102, has many objects, each having an associated object
class. Every object is said to be an instance of its associated object class. Each object class inherits properties from
its superclass, and every object class is a subclass of a top level object class called the "Object" object class.
[0034] For each object class that exists in a particular address space, there is a virtual function table (VFT) that
contains a list of all the methods (i.e., executable procedures) associated with the object class as well as a pointer to
each of those methods. As shown in Fig. 2, the VFT for each object class also includes a reference to the Global Lock1
method, which in the preferred embodiment is a method associated with the "Object" object class. Whenever an object
has not been allocated a lock data subarray, its method pointer points to the default VFT for the object's object class.
[0035] In accordance with a first preferred embodiment of the present invention, each object class has an associated
virtual function table mentioned above as the first VFT, and sometimes herein referred to as "the primary VFT." Further,
for each object that has been recently locked, the system creates an object-specific virtual function table (VFT). The
object-specific VFT references a local lock method, Local Lock2 260, that is different from the global lock method,
Global Lock1 216, referenced by the primary VFT.
[0036] Tables 1, 2, 3 and 4 contain pseudocode representations of the Global Lock1, Local Lock2, and Lock Data
CleanUp software routines relevant to embodiments of the present invention. The pseudocode used in these appen-
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