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57 ABSTRACT 

A speech recognition System uses language independent 
acoustic models derived from Speech data from multiple 
languages to represent Speech units which are concatenated 
into words. In addition, the input Speech Signal which is 
compared to the language independent acoustic models may 
be vector quantized according to a codebook which is 
derived from Speech data from multiple languages. 
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LANGUAGE INDEPENDENT SPEECH 
RECOGNITION 

TECHNICAL FIELD 

The present invention relates to speech recognition SyS 
temS. 

BACKGROUND ART 

Current Speech recognition Systems Support only indi 
vidual languages. If words of another language need to be 
recognized, acoustic models must be exchanged. For most 
Speech recognition Systems, these models are built, or 
trained, by extracting Statistical information from a large 
body of recorded speech. To provide Speech recognition in 
a given language, one typically defines a set of Symbols, 
known as phonemes, that represent all Sounds of that lan 
guage. Some Systems use other Subword units more gener 
ally known as phoneme-like units to represent the funda 
mental Sounds of a given language. These phoneme-like 
units include biphones and triphones modeled by Hidden 
Markov Models (HMMs), and other speech models well 
known within the art. 
A large quantity of Spoken Samples are typically recorded 

to permit extraction of an acoustic model for each of the 
phonemes. Usually, a number of native Speakers-i.e., 
people having the language as their mother tongue-are 
asked to record a number of utterances. A set of recordings 
is referred to as a speech database. The recording of Such a 
Speech database for every language one wants to Support is 
very costly and time consuming. 

SUMMARY OF THE INVENTION 

(AS used in the following description and claims, and 
unless context otherwise requires, the term "language inde 
pendent' in connection with a speech recognition System 
means a recognition capability that is independently existing 
in a plurality of languages that are modeled in the Speech 
recognition System.) 

In a preferred embodiment of the present invention, there 
is provided a language independent Speech recognition 
System comprising a speech pre-processor, a database of 
acoustic models, a language model, and a speech recognizer. 
The Speech pre-processor receives input Speech and pro 
duces a speech-related Signal representative of the input 
Speech. The database of acoustic models represent each 
Subword unit in each of a plurality of languages. The 
language model characterizes a Vocabulary of recognizable 
words and a set of grammar rules, and the Speech recognizer 
compares the Speech-related Signal to the acoustic models 
and the language model, and recognizes the input Speech as 
a specific word Sequence of at least one word. 

In a further and related embodiment, the Speech pre 
processor comprises a feature extractor which extracts rel 
evant Speech parameters to produce the Speech-related Sig 
nal. The feature extractor may include a codebook created 
using speech data from the plurality of languages, and use 
vector quantization Such that the Speech-related Signal is a 
Sequence of feature vectors. 

Alternatively, or in addition, an embodiment may create 
the acoustic models using Speech data from the plurality of 
languages. The Subword units may be at least one of 
phonemes, parts of phonemes, and Sequences of phonemes. 
The Vocabulary of recognizable words may contain words in 
the plurality of languages, including proper nouns, or words 
in a language not present in the plurality of languages, or 
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2 
foreign-loan words. In addition, the words in the Vocabulary 
of recognizable words may be described by a voice print 
comprised of a user-trained Sequence of acoustic models 
from the database. Such an embodiment may further include 
a speaker identifier which uses the Voice prints to determine 
the identity of the Speaker of the Speech input. 

In yet another embodiment, the Speech recognizer may 
compare the relevant Speech parameters to acoustic models 
which represent Subword units in a first language in the 
plurality of languages, and then recognize the Speech input 
as a specific word Sequence of at least one word in a Second 
language in the plurality of languages So that input speech 
from a non-native Speaker may be recognized. 

Another embodiment of the present invention includes a 
computer-readable digital Storage medium encoded with a 
computer program for teaching a foreign language to a user 
which when loaded into a computer operates in conjunction 
with an embodiment of the language independent speech 
recognition System described. 

Embodiments of the present invention may also include a 
method of a language independent speech recognition Sys 
tem using one of the Systems described above. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention will be more readily understood by 
reference to the following detailed description taken with the 
accompanying drawings, in which: 

FIG. 1 illustrates the logical flow associated with a typical 
Speech recognition System. 

FIG. 2 illustrates acoustic models of phonemes for mul 
tiple languages according to prior art. 

FIG. 3 illustrates multi-language acoustic models using a 
universal Set of phonemes according to a preferred embodi 
ment. 

FIG. 4 illustrates a speech recognition System according 
to a preferred embodiment. 

DETAILED DESCRIPTION OF SPECIFIC 
EMBODIMENTS 

Operation of a typical Speech recognition engine accord 
ing to the prior art is illustrated in FIG. 1. A speech Signal 
10 is directed to a pre-processor 11, where relevant param 
eters are extracted from the Speech Signal 10. The pattern 
matching recognizer 12 tries to find the best word Sequence 
recognition result 15 based on acoustic models 13 and a 
language model 14. The language model 14 describes words 
and how they connect to form a Sentence. It might be as 
Simple as a list of words in the case of an isolated word 
recognizer, or as complicated as a Statistical language model 
for large Vocabulary continuous Speech recognition. The 
acoustic models 13 establish a link between the speech 
parameters from the pre-processor 11 and the recognition 
Symbols that need to be recognized. In medium and large 
Vocabulary Systems, the recognition Symbols are phonemes, 
or phoneme-like units, that are concatenated to form words. 
Further information on the design of a speech recognition 
System is provided, for example, in Rabiner and Juang, 
Fundamentals of Speech Recognition (hereinafter “Rabiner 
and Juang”), Prentice Hall 1993, which is hereby incorpo 
rated herein by reference. 

In a prior art System, as illustrated in FIG. 2, for any given 
Language 1, Language 1-specific recorded Speech data 20 is 
used to generate acoustic models 22 which represent each 
phoneme 21 in the language. For any other given Language 
2, Language 2-specific recorded Speech data 25 is used to 
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