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X-y The dot product of X and y

cos(X,¥)  The cosine of the angle between X and ¥
Cij Element in row i and column j of matrix C
CcT Transpose of matrix C

X Estimate of X

E(X) Expectation of X

Var(X) Variance of X

u Mean

o Standard deviation

X Sample mean

s? Sample variance

P(AIB) The probability of A conditiona on B

X ~p(x) Random variable X is distributed according to p

b(r; n,p) The binomia distribution

Orrl Combination or binomia coefficient (the number of ways of
choosing r objects from n)

n(x; y, o) The norma distribution

H(X) Entropy
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I(X;Y)
Dpla)
Cc()

fu

Wijs W@
Wi, j

Wi, .oooy Wj
O(n)

Mutual information

Kullback-Leibler (KL) divergence

Count of the entity in parentheses

The relative frequency of u.

The words wi, Wit1,..., W;

The same as w;;

The same as w;;

Time complexity of an algorithm

Ungrammatical sentence or phrase or ill-formed word

Marginally grammatical sentence or marginally acceptable
phrase

Note. Some chapters have separate notation tables for symbols that are
used locally: table 6.2 (Statistical Inference), table 7.1 (Word Sense Dis-
ambiguation), table 9.1 (Markov Models), table 10.2 (Tagging), table 11.1
(Probahilistic Context-Free Grammars), and table 14.2 (Clustering).

Page 23 of 704



Preface

Tue neep for a thorough textbook for Statistical Natural Language Pro-
cessing hardly needs to be argued for in the age of on-line information,
electronic communication and the World Wide Web. Increasingly, busi-
nesses, government agencies and individuals are confronted with large
amounts of text that are criticad for working and living, but not well
enough understood to get the enormous value out of them that they po-
tentially hide.

At the same time, the availability of large text corpora has changed
the scientific approach to language in linguistics and cognitive science.
Phenomena that were not detectable or seemed uninteresting in studying
toy domains and individual sentences have moved into the center field of
what is considered important to explain. Whereas as recently as the early
1990s quantitative methods were seen as so inadequate for linguistics
that an important textbook for mathematical linguistics did not cover
them in any way, they are now increasingly seen as crucial for linguistic
theory.

In this book we have tried to achieve a balance between theory and
practice, and between intuition and rigor. We attempt to ground ap-
proaches in theoretical ideas, both mathematica and linguistic, but si-
multaneously we try to not let the material get too dry, and try to show
how theoretical ideas have been used to solve practical problems. To do
this, we first present key concepts in probability theory, statistics, infor-
mation theory, and linguistics in order to give students the foundations
to understand the field and contribute to it. Then we describe the prob-
lems that are addressed in Statisticd Natural Language Processing (NLP),
like tagging and disambiguation, and a selection of important work so
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that students are grounded in the advances that have been made and,
having understood the specia problems that language poses, can move
the field forward.

When we designed the basic structure of the book, we had to make
a number of decisions about what to include and how to organize the
material. A key criterion was to keep the book to a manageable size. (We
didn't entirely succeed!) Thus the book is not a complete introduction
to probability theory, information theory, statistics, and the many other
areas of mathematics that are used in Statistical NLP. We have tried to
cover those topics that seem most important in the field, but there will
be many occasions when those teaching from the book will need to use
supplementary materials for a more in-depth coverage of mathematical
foundations that are of particular interest.

We aso decided against attempting to present Statistical NLP as homo-
geneous in terms of the mathematical tools and theories that are used.
It is true that a unified underlying mathematical theory would be desir-
able, but such a theory simply does not exist at this point. This has led
to an eclectic mix in some places, but we believe that it is too early to
mandate that a particular approach to nie is right and should be given
preference to others.

A perhaps surprising decision is that we do not cover speech recogni-
tion. Speech recognition began as a separate field to NLP, mainly grow-
ing out of electrical engineering departments, with separate conferences
and journals, and many of its own concerns. However, in recent years
there has been increasing convergence and overlap. It was research into
speech recognition that inspired the revival of satistica methods within
NLP, and many of the techniques that we present were developed first for
speech and then spread over into NLP. In particular, work on language
models within speech recognition greatly overlaps with the discussion
of language models in this book. Moreover, one can argue that speech
recognition is the area of language processing that currently is the most
successful and the one that is most widely used in applications. Neverthe-
less, there are a number of practica reasons for excluding the area from
this book: there are already several good textbooks for speech, it is not an
area in which we have worked or are terribly expert, and this book seemed
quite long enough without including speech as well. Additionaly, while
there is overlap, there is aso considerable separation: a speech recogni-
tion textbook requires thorough coverage of issues in signal analysis and
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acoustic moddling which would not generaly be of interest or accessible
to someone from a computer science or NLP background, while in the
reverse direction, most people studying speech would be uninterested in
many of the NLP topics on which we focus.

Other related areas that have a somewhat fuzzy boundary with Statis-
tical NLP are machine learning, text categorization, information retrieval,
and cognitive science. For al of these areas, one can find examples of
work that is not covered and which would fit very wel into the book.
It was simply a matter of space that we did not include important con-
cepts, methods and problems like minimum description length, back-
propagation, the Rocchio algorithm, and the psychological and cognitive-
science literature on frequency effects on language processing.

The decisions that were most difficult for us to make are those that
concern the boundary between statistical and non-statistical NLP. We
beieve that, when we started the book, there was a clear dividing line
between the two, but this line has become much more fuzzy recently.
An increasing number of non-statistical researchers use corpus evidence
and incorporate quantitative methods. And it is now generally accepted
in Statistical NLP that one needs to start with all the scientific knowledge
that is available about a phenomenon when building a probabilistic or
other model, rather than closing one's eyes and taking a clean-date ap-
proach.

Many NLP researchers will therefore question the wisdom of writing a
separate textbook for the satistical side. And the last thing we would
want to do with this textbook is to promote the unfortunate view in
some quarters that linguistic theory and symbolic computational work
are not relevant to Statisticd NLP. However, we believe that there is
so much quite complex foundational material to cover that one simply
cannot write a textbook of a manageable size that is a satisfactory and
comprehensive introduction to all of NLP. Again, other good texts al-
ready exist, and we recommend using supplementary material if a more
balanced coverage of datistical and non-statistical methods is desired.

A final remark is in order on the title we have chosen for this book.
Calling the field Statistical Natural Language Processing might seem ques-
tionable to someone who takes their definition of a statistica method
from a standard introduction to statistics. Statisticall NLP as we define it
comprises al quantitative approaches to automated language processing,
including probabilistic modeling, information theory, and linear algebra.
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While probability theory is the foundation for forma statistical reason-
ing, we take the basic meaning of the term ‘statistics as being broader,
encompassing al quantitative approaches to data (a definition which one
can quickly confirm in amost any dictionary). Although there is thus
some potential for ambiguity, Statisticd NLP has been the most widely
used term to refer to non-symbolic and non-logical work on NLP over the
past decade, and we have decided to keep with this term.

Acknowledgments. Over the course of the three years that we were
working on this book, a number of colleagues and friends have made
comments and suggestions on earlier drafts. We would like to express
our gratitude to al of them, in particular, Einat Amitay, Chris Brew,
Thorsten Brants, Andreas Eisele, Michagl Ernst, Oren Etzioni, Marc Fried-
man, Eric Gaussier, Eli Hagen,Marti Hearst, Nitin Indurkhya, Michael
Inman, Mark Johnson, Rosie Jones, Tom Kalt, Andy Kehler, Julian Ku-
piec, Michael Littman, Arman Maghbouleh, Amir Nagmi, Kris Popat,
Fred Popowich, Geoffrey Sampson, Hadar Shemtov, Scott Stoness, David
Yarowsky, and Jakub Zavrel. We are particularly indebted to Bob Car-
penter, Eugene Charniak, Raymond Mooney, and an anonymous reviewer
for MIT Press, who suggested a large number of improvements, both in
content and exposition, that we feel have greatly increased the overal
quality and usability of the book. We hope that they will sense our grat-
itude when they notice ideas which we have taken from their comments
without proper acknowledgement.

We would like to also thank: Francine Chen, Kris Halvorsen, and Xe-
rox PARC for supporting the second author while writing this book, Jane
Manning for her love and support of the first author, Robert Dale and
Dikran Karagueuzian for advice on book design, and Amy Brand for her
regular help and assistance as our editor.

Feedback. While we have tried hard to make the contents of this book
understandable, comprehensive, and correct, there are doubtless many
places where we could have done better. We welcome feedback to the
authors via email to cmanning@acm.org or hinrich@hotmail.com.

In closing, we can only hope that the availability of a book which col-
lects many of the methods used within Statistical NLP and presents them
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in an accessble fashion will create excitement in potential students, and
help ensure continued rapid progress in the field.

Christopher Manning
Hinrich Schiitze
February 1999
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| N GENERAL, this book is written to be suitable for a graduate-level
semester-long course focusing on Statistical NLP.  There is actually rather
more material than one could hope to cover in a semester, but that rich-
ness gives ample room for the teacher to pick and choose. It is assumed
that the student has prior programming experience, and has some famil-
iarity with formal languages and symbolic parsing methods. It is aso
assumed that the student has a basic grounding in such mathematical
concepts as set theory, logarithms, vectors and matrices, summations,
and integration - we hope nothing more than an adequate high school
education! The student may have aready taken a course on symbolic NLP
methods, but a lot of background is not assumed. In the directions of
probability and statistics, and linguistics, we try to briefly summarize al
the necessary background, since in our experience many people wanting
to learn about Statistical NLP methods have no prior knowledge in these
areas (perhaps this will change over timel!). Nevertheless, study of sup-
plementary material in these areas is probably necessary for a student
to have an adequate foundation from which to build, and can only be of
value to the prospective researcher.

What is the best way to read this book and teach from it? The book is
organized into four parts: Preliminaries (part 1), Words (part I1), Grammar
(part 111), and Applications and Techniques (part V).

Part | lays out the mathematical and linguistic foundation that the other
parts build on. Concepts and techniques introduced here are referred to
throughout the book.

Part 1l covers word-centered work in Statistical NLP. There is a natu-
ral progression from simple to complex linguistic phenomena in its four
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chapters on collocations, n-gram models, word sense disambiguation,
and lexical acquisition, but each chapter can aso be read on its own.

The four chapters in part 111, Markov Models, tagging, probabilistic con-
text free grammars, and probabilistic parsing, build on each other, and so
they are best presented in sequence. However, the tagging chapter can be
read separately with occasiona references to the Markov Model chapter.

The topics of part IV are four applications and techniques. statisti-
ca dignment and machine trandation, clustering, information retrievd,
and text categorization. Again, these chapters can be treated separately
according to interests and time available, with the few dependencies be-
tween them marked appropriately.

Although we have organized the book with a lot of background and
foundationa material in part I, we would not advise going through al of
it carefully at the beginning of a course based on this book. What the
authors have generaly done is to review the realy essentia bits of part |
in about the first 6 hours of a course. This comprises very basic proba
bility (through section 2.1.8), information theory (through section 2.2.7),
and essentia practical knowledge - some of which is contained in chap-
ter 4, and some of which is the particulars of what is available a one's
own ingtitution. We have generaly left the contents of chapter 3 as a
reading assignment for those without much background in linguistics.
Some knowledge of linguistic concepts is needed in many chapters, but
is particularly relevant to chapter 12, and the instructor may wish to re-
view some syntactic concepts at this point. Other materia from the early
chapters is then introduced on a “need to know” basis during the course.

The choice of topics in part |1 was partly driven by a desire to be able to
present accessible and interesting topics early in a course, in particular,
ones which are aso a good basis for student programming projects. We
have found collocations (chapter 5), word sense disambiguation (chap-
ter 7), and attachment ambiguities (section 8.3) particularly successful in
this regard. Early introduction of attachment ambiguities is adso effec-
tive in showing that there is a role for linguistic concepts and structures
in Statistical NLP. Much of the materia in chapter 6 is rather detailed
reference materia. People interested in applications like speech or op-
tical character recognition may wish to cover al of it, but if n-gram
language models are not a particular focus of interest, one may only
want to read through section 6.2.3. This is enough to understand the
concept of likelihood, maximum likelihood estimates, a couple of simple
smoothing methods (usually necessary if students are to be building any
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probahbilistic models on their own), and good methods for assessing the
performance of systems.

In general, we have attempted to provide ample cross-references so
that, if desired, an instructor can present most chapters independently
with incorporation of prior material where appropriate. In particular, this
is the case for the chapters on collocations, lexica acquisition, tagging,
and information retrieval.

Exercises. There are exercises scattered through or at the end of every
chapter. They vary enormously in difficulty and scope. We have tried to
provide an dementary classification as follows:

*

Simple problems that range from text comprehension through to
such things as mathematical manipulations, simple proofs, and
thinking of examples of something.

More substantial problems, many of which involve either program-
ming or corpus investigations. Many would be suitable as an as
signment to be done over two weeks.

*~xx Large, difficult, or open-ended problems. Many would be suitable
as a term project.

Website. Finally, we encourage students and teachers to take advantage

wessiTe  Of the material and the references on the companion website. It can be
accessed directly at the URL http://www.sultry.arts.usyd.edu.au/fsnip, or
found through the miT Press website http://mitpressmit.edu, by search-
ing for this book.
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“Statistical considerations are essential to an understanding of
the operation and development of languages”
(Lyons 1968: 98)

“One’s ability to produce and recognize grammatical utterances
is not based on notions ofstatistical approximation and the
like” (Chomsky 1957: 16)

“You say: the point isn’t the word, but its meaning, and you
think of the meaning as a thing of the same kind as the word,
though also different from the word. Here the word, there the
meaning. The money, and the cow that you can buy with it.
(But contrast: money, and its use.)”

(Wittgenstein 1968, Philosophical Investigations, §120)

“For a large class of cases-though not for all-in which we
employ the word ‘meaning’ it can be defined thus: the meaning
of a word is its use in the language. ”  (Wittgenstein 1968, 943)

“Now isn‘t it queer that | say that the word ‘is’ is used with two
different meanings (as the copula and as the sign of equality),
and should not care to say that its meaning is its use; its use,
that is, as the copula and the sign of equality?”

(Wittgenstein 1968, §561)



]. Introduction

THe amm of a linguistic science is to be able to characterize and explain
the multitude of linguistic observations circling around us, in conversa
tions, writing, and other media. Part of that has to do with the cognitive
side of how humans acquire, produce, and understand language, part
of it has to do with understanding the relationship between linguistic
utterances and the world, and part of it has to do with understanding
the linguistic structures by which language communicates. In order to

rRuLes  approach the last problem, people have proposed that there are rules
which are used to structure linguistic expressions. This basic approach
has along history that extends back at least 2000 years, but in this cen-
tury the approach became increasingly forma and rigorous as linguists
explored detailed grammars that attempted to describe what were well-
formed versus ill-formed utterances of a language.

However, it has become apparent that there is a problem with this con-
ception. Indeed it was noticed early on by Edward Sapir, who summed it
up in his famous quote “All grammars leak” (Sapir 1921: 38). It is just
not possible to provide an exact and complete characterization of well-
formed utterances that cleanly divides them from all other sequences
of words, which are regarded as ill-formed utterances. This is because
people are always dstretching and bending the ‘rules to meet their com-
municative needs. Nevertheless, it is certainly not the case that the rules
are completely ill-founded. Syntactic rules for a language, such as that a
basic English noun phrase consists of an optional determiner, some num-
ber of adjectives, and then a noun, do capture maor patterns within the
language. But somehow we need to make things looser, in accounting for
the creativity of language use.
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This book explores an approach that addresses this problem head on.
Rather than starting off by dividing sentences into grammatical and un-
grammatical ones, we instead ask, “What are the common patterns that
occur in language use?’ The major tool which we use to identify these
patterns is counting things, otherwise known as statistics, and so the sci-
entific foundation of the book is found in probability theory. Moreover,
we are not merely going to approach this issue as a scientific question,
but rather we wish to show how statistical models of language are built
and successfully used for many natural language processing (NLP) tasks.
While practical utility is something different from the vaidity of a the-
ory, the usefulness of statistical models of language tends to confirm
that there is something right about the basic approach.

Adopting a Statistical NLP approach requires mastering a fair number
of theoretical tools, but before we delve into a lot of theory, this chapter
spends a bit of time attempting to situate the approach to natura lan-
guage processing that we pursue in this book within a broader context.
One should first have some idea about why many people are adopting
a dtatistical approach to natural language processing and of how one
should go about this enterprise. So, in this first chapter, we examine some
of the philosophical themes and leading ideas that motivate a Statistica
approach to linguistics and NLP, and then proceed to get our hands dirty
by beginning an exploration of what one can learn by looking at statistics
over texts.

Rationalist and Empiricist Approaches to Language

Some language researchers and many NLP practitioners are perfectly
happy to just work on text without thinking much about the relationship
between the mental representation of language and its manifestation in
written form. Readers sympathetic with this approach may feel like skip-
ping to the practica sections, but even practicaly-minded people have
to confront the issue of what prior knowledge to try to build into their
model, even if this prior knowledge might be clearly different from what
might be plausibly hypothesized for the brain. This section briefly dis-
cusses the philosophical issues that underlie this question.

Between about 1960 and 1985, most of linguistics, psychology, artifi-
cia intelligence, and natural language processing was completely domi-
nated by arationalist approach. A rationalist approach is characterized
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by the belief that a significant part of the knowledge in the human mind is
not derived by the senses but is fixed in advance, presumably by genetic
inheritance. Within linguistics, this rationalist position has come to dom-
inate the field due to the widespread acceptance of arguments by Noam
Chomsky for an innate language faculty. Within artificial intelligence,
rationalist beliefs can be seen as supporting the attempt to create intel-
ligent systems by handcoding into them a lot of starting knowledge and
reasoning mechanisms, so as to duplicate what the human brain begins
with.

Chomsky argues for this innate structure because of what he perceives
as a problem of the poverty of the stimulus (e.g., Chomsky 1986:. 7). He
suggests that it is difficult to see how children can learn something as
complex as a natural language from the limited input (of variable quality
and interpretability) that they hear during their early years. The rationa-
ist approach attempts to dodge this difficult problem by postulating that
the key parts of language are innate - hardwired in the brain at birth as
part of the human genetic inheritance.

An empiricist approach aso begins by postulating some cognitive abil-
ities as present in the brain. The difference between the approaches is
therefore not absolute but one of degree. One has to assume some initia
structure in the brain which causes it to prefer certain ways of organiz-
ing and generalizing from sensory inputs to others, as no learning is
possible from a completely blank date, a tabula rasa. But the thrust of
empiricist approaches is to assume that the mind does not begin with
detailed sets of principles and procedures specific to the various com-
ponents of language and other cognitive domains (for instance, theories
of morphological structure, case marking, and the like). Rather, it is as-
sumed that a baby’s brain begins with general operations for association,
pattern recognition, and generalization, and that these can be applied to
the rich sensory input available to the child to learn the detailed structure
of natural language. Empiricism was dominant in most of the fields men-
tioned above (at least the ones then existing!) between 1920 and 1960,
and is now seeing a resurgence. An empiricist approach to NLP suggests
that we can learn the complicated and extensive structure of language
by specifying an appropriate general language model, and then inducing
the values of parameters by applying statistical, pattern recognition, and
machine learning methods to a large amount of language use.

Generdly in Statistical NLP, people cannot actually work from observ-
ing a large amount of language use situated within its context in the
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world. So, instead, people simply use texts, and regard the textual context
as a surrogate for situating language in a real world context. A body of
texts is called a corpus - corpus is smply Latin for ‘body,” and when you
have several such collections of texts, you have corpora. Adopting such
a corpus-based approach, people have pointed to the earlier advocacy of
empiricist ideas by the British linguist JR. Firth, who coined the slogan
“You shal know a word by the company it keeps’ (Firth 1957: 11). How-
ever an empiricist corpus-based approach is perhaps even more clearly
seen in the work of American structuralists (the ‘post-Bloomfieldians'),
particularly Zellig Harris. For example, (Harris 1951) is an attempt to find
discovery procedures by which a language's structure can be discovered
automatically. While this work had no thoughts to computer implemen-
tation, and is perhaps somewhat computationally naive, we find here aso
the idea that a good grammatical description is one that provides a com-
pact representation of a corpus of texts.

It is not appropriate to provide a detailed philosophical treatment of
scientific approaches to language here, but let us note a few more dif-
ferences between rationalist and empiricist approaches. Rationalists and
empiricists are attempting to describe different things. Chomskyan (or
generative) linguistics seeks to describe the language module of the hu-
man mind (the I-language) for which data such as texts (the E-language)
provide only indirect evidence, which can be supplemented by native
speaker intuitions. Empiricist approaches are interested in describing
the E-language as it actually occurs. Chomsky (1965: 3-4) thus makes
a crucial digtinction between linguistic competence, which reflects the
knowledge of language structure that is assumed to be in the mind of
a native speaker, and linguistic performance in the world, which is af-
fected by all sorts of things such as memory limitations and distracting
noises in the environment. Generative linguistics has argued that one can
isolate linguistic competence and describe it in isolation, while empiricist
approaches generally regject this notion and want to describe actual use
of language.

This difference underlies much of the recent revival of interest in em-
piricist techniques for computational work. During the second phase of
work in artificia intelligence (roughly 1970-1989, say) people were con-
cerned with the science of the mind, and the best way to address that was
seen as building small systems that attempted to behave intelligently.
This approach identified many key problems and approaches that are
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gtill with us today, but the work can be criticized on the grounds that it
dealt only with very small (often pgoratively called ‘toy’) problems, and
often did not provide any sort of objective evaluation of the genera ef-
ficacy of the methods employed. Recently, people have placed greater
emphasis on engineering practical solutions. Principally, they seek meth-
ods that can work on raw text as it exists in the rea world, and objective
comparative evaluations of how wdl different methods work. This new
emphasis is sometimes reflected in naming the field ‘Language Technol-
ogy’ or ‘Language Engineering’ instead of NLP. As we will discuss below,
such goals have tended to favor Statistical NLP approaches, because they
are better at automatic learning (knowledge induction), better at disam-
biguation, and also have a role in the science of linguistics.

Finally, Chomskyan linguistics, while recognizing certain notions of
competition between principles, depends on categorical principles, which
sentences either do or do not satisfy. In general, the same was true of
American structuralism. But the approach we will pursue in Statistica
NLP draws from the work of Shannon, where the aim is to assign proba-
bilities to linguistic events, so that we can say which sentences are ‘usual’
and ‘unusual’. An upshot of this is that while Chomskyan linguists tend
to concentrate on categorical judgements about very rare types of sen-
tences, Statistical np practitioners are interested in good descriptions
of the associations and preferences that occur in the totality of language
use. Indeed, they often find that one can get good real world performance
by concentrating on common types of sentences.

1.2 Scientific Content

Many of the applications of the methods that we present in this book have
a quite applied character. Indeed, much of the recent enthusiasm for
datistical methods in natural language processing derives from people
seeing the prospect of datistical methods providing practical solutions
to rea problems that have eluded solution using traditional NLP methods.
But if statistical methods were just a practical engineering approach, an
approximation to difficult problems of language that science has not yet
been able to figure out, then their interest to us would be rather limited.
Rather, we would like to emphasize right at the beginning that there are
clear and compelling scientific reasons to be interested in the frequency
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with which linguistic forms are used, in other words, statitics, as one
approaches the study of language.

Questions that linguistics should answer

What questions does the study of language concern itself with? As a start
we would like to answer two basic questions.

= What kinds of things do people say?

» What do these things say/ask/request about the world?

From these two basic questions, attention quickly spreads to issues about
how knowledge of language is acquired by humans, and how they actu-
ally go about generating and understanding sentences in rea time. But
let us just concentrate on these two basic questions for now. The first
covers dl aspects of the structure of language, while the second deals
with semantics, pragmatics, and discourse - how to connect utterances
with the world. The first question is the bread and butter of corpus lin-
guistics, but the patterns of use of a word can act as a surrogate for deep
understanding, and hence can let us also address the second question
using corpus-based techniques. Nevertheless patterns in corpora more
easily reveal the syntactic structure of a language, and so the majority of
work in Statistical NLP has dealt with the first question of what kinds of
things people say, and so let us begin with it here.

How does traditional (structuralist/generative) linguistics seek to an-
swer this question? It abstracts away from any attempt to describe the
kinds of things that people usualy say, and instead seeks to describe
a competence grammar that is said to underlie the language (and which
generative approaches assume to be in the speaker’s head). The extent to
which such theories approach the question of what people say is merely
to suggest that there is a set of sentences - grammatical sentences -
which are licensed by the competence grammar, and then other strings
of words are ungrammatical. This concept of grammaticality is meant to
be judged purely on whether a sentence is structuraly well-formed, and
not according to whether it is the kind of thing that people would say
or whether it is semantically anomalous. Chomsky gave Colorless green
ideas sleep furiously as an example of a sentence that is grammatical, al-
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though semanticaly strange and not the kind of thing you would expect
people to say. Syntactic grammaticality is a categorical binary choice.!

Now, initidly, a distinction between grammatical and ungrammatica
sentences does not seem so bad. We immediately notice when a non-
native speaker says something readly wrong - something ungrammatical
- and we are able to correct such sentences to grammatical ones. In con-
trast, except when there are bad speech errors, a native speaker normally
produces grammatical sentences. But there are at least two reasons why
we should seek more. Firstly, while maintaining a binary split between
grammatical and ungrammatical sentences may seem plausible in simple
cases, it becomes increasingly far-fetched as we extend our investiga-
tion. Secondly, regardiess of this, there are many reasons to be interested
in the frequency with which different sentences and sentence types are
used, and simply dividing sentences into grammatical and ungrammati-
cal sentences gives no information about this. For instance, very often
non-native speakers say or write things that are not in any way syntac-
tically ungrammatical, but just somehow subtly odd. Here's an example
from a student essay:

In addition to this, she insisted that women were regarded as a different
existence from men unfairly.

We might respond to this passage by saying that we can understand the
message, but it would sound better expressed dightly differently. This
is a statement about the conventionality of certain modes of expression.
But a convention is simply a way in which people frequently express or
do something, even though other ways are in principle possible.

The fact that sentences do not divide neatly into two sets - grammat-
ical and ungrammatical ones - is wel known to anyone who has been
in linguistics for a while. For many of the complicated sentences of in-
terest to theoretical linguistics, it is difficult for human beings to decide
whether they are grammatical or not. For example, try your hand at judg-
ing the grammaticdity of the following sentences drawn (not at random)

1. Some versions of Chomsky’s 1980s theory, Government-Binding theory (GB), provide a
minor degree of gradedness by suggesting that sentences that disobey some constraints
are only sort of weird while ones that disobey other constraints are truly horrible, but the
forma theory, in GB and elsewhere, provides little support for these notions. Linguists
generdly rely on an informa system of stars and question marks for initialy grading
sentences (where * (ungrammatical) > ?* > ??> ? (questionable)), but these gradations
are converted into a binary grammatical/ungrammatical distinction when people try to
develop the principles of grammar.

Page 40 of 704



10

(1.2)

CATEGORICAL
PERCEPTION

Page 41 of 704

1 Introduction

from (van Riemsdijk and Williams 1986) - a textbook, not even a research
paper - before peeking at the answers in the footnote.?

a. John | believe Saly said Bill believed Sue saw.
b. What did Sally whisper that she had secretly read?
c¢. John wants very much for himsdf to win.

d. (Those are) the books you should read before it becomes difficult to
talk about.

e. (Those are) the books you should read before talking about becomes
difficult.

f. Who did Jo think said John saw him?

g. That a serious discussion could arise here of this topic was quite un-
expected.

h. The boys read Mary’s stories about each other.

We find that most people disagree with more than one of van Riemsdijk
and Williams's claims about which sentences are grammatical. This re-
sult raises read questions about what, if anything, generative linguistics
is describing.

This difficulty has led to many statements in the linguistics literature
about judgements being difficult, or the facts quite obscure, as if some-
how there is a categorica answer to whether each sentence is grammati-
cal, but it is hard for human beings to work out what that answer is. Y,
despite these manifest difficulties, most of theoretical linguistics contin-
ues to work in a framework that defines such observations to be out of
the realm of interest (relegating them to performance effects). We be-
lieve that this is unsustainable. On the other hand, it must be noticed
that most simple sentences are either clearly acceptable or unacceptable
and we would want our theory to be able to account for this observation.
Perhaps the right approach is to notice the paralel with other cases of
categorical perception that have been described in the psychological liter-
ature. For instance, although the timing of voicing onset which differenti-
ates a /p/ sound from a /b/ sound is a continuous variable (and its typical

2. Answers. a. OK, b. bad, c. oK, d. oK, e. bad, f. OK, g. OK, h. bad.
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value varies between languages), human beings perceive the results cat-
egorically, and this is why a theory of phonology based on categorica
phonemes is largely viable, despite al the movements and variations in
phonological production occurring in a continuous space. Similarly for
syntax, a categorical theory may suffice for certain purposes. Neverthe-
less, we would argue that the difficulties in giving grammaticdity judge-
ments to complex and convoluted sentences show the implausibility of
extending a binary distinction between grammatical and ungrammatical
strings to al areas of language use.

Non-categorical phenomena in language

But beyond the above difficulties in giving grammaticality judgements, if
we peek into the corners of language, we see clear evidence of failures of
categorical assumptions, and circumstances where considerations of fre-
guency of use are essential to understanding language. This suggests that
while a categorical view of language may be sufficient for many purposes,
we MuUst see it as an approximation that also has its limitations (just as
Newtonian physics is good for many purposes but has its limits).?

One source of data on non-categorical phenomena in language is to
look at the history of language change (others are looking at sociolin-
guistic variation and competing hypotheses during language acquisition).
Over time, the words and syntax of a language change. Words will change
their meaning and their part of speech. For instance, English while used
to be exclusively a noun meaning ‘time’ a usage that survives mainly in
a few fixed phrases such as to take awhile, but changed to be mainly
used as a complementizer introducing subordinate clauses (While you
were out, ...). It doesn't make sense to say that categoricaly until some
day in 1742 while was only a noun and then it became a complementizer
- even if this clam is only being made for certain speakers rather than
the speech community as a whole. Rather, one would expect a gradua
change. One hypothesis is that if the frequency of use of a word in vari-
ous contexts gradually changes so that it departs from the typica profile
of use of words in the category to which it formerly belonged, and rather
its profile of use comes to more resemble words of another category, then

3. Readers not familiar with linguistics and NLP may have trouble understanding this
section and may wish to skip it, but to return to it after reading chapter 3. The historica
e